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Foreword



Ourglobalvillageisadenselyconnectedheterogeneoussocialnetwork,consistingofmultiplelayers
ofinterconnectedlinksjoiningdifferentgroupsofindividuals,organizations,orentities.Asthenet-
workisbecomingmoredenselyconnectedthanever,informationcanquicklypropagatethroughsocial
Mediasandreachmillionsofindividualswithinminutes.Ideally,ifeverypieceofinformationpassing
throughthenetworkistruthfulandtrustworthy,thenthenetworkessentiallyisanefficientinformation
exchangeplatformthatcansignificantlylowerthetransactioncostsinasociety.Specifically,members
inthenetworkcanenjoythebenefitsofmakingoptimaldecisionsinallactivities,fromdecidingavote
inapresidentialelectiontochoosingtherightproductinonlineshopping,throughtheelectronicdevices
ontheirfingertips.

Nonetheless,ourworldisfarfromperfect.Suchaninformationexchangeplatformisequallyefficient
forspreadingfalsifiedinformation,resultinginincreasingthetransactioncostsofoursociety.Some
parties,organizationsorevengovernmentsoftenintentionallycreateandspreadfakenews,alternate
factsandmisinformationwiththegoalofinfluencingthedecisionsofothermembersinthenetwork.
Forexample,totalitariannationstatesoftenusepropagandatojustifytheirdictatorialdecisionsandac-
tions.Somecompaniesandpoliticiansusefakenewsandalternativefactstoprojectnegativeimageson
theircompetitors.Inmanyrecentconflicts,suchastheRusso-UkrainianWar,thecyberspace,especially
thesocialmedia,hasbecomethefifthdimensionofbattlefieldinadditiontoland,sea,air,andspace.

Thisbookopensthedoortostudyandtacklesomeofthecrucialproblemsofdisseminatingfakes
news,alternativefactsandmisinformationinourdenselyconnectedinformationvillage.Theauthors,
whoareexpertsindifferentdomainsofinformationscienceandinformationstudy,presentcompre-
hensivestudiesoftheproblemsfromdifferentperspectivesandprovidetheirinsightfulsolutionsfor
handlingdifferenttypesandphasesoffalsifiedinformation.Specifically,thebookcoversthemethods
toidentifyandverifyfalsifiedinformationinthecontextofinformationliteracywithcasestudies.These
identificationandverificationmethodsareimportantskillsforinformationprofessionals,especiallyin
socialmediaandtraditionalmedia.Thebookalsopresentsaroadmaptoacquiretheadequateskillsto
detectfalsifiedinformationandreviewsthenationallawsandorganizationalpoliciesthatarerelatedto
spreadingfakesnews.Thisknowledgeisusefulforpolicymakersandexecutivemanagementinorga-
nizationsandgovernments.Inadditiontoprovidinganin-depthstudyoftheaforementionedproblems,
thebookalsoshedslightonsolutionstofightagainstfakenews,alternativefactsandmisinformation.
Researchersininformationscience,socialscience,machinelearning,andartificialintelligencewillfind
theinformationusefulfordevelopingnewgenerationsofmitigationtechniques.

Detectingandmitigatingfalsifiedinformationisachallengingyetimportantresearchdomainthat
includestheareasofinformationpropagation,informationretrieval,socialnetworksmining,textmining,

xv



Foreword

machinelearningandsocialsciences.Interdisciplinaryproblemsrequireinterdisciplinarysolutions.This
bookpresentsasolidbasisfordevelopinginterdisciplinarysolutionstotackletheproblems.

Benjamin C. M. Fung
McGill University, Canada
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THE POST-TRUTH WORLD

Wehaveenteredthepost-truthera,when“alternativefacts”replaceactualfacts,andfeelingshavemore
weightthanevidence.

Post-truth is an assertion of ideological supremacy by which its practitioners try to compel someone to 
believe something regardless of the evidence. (McIntyre, 2018)

Inapost-truthworld,objectivefactshavelessinfluenceonopinionsanddecisionsthanemotionsand
personalbeliefs.Peopledeliberatelyselectthosefactsanddatathatsupporttheirpreferredconclusions
andclassifyanyinformationthatcontradictstheirbeliefsas“falsenews..”Thisisnotarecentproblem;
however, theInternetandsocialmediaallowinformationsharingatanincrediblespeed(practically
real-time)andoveramuchgreatergeographicrange(almostworldwide)comparedtoanalogmedia.
Thereisalsoincreasinglyacrowd-sourcingapproachtogatheringinformation.PEWResearchnotes
thatmostpeoplereadnewsthroughtheirsocialnetworksratherthanindependentnewsreports1.This
createsanoverall falsebalanceaspeople tend toseekout information that iscompatiblewith their
existingviewsandvalues.

Howcanwebettereducateourstudentsandtrainourprofessionalssothattheyhavethefullrangeof
literaciesormeta-literacyneededtonavigateinapost-truthworld?Howcanpoliciesbeimplemented,
withinorganizationsandlawswithincountries,tocombatfakenewsandensurethereareseriousconse-
quencestodeliberatelycreatingandsharingmisinformation?Cannewertechnologiessuchasartificial
intelligenceimprovetheefficiencyandeffectivenessoffactchecking(e.g.throughnewsfilteringagents
thatidentifyfalsenewsmuchasweidentifyjunkemail)?Thisbookconsistsofaseriesofcontributed
chaptersthataddressthepost-truthworldinacomprehensivemanner,coveringallofthesedimensions
andshowinghowliteracy,policy,andtechnologyneedtoworktogethertohelpusnavigatethepost-
truthworld.

OBJECTIVES OF BOOK

Thereisaninterestingintersectionofhuman(manual)methodstoaddresspost-truth(suchasinforma-
tionliteracyworkshopsandlegalorpolicychangestodeterthespreadofmisinformationonline)and
moreautomated,machine/AI-basedapproaches(e.g.,analgorithmthatdetectsfakenewsdissemination
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patternsinsocialmedia).Thisbookbringstogetherthedifferentdisciplinesandresearchapproaches
toprovideacomprehensiveandeffectivetoolkittodealwithinformationandknowledgeinthepost-
truthera.Theobjectiveistointegrateapproachesfromtheeducational,policy,andtechnologysectors
becausetheymustallworktogethertocombatfakenews.Weexpectthisworktohaveawideimpact
asitresonateswithabroadaudienceofeducators,policymakers,andtechnologydevelopers.Thereis
potentiallysignificantvalueinprovidingablueprinttohelpusersnavigateinthisconvolutedworldof
increasinglycomplexanddubiouscontent.Theonlyuncontestedpredictionisthatthevolumeofsuch
contentwillonlyincrease,makingitsvalidationevenmorechallenging.

TARGET AUDIENCE

Therearethreemaingroupsthatwehopewillbenefitfromthiswork:educators,policymakers,and
technologydevelopers.Educatorswillbebetterequippedtoteachthemultipleandmeta-literaciesneeded
todealwithinformationandknowledge,bothinformalcurriculabutalsoinworkshopsandpeer-to-peer
mentoring.Manyuniversitiesaswellassomecompaniesnowhavearequirementthatallemployees
successfullycompletetrainingoninformationliteracy.Policymakersattheorganizationalandsocietal
levelswillneedtobetterunderstandtherisksposedbypost-truthmisinformationandknowledgeflows
inordertoimplementpoliciesandlegislationthatimposerealconsequences(e.g.,afewcountriessuch
asGermanyhavepassedlawsaddressingmisinformationonline).Inaddition,technologyandsoftware
developerswillhaveadeeperunderstandingofhowandwhypeoplecreateandsharefakenewssothey
candevelopalgorithmscapableofdetectingandeventuallypreventingtheirdissemination.

OVERVIEW OF CHAPTERS

Thechaptersarecategorizedwithrespecttotheircontributiontooneofthethreeareas:information
literacyandpost-trutheducation,policyandlegislation,andtechnologyandtools.Together,thechapters
providebroadcoverageoffoundationalconceptssuchasthehistoryoffakenews(propaganda,hoaxes,
fraud,urbanmyths,andsatire);providedefinitionsofkeytermssuchasmisinformation,disinformation,
andfakenews;andproviderecommendationsonhowtobettereducatecitizensinapost-truthworld,
whatlegislationtoimplementtoprotectcitizensfromharm,andhowtocombinesophisticatedtoolsto
helpcitizensbetterdetectfakenews,alternativefacts,andmisinformation.

Information Literacy

ThefirstchapterbyJoanBartlett,“InformationLiteracy:MethodstoIdentifyFakeNews,Alternative
Facts,andMisinformation,”studiestherelationshipbetweeninformationliteracyandsciencedisinfor-
mation.Scienceisafieldinwhichtherecanbesignificantconsequenceswheninformationconsumers
makethewrongdecision.Recentexamplesincludechildrendyingbecausetheirparentswerewrongly
convincedthatthemeaslesvaccinewasacauseofautism.Informationliteracyhaslongbeenthepurview
oflibrariesandinformationschoolsandtheycancontinuetoplayaneffectiveroleinteachingthese
skills.However,thereisaneedforalldigitalcitizenstobeequippedwithafundamentalawarenessof
informationliteracyandthecriticalskillsnecessarytoidentifydubiouscontent.Thechapterhighlights
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someoftheinherentbiasespresentinthecreationandsharingofdisinformationandhowpost-truth
educationcanhelppeoplebetteridentifywhocreatedthefakenewsandhowtheymanagedtoshareit
withthem.Oneofthegreatestadvantagesofferedbyinformationliteracyisthatitisnotmedia-specific:
theapproachcanbeappliedtoanytypeofcontentregardlessofitsformat.Whileinformationliteracy
aloneisnotsufficient,itiscertainlyoneofthemostvaluabletoolstoincludeinourpost-truthtoolkit.

Thesecondchapter,“TheNeedleintheHaystack:HowInformationOverloadIsImpactingSociety
andOurSearchforTruth,”byDanaTessier,makesastronglinkbetweenthetheoryofinformation
overloadwithgoodorganizationalpracticesonhowbesttodealwiththisoverloadinordertominimize
ourvulnerabilitytofakenews.Thechapternotesthat,giventhelimitationsofhumancognitionwith
respecttohowmuchinformationwecanabsorbaswellasthefactthatinformationoverloadisnotgoing
togoawaybutismorelikelytogetworse,wewillneedhelptodealwiththepost-truthworld.Social
mediaisalsoheretostay,andwewilllikelycontinuetosharecontentwithouronlinecommunities.
Recommendationsincludeadaptingprovenstrategiesusedinthepasttohelporganizeinformationinto
moremanageablechunks.Sometimesreferredtoaspersonalinformationmanagementorknowledge
management,thesestrategiesincludemanuallytakingnotesandsummarizingcontent.Todaythereare
alsoanumberofautomatedtoolsincludingappsthatcanhelpusdealwithinformationoverloadwhile
continuingtousenewmediatoconnectwithoneanother.

Thethirdchapter,ThomasFroelich’s“TenLessonsfortheAgeofDisinformation,”containsavalu-
ablesummaryofkeylessonsrelevanttounderstandingourpost-truthmoment.Theauthorsummarizes
acomprehensivecoursehehasdevelopedtoequiphighschoollearnerswitheffectivestrategiestocope
withdisinformationinthepost-truthworld.Itiscriticalthateducationalinterventionsbeginatanearly
stageoflearning.Whileinformationliteracycourses,workshops,andtutorialsexist,theytendtobe
targetedtowardadultlearnersanduniversitystudents.Froelich’stenlessonsare:(1)characteristicsof
theAgeofDisinformation;(2)thevarietiesoffalseinformation;(3)knowledge,opinion,andsecond-
handknowledge;(4)deceptionandself-deception;(5)psychologicalfactors;(6)cognitiveauthorities;
(7)socialmedia;(8)logicalfallacies;(9)ethicalprinciples;and(10)informationliteraciesandpersonal,
professionalandpoliticalcommitments.Eachlessonispresentedwithalistofkeyideasandexercises
thatcanbecompletedingroupsorbythereaderaloneinordertoapplythelessonsconcretelytothe
post-truthworldlearnerslivein.

ThesectionconcludeswithacasestudybyNicoleDelellisandVictoriaRubin,“FakeNewsinthe
ContextofInformationLiteracy:ACanadianCaseStudy.”Theauthorsinterviewed18universitypartici-
pantsabouttheirperceptionsof‘fakenews’andtheirroleinhelpingpeoplebecomemoreinformation
literate.Theirfindingsconfirmwhatothershavealsonoted,namely,thatlibrariansandinformation
professionalsarenotveryvisibleandthattheirroleinpost-trutheducationtendstobeunder-valued.The
authorsrecommendthattherebemorecommunicationandvisibilityofgroupsinvolvedininformation
literacyeffortsandthat,ifitisnotalreadypresent,informationliteracyneedstobepartofthecurriculum
toensurethatallinformationprofessionalsacquirethenecessaryskills.Theyconcludebyreinforcing
theneedtoincreasegeneralawarenessofhowinformationliteracyskillscanhelpeveryonenavigate
inapost-truthworld,aswellastheneedtocoordinatethiswithmedialegislationandcomplementary
technologicaltools.
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Information Literacy Toolkit

Thissectionbeginswithacategorizationofdifferenttypesoffakenews,alternativefacts,andmisinforma-
tionbyMarkChongandMurphyCho,“AnEmpiricallySupportedTaxonomyofMisinformation.”The
authorslookedatexistingtypologiesandenumeratedthedifferenttypesoffakenewssuchashoaxes,
rumors,andurbanlegendsinordertoproposeataxonomythatclearlydistinguishesbetweendifferent
types.Theyusedthreemajorcriteria:lexicalstructure,simplicity,andanunsupervisedmachinelearn-
ingalgorithmtoautomaticallyclusteracorpusoffakenews.Theyproposefourmajorcategoriesin
theirtaxonomy:clickbait,shockers,events,andfearinducersandprovidespecificrecommendationson
howtoaddresseachcategoryofthreat.Theyfoundanumberofmarkersthatcanbeusedtodistinguish
betweenfakeandrealnewsinaclear,unambiguous,andrigorousmanner.

Thenextchapter,“BehindthePost-TruthWorld:APhilosophicalPerspectiveonInformationand
MediaLiteracy,”byDanieleMartinezAvilaetal.,looksatinformationliteracyfromaninterdisciplinary
perspectivethatincludesinformationliteracy,medialiteracy,philosophy,andscience.Theauthorsad-
dressthetheoryofknowledge,thenatureoftruth,andtheroleofpowerrelationshipswhenmanipulating
thetruth.Theyinvestigatethewaysinwhichphilosophicalthinkingcancontributetotheevolutionof
informationandmedialiteracyconceptsandwhetherphilosophicaltrainingcanhelpdigitalcitizensbe
criticalofandreflectmoreontruthandpost-truth.Anumberofcriticalconceptsarediscussed,including
thenatureofdiscourseandlanguage;thewaysdiscoursedeterminestheimpactofsocialrelationson
allspheresofsociety;andthewaysinwhichlanguagecanberesponsibleforproducingdifferentforms
ofpowerintheserelations.Theauthors’analysisaddressesworksbyearlyhistoricalphilosophersas
wellasthecontributionsofcontemporaryphilosophy.Theauthorsapplythesereflectionstothewaysin
whichweassesswhetherornotsomethingistrue.Therecommendationisthataphilosophicaltradition
ofcriticalthinkingcanhelpindividualsadoptacriticalstancetowardsinformationinapost-truthsociety.

ÖzgürKülcücontinuesthediscussionofcriticaltoolstoincludeinaninformationliteracytoolkit
throughhisstudyonhowTurkishinformationprofessionalsdecidewhethercontentisvalid,reliable,
authentic,andcredible.Hischapteron“VerificationofInformationandEvaluationofApproachesof
InformationProfessionalsinAccessingAccurateInformation”describesalarge-scalesurveyofpar-
ticipants’informationsearchingbehaviorsacrossInternetsearchengines,radioandtelevisionsources,
socialmedia,andinformationcentres.Thestudyfindingsaddresshowparticipantsperceivedinformation
reliability,whetherornottheyusedmultiplesourcesofinformationtotriangulate,andtheirpreferred
sourceofnews (predominantlysocialmedia,ashasbeen found instudiesdone inothercountries).
Theparticipantsareinformationprofessionalswhoareexpectedtoassumeleadershiprolesinteaching
informationliteracyandvettingthequalityofinformation.Thestudyshowsthatthereisastrongneed
tosupportallusersindevelopinginformationliteracyskills,particularlyinformationprofessionals,as
theywillinfluencehowsuccessfullytherestofuswillnegotiateourwaythroughthepost-truthworld.

ThefinalchapterinthissectionisbyAyadetal.,“PoliticalAdvertisingEffectsonPerceivedBias,
Value,andCredibilityinOnlineNews.”Theirstudylookedathowreadersofpoliticaladvertisingperceived
bias,valueandcredibilityoftheonlinenewsarticlestheyread.Participantsweregivenunbiasedarticles
aswellaspoliticaladvertisingarticlesthatwereeitherrightorleft-leaningorneutral.Theauthors’study
lookedattheeffectsofpriorknowledgeofpoliticalcontent,politicalaffiliationandgenderononline
newsbias.Theyfoundpriorknowledgeandgendershowedsignificanteffectsbutpoliticalaffiliation
didnot.Theirfindingshelptobetterunderstandwhatmotivatespeopletowatchcertainnewscontent
inahighlypoliticallypolarizedenvironment.Notonlyarepeoplemorelikelytowatchprogramsthat
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reinforcetheirbeliefsbuttheyalsoratedtheshowsasmorefair,friendly,good,andcooperativethan
thosewhosawshowsthatcontradictedtheirpoliticalattitudes.

Legislation and Policies

ThechapterbySelmaOttonicor,“BrazilianPolicyandActionstoFightagainstFakeNews:ADiscus-
sionFocusedonCriticalLiteracy,”outlineshowBrazilisaddressingfakenews.Brazilhasundertaken
anumberofpoliciesandactionstohelpaddressfakenewsinadditiontocreatinginformationliteracy
andmedialiteracystandardsandindicators.Theauthorlooksatwhy,despitesignificantinvestmentin
education,fakenewsremainsathreattobothhighlyeducatedandlesseducatedindividuals.InBrazil,
PauloFreireisrenownedforhisimpactoneducationthroughhisbook,PedagogyoftheOppressed,
thataimedtoreducesocialinequalitybyimprovinguniversalaccesstoeducation.Freireemphasized
thecriticalconsciousnessofstudentsandtheideathatlearningisnotonlyaboutdecodingwordsbutis
alsoaboutinterpretinginformation.Hethereforelaiddownthefoundationsofinformationliteracy.The
chapterdescribesthejourneyfromthishistoricalfoundationalmovementtocurrentBrazilianefforts
inregulatingfakenewsproliferation.Theseeffortsincludethecreationofacommissiontoinvestigate
politicianswhousedfakenewstowininthe2018electionsandalsotheestablishmentbytheBrazilian
governmentoftheHealthwithoutFakeNewsprogramtofightagainstvaccinemisinformation.

Thechapteron“SpiritualismandtheResurgenceofFakeNews”byKirstyHeskethtakesusona
historicaljourneybacktotheriseofthespiritualistmovementintheVictorianEra,withtheFoxsisters’
1848claimtobeabletocommunicatewithdepartedspirits.Thisfakenewswasrapidlydisseminated
throughthemassmediaofthattime,i.e.,thenewprintingtechnologythatpermittedmorenewspapers
tobeprintedverycheaply.Thiswascoupledwithnewphotographytechniques,thatallowedimagesto
bemanipulatedorsuperimposedtocreatephotosofspirits,thusofferingvisualproofoftheafterlife.
Theparallelswithtoday’spost-truthworldarequitestriking.Spiritualism,hoaxes,andfalsenewshave
existedbefore2016andgovernmentshadnooptionbuttotakeaction.InVictorianEngland,thisaction
tooktheformoftheFraudulentMediumsActwhichimposedfinesonanymediumwhodeliberately
deceivedapayingcustomer.Historicallegislation,suchasthattakentocurbpurportednineteenthcen-
turymediumscapitalizingontheSpiritualistmovement,mayinformgovernmentstodayonthetypeof
legislationneededtoprotectcitizensfromfakenews.

ThefinalchapterinthissectionisbyGregNielson,“Populism,FakeNews,andtheFlightFrom
Democracy.”Theauthorpresentsanalternativetopoliciestopreventfakenewsandlegislationtocurb
itsdamagingeffects.Thechapterinvestigatestherelationsbetweendemocracy,knowledgeproduction,
andpopulismthroughaninterdisciplinarylensthatincludespoliticalscience,socialscience,andjour-
nalism.Theauthorproposesthinkingaboutthefactthataudiences(includingonlineaudiences)already
deny,ignore,orsuspendbeliefinthefactsthatjournalists,politicians,andsocialscientistscreateand
expectreaderstotrustinordertohelpcreatedemocracy.Inaddition,technologyisnotaloneinmaking
itpossibletoshareanycontentinstantlywithanenormousnumberofpeople:anotherchallengingfac-
toristhefactthateveryoneiscreatingcontenteveryday.Thiscontentisnotsubjectedtoanyeditorial
vettingorfact-checkingbeforepublication,astraditionalnewsstorieswere.Thislackofverification
meansthereisnolongeranyeffectivegovernance,noristherecompliancewithprofessionalcodesand
ethics.Readersappeartobeequallyvulnerabletofakenewsregardlessoftheirpoliticalviews,which
putsdemocracyatrisk.Journalismandsocialsciencecancontinuetoplayasignificantroleinactingas
watchdogonpowerfulinstitutionsasacomplementtogovernmentlegislativeactions.
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Technologies

Thefirstchapterinthissectionis“CognitiveAuthority,Accountability,andtheAnatomyofaLie:Ex-
perimentsforDetectingFakeNewsinDigitalTraces,”byMariaMouraandLorenaTavaresdePaula.The
authorsdescribehowtheuseofcognitiveauthority,accountability,semiosis,anddeclarativetracescan
beusedtounderstandandidentifyevidenceofliesindigitalenvironments.Theyanalyzethe“anatomy”
ofaliebylookingatspecificdigitaltracesleftbehindbyfakenews.Digitaltracesareidentitymarkers
producedinhuman-machineinteractionandtheyareoftenfoundonblogsandsocialnetworks.The
setofdigitaltracesthatreadersleavebehindcanbeidentifiersofcontent(ofwhatIsay),navigational
identifiers(ofhowIbehave),anddeclarativeidentifiers(ofwhatIthink).Asacomplementtohuman
informationliteracy,thechapteroutlinesthemodelofamachine-basedorinformationalliteracythat
makesuseofthesedigitaltracestohelpusbetternavigatethepost-truthworld.

Thenextchapter,“CombatingFakeNewsOnline:TurkishFact-CheckingServices,”byMehmet
FatihÇömlekçi,looksathowdigitaltoolscanhelpimprovetheeffectivenessoffact-checkingservices.
Thereare60fact-checkingplatformsinTheInternationalFact-CheckingNetwork,whichisapartof
thePoynterInstitute.HalfoftheseserviceshavesignedtheCodeofPrinciplesforFact-Checkers.As
of2018,thereare137fact-checkingservicesoperatingaroundtheworld.Themajorityoftheseconsist
ofmanualfact-checkingservicesandareoftenstaffedbyvolunteers.Thesearesometimesenhancedby
digitalaidssuchasdatavisualizationtechniques(infographics,tables,shortdocumentaries,videos,etc.),
whichareusedtoengagereaderattention,makingtheresultsofthefact-checkingmoreaccessibleand
thereforeincreasingitsimpact.Anotheradditionthatcanhelpaddresssomeofthelimitationsofmanual
factcheckinginvolvesmaintainingcontinualinteractionwithusersinbothonlineandofflineenviron-
ments.Userscanprovidefeedbackandalertsthatcanhelpintheresearch,datacollection,analysis,and
presentationofresultsduringtheentirefact-checkingprocess.Thechapterconcludesbyproposinga
promisingdigitalliteracyecosystemthatcanbeusedinthefightagainstfakenews,alternativefacts,
andmisinformation.

Thefinalchapter,“UnderstandingtheLandscapeofOnlineDeception,”byHageetal.,providesa
broaderframeworkinwhichtoviewfakenews.Fakenewsismoreoftenthannotdeliberatelycreated
forsometypeofgain(financialorinfluencingpublicopinion).Allfakenewsaimstodeceiveandma-
nipulateusers,sotoolstopreventonlinedeceptionwilllikelybebeneficialindetectingandprotecting
againstfakenews.Thechapterfocusesonsocialnetworkingsitestohighlightthemajorreasonswhy
onlinedeceptionsucceeds.Someofthemorecommondeceptiontechniquesaredescribed,alongwith
countermeasuresthatcanbeusedagainstthem,bothhuman-based,machine-based,andahybridofboth.
Thedualrolethatcanbeplayedbyartificialintelligence,bothtocreatefakenewsbutalsotofightagainst
fakenews,isaddressed,asarerecommendationsonhowtoleverageartificialintelligence’sstrengthsto
helpinthefightagainstfakenews.

WHAT’S NEXT?

Itlookslikethereisnowaytoputthefakenewsgeniebackinthebottle–wewilllikelybeinapost-
truthworldfortheforeseeablefuture.However,asdemonstratedbythediverseapproachesdescribedin
thesechapters,thereareamyriadofwaystoaddressfakenews.Wecanremainoptimisticthattherewill
becontinuedawarenessoffakenews;thatcountriesmayimplementlegislationimposingconsequences
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onthosewhodeliberatelycreateandspreadmisinformation;andthatpartnershipsbetweenhumansand
AI-enabledtechnologiescanequipuswithmoreeffectivemeansofdetectingmisinformationandbetter
preventingitsspreadthroughouttheworld.

Kimiz Dalkir
McGill University, Canada
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BACKGROUND

Thesubjectsof“fakenews,”misinformation,anddisinformationarecertainlytopical,ifnotcompletely
novel.Famously,CollinsDictionarynamed“fakenews”itswordoftheyearin2017,citingtheterm’s
365%increaseinusesince2016(Flood,Nov.22017).Theterm“post-truth”achievedasimilarlydubi-
oushonourin2016,whentheOxfordEnglishDictionaryannouncedthatthatphrasewasitswordof
theyear(BBC,2016).Regrettably,theseterms,likethepoliticalcontextpropellingthemtoever-greater
use,arenotwithoutitsproblems.Thephrase“fakenews”,forinstance,canbefuzzyinitsmeaning
–doesitincludeonlydeliberatehoaxesthatmasqueradeasnews?Whatofexaggeratedorbiasedsto-
riesorcommentary?Whatofhoaxstoriesfromsatiricalorevenfictionalmediaintendedtoentertain,
butwhichmaymisleadunwaryconsumers?Worse,thelackofprecisioninherentinatermlike“fake
news”makesiteasytobandyabouttodiscreditwell-researchedandlegitimatepoliticalcriticism;this
tacticworksbytarnishingcritical,butpotentiallyaccurate,newsstorieswithalabelthatinvokeslies
andhoaxes.USPresidentDonaldTrump’sfrequentuseofthephrasetosowdoubtaboutunfriendly
mediaprovidesanunfortunateandall-too-commonexampleofthelatter,thoughheisfarfromtheonly
politicalfiguretodoso(Forde,2018).Thephrase“fakenews”alsoappearstobeanoxymoron,inthe
way“fakeinformation”and,forthatmatter,“alternativefacts”mightstrikeaudiencesascontradictions
interms:ifastoryoraclaimis“fake,”cansuchastoryorclaimreallybe“news”or“information”?
Similarly,aretherenofactswhichareobjective,external,beyonddoubtordisagreementresultingfrom
individualbiasesorperceptions?

However,despitetheshortcomingsoftermslike“fakenews”and“post-truth”(definedbytheOxford
EnglishDictionaryas“relatingtoordenotingcircumstancesinwhichobjectivefactsarelessinfluential
inshapingpoliticaldebateorpublicopinionthanappealstoemotionandpersonalbelief”),thesewords
havebecomecommoninpublicdiscourse.“Fakenews”isabuzzwordforfalse,exaggerated,orother
problematicnewsstorieswhoseaccuracyisquestioned(though“problematic”maybeintheeyeofthe
beholder,anddifferentaudiencesmayquestionaclaim’saccuracyfordifferentreasonsormotives).A
fullexplorationoftheterm’snuancesandofpossibledefinitionsisbeyondthescopeofthisintroduction;
however,priorscholarshiphasaddressedthisissue(foradiscussion,see,forexample,Tandoc,2019).
Someofthecontributorstothiscollectionbuildonthosedefinitionsintheirchapters.Itis,however,
importanttorecognizethesetwodimensionsoftheterm“fakenews”(heretoforenotinquotationmarks,
despiteitsweaknesses,itsoxymoronicnature,anditspotentialforabuse).Itisapotentiallycontradictory
term,onethathassomeuseinidentifyingandcritiquingfalseclaimsthatmasqueradeasnewswhile
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alsoservingasausefulweaponbywhichmotivated–andoftenbiased–speakersattacktraditional
journalisticbodiesattemptingtoreportaccuratelyonevents.

Theabovecaveatiscloselyrelatedtoanotherchallengeoffakenewsandofourso-calledpost-truth
era.Ourcurrenthistoricalmoment–inpolitical,media,anddigitalculture–maybeparticularlycon-
ducivetopolarizeddiscourse,whereclaimsorstoriescommandpassionatebeliefdespitehavinglittleto
nofactualbacking.ResearchconsistentlysuggeststhatagrowingproportionofInternetusersconsume
someportionoftheirnewsthroughsocialmediasites,suchasFacebookandTwitter(Mitchell,Kiley,
Gottfried&Gluskin,2013;Mitchell&Gluskin,2013;Newman,Levy&Nielsen,2015;Gottfried&
Shearer,2016;2017).Moreover,newsconsumptionviasocialmediaappearstohavegrownsteadily
amongolderusers,andhasbecomeaprevalentmeansofconsumingnewsacrossagegroups–though
platformsusedvarybydemographic(Shearer&Gottfried,2016;Shearer&Gottfried,2017).Once
again,afullexplorationoftheresearchonsocialmedianewsconsumptionbehaviorisbeyondthescope
ofthisintroduction.However,theprevalenceofnewsconsumptionviasocialmediamaybeoneamong
severalfactorsleadingtoourcurrentpolarizedandhoax-ladenclimate.Someevidence,forexample,
suggeststhatusersconsumingnewsviathesocialmediaplatformTwitterareunlikelytoreadbeyond
anarticle’sheadline(seeGabielkovetal.,2016,citedinRochlin,2017).Socialmediasitesandtheir
algorithmsalsofacilitateselectivelyexposingoneselftopositionsoneagreeswith,eitherbyfollowing
usersororganizationslikelytoshareone’sperspective;unfollowingthosewithopposingviews;and/
orengagingwithapprovedviewsthroughlikes,clicks,orshares(seee.g.Spohr,2017,forareviewof
relevantresearch).Thelatterformofengagementmayencourageaplatform’salgorithmstodisplayad-
ditionalrelatedcontent,inhopeofgeneratingmoreengagementfromusersandthusmoreadvertising
revenue.Onlinecontentcreators–rangingfrompurveyorsofharmlesscatvideostoconspiracytheorists
andwritersofhoax‘news’stories–likewisehavefinancialincentivesintheformofadvertisingrevenue
topublishcontentthatspursengagementregardlessofitsaccuracy(foradiscussion,seeRochlin,2017,
pp.389-391).Thesefinancialincentives,likethealgorithmicarchitecturethatcanexacerbate“filter
bubbles”(Rochlin,2017;Spohr,2017),maynotbeevidenttoInternetusers,whomayinturnaccept
falseorinaccuratecontentasreadilyascarefullyresearchedandreportednews.

Tomakemattersworse,culturalandpsychologicalfactorsinteractwithanddriveourfragmented,
inaccuracy-ladenmedialandscape.Pollssuggestthatconfidenceintraditionalmediaoutletshasbeen
declininginrecentdecades.Politicalpartisanshipaffectsconsumerconfidenceinnewssources(Rochlin,
2017),withconsumersmorelikelytoreportconfidenceinsourcesthatsharetheirperspectives.Addedto
thisreducedconfidenceintraditionalmediaistheeaseofcreatingprofessional-lookingblogs,websites,
andothervenuesonline.TheadditionofnewvoicestothepublicdiscourseviatheInternetandWeb2.0
hasalightsideaswellasadarkside,potentiallyempoweringnewspeakersandnewformsofcultural
production(Cammaerts,2008).However,ill-intentionedactorslikewisebenefitfromthedigitaleaseof
establishing‘news’and‘politicalcommentary’sites,whethertospreadhatredorpropaganda,orsimply
topromoteengaginghoaxesthatyielddividendsintheformofadrevenue.Humanpsychologyalso
deservesitsshareoftheblameinspreadingmisinformation.Lewandowskiandhiscolleagues(2012)
reviewanumberofcognitivefactorsthatcanpromotetrustinmisinformation.Forexample,ordinary
conversation–andperhapsevencomprehensionofstatements–favoursacceptingstatementsastrue
(Grice,1975;Ecker,Seifert,Schwarz&Cook,2012;Lewandowskietal,2012).Psychologicalstudies
alsosuggestthatcompatibilitywithpreviously-heldbeliefsandcoherenceasastorypromotebeliefin
newinformation(forareviewoftheliterature,seeLewandowskietal,2012,pp.112-113),asdosocial
factorssuchastrustintheinformation’ssourceandtheperceptionthatothersbelievethatsameinfor-
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mation.Oncemisinformationbecomesentrenched,thereisariskthatretractionsorcorrectionswillbe
ignoredorbackfire,althoughsomestrategiessuchaswarningsandalternativenarrativesshowpromise
incounteringmisinformation.

Thesemedia,cultural,andpsychologicalfactorsareallrelevanttoourpost-truthmoment.Further-
more,theprevalenceappeal,and‘stickiness’ofmisinformationmakethischallengeadifficultoneto
address.Despitesignificantpublicandscholarlyinterestinfakenewsandmisinformation,solutions
tothesechallengesarefarfromobvious.Indeed,evenspecificexamplesofmisinformation,suchas
themyththatvaccinescauseautism,canlingerinpublicdiscourselongaftertheinitialclaimhasbeen
debunked.Giventhepersistenceofspecificandfrequently-discreditedclaims,likethepurportedlink
betweenvaccinesandautism,counteringmisinformationasawholemayseemutterlydaunting.Com-
poundingthischallengeareseveraltheoreticalassumptionsthatunderlieregulatorsofsocialbehavior.
Adiscussionofrelevantassumptionsandregulatorsfollows.

Assumptions and Regulators

LawrenceLessigidentifiesfourregulatorsofsocialbehaviorinhisseminalwordCode and Other Laws 
of Cyberspace.Behaviormayberegulatedoraffectedbylaws,socialnorms,markets,andarchitecture.
Most,ifnotall,oftheseregulatorsmayfacilitatethecontainmentoffakenewsandmisinformation.They
mayalsofacilitateitsspread,particularlywhentheirunderlyingassumptionshavedevelopedwithout
adequateregardforoursusceptibilitytobelievingappealinglies.Forinstance,contemporaryliberal
democraciesvaluefreedomofexpressionorofspeech,andgenerallyprotectthisvaluethroughconsti-
tutionsandotherlaws.Liberaldemocraciesofcoursevaryintheexpansivenessofthefreeexpression
guaranteestheyprovide.TheUnitedStates,forexample,maybemorewaryofpenalizinghateandother
subversivespeechthancomparablecountriessuchasCanadaorvariousEUstates(foradiscussion,see
e.g.Greenawalt,1992;Zoller,2009).However,freedomofexpressionfacesatleastsomelimitsinmost
jurisdictions,suchascivilandpotentiallycriminalsanctionsfordefamation.Nevertheless,democra-
ciesgenerallyaffordpoliticalandmediaexpressionstrongprotection.Theliberalfaithintheso-called
marketplaceofideas–apublicdiscourseinwhich,allegedly,themostaccurateorconvincingideaswill
“sellthemselves”toconsumersofideasdespitecompetition–underliestheseprotections.Thereare,of
course,otherassumptionsandexperiencesthatalsounderlieandjustifystrongprotectionforfreedom
ofexpression.Theseincludefearandsuspicionofgovernmentcensorship(anunderstandableimpulse);
respectforindividualrightstoconsiderandexpressopinions;andbeliefinthehumancapacitytochoose
rationallybetweencompetingnarrativesorarguments.

However,theappealofmisinformationcastsdoubtonthatlastpremise.Itposeslessofachallenge
forsomeofourpoliticaljustificationsforfreeexpression.Forexample,governmentabusemaywellbe
ariskinherentinlawslimitingexpression.OnehasonlytolookatDonaldTrump’sattacksoncritical
mediasourcestofindthisspectrerearingitsheadincontemporarypolitics.Likewise,theindividualright
toexpressandconsiderinformationmaybeinherentlyworthyofrespect;restrictionsthereonrequire
carefulconsiderationandnarrowinterpretation.However,itisnotalwaysclearthattrueoraccurate
narrativesnecessarilytriumphintheso-calledmarketplaceofideas,orthataccurateexpressionwillbe
moreconvincingthaninaccurateexpression(foracritique,seeIngber,1984).Thefactthatindividuals
withaccesstoeducationandrigorously-researchedinformationormedianeverthelesssometimesbelieve
falseorexaggeratedstoriesorconspiracytheoriessuggeststhatthetruthdoesnotalwaystriumph.Cogni-
tivepsychologymayexplainwhymisinformationcanbemoreconvincingthanaccurateinformation.It
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mayevensuggesteducationalandcommunicationsstrategiestohelpcounterthistendency.Nonetheless,
itseemslikelythatliberallegalandpoliticalprotectionsforfreedomofexpressiondevelopedwithout
takingintoaccountourpotentialforirrationalityandtheappealoffalsehoodovertruthintheso-called
marketplace.

Lessig’sotherregulatorscanalsoplayaroleinspreadingand,hopefully,containingmisinformation.
Asofthiswriting,itappearsthatmarketconsiderationsperverselycreateanincentivetopublishand
deriveadvertisingrevenuefrominaccurateclaims.Humanbiasesandourdrivetoseekconfirmation
ofourbeliefs,perhapscoupledwithpolarizedviewsonissuessuchaspolitics,likelydrivedemandfor
emotionallyengagingandappealingcontent.Thevotercommittedtohatingaparticularcandidate,orthe
citizenconvincedthatvaccinescauseautism,mayfinditreassuring,emotionallyarousing,andotherwise
appealingtoconsume“news”articlesconfirmingtheirbeliefs.Demandforsuchcontentmaybequite
highregardlessofitsaccuracy.Becauseconsumersdonotalwayswanttruthful,carefully-researched
sourcesthatcontradicttheirbiases,contentcreatorsmaystepintosupplymarketdemandforcomforting
lies.Furthermore,user/consumerengagementisitselfanin-demandcommodityforonlineadvertisers.
Advertisersarenotalwaysnecessarily invested inpromotingaccurate, fair,or truthfuldebate.They
may,however,paysitestoofferthemclicks,views,andattentionbroadlyspeaking.Thiscancreatea
symbiotictrianglebetweenadvertisers,misinformationorfakenewsproviders,andaudiences,made
possiblebytoday’s“attentioneconomy”.TheInternet’sarchitecturecanlikewisepromoteinaccurate
andexaggeratedcontent.Commercialsites,ofcourse,cannotescapemarketconsiderationslikethose
detailedabove.Further,algorithmsthatdisplaycontentlikelytoreceiveengagementondashboardsand
newsfeeds(whilesuppressingstoriesunlikelytocompelengagement)areaformofarchitecturethatmay
beinvisibletomanyusersbutthatstillpropelsthemfurtherintopartisanfilterbubbles.Lessig’slast
regulator,socialnorms,islessclearlyapplicabletoonlinemisinformation,inpartbecauseitishighly
context-dependent.Theremay,forexample,becontextsinwhichspreadingexaggerated,bizarre,orde-
bunkedclaimsisunacceptable.Theremayalsobecontextsinwhichpromotinginaccuraciesissocially
desirable(suchasanonlineorofflinegatheringofpeoplewithhighlypartisanpoliticalviews,orwith
apriorbeliefintheevilsofvaccination).Transformingglobalsocialnorms,bothonlineandoffline,to
valueaccuracy,rigour,andevidenceofnewsstoriesorotherclaimsisanotherdauntingprospect.

Information Literacy

Thepreceding,andratherdepressing,discussionofLessig’sregulatorssuggeststhatfurtherconsider-
ationofthemarketplaceofideasconceitisworthwhile.Thesignificanceofthatmetaphortothelegal
regulationofspeechhasalreadybeendiscussed.However,outsidethelegalfield,theworldoflibraries
andthatoftheInternetalsodemonstrateourattachmenttoamarketplacemodelwhichmaybeill-suited
totacklingmisinformation.Intellectualfreedomisafoundationalprincipleinthelibraryfield(Gor-
man,2015;Jones,2015).Thepotentialforintellectualfreedomandneutrality(understoodasproviding
resourcesthatrepresentawiderangeofpoliticalviewpointswithoutadvocatinganyoneperspective)is
notwithoutitscritics(Gibson,Chancellor,Cooke,Dahlen,Lee,&Shorish,2017;Lewis,1993).There
isanargumenttobemadethatsimplyprovidingcontent–evenunpalatableoranti-minoritycontent–
maymakethelibraryfieldcomplicitinamplifyingvoicesthatadvocateoppression.Whilethisdebateis
somethingofadigression,itisworthbearinginmindasanexampleofwaysinwhichthemarketplace
ofideasmaynotalwaysadvancetherightsofeveryoneinsociety.(Ofcourse,ashintedintheabove
discussionofconstitutionalrights,oneperson’sfreedomofexpressionmayinfringe–orcomedanger-

xxvii



Introduction

ouslyclosetoinfringing–another’srighttobefreefromdiscriminationandtoberespectedasafulland
equalmemberofthepolity.)Thisdiscussionisalsonotcompletelytangentialbecause,unfortunately,
misinformationandfakenewscantargetminorities,thusservingasaformofpoliticalpropaganda.

Libraryneutrality–providingresourcesthatrepresentallideasintheso-calledmarketplace–has
otherweaknessesaswell.Sullivan(2018)addressesthe“libraryfaith”thathasunderpinneddiscourse
withinthefieldsincethedaysofMelvilDeweyinthelate19thcentury.This“libraryfaith”assumes
membersofthepublicareuninformed,likevesselsthatcanbefilledupwithhighqualityinformation
iftheyareencouragedandofferedresourcestodoso.Totheircredit,eventhemosttraditionalvoices
withinthelibraryfieldspeakofprovidinghighqualityinformation–presumably,resourcesthatare
accurate,andnotsimplyhoaxes.However,giventhelibraryfaith’soriginwithinaparticularhistorical
periodthatpredatescontemporarypsychologicalresearch,thisapproachpaintsanunrealisticpicture
ofhumanengagementwithinformation.Itdoesnotaddressthefactthatmembersofthepublicmaybe
misinformedratherthanuninformed.Infact,informationusersmaybelieveinaccurateinformationwith
suchconfidenceandpassionthatthatmisinformationbecomespartoftheiridentityorvalues(Sullivan,
2018).Thelibraryfaithlikewisedoesnotaccountforthesocial,political,andideologicalmotivationsthat
mayleaduserstorejectinformationchallengingtheirpre-conceptionsandeventodistrustordiscredit
expertscreatingsuchcontent,orfact-checkerspointingoutinaccuraciestherein.Inhiswork,Sullivan
exploressomeofthelimitationsinlibraryvaluesandpracticalinformationliteracyprogramswhich
ignorecognitivepsychologyattheirperil;healsoaddressessomedevelopmentswhichmaymitigate
thesegaps(2018).Lenkerlikewiseadvocatesabroaderapproachtoinformationliteracywhich–rather
thanfocusingnarrowlyonpracticalskillswithintheacademiclibrary–couldassistlearnersindevelop-
ingcriticalthinkingskillsrelevanttopoliticsandinunderstandinghowmotivatedreasoningaffectsthe
waysweprocesspoliticalandotherinformation(2016).

Whileinformationliteracyhasdrawncriticismforitssometimesnarrowacademicfocusanditsin-
attentiontoourcognitivebiases,medialiteracyinstructionhasalsocomeunderfiresincethepolitical
developmentsof2016.Medialiteracyisdefinedastheabilityto“decode,analyze,evaluateandproduce
communicationinavarietyofforms”(Aufderheide&Firestone,1993;CarnegieCouncil,1995,cited
inStein&Prewett,2009).Medialiteracyresearchhascanvasedthreeaimsofmedialiteracy.Theseare:
protectionfrompotentialrisksportrayedinmedia;preparationfordemocraticlife;andpleasurederived
fromengagingwithmedia.Asurfaceglanceatthesecategoriessuggeststhatprotectionandpreparation
fordemocraticlifeareself-evidentlyapplicabletomisinformationinthemedia,includingonlinesources.
Isthesolution,then,simplytodouble-downonsupportformedialiteracy?Unfortunately,thismaybetoo
optimisticandsimplistic.Researcherdanahboyd(hernameisinlowercase)criticizesmediaeducation
forbackfiring,potentiallyleadingconsumerstocriticizetraditionalmediaand,uponconductingtheir
ownpersonalsearches,tofindtheirwaytopropaganda,conspiracies,andothermisinformation(2018).
Boydalsowarnsthatfact-checkingandre-assertingauthoritytocitizensdisenfranchisedwithauthor-
ity(andconvincedthattheyarethinkingcriticallyaboutit)canlikewisebackfirebydeepeningasense
ofgrievance.Further,thefactthatmanyusers–progressiveactivistsandneo-Nazisalike–areskilled
atcreatingonlinemediasimplycomplicatesourinformationlandscape,withoutnecessarilycreating
moreempathy,enhancingawarenessofourownbiases,orteachingindividualsandcommunitiestohave
conversationsacrossworldviews(boyd,2018).
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Legislation

Theinfluenceofmisinformationinthe“informationsociety”thereforehighlightsweaknessesincon-
temporarysocialandinformationstructures.ProponentsoftheWeb,suchasTimBerners-Lee,have
longadvocatedaneutralInternetasaforceforsocialgood.However,Berners-Leehimselfhasrecently
warnedofalooming“digitaldystopia”whereinequalityandabusesofrightsarethenorm(Schulze,
2018).ItisunclearwhetherBerners-Lee’sproposedContractfortheWebinitiative,whichcallsforan
openandneutralInternetwithequalaccessforall;greaterrespectforprivacy;andstrongusercommu-
nitiesthatholdpowertoaccountandstandupfortherightsoftargetedmembers,isaviablesolutionto
theInternet’sills.However,thisso-calledContracthasreceivedsupportfromtechgiantssuchasFace-
book,Microsoft,andGoogle,andstatesincludingFrance,Germany,andGhana.PerhapsthisContract
representsanattempttoarticulatebettersocialnormsregardingInternetuse.Meanwhile,somestates
areundertakinglegalandpolicyinitiativestocurbfakenewsandmisinformation.Itistemptingtothink
thatlegislativechangesaretheonlypublicpolicysolutionsavailable;however,thatisnotnecessarilythe
case.Governmentsaroundtheworldmaychoosetoamendlawsinanattempttorestrictthespreading
offalsenews.Someexamplesoflegislativechangeareaddressedbelow.However,governmentsmay
alsoendorsepublicstatementsliketheContractfortheWeborsimilarinitiativesthatarticulateWeb
stakeholderstandardsofconduct,suchasCanada’sDigitalCharter(Innovation,Science,andEconomic
DevelopmentCanada,2019).Similarly,governmentsmaychoosetoinvestininitiativescarriedoutby
otherstakeholders–perhapsfundingnewmedialiteracycurriculaoranti-disinformationcampaigns,as
inSweden(LawLibraryofCongress,GlobalLegalResearchDirectorate(“LawLibraryofCongress”),
2019);encouragingself-regulationbyprofessionalassociationsofjournalists(anotherpracticeofthe
Swedishgovernment);orofferingfinancialsupporttojournalismorganizationscreatingnewcontent
andmeetingcertaingovernment-designatedcriteria(oneofCanada’sinitiatives:seeCanadaRevenue
Agency,2019).Evidently,differentinitiativesarenotnecessarilymutuallyexclusive,andcanco-exist
withoneanother.Indeed,themosteffectivestrategytominimizemisinformationmaybemulti-pronged
andengagedifferentregulatorsofbehavior.

Withintherealmoflegislativechange,severaloptionsareavailable.Statesmayadoptnewlegisla-
tionthatfocusesonfalseinformationpurportingtobenews,typicallyimposingfinesforprovidersof
suchmisinformationandarticulatingnewlegalorderstoremoveproblematicmaterial(LawLibraryof
Congress,2019).Statesmayalsorelyonexistingcriminal,civil,oradministrativelawsaddressingissues
suchasmediastandards,electionsadvertising,hatespeech,anddefamation(libelorslander).France,
forexample,recentlypassedanewlawintendedtocombatmisinformation.Thislegislationdevelopsa
newcauseofactionbywhichpoliticalfigurescanreportfakenewsandgetajudgementwithin48hours
orderingtheremovalofthefalsereport,providedcertaincriteriaaremet(Proposition de loi relative à 
la lutte contre la manipulation de l’information,2018).TheFrenchlawalsoarticulatesanobligationfor
onlineplatformstoprovideaccurateinformation,includingdatabasesofelectionsadsandalgorithmsby
whichcontentisdisplayedtousers,andtocooperatewiththegovernmentinitsattemptstofightmisinfor-
mation.However,thelawlargelyfocusesonelectionscampaignsandinformationaboutpoliticalfigures
orissueslikelyto“leadtoadisturbanceofthepeaceorinfluencetheresultofanelection”(“Against
InformationManipulation,”n.d.).Itisuncleartowhatextenttheseprovisionscancurbmisinformation
thatispublishedoutsideanelectioncampaignorthatdoesnotdiscussspecificpoliticalfigures,butthat
mayneverthelesseventuallydistortpoliticaldiscourse(forexample,bypromotingdistortedaccounts
ofpoliticalissuessuchasclimatechangeortheintegrationofrefugees).
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Canadahasalsorecentlymodifieditselectionslawinanattempttocombatfakenews.Thisinitiative
wasdevelopedinthewakeofaParliamentaryCommitteeReportthatadvocatedchangestoCanada’s
digital,media,andregulatorylandscapetocombatmis-anddisinformation(Canada,Parliament,House
ofCommons,StandingCommitteeonAccesstoInformation,Privacy,andEthics,2018).Theupdates
toCanadianelectionslawhavebeendevelopedalongsideexistingcivil,criminal,humanrights,and
broadcastingprovisionsthatmayprohibitsomeaspectsoffakenews,withinsomecontexts.However,
despiteadoptingsomeinterestingprovisions(suchasrequiringsocialmediaplatformstopublishreg-
istersofinformationongroupssponsoringpoliticalads,aninitiativethatissimilartoaprovisionin
thenewFrenchlaw),theselegislativeamendmentsarenarrowlyfocusedonelectionslaw.Theyalso
containbroadexemptionsforeditorials,opinions,commentary,newsandotherexpression,including
byforeignactors,whichcallintoquestiontheireffectiveness(Canada Elections Act,2009,s.349.01(1)
(a)).Developingcomprehensivelegalsolutionsthattargetallformsofmisinformationwithoutenabling
governmentcensorship(afearprevalentincountriesthathaveadoptedfakenewslaws,butthatranklow
oninternationalindicesoffreedomofexpression,suchasRussia,Malaysia,andChina:LawLibrary
ofCongress,2019)maybeanelusivegoal.Whileafullconsiderationofinternationallegaleffortsto
tacklemisinformationisbeyondthescopeofthischapter,theseexamplessuggestthatstatelegalsystems
maytacklecertaintypesoffalsenewsorspeechwithincertaincontexts.Worryingly,theseinitiatives
mayalsorepresentattemptstocensorspeech,journalism,andoppositiontorulingpartiesincountries
thatalreadyranklowonfreedomofexpressionorpressfreedom.Evenindemocraticcountriessuchas
Canada,prohibitionsonfalsenewsmayfaceconstitutionalchallengeandbedeemedofnoeffectdue
totheiroverbreadthandtheirpotentialtoinfringerights(seee.g.R. v. Zundel,[1992]2S.C.R.731;
seealsoLawLibraryofCongress,2019).Thelaw,indemocraticcountriesatleast,mayonlysucceed
intargetingnarrowly-definedandhighlycontextualizedtypesofmisinformation,throughavarietyof
legaltools.

Technology

Legalandpolicysolutions,then,areclearlynotaone-size-fits-allapproachtocombattingmisinforma-
tion.Norareothersolutions,suchasanindividual-focusedmediaorinformationliteracycurriculum,
ortechnologicalinnovationintheformofalgorithmstoidentify,remove,downvote,orprovidemore
crediblesourcesalongsidefakenews.Asnotedabove,policysolutions,likeadecontextualizedfocus
onmediaorinformationliteracy,maybeill-equippedtoaddressallaspectsofthischallenge.Further-
more,algorithmicresponsesarelikelytoraisecomparablequestionstootherresponses.Theymay,for
example,facethesamedifficultieslegislatorsdoindefiningfakenewsormisinformationappropriately,
withoutimpairingtoomuchortoolittleexpression.Likewise,algorithmicsolutionsmaynotevenbe
implementedbyplatformsthatvalueuserengagementoverhonesty,ortheymayonlybeimplementedon
certainwebsites,simplydrivingtrafficthatwishestoseevalidatingbutinaccuratecontenttoothersites.

Technologicalapproachesmayalsofurtherentrenchasenseofdisenfranchisementbyseemingly
validatingtheclaimthatcorporateelitesintechnologycompaniesarecensoringstoriessomeuserswant
tobelieve.Finally,suchsolutionsraisethespectreofprivatizingtheregulationofjournalismandthe
media,outsourcingapublicresponsibilitytocorporateplatforms.Theseplatformsmaylacktranspar-
encyandpublicaccountability,andalmostcertainlylackthemoralauthorityaswellasthepractical
legalexpertisetoweighinonregulatingexpression.However,thetechnologicaloralgorithmicavenue
isprobablyoneavenueworthpursuinginthebattleagainstmis-anddisinformation.
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CONCLUSION

Technologyisonetool,butcannotbetheonlytoolinouranti-misinformationtoolkit.Thesameistrueof
otherpossiblesolutions:updatinglegislationordeployingexistinglawsinouronlinemediaecosystem;
tweakingandwidelypromotinginformationandmedialiteracyprinciples,especiallyprinciplesthat
makeusawareofourownbiases;andsupportingfact-checkingandrigorousjournalism.Thefollowing
chaptersaddressstudiesandinitiativesdrawingonthesedifferentdirections.Somefocusoninforma-
tionandmedialiteracyintheoryandpractice.Othersexplorefactorsthatmayhelptailoralgorithms
fordetectingfakenewsandmisinformation—potentiallyusefultools,ifusedinconjunctionwithother
approaches.Stillothersaddressphilosophical,sociological,historical,policy,andadditionalaspectsof
thischallenge.Theinterdisciplinarynatureofthesechaptersshouldbeapplauded,giventhatstakeholders
intechnology,lawandpolicy,education,journalism,andtheinformationprofessionswilllikelyhaveto
unitetocurbmisinformation:noonefieldorcommunitycansucceedatthischallengealone.Itishoped
thatthiscollectionwillofferinsightandinspirationindevelopingmulti-prongedsolutionstotheplague
offalsehoodsthathasinfestedourdigitalandsocialdiscourse.

Rebecca Katz
McGill University, Canada
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ABSTRACT

Science and health misinformation is endemic; there can be profound consequences both for individuals 
and society when people make decisions based on such information. Information literacy skills provide 
one tool to help mitigate against misinformation. These skills include the recognition of a need for 
information, the ability to locate and retrieve information, and the ability to effectively use the informa-
tion. Underpinning these processes are the concept of effectiveness and the ability to evaluate all steps 
of the process. These skills are essential if people are to be able to evaluate the sources of information, 
the process by which it was retrieved, and the biases inherent in its creation and dissemination. Thus, 
information literacy is one of tools that can be used to mitigate against misinformation.

INTRODUCTION

We live in an era in which information is ubiquitous. It is everywhere, anytime, literally available at 
one’s fingertips with a swipe on a phone. Yet people are not necessarily well-informed. This is true in 
the areas of science and health, as in many other domains. Issues as wide-ranging as GMOs, nuclear 
energy, evolution and natural selection, antibiotic use, climate change, and vaccination are vulnerable to 
misinformation. These are issues around which there is considerable debate, for which there are strongly 
held beliefs against the scientific evidence, and which can have profound global impacts.

There are a myriad of factors which affect one’s understanding, or lack thereof, of science information 
and misinformation. Among these are an understanding of the scientific method, the different types of 
research evidence, the difference between hypothesis and theory, the weight of evidence required to sup-
port a scientific theory, that scientific understanding is dependent on the best available evidence, and that 
contrasting opinion and empirical evidence do not represent balance (e.g. Di Ventra, 2018; MacRitchie, 
2018; Staddon, 2018; Swanson, 2015). For example, in colloquial use, the word “theory” tends to refer 
to a hypothesis, something speculative or yet to be tested; in scientific use, a theory is actually sup-
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ported by a considerable weight of evidence, has predictive value, and has withstood serious attempts 
to disprove it (MacRitchie, 2018; Swanson, 2015). However, another issue affecting understanding of 
science is where people find information that forms the basis for their knowledge and understanding of 
scientific issues. This chapter is focused on the latter.

One issue is that the Internet in general, and social media applications in particular, make it easy 
for anyone to “publish”, thus bypassing the quality and reliability checks (e.g., peer review) that have 
historically existed around the publication of scientific findings. Opinion pieces, blogs and influencer 
postings are freely and easily available, while the published scientific literature is often hidden behind 
publisher paywalls, accessible only to those affiliated with universities and research institutes. This is 
often the case even for the results of publicly funded research. We also all subconsciously tend to seek 
information to confirm our knowledge or beliefs; this is compounded by the fact that current search 
engines preferentially display results that are consistent with previous browsing behavior. Thus, it be-
comes very easy to exist within a filter bubble of information that only includes information supporting 
a given perspective.

Misinformation is defined by the Oxford English Dictionary (2019) as “wrong or misleading infor-
mation”, while disinformation is “deliberately false information, esp. when supplied by a government or 
its agent to a foreign power or to the media, with the intention of influencing the policies or opinions of 
those who receive it,”; the main distinction between the two is the intent behind the information. Fake 
news is considered to be “news that conveys or incorporates false, fabricated, or deliberately mislead-
ing information, or that is characterized as or accused of doing so” (OED, 2019). The purpose of this 
chapter is to consider how information literacy skills can be one aspect of mitigating science and health 
misinformation, disinformation, and fake news (hereafter referred to collectively as “misinformation”). 
It will review the challenges to navigating the universe of scientific information and to recognizing mis-
information. It will then discuss the evolution of definitions and frameworks of information literacy, as 
well as some examples of information literacy interventions to address misinformation.

CHALLENGES

We live in an environment in which vast amounts of information, data, knowledge, facts and opinions are 
freely and readily accessible. This can lead to the misperception that simply having access to information 
is sufficient to make people informed. A similar argument has been made about information and com-
munication technologies (ICT), suggesting that providing an infrastructure to support communication 
and information transfer is sufficient to support efficient information access and use. Yet it has also been 
argued that “the sheer abundance of information will not in itself create a more informed citizenry without 
a complementary cluster of abilities necessary to use information effectively” (Kranich, 2001, p.88).

In the context of science, it has been noted that while historically, one characteristic of scholars or 
experts was that they knew a lot of facts, and could analyze, synthesize and apply that knowledge, today 
those facts are available to everyone, and are often seen as open to question (Storksdieck, 2016). At the 
same time, new sources of information (e.g., blogs, Twitter, social media, etc.) are emerging, in which 
anyone can post information about any topic, and traditional sources (e.g., newspapers) which histori-
cally may have been considered neutral may now be motivated by how their articles will be received on 
social media (Storksdieck, 2016).



3

Information Literacy and Science Misinformation
 

Science information now comes from a variety of sources, including those that are fully or partially 
fictional. Examples include factual information being incorporated into medical or scientific dramas, 
docudramas, and mockumentaries, at the same time as the overall objective is to entertain, not neces-
sarily to educate. This blurring of the boundaries between fact and fiction within some genres poses 
challenges for people to know what information is accurate and trustworthy (Reid & Norris, 2016). An 
example of factual knowledge within a fictional context is a 2001 episode of the television series ER (an 
American medical drama which aired between 1994 and 2009), in which an un-vaccinated child died of 
measles; the parent had refused vaccination due to their belief in misinformation. One can speculate if 
television’s Dr. Carter advocating for the value and merits of vaccination would be more convincing to 
some than mainstream scientific communication.

Another source of tension between information and misinformation can stem from the process of 
journalism. One of the fundamental tenets of journalism is to provide balance, that is, to present both 
sides of an issue. Scientific understanding, however, follows the evidence; as new evidence emerges, 
new understandings supplant the older ones. There can therefore be tension between journalistic practice 
and the scientific process, in that the pursuit of balance can lead to artificially creating a perceived parity 
between different perspectives. One would not, for example, when discussing the contemporary view 
of our solar system, with the sun at its centre, “balance” that with presenting the pre-Copernican view 
(earth at the centre) or the idea that the Earth is flat as equally valid perspectives.

Yet another challenge relates to what information is retrieved in the first place. The phrase “filter 
bubble” was coined in 2011 by Eli Pariser. It refers to one of the consequences of the personalization 
of search. With the objective of maximizing the relevance of search results to the individual searcher, 
search engines, and subsequently social media services, refer to a range of data about the individual to 
inform the ranking of search results. As a consequence, two individuals entering the same search terms 
will obtain different results, or different rankings of the results. One example might be searching for 
a country name. An individual with a past pattern of looking for travel information might find travel 
related sites, while another individual with a past interest in politics would be directed towards sites 
relating to politics. Likewise, one who had previously viewed information skeptical of climate change 
would be more likely to be directed to sites with a similar perspective than those presenting evidence 
that climate change exists. Another example is that of a social media site preferentially recommending 
news items posted by friends who share a similar political perspective and not recommending those from 
friends with an opposing viewpoint. Even though both sets of people had been identified as friends, the 
personalization algorithms would limit access to some. The result of this personalization is the filter 
bubble, the “unique universe of information for each of us” (Pariser, 2011, p. 14), in which information 
is prioritized based on how well it matches previously viewed information and topics, and in which novel 
information and contradictory viewpoints are suppressed.

Pariser (2011) acknowledges that people have always personalized their media use and information 
searching through factors such as their choice of news source, or researching topics of interest. However, 
he argues that the filter bubble introduces three new dynamics. The first is that the filter bubble is so 
personalized that each individual is alone in their bubble, in contrast to the shared experience of people 
with similar interests who might all subscribe to a magazine about vintage cars. The second point is that 
the filters creating the bubble are largely invisible. While one might knowingly choose to watch television 
news from a network with a known political leaning, and have an awareness of the bias that entails, the 
bias inherent in the filter bubble is not as visible. People may still believe that the information obtained 
is objective and unbiased. Finally, the filter bubble is not entered by choice. People make choices about 
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the filters inherent in their news choices, their reading material, or the people they choose to socialize 
with; they don’t choose to enter the filter bubble.

INFORMATION LITERACY

Information literacy is one of several complementary and overlapping literacies, or sets of competencies 
which can relate to science misinformation. Others include media literacy, computer literacy, and science 
literacy. While there are overlapping concepts and skills, these various literacies are not synonymous; 
the focus here is on information literacy.

Definitions

The phrase “information literacy” became prevalent in the late 1990s, but the concepts and principles 
it encompasses have a much longer history. Previous names tended to be quite library-centric, such as 
“bibliographic instruction” and “instruction in library use”. Yet, the skills and competencies can apply 
to all types and forms of information, regardless of the institution from which they come.

One of the earliest instances of the phrase defines an information literate person as “anyone who has 
learned to use a wide range of information sources in order to solve problems at work and in his or her 
daily life” (Zurkowski, 1974). More recently, information literacy has been defined as the ability to “rec-
ognize when information is needed and have the ability to locate, evaluate, and use effectively the needed 
information” (American Library Association, 1989), while UNESCO’s (United Nations Educational, 
Scientific and Cultural Organization) Prague Declaration stated that information literate people “know 
when they need information, and are then able to identify, locate, evaluate, organise, and effectively use 
the information to address and help resolve personal, job related, or broader social issues and problems” 
(UNESCO, 2003). These are but a few examples of descriptions of information literacy and information 
literate people. However, consistent and recurring themes are the recognition of a need for information, 
the ability to locate and retrieve information, and the ability to effectively use the information. Underpin-
ning these processes is the concept of effectiveness, and the ability to evaluate all steps of the process.

International Initiatives

In 2003, a UNESCO supported international forum put forward the Prague Declaration, “Toward an 
Information Literate Society”. It proposed six basic principles relating to information literacy, sum-
marized below:

• An information society is key to social, cultural and economic development in the 21st century 
and beyond.

• Information literacy is a prerequisite for participating in the information society, and is a compo-
nent of the basic human right of lifelong learning.

• Information literacy had a leading role in reducing inequities and in promoting tolerance and mu-
tual understanding in multicultural and multilingual contexts.

• Governments should develop strong programs to promote information literacy as a means of clos-
ing the digital divide and creating an effective civil society and competitive workforce.
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• Information literacy concerns all areas of society, and should be adapted to each specific context.
• Information literacy should be an integral part of Education for All (UNESCO, 2003).

In 2005, IFLA (International Federation of Library Associations) published the Alexandria Proc-
lamation on Information Literacy and Lifelong Learning. The proclamation came from a conference 
held at the Biblioteca Alexandrina, site of the ancient library of Alexandria. It states that information 
literacy is a basic human right, which promotes social inclusion, and supports lifelong learning. Within 
the declaration, information literacy is defined as “the competencies to recognize information needs 
and to locate, evaluate, apply and create information within cultural and social contexts”; it is crucial 
for individuals, enterprises, and nations, and supports “economic development, education, health and 
human services, and all other aspects of contemporary society” (International Federation of Library 
Associations, 2005). The proclamation urges governments and organizations to implement programs 
to support information literacy and lifelong learning, including developing strategies within specific 
regions and sectors, supporting professional development of educators, librarians, archivists and related 
professionals, and including information literacy as a core capability with all educational programs as 
well as in continuing education.

On a global level, UNESCO has put forward a framework for information literacy on a national and 
international scale, linking information literacy to a range of other adult competencies (Catts & Lau, 
2008). The UNESCO framework is built around the definitions from the Alexandria proclamation, 
which was also adopted by UNESCO’s Information for All Programme (IFAP). They define informa-
tion literacy as “the capacity of people to: recognise their information needs; locate and evaluate the 
quality of information; store and retrieve information; make effective and ethical use of information; 
and apply information to create and communicate knowledge” (Catts & Lau, 2008, p. 7). Unlike many 
standards and frameworks which were oriented towards students, the UNESCO framework advocates 
for information literacy as part of a set of skills essential for adults to be effective in all aspects of life. 
It makes a distinction between simply having access to information and being able to effectively use it, 
and argues that information literacy, while supporting the latter, is often neglected within knowledge 
societies (societies grounded in the four pillars of: freedom of expression; universal access to informa-
tion and knowledge; respect for cultural and linguistic diversity; and quality education for all (UNESCO, 
2019)). Yet information literacy can underpin a diversity of skills essential within a knowledge society, 
and those needed for a variety of goals including employment, supporting health and well-being, pro-
moting national economic development, and supporting civic society. The UNESCO framework situates 
information literacy among a number of other “adult skills”, including reading, writing, numeracy, ICT 
skills, media literacy, and problem solving, and indicates that all are important, and that all (including 
information literacy) merit attention (Catts & Lau, 2008, p. 17). The global perspective of UNESCO is 
evident in its explicit recognition of the oral tradition as a means of knowledge sharing and information 
transfer, the need to value oral traditions, and the importance of applying information literacy standards 
and frameworks to also encompass information within oral societies (Catts & Lau, 2008, p. 22). Finally, 
the framework acknowledges the constraints that may hinder the development of information literacy 
skills, including language and cultural, political, and economic constraints (Catts & Lau, 2008, p. 24).
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Standards and Frameworks

Over the past two decades, a series of standards and frameworks have been developed to further define 
and describe the skills and competencies inherent in information literacy and to specify the correspond-
ing indicators or learning outcomes that would demonstrate these skills.

Through the late 1990s and early 2000s, a series of standards were developed by a number of national 
and regional organizations, all following a similar format. The common structure was based around a set 
of standards (between five and nine), each specifying a broad information literacy skill (e.g., determining 
the nature of an information need, critically evaluating information and information sources, or using 
information ethically and legally). Each standard was divided into performance indicators, which were 
then further sub-divided into a series of outcomes.

In 1998, the American Association of School Libraries (AASL), part of the American Library As-
sociation (ALA), set out a series of nine standards which defined the skills that should be demonstrated 
by the information literate student. While the standards included a range of age- and grade-appropriate 
outcomes, the intent was to specify the skills a student should achieve by the end of their elementary and 
secondary school studies (American Association of School Librarians, 1998). In 2000, the Association 
for College and Research Libraries (ACRL), also part of the ALA, set out their first (now rescinded) set 
of information literacy standards for higher education (Association of College and Research Libraries, 
2000). Building on the AASL standards, this set specified the skills that should be achieved during the 
higher education process. The outcomes were grouped around five standards and reflected more advanced 
learning than those aimed at school children. Together, the AASL and ACRL standards described a 
continuum of information literacy skills from kindergarten to university.

Another two sets of standards came from Australia and New Zealand. In 2001, the Council of Aus-
tralian University Libraries (CAUL) published a set of seven standards for information literacy in higher 
education (Council of Australian University Librarians, 2001), followed by a set of standards from the 
Australian and New Zealand Institute for Information Literacy (ANZIIL) (Bundy, 2004). Both closely 
paralleled the structure, format and content of the two sets from ALA. Indeed, a line can be drawn among 
them showing the evolution of the standards through the various iterations.

Although with each iteration the outcomes were slightly revised, and the phrasing and definitions 
refined, the core principles remained consistent. These were the following abilities:

• to recognize and identify an information need, as well as the type and extent of the information 
needed.

• to effectively and efficiently find the needed information.
• to critically evaluate information, information sources, and the information-seeking process.
• to manage the information retrieved.
• to effectively use the information to accomplish a goal or purpose, or to create new knowledge or 

understanding.
• to use information legally and ethically (e.g., copyright, plagiarism) and to be aware of and respect 

the cultural, ethical, economic, legal, and social issues around information use.

A second group of standards/frameworks emerged in the 2010s, taking different approaches to 
the standards/indicators/outcomes structure. In 2011, the Society of College, National and University 
Libraries (SCONUL) published its seven pillars of information literacy (SCONUL Working Group on 
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Information Literacy, 2001). The seven pillars (identify, scope, plan, gather, evaluate, manage, and pres-
ent) were presented as a circular framework to support learning. Each pillar included a set of attitudes/
understandings, and a set of skills/competencies.

In 2015, ACRL introduced a new framework for information literacy in higher education (Associa-
tion of College and Research Libraries, 2015); the 2000 set of standards was rescinded and replaced. 
The framework has six frames, each one representing a central information literacy concept, a set of 
knowledge practices (relating to cognitive aspects of learning), and a set of dispositions (relating to af-
fective aspects of learning). Like the SCONUL pillars, the frames are not sequential. The framework 
also relies on the concept of metaliteracy, which expands the scope of traditional information literacy 
skills (determine, access, locate, understand, produce, and use information) to include the production 
and sharing of information (collaborate, produce, and share), particularly in collaborative and digital 
environments (Mackey & Jacobson, 2014). The six frames are:

• authority is constructed and contextual.
• information creation as a process.
• information has value.
• research as inquiry.
• scholarship as conversation.
• searching as strategic exploration (Association of College and Research Libraries, 2015).

In 2018, the AASL published its new standards for learning as part of a broader framework that also 
included standards for school librarians and school libraries. It includes six areas of shared foundations 
(inquire, include, collaborate, curate, explore, and engage), with competencies in each grouped into four 
domains (think, create, share, and grow).

The new frameworks from ACRL and AASL are much broader in scope than the earlier sets of 
standards. While the skills described in the standards are still inherent in the newer frameworks, they 
are part of a much broader set of skills that also include collaboration, sharing, and knowledge creation, 
among others.

Over the past two decades, information literacy frameworks have expanded from the academic do-
main to also consider the workplace and everyday-life. They have shifted from a prescriptive approach, 
which detailed specific tasks that could be accomplished, to a more holistic perspective that incorporates 
values and attitudes along with skills. The more recent frameworks have also considered the reality that 
people are no longer only consumers of information, but are also active in the creation and dissemina-
tion of information.

Critical Information Literacy

Critical information literacy is a perspective that challenges the traditional approach to information lit-
eracy instruction, which some consider to be too prescriptive and “check-box”, and which doesn’t take 
into consideration the complexity of the contexts in which information literacy skills are applicable. It 
has been argued that one key tenet of critical information literacy is its focus on the relationship between 
people and information (Elmborg, 2012); it is also suggested that information literacy standards have 
focused too much on the student as the recipient of information and information literacy training, and 
that the focus needs to shift to include the role of librarians/archivists/information professionals and in-
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formation creators. As such, critical information literacy should consider how “librarians may encourage 
students to engage with and act upon the power structures underpinning information’s production and 
dissemination” (Tewell, 2015, p. 25). Critical information literacy is grounded in the critical pedagogy 
movement that began with Paulo Freire. One issue that emerged as being particularly relevant to infor-
mation access is the emphasis on understanding the construction of knowledge, and particularly how 
and why some perspectives are privileged, and others supressed or marginalized (Tewell, 2015). This 
perspective challenges information seekers to analyze the authority of information sources, whether they 
be traditional, scholarly sources, user-generated content on social media, or anything else (Dunaway, 
2011; Tewell, 2015), and to examine “the social construction and political dimensions of information” 
(Tewell, 2015, p. 36).

In addition to a critical analysis of the process by which information is constructed, critical informa-
tion literacy also encompasses the need for awareness and analysis of the means by which that informa-
tion is retrieved (Tewell, 2016). One aspect of this is human bias, such as that on the part of teachers or 
librarians. Even when professional try to uphold the ideals of neutrality, bias is present. Bias also exists 
within information systems, including classification systems such as the Library of Congress Subject 
Headings. But an equally prevalent if more obscure source of bias is the algorithms that underpin com-
mercial Internet search engines. As information search becomes more and more dominated by a few 
large corporations, the subsequent reliance on one or a few sources or perspectives obscures the full 
information landscape (Davisson, 2013). Tewell advocates the approach of resistant spectatorship or 
resistant engagement as a remedy. This approach recognizes that people approach information (e.g., 
text, television, social media) from one of three perspectives: dominant, negotiated, and oppositional. 
A dominant perspective is when readers or viewers interpret information according to the meaning in-
tended by the producer; this reflects a shared ideology. In an oppositional perspective, readers or viewers 
resist and reject the information, and provide their own explanation. In this case, the intended message 
is understood, but rejected. A negotiated position occurs when readers or viewers place some distance 
between themselves and the information, considering both dominant and oppositional elements. They 
may accept some premise(s) of the information, but not all.

The concept of resistant spectatorship or engagement is linked to critical information literacy, in that 
it can serve to help people learn not to accept messages blindly, but to consider critically the intended 
message, as well as elements such as authorship, production, and bias.

Other Literacies

Information literacy sits among a plethora of other complementary literacies, or skill sets, that are also 
relevant in dealing with scientific and health information. These are in addition to traditional literacy 
(i.e., reading, writing, and interpreting written texts) and numeracy, and include media literacy, computer 
literacy, science literacy, and health literacy, among others.

Media literacy has been defined as

“the ability to choose, to understand – within the context of content, form/style, impact, industry and 
production – to question, to evaluate, to create, and/or produce, and to respond thoughtfully to media 
we consume” (National Telemedia Council, 1992, p.12). 
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Reid and Norris (2016) consider the knowledge about media and its context, as well as applying the 
context of choosing, understanding, evaluating, and responding to media to be essential components of 
science education (p. 156-7).

Computer literacy can be defined as simply as being able to use computers to solve problems (Logan, 
1995). However, even for those digital natives who have grown up with and are very fluent with com-
puters and technology, this fluency does not necessarily extend to information skills. It is not enough to 
simply know how to use the machine that provides access to information; one must also know how to 
interact with the information itself.

The concept of science literacy lacks a single, consistently used definition or conceptualisation, partly 
due to the fact that the concept can be viewed from multiple perspectives, including those of scientists, 
educators, sociologists of science, and the general public. However, it is generally considered to include 
elements such as the nature of science and scientific knowledge, scientific processes and methods, 
science concepts, principle and laws, and the ability to link scientific processes to the universe around 
them (Laugksch, 2000). Branscomb suggested a very broad and all-encompassing perspective, defin-
ing scientific literacy as “the ability to read, write, and understand systematized human knowledge” 
(Branscomb, 1981).

Health literacy has considerable overlap with scientific literacy, but with the focus on health. The 
American Medical Association defines a health literate person as someone with

“a constellation of skills, including the ability to perform basic reading and numerical tasks required 
to function in the health care environment. Patients with adequate health literacy can read, understand, 
and act on health care information” (American Medical Association, 1999, p. 553).

These multiple literacies are often viewed in silos, with each having a link to domains of professional 
practice and scholarly research. As an example, media literacy is often the focus of attention within 
education research and teaching practice, whereas information literacy is more the domain of library 
and information science research and practice. Even where there is considerable overlap in the skills and 
competencies involved, the disciplinary perspective may be challenging to overcome.

In the case of scientific and health information, it is necessary to consider the complementary role of 
multiple literacies. This was illustrated in the Lily framework, which is based in the context of eHealth, 
“the use of emerging information and communication technology, especially the Internet, to improve 
or enable health and health care” (Eng, 2001). The framework integrates six different literacies into a 
single framework to support eHealth literacy (Norman & Skinner, 2006). One set of skills were clas-
sified as analytical skills – literacy and numeracy, media literacy, and information literacy. The other 
three were considered context-specific – health literacy, science literacy, and computer literacy. Yet all 
six skills were relevant for people to be able to successfully navigate the problems and challenges they 
might encounter in an eHealth environment.

INFORMATION LITERACY INTERVENTIONS

Evaluation of sources is one critical skill in countering misinformation and fake news in science and 
health. Since the advent of the Web, there has been guidance on how to evaluate web sites and informa-
tion found on the Internet. From this, a canon set of factors has been determined, and adapted to apply 



10

Information Literacy and Science Misinformation
 

to any information source, not just Internet based information; the most memorable and catching pre-
sentation of these is the CRAAP test (Blakeslee, 2004). Blakeslee’s goal was to find an acronym that 
would engage students and be memorable; she labelled and ordered the five common evaluation factors 
(currency, relevance, authority, accuracy, and purpose) to create the preferred acronym (http://www.
scuchico.edu/lins/handouts/eval_websites.pdf). An added bonus was the fact that the word formed by 
the acronym actually had meaning in the context of information evaluation – students were challenged 
to ask if the information they were viewing was “CRAAP”. Although the CRAAP test and other evalu-
ation criteria were developed in an academic context, they can be applied much more broadly to other 
information domains.

The first of the five factors to assess is currency, which refers to the timeliness of the information. This 
involves identifying when the information was published or posted, and whether it has been revised or 
updated since. It also requires critical reflection on the information need, to determine whether current 
information is needed, or whether older sources would also work. If current information is important, 
then it is also necessary to determine what timeframe is considered current for the topic. Given that the 
state of knowledge around science and health topics is dynamic, evolving in response to the latest evi-
dence, it is important that people are able to determine when the information they are viewing is from.

Relevance refers to the importance of the information for one’s needs. Assessment of relevance con-
siders whether the information relates to the topic of the information need, or answers the question at 
hand. It considers the intended audience and level of the source (e.g., academic level, oriented towards 
professionals, intended for a lay audience, etc.), to determine if the information source is a good fit for 
the individual. Assessment of relevance guidelines also challenge people to look at a variety of sources 
before determining which ones will best serve their needs. Following the guidelines for assessment of 
relevance can help mitigate the “click-bait” effect, in which people may be prompted to sources that are 
appealing and engaging, but that draw them away (perhaps unknowingly) from the topic for which they 
were searching. This assessment also highlights the importance of looking at a variety of sources, not 
just relying on one.

Authority considers the source of the information. Central to this is identifying who is the author, 
the publisher, the source, and the sponsor. This involves recognizing the credentials of the author and/
or their organizational affiliations, and determining whether the author is qualified to write on the 
topic. Underpinning this is the need to have an understanding of different types of information sources, 
for example, to be able to distinguish a scholarly research article from an opinion piece, or to identify 
whether information is based upon empirical evidence or anecdotal reports. Assessment of authority 
also depends upon an understanding of URL structure and what that reveals about an author or source. 
It is important to both recognize the URL suffixes (e.g., .com, .edu, .gov, .org) and understand their 
significance. For example, information in support a particular medication might be viewed differently 
depending on whether it comes from a .com site of a pharmaceutical company, rather than from a .edu 
site of a university research centre.

Accuracy relates to the reliability, truthfulness, and correctness of the information content. It con-
siders where the information comes from, whether it is supported by evidence, and whether it has been 
reviewed or refereed. A key element in assessing accuracy is whether the information can be verified 
or corroborated from another source (or multiple sources), or from personal knowledge. Accuracy as-
sessment should also consider the language or tone (e.g., does it seem biased? is it free of emotion?), as 
well as quality issues such as spelling, grammar, or typographical errors. A lack of attention to quality 
of writing may reflect on the level of attention given to the content. A number of information literacy 
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skills are needed to support the assessment of accuracy. For example, asking someone to determine if 
a source has been reviewed or refereed presumes not just the ability to recognize the indicators of a 
reviewed or refereed source, but also an understanding of the review and/or referee process, what that 
means, and the significance and value of that process as an indicator of accuracy. Likewise, determin-
ing the extent to which information is supported by evidence requires having an understanding of the 
research process and the scientific method, and being able to determine the strength of evidence based 
on the research methods. The relative weights of different levels of evidence is clearly delineated in the 
context of evidence-based healthcare practice (e.g., Huber & Tu-Keefner, 2014; Sackett, 1989), but this 
type of information is not so readily available in other domains. Nor is this level of understanding of the 
research process necessarily common knowledge.

The final element in the CRAAP rubric is purpose, the reason the information exists in the first place. 
It involves determining whether the information is intended to inform, to teach, to sell, to entertain, to 
persuade, or any other purpose. This could involve assessing whether the intentions of the authors are 
clear (e.g., through advertising), whether the perspective seems objective and impartial, and whether the 
information appears to be factual, opinion, or propaganda. It also should involve determining if there are 
political, ideological, cultural, religious, institutional, or personal biases.

The CRAAP test is but one presentation of criteria for the evaluation of information found on the 
Internet, albeit the one with the most catchy acronym. Nor is this approach to evaluating online infor-
mation a recent development; similar frameworks have been around since the early days of the Internet. 
Examples from the late 1990s include the elements of: accuracy, authority, objectivity, currency, and 
coverage (e.g., Beck, 1997; Kapoun, 1998). Other frameworks are domain or subject specific, such as one 
produced by the Medical Library Association (2019) which provides guidance on evaluating websites 
for health related information, considering elements such as the sponsor of the site, currency, intended 
audience, and whether the site presents facts or opinions. It is interesting to note that while these evalu-
ation frameworks parallel the development of the Internet and the Web, similar evaluation practices 
also long pre-date the Internet. Evaluation of information resources has always been a core aspect of 
collection development (the practices followed by libraries and librarians in determining which materials 
will be acquired as part of a library collection), with evaluation considering factors such as the scope 
(purpose), author and publisher (authority), quality (accuracy), relevance, and currency (e.g., Evans & 
Saponaro, 2012; Kendall, 2018). It can be seen that the frameworks for the evaluation of information 
from the Internet are an extension of the evaluation practices that have long been in place for the selec-
tion of information within libraries. The key difference is that the evaluation of the information from 
the Internet is done by everyone as we look for information in all aspects of our lives, rather than by 
librarians with professional expertise in the evaluation of information resources.

The CRAAP test can serve as a useful framework for assessing sources of scientific and health in-
formation, and for distinguishing fake news. Currency is important, since scientific knowledge is only 
as good as the latest evidence. Information which might have been considered to be accurate when 
published might now have been superseded by more recent findings. Therefore, determining the cur-
rency of the information under consideration, and ensuring that the most recent information is used, is 
important. An awareness of how quickly evidence is being accumulated and updated in any given field 
can be a benefit, but currency can be checked by simply verifying when the information was published, 
revised or updated.
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Of the items to consider in judging relevance, the most pertinent to countering misinformation is to 
look at a variety of sources before determining which one(s) to use. By considering a range of sources, 
people will be more likely to see things outside of their personal filter bubble.

Authority is a critical factor in assessing scientific and health information. Determining an author’s 
qualifications is key to determining how credible and trustworthy they are, and the weight that should be 
given to their conclusions. This can help distinguish someone who has scientific or health professional 
qualifications from those who may be offering a personal opinion. One caveat to keep in mind is that 
qualifications in one domain do not necessarily confer authority in another; for example, one should not 
consider an astrophysicist to also have expertise in immunology.

Accuracy can be challenging to judge, particularly in domains such as science and health in which not 
everyone has a strong background, and in which new evidence is being discovered at an often rapid pace. 
Yet, it is still critical to evaluate the accuracy of the information. This can be linked to the publication 
process, including whether or not the information has been reviewed or refereed. It should also consider 
the source of the information being conveyed, and whether it is empirically derived, or opinion-based. 
An understanding of the scientific method and research practices would be helpful in supporting this, 
as would an understanding of the relative strength of evidence from different types of research design. 
As an example, a report of a systematic review might be dismissed or negated as being “just based on 
the literature”, and “not real research”, when in fact a well-designed systematic review of high quality 
randomized controlled trials is considered to be the highest level of evidence in the hierarchy of clinical 
research.

Finally, determining the purpose for which information is published is essential in distinguishing 
information from misinformation. The nature and norms of scientific research and publishing constrain 
the claims that can be made. Results and conclusions must be presented in terms of what the evidence 
suggests, not in sweeping, absolute terms. Misinformation is much more likely to be presented in ab-
solute terms.

An ongoing challenge in teaching information literacy is to match the teaching to the right time and 
right context; otherwise, the material is too decontextualized for students to be able to make sense of 
it in their academic and personal lives. One approach was to use the filter bubble to create a teachable 
moment (Valentine & Wukovitz, 2013). In this intervention, students analyzed the news feed from their 
personal Facebook accounts, to determine which of their friends appeared in the news feed, and which 
were dropped off. They discovered that Facebook filtered for friends with similar political viewpoints 
and dropped off those whose perspectives differed. The students reported that they found this “creepy” 
and “scary”, that they didn’t like the lack of control imposed by the filter, and that they saw the value 
in reading viewpoints that differed from their own (Valentine & Wukovitz, 2013). The authors recom-
mended teaching information literacy using a rhetorical triangle, with the author, the purpose, and the 
audience as the three points of the triangle, and teaching students to reflect on how each element impacts 
on the others.

Evidence of the filter bubble effect was found in a study of personal health information; information 
was retrieved that reinforced erroneous health claims and/or beliefs (Holone, 2016). A number of strate-
gies were recommended to mitigate the effect of the filter. The first was to promote awareness of filters 
and their effects, for search and social media sites to provide an unfiltered (unpersonalized) option, for 
people to deliberately use multiple search engines to increase the breadth of the results, and for people 
to actively engage in the process of sense-making (Holone, 2016).
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A different approach to placing information literacy instruction in context was built around the 
analysis of news stories that report on the findings of a published scientific paper (Majetic & Pellegrino, 
2014). Students were required to find both the original scientific paper referenced in the news story, and 
also a second, complementary scientific paper. This process could involve a number of fundamental 
information literacy skills, including finding missing information from an incomplete citation, search-
ing bibliographic databases, and obtaining the journal articles from an online journal subscription. The 
students then analyzed both the original article to determine how accurately it was represented in the 
news story, and the complementary article to determine if the news story would have benefited from the 
inclusion of additional information. The results of the research showed that this critical thinking process 
led students to reflect on the accuracy of the reporting of scientific news and to learn how to fact-check 
and verify source material; an incidental anecdotal finding was that students reported applying the skills 
they had learned to other courses and assignments (Majetic & Pellegrino, 2014).

Critical information literacy has been advocated as a core skill to incorporate into science education. 
Referencing American standards for science education (https://www.nextgenscience.org/get-to-know), 
Storksdieck (2016) argues that three of the eight standards (4. Analyzing and interpreting data; 7, engag-
ing in argument from evidence; and 8, obtaining, evaluating, and communication information) would 
all be supported by critical information literacy. This approach would integrate skills of knowing about 
information sources, and their reliability and validity, with an understanding of how and by whom the 
data was interpreted, and if other interpretations might also be valid.

CONCLUSION

Information literacy skills are not a panacea for all the challenges inherent in avoiding science misinfor-
mation, nor can they alone address the issue. Other aspects of the solution may come from things such 
as improved recommendation and/or personalization algorithms, better detection of misinformation, 
and more stringent policies of search engine and social media providers. But information literacy is also 
critical. A single information literacy skill, that of evaluating the source of online information, can be 
a powerful tool. Being able to recognize a reliable site for scientific or health information, such as the 
World Health Organization, or the Centers for Disease Control, as well as recognizing the credentials 
of the authors, will help distinguish reliable information from (potential) misinformation coming from 
unreliable sources or authors. Being able to determine the purpose for which the information was posted 
will help identify if it is there to inform, to educate, to influence, to persuade, or to sell, among others.

One key aspect of the principle of information literacy is that it is not tied to a particular information 
system, or type of system. Information literacy skills address the information itself, not the medium in 
which it is stored, or the system by which it is found, retrieved or disseminated. Information literacy 
skills can be applied to assess information obtained from Internet search engines, social media sites, 
traditional media (e.g., television, newspapers), published sources (e.g., books, journals), archival and 
historical sources, as well as personal sources of information. Information literacy skills provide a means 
for evaluating the sources of information, the process by which it was retrieved, and the biases inherent 
in its creation and dissemination. Information literacy skills also relate to how people pass on and share 
information, and how they can avoid knowingly or inadvertently sharing misinformation. The amount 
of information that is produced and disseminated outside of the traditional structures (publishing, jour-
nalism, libraries, etc.), with their inherent mechanisms of evaluation, will only continue to grow. Even 
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more than it is now, this will put the onus on the individual to act as editor, publisher, fact-checker and 
librarian, and to make their own critical judgements about the information they use. To accomplish this, 
information literacy skills are an essential tool.
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KEY TERMS AND DEFINITIONS

Disinformation: Deliberately false information, esp. when supplied by a government or its agent to 
a foreign power or to the media, with the intention of influencing the policies or opinions of those who 
receive it.

Fake News: News that conveys or incorporates false, fabricated, or deliberately misleading informa-
tion, or that is characterized as or accused of doing so.

Health Literacy: The ability to perform basic reading and numerical tasks required to function in 
the health care environment . . . to read, understand, and act on health care information.

Misinformation: Wrong or misleading information.
Science Literacy: Includes elements such as the nature of science and scientific knowledge, scientific 

processes and methods, science concepts, principle and laws, and the ability to link scientific process 
to the universe around them.
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ABSTRACT

Since the invention of the printing press, individuals have created and shared more information at in-
creasing rates, and this has further accelerated with the proliferation of information technology and the 
increase in Internet accessibility. Humans’ ability to absorb and process information has not evolved 
alongside the speed at which information can be created and shared. This chapter examines what im-
pact this abundance of information has had on society and its ability to process, examine, and retain 
information. The relationship between information overload and society’s ability to discern the veracity 
of information is discussed. The author makes recommendations for how individuals and organizations 
can harness their information overload and continue to discern fact from fiction and create a more 
truthful world.

INTRODUCTION

In a post-truth world, information is being exchanged at a greater rate and in greater quantities than in 
previous generations. It is estimated that we now have access to five times more information than we 
did in 1986 (Hilbert & Lopez, 2011). This increase in information sharing is impacting individuals in 
both their personal and professional lives, across domains from academia to private sector organizations. 
While having an increase of information at our disposal can be a strength in our society, it can also be a 
burden; individuals and organizations can experience difficulty absorbing this proliferation of content, 
which, in turn, can lead to experiencing information overload. Information overload is defined by the 
Oxford Dictionary as “exposure to or provision of too much information or data.” Information overload 
is something an individual or organization experiences, and therefore it is a subjective experience based 
on the individual or organization’s preferences. Information overload feels like a modern phenomenon, 
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however, there have always been historical concerns regarding the quantity of information available to 
the world. Today, information overload has been exacerbated by the increase and exponential impact 
of information technology. In a review of worldwide Google Trends, the word “information overload” 
reached peak popularity in early 2004, shortly after Google trending began, followed by another peak 
in October 2005. Subsequently, the term decreased in overall popularity but has never completely faded 
away; it has remained around a score of 25 for the past few years, demonstrating constant concern about 
information overload in the modern world (Figure 1). When people receive more information than can 
be absorbed, a multitude of different consequences occur; this overload negatively impacts productivity, 
decision-making, and progress, and causes anxiety, stress, and despondency. Information overload can 
also trigger a degradation of clear thinking which, in turn, further impacts our ability to absorb informa-
tion, retain it, and pass on accurate information. The production and reproduction of information has 
long caused concerns about its accuracy, its truth, and its inherent value. In this chapter, the author will 
discuss the history of information overload, the impacts of information overload on our society, and 
some suggestions as to what can be done to tackle information overload in an attempt to preserve truth, 
accuracy, and our ability to interpret information.

BACKGROUND

The History of Information Overload

While the proliferation of new and emerging information technologies makes information overload seem 
like a problem created by information technology, there have been concerns of information overload 
present in pre-modern cultures as well. Since the invention of the written word, academics and public 
officials have been concerned with what effects writing down and sharing information would have on 
the world.

Figure 1. Google Trend for the search term ‘information overload’ from 2004 to present
Source: (Google 2014-Present)
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Thamus, King of Egypt, argued that the written word would infect the Egyptian people with fake knowl-
edge. The Greek poet Callimachus said books are a “great evil.” The Roman philosopher Seneca the 
Younger (tutor to Nero) complained that his peers were wasting time and money accumulating too many 
books … Seneca recommended focusing on a limited number of good books, to be read thoroughly and 
repeatedly (Levitin, 2014, p. 14).

In each of these examples, the writer expresses concern for how society will ingest this proliferation 
of content, and if the quality of the content can be maintained as the quantity of content increases. In 
1255, Vincent of Beauvais, who wrote one of the main encyclopedias of the Middle Ages, is quoted as 
saying “the multitude of books, the shortness of time and the slipperiness of memory” (Blair, 2011) to 
describe his feelings of information overload. Even before the first telegraph was sent, or the invention 
of the Internet, when the amount of information on offer was drastically less than what is available in 
our contemporary society, people did not immediately agree that access to more information would be 
wholly positive.

The invention of the printing press in the 15th century was a significant advance that changed the 
world radically. With this invention, the proliferation of content could begin in earnest. Concerns about 
information overload grew alongside this new content proliferation. As it became easier and less ex-
pensive to create and disseminate information in the form of books, academics became overwhelmed 
by the number of books available (Blair, 2011). These academics experienced information overload, 
expressing concerns about both the quantity and the quality of information being produced, and the ef-
fects this abundance of information would have on society. In some cases, academics like Francis Bacon 
suggested in 1612 that

some books are to be tasted, others to be swallowed and some few to be chewed and digested; that is 
some books are to be read only in parts; others to be read, but not curiously; and some few to be read 
wholly, and with diligence and attention (Blair, 2003, pp.13-14).

This indicates that there were concerns about the quality of certain books and the value they offered 
readers, and academics felt compelled to instruct their students in coping with the abundance of infor-
mation. René Descartes saw the issue differently. He recommended ignoring books written by others 
and advised that one should rely on one’s own observations (Levitin, 2014). Other academics expressed 
concerns about the effects of information overload on society. It is interesting to note that Adrien Baillet, 
the French academic best known as René Descartes’ biographer, is quoted as saying in 1685,

We have reason to fear that the multitude of books which grows every day in a prodigious fashion will 
make the following centuries fall into a state as barbarous as that of the centuries that followed the fall 
of the Roman Empire (Blair, 2003, p.11). 

These concerns continued into the 18th century. Jonathan Swift, the Irish satirist, warned against the 
dangers of reproduced knowledge and claimed that new books were nothing more than guides to old 
books (Rosenberg, 2003). Indeed, many writers and scholars lamented the challenges of information being 
reproduced and how this contributed to the challenge of information overload (Fuller, 2017). However, 
despite growing concern about the consequences of information overload on society, academics continued 
to pursue knowledge and generate new books, articles, and collections of information.
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Historical Attempts to Assuage Information Overload

As academics tried to cope with this increase in knowledge, they invented ways of organizing information 
to make content easier to find. Desiderius Erasmus pointed out to his students the connection between 
memory and reading in his textbook De Copia, written in 1512. He recommended that his students an-
notate their books “to make occurrences of striking words, archaic or novel diction, brilliant flashes of 
style, adages, examples, and patchy remarks worth memorizing” (Carr, p. 178). Another one of Eras-
mus’ recommendations was that learners set aside notebooks per subject to keep their notes organized 
and to encourage students to take more notes to improve their memories (Carr, p. 178). Isaac Newton 
was said to have “dog-eared” many of his texts to keep track of interesting passages he had read (Blair, 
2003). Carl Linnaeus, who is known as the father of modern taxonomy, conducted research in the world 
of botany and organized lists of plants and their attributes in his work, Systeme Naturae (Everts, 2016). 
To accomplish this taxonomy, with far-reaching implications that are still important to science today, 
Linnaeus leveraged a new invention - the humble index card. By documenting this information on index 
cards, Linnaeus was able to organize and reorganize his information as new species were identified. 
This enhanced ability to organize information enabled Linnaeus to cope with large amounts of data and 
to produce a reference guide that was unparalleled for his time. A variety of different bookmarks were 
used by academics and others alike, and it is even suggested that ladies in the 18th century used their 
nails to indent markings in books so they could refer to these passages later (Blair, 2003). Academics 
and other readers clearly saw the advantages of organizing their information to cope with the effects of 
information overload.

While the coping methods that academics employed to deal with information overload were somewhat 
helpful, these techniques created even more information, furthering the experience of information overload.

The perception of an abundance of books fueled the production of many more books, often especially 
large ones, designed to remedy the problem - from new genres like the universal bibliography and the 
book review to new (or not-so-new) contributions to well-established genres, including the florilegium, 
the dictionary, and the encyclopedic compilation (Blair, 2003, p.12).

The creation of the book index was a method of organizing information and coping with the abundance 
of content. Printers advertised the index or stated that the index has been updated when selling books 
(Blair, 2003). The invention of new book genres like the encyclopedia required an index as they would 
be unusable without one. Advertisements of the time demonstrate that readers were looking for indexes 
or other ways to organize information more effectively and digest it more easily. It was also noted that 
many academics employed students to assemble notes for them, and that their books would sometimes 
be cut up and then pasted back into new books to form summaries.

Replication Contributes to Information Overload and Misinformation

While easy information reproduction began with the printing press, technologies like carbon paper, the 
photocopier, and even growing numbers of professors (hiring growing numbers of graduate students) 
have made it even easier to produce and reproduce information. These factors have resulted, not only 
in more information being produced, but ultimately in further reproduction and in an ever-increasing 
abundance of information (Hemp, 2009). The replication of information has had an interesting effect on 
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facts and errors. Before the invention of the dictionary in the early 17th century, there was no common 
spelling of words and no common authority on the definition of words (Gleick, 2011). “[As] philosophers 
came face to face with the multiplicity of the world’s dialects, they often saw language not as a perfect 
vessel for truth but as a leaky sieve” (Gleick, 2011, p. 90). The lack of commonly accepted definitions 
of words likely had implications for philosophical and academic debates. Simply organizing words in 
alphabetical order in dictionaries was a novel method of displaying information in the 17th century. 
As the methods for creating, organizing, and reproducing information evolved, more information was 
created. However, methods of organizing information were still in their infancy and were not without 
their disadvantages. Errors were often transmitted through the reproduction of materials. For example, 
Gleick describes an attempt to map Ireland in which researchers consulted several different tables of 
information only to discover that the same errors were reproduced in all the tables, which had clearly 
been copied from one another and were mere duplicates of each other instead of genuine additions to the 
body of knowledge (Gleick, 2011, p. 94). The accuracy of content produced became another challenge 
to rival the volume of content.

As means of creating and sharing information evolved, academics were notably concerned about the 
impact of this information on society. They therefore developed many different methods to cope with this 
new abundance of information. While some of the inventions, tools, and techniques of these academics 
seem unsophisticated now, such as the index or the bookmark, at the time, they were helpful tools for 
coping with the abundance of knowledge. They offered academics a way to navigate in a world that was 
saturated with information and growing ever more complex. Many of these tools are still in use today, 
or have been modernized to reflect new technologies, such as the bookmark and highlight functions in 
e-readers. The reproduction of information also became a way to reproduce and spread errors, which 
exacerbated concerns about information overload and its impact on society. The problem of information 
overload and its impact on content accuracy is therefore not a new one; however, advances in technology 
have historically made and continue to make this challenge more significant for more people.

Rate of Information Exchange

To explore the impact of information overload on modern society, it is worth recognizing how much more 
information is being created every day, and how this has greatly accelerated over the past 200 years. The 
telegraph was invented in the early nineteenth century, which made it possible to share information at a 
faster rate than ever before. James Gleick notes in his book, The Information that “only two hundred miles 
separated the Stock Exchange on Threadneedle Street in London from the Bourse at the Palais Brong-
niart, but two hundred miles meant days. Fortunes could be made by closing that gap” (2011, p. 139).

By enabling the rapid transmission of messages, new connections were made which opened up the 
world even further. The telegraph greatly impacted the news industry and enabled news from all over 
the world to be sent quickly to the printing house, reproduced in newspapers, and then distributed and 
sold to large numbers of people who used to wait days or even months for news. The many papers called 
“The Telegraph” or variations thereon illustrate how significant this invention was to the news industry 
(Gleick, 2011). However, the telegraph obviously had its limits. A user had to be trained in constructing, 
transmitting, and deciphering telegraph codes. The telegraph also required specific equipment that was 
prohibitively priced for most ordinary households.

Technology continued to advance and change the ways in which we communicate. Just as scholars 
of the 17th and 18th centuries were concerned about the proliferation of text, commentators in the 19th 
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century were concerned about who would be able to read or hear messages that were sent electroni-
cally. Gradually, however, “people began to feel that it was natural to possess machines dedicated to the 
sending and receiving of messages” (Gleick, 2011, p. 170). The first telephone appeared in the United 
States during the 1870s and its invention expanded our ability to transmit information at an even faster 
pace. The telephone was so popular and accessible that by 1895, rural citizens were laying down their 
own telephone wire rather than waiting for the companies to complete the task, so that they, too, could 
receive and send messages more quickly (Gleick, 2011).

By the turn of the century, the telephone industry surpassed the telegraph by every measure - number 
of messages, miles of wire, capital invested - and telephone usage was doubling every few years. (...) 
By 1890 there were 500,000 telephone users, and by 1914, there were 10 million. The telephone wires 
connected individuals in an immediate way that had never happened before and became responsible for 
rapid industrial progress (Gleick, 2011, p. 188 & 191).

Anyone could have a telephone conversation provided that they had the equipment. There was no 
longer any need for the individual users to learn the codes that powered the telegraph. Because the 
telephone made technologically-mediated communication easy and available to everyone, it increased 
rapidly in use and popularity.

By 1948, there were more than 125 million conversations passed daily through the Bell System’s 138 
million miles of cable and 31 million telephone sets (Gleick, 2011, p 5). 

As the public’s ability to create and send communications increased, scientific breakthroughs were 
also facilitated. Continuing scientific innovation led to further discoveries and, of course, more informa-
tion. For example, “in 1550, there were 500 known plant species in the world. By 1623, this number had 
increased to 6000. Today [2014], there are a known 9000 species of grasses alone, 2700 types of palm 
trees, 500000 different plant species” (Levitin, 2014, p. 15). This proliferation of content has impacted all 
areas of society. The humble act of grocery shopping provides a cogent example. “In 1976, the average 
supermarket stocked 9,000 unique products; today [2014] that number has ballooned to 40,000 of them, 
yet the average person gets 80-85% of their needs in only 150 different supermarket items” (Levitin, 
2014, p. 5). We are presented with more and more information to consult, which results in more choices 
to make, in all areas of our lives.

As information has become digitized, barriers to the reproduction and creation of information have 
been diminished even further (Hemp, 2009). Some of this information is even created without the in-
volvement of humans, such as automated, algorithmic suggestions for new purchases or videos to watch 
(Hemp, 2009). Our current smartphones are more powerful than the IBM super computers of 30 years 
ago (Levitin, 2015) and provide us constant access to news, messages, entertainment, and other content. 
Instead of having to seek out information actively by buying a book or conversing over the phone, we 
are now more likely to receive constant notifications. Due to this ongoing increase in information, many 
readers are not able to keep up. The American Press Institute (2014) found that only 4 in 10 Americans 
read a full article; other readers are only reading the headlines. In his book, The Organized Mind, Levitin 
notes that “during our leisure time, not counting work, each of us processes 34 gigabytes of 100,000 words 
every day.” (Levitin, 2014, p. 6). In the modern world, we have access to information at nearly all times, 
regardless of where we go, and this has greatly changed our society and our ability to consume content 
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responsibly. A distracted traveler with their hands full of bags and other belongings is an easy target for 
a pickpocket; similarly, as individuals continue to be inundated with more information, notifications, 
and news, we become easy targets for fake news, misinformation, and alternative facts.

IMPACT OF INFORMATION OVERLOAD ON SOCIETY

Information overload causes individuals to experience cognitive load, meaning that they have a lot of 
information to process which effectively ‘clogs up’ their ability to process it. In Nicholas Carr’s book, 
The Shallows: What the Internet is Doing to Our Brains, he explains that,

The information flowing into our working memory at any given moment is called our “cognitive load.” 
When the load exceeds our mind’s ability to store and process the information … we’re unable to retain 
the information or to draw connections with the information already stored in our long term memory 
… Our ability to learn suffers, and our understanding remains shallow. Because our ability to maintain 
our attention also depends on our working memory … Experiments indicate that as we reach the limits 
of our working memory, it becomes harder to distinguish relevant information from irrelevant informa-
tion, signal from noise. We become mindless consumers of data (Carr, 2011, p. 125).

As the quantity of accessible information increases, we reach a breaking point in our ability to pro-
cess it. At this point, regardless of whether the next piece of information we encounter is a proverbial 
piece of gold or the “fool’s gold” of fake news, we may not recognize its value or its danger due to our 
decreased cognitive abilities to process that information.

While having an abundance of information at our disposal can seem like an asset in decision-making, 
it has been shown in many studies that access to too much information can actually impede decision-
making (Vaughan, 2014.) What happens is that the centre of the brain responsible for making decisions, 
the prefrontal cortex, cannot handle all of the additional stimuli and so it shuts down. (Vaughan, 2014). 
“Neuroscientists have discovered that unproductivity and loss of drive can result from decision overload” 
(Levitin, 2014, p. 5). All of this information is interpreted as a series of different choice sets and each 
choice represents a decision. These choice sets and decisions can open up additional choice sets and so 
on. Even little decisions take up as much brain processing power as large decisions (Levitin, 2015). This 
negative impact on decision-making can impact all areas of our lives and our industries. For example, 
it can negatively impact consumer purchasing as an abundance of choice makes it more difficult for 
consumers to make buying decisions (Lurie, 2004), given ever-increasing consumer options such as the 
number of products in grocery stores.

When the illusion of multitasking is layered on top of all this difficulty in decision-making, there 
are even more negative effects on cognitive load. In reality, the human brain cannot multitask; it simply 
switches from one task to another in rapid succession. This task switching leads to a decline in brain 
functioning and it increases the production of stress hormones which also lead to a decline in brain 
functioning (Levitin, 2015). Further, multitasking also leads the brain to store incoming new informa-
tion in the wrong areas, leading to more difficulty recalling facts at a later time. A human brain can only 
input so much information into their working memory at a time; after that, their ability to process this 
information, hold on to it, and recall it later is reduced (Oldroyd & Morris, 2012). A study conducted in 
2011 demonstrated that when individuals look up information online, they are usually able to recall how 



25

The Needle in the Haystack
 

they found the information, but not the actual information that they found. This suggests that the Internet 
has become an “external memory source that we can access at any time” (Sparrow, Liu, Wegner, 2011). 
Knowing that we can access information from our smartphone and easily recall information makes us 
less likely to store that information properly in our own brains. With our ability to retain information 
highly reduced due to Google searches and the dark side of multitasking, it is no wonder that humans 
are susceptible to fake news and misinformation.

In some ways, the forward march of technology has given us an opportunity to help combat infor-
mation overload. However, it does not always work. When students began using more computers in the 
classroom, it was thought that content that was hyperlinked would “strengthen students’ critical thinking 
ability, enabling them to switch easily between different viewpoints.” (Carr, p. 126). It was believed that 
by reading subject matter that could be linked to relevant content more easily, the reader could consider 
multiple viewpoints at once and accelerate their learning on a given topic. But the technology actually 
had the opposite effect:

A 1990 experiment revealed that hypertext readers often ‘could not remember what they had and had not 
read’ (...) and research continues to show that people who read linear text comprehend more, remember 
more, and learn more than those who read text peppered with links (Carr, 2011, p. 127).

Accessing an expanded number of viewpoints through one entry point increased the cognitive load 
on the student and decreased their ability to retain the information and learn from it.

The vessels of information overload cause disruptions to workflow. Emails, texts, tweets, and a variety 
of other push notifications and alerts are all designed to notify a person immediately when new informa-
tion is available to them. This disrupts ongoing or in-progress tasks, which leads to further multitasking. 
It also leads us to consider or be informed of additional information relevant to the subsequent task, 
so that the cycle of push technologies, multitasking, and information overload continues. Distractions 
negatively impact our inner work life and reduce our productivity, creativity, and engagement (Amabile 
& Kramer, 2011).

Technology has changed how we engage with information as well as how we communicate with one 
another. As individuals, we have moved to more digital means of communicating. These digital com-
munications can be less meaningful than in-person or face-to-face connections.

When you comfortably connect with a colleague, even if you are dealing with an overwhelming prob-
lem, the deep centres of the brain send messages through the pleasure centre to the area that assigns 
resources to the frontal lobes. Even when you’re under extreme stress, this sense of human connection 
causes executive functioning to hum (Hallowell, 2005).

The increase in connection occurring through digital rather than analog means has had a negative 
impact on our ability to relate to each other. In a 2010 study conducted by the University of Michigan, it 
was found that college students were 40% less empathetic than students in the 70s or 80s, suggesting that 
the increase in information overload has dulled our senses, making us less empathetic to others (Gurner, 
2015). Hallowell suggests that human connection can help counteract the feelings of being overwhelmed 
with information, but as we communicate more and more through digital means, this connection oc-
curs with less frequency which further leads to less empathy, and even less means of connecting in a 
meaningful way with each other.
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Impact of Information Overload on Organizations

Organizations are now facing high levels of information overload, which is a cause for management 
concern. In Paul Hemp’s article, “Death by Information Overload” published in the Harvard Business 
Review in 2009, he shares study after study documenting how information overload negatively impacts 
productivity, decision-making, and even creativity. When employees or other individuals have so much 
information available to them and are on the receiving end of a barrage of emails and social media content, 
this has an adverse effect on their ability to be a productive member of an organization. One noteworthy 
challenge is that not all of the information being shared is relevant to the employee or requires their at-
tention; however, employees must still go through extraneous content to find the important information. 
This process serves as a distraction and time waster. While the increase in online collaboration tools has 
made it easier to work with a large number of dispersed individuals, these same tools have also created 
some problems that must be managed. These tools have made it easier to create content and share it with 
a wide number of people. As a content consumer, there can be vast amounts of content to review, which, 
in turn, can lead to employees being unsure which piece of content is complete or contains the most 
up-to-date information (Levitin, 2014). Workers are left constantly trying to play catch up rather than 
using their newly gained information to advance their organization. The organization may have invested 
heavily in digital technologies to facilitate the flow of information between members, but without the 
correct best practices, they are not able to leverage the increase of information in the organization. They 
may instead find themselves experiencing the opposite effect.

An increase in information can have its advantages, but too much of a good thing leads to adverse 
effects. A study of high performing employees demonstrated that as participants progressed in their 
career and became well-known, their access to information increased, which allowed them to become a 
subject matter expert. Being a subject matter expert subsequently opened up additional opportunities for 
participants to obtain further expertise. However, the increase in their expertise also led to an increase 
in disruptions. After a time, these disruptions caused significant negative effects for study participants, 
weighing them down and leading to reductions in their productivity, reductions in their status, or the 
departure of the employee from the organization (Oldroyd & Morris, 2012).

In Edward Hallowell’s article “Overloaded Circuits: Why Smart People Underperform,” published 
by the Harvard Business Review in 2005, the author describes a neurological impairment that he calls 
“attention deficit trait.” He lists the symptoms as “distractibility, inner frenzy, and impatience” and 
argues that this state leads to difficulties in staying organized, setting priorities, and managing time. 
Hallowell discovered this trait through his practice of working with people with learning disabilities. In 
his practice, he saw an increase in patients with symptoms similar to learning disabilities, but without 
the physiological presence of any actual learning disorder. His clients were dealing with information 
overload, and as the information they needed to deal with increased, they became less and less efficient 
at processing it. As evidenced in other research, the state of information overload does not allow the 
brain to respond in a productive manner to new information due to the cognitive load it creates. This, in 
turn, leads to an emotional response that further reduces the brain’s capacity to respond in a productive 
manner. Hallowell states that,

as a specialist in learning disabilities, I have found that the most dangerous disability is not any formally 
diagnosable condition like dyslexia or ADD. It is fear. Fear shifts us into survival mode and thus prevents 
fluid learning and nuanced understanding. Certainly, if a real tiger is about to attack you, survival is 
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the mode you want to be in. But if you’re trying to deal intelligently with a subtle task, survival mode is 
highly unpleasant and counterproductive (Hallowell, 2005).

Hallowell notes that highly successful and productive employees can become unproductive, stressed, 
and less successful over time due to their cognitive ability being overloaded by too much information.

While many believe that multitasking enhances their ability to process more information and maintain 
their productivity, it actually has the opposite effect and leads to underperformance in both individuals’ 
personal and professional lives. Human brains struggle to process an abundance of information, which 
negatively impacts decision-making. As individuals communicate more through digital means, they lack 
a deep connection with each other, which can reduce empathy. In a world that lacks connection, empathy, 
and capacity to cope with an abundance of information, it is not difficult to see how our ability to absorb, 
retain, and share the truth may become degraded. This is a serious risk to our society.

Information Overload, Technology, and Society

Many have called on technologists to improve the platforms that transmit fake news and misinformation. 
There is a desire for technology to assess the content being transmitted and determine whether it is true 
or false, based on attributes that that information carries. These attributes include who created a given 
piece of content, when it was created, how it was transmitted, what words are included, and a variety of 
other factors. As Ghosh and Scott note in their 2018 article “Disinformation is Becoming Unstoppable,” 
while many want algorithms and automatic filtering to do the work for us, it is unlikely this will com-
pletely solve the problem of false information being shared online. Ghosh and Scott say that “the scale 
of content is simply too large for comprehensive human review, and the vast majority of disinformation 
would not be taken down anyway because it is perfectly legal despite poisoning to our politics. We will 
not delete our way out of this problem” (Ghosh & Scott, 2018). Furthermore, the amount of tracking and 
reviewing required to police this spread of information requires the collection of a vast amount of personal 
user data, potentially including location, browsing habits, level of education, and purchasing patterns. 
This is quite a tradeoff: divulge large quantities of personal user data and perhaps see a reduction in the 
spread of misinformation. Researchers at Stanford University have noted a decline in misinformation 
being shared on Facebook since the 2016 election, stating that Facebook may have already improved its 
platform’s abilities to deal with misinformation (Allcott, Gentzkow, & Yu, 2018). However, when we 
contrast Facebook’s tentative progress in minimizing misinformation with their most privacy scandal 
(Anderson, 2018), it is unclear whether we can trust social media platforms with our personal data, even 
if they are making some progress in slowing the spread of misinformation on their platforms.

In a study on how news is shared on the Internet, researchers found that,

false news was more novel than true news, which suggests that people were more likely to share novel 
information. Whereas false stories inspired fear, disgust, and surprise in replies, true stories inspired 
anticipation, sadness, joy, and trust. Contrary to conventional wisdom, robots accelerated the spread 
of true and false news at the same rate, implying that false news spreads more than the truth because 
humans, not robots, are more likely to spread it. (Vosoughi, Roy, Aral, 2018) 

The prefrontal cortex, the area of the brain that is responsible for decision-making, has a novelty 
bias and is stimulated by incoming novelties. This may explain why humans are inclined to spread false 
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information at a faster rate, since it is likely that the false information has been created in a way that 
enhances its classification as “novel.” The finding that people are spreading false information at a faster 
rate than bots further demonstrates that the spread of false information is a social issue and not neces-
sarily one that technologists can solve on their own.

In 2017, the Pew Research Center and Elon University’s Imagining the Internet Center conducted a 
survey regarding academics and other thought leaders’ reactions to fake news. In general, the views were 
evenly split: some felt that technology could improve this challenge, while others felt that technology 
would only worsen it. There was a consensus, however, that the spread of misinformation was a social 
issue. Many commented on the proliferation of information as contributing to the spread of misinforma-
tion. David Harries, Associate Executive Director of Foresight Canada said,

more and more, history is being written, rewritten and corrected, because more and more people have 
the ways and means to do so. Therefore, there is ever more information that competes for attention, for 
credibility and for influence. The competition will complicate and intensify the search for veracity. Of 
course, many are less interested in veracity than in winning the competition (Anderson & Rainie, 2017).

As Harries notes, above, while there is an abundance of information, the motives of those sharing 
the information need to be investigated. News may not always be shared to enlighten but instead may 
aim to diffuse or deflect political situations or critiques. As Harries says,

The spread of True and False News Online, although, at one time, it may have been appropriate to 
think of fake news as referring to the veracity of a news story, we now believe that this phrase has been 
irredeemably polarized in our current political and media climate. As politicians have implemented a 
political strategy of labeling news sources that do not support their positions as unreliable or fake news, 
whereas sources that support their positions are labeled reliable or not fake, the term has lost all con-
nection to the actual veracity of the information presented, rendering it meaningless for use in academic 
classification (Vosoughi, Roy, Aral, 2018).

In sharing novel – but not necessarily accurate – news and in discrediting or ignoring news that con-
tradicts our personal beliefs, we do ourselves and our society a disservice. When novel but fake news 
stories do battle with true ones for our very limited attention, information overload may ‘kick in’ and 
inhibit our ability to find, process, and share what is true. By tackling information overload in both our 
personal and professional lives, we create conditions in which individuals and societies are more likely 
to succeed at separating fact from fiction and escaping the negative effects of fake news.

SOLUTIONS AND RECOMMENDATIONS

What Can Be Done to Improve the Effects of Information Overload?

Being able to obtain information from around the world at ever-increasing speeds can be a strength of 
our society. It can also enable individuals and communities to develop in productive ways that were not 
previously possible. However, as a society, we have to learn to harness our information overload so that 
we can leverage it, rather than being overwhelmed and overloaded. This does not mean finding ways to 
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avoid information overload or ignoring information altogether, because those strategies can have adverse 
effects on organizations and limit collaboration and teamwork (Oldroyd & Morris, 2012). Minimizing 
information overload is a complex problem that cannot be easily solved, as demonstrated in this chapter 
– people have been struggling with information overload for centuries. However, there are two strate-
gies that can help individuals and organizations manage information overload. The first one is to share 
information responsibly, ensure information is accurate, succinct, and relevant, and refuse to pass on 
inaccurate information. Sharing responsibly can be achieved in different ways. A simple and effective 
starting point is to verify that the source of the information is credible and up-to-date. The second strat-
egy is to put in place practices or tools to help manage and organize information. Just as indexes were 
invented to help readers navigate books to find what they were looking for, organizations can leverage 
knowledge management best practices to make their organizational content discoverable and usable. 
In developing best practices on what content to create, share, organize, and consume, organizations 
can enable their employees to productively leverage collaboration tools, make effective decisions, and, 
ultimately, achieve a more positive work life. These habits may be adaptable for students, governments, 
and individuals’ personal lives as well. When we have a society that can properly discern accurate and 
quality information, we will be able to move towards a more truthful world.

While it is clear that information overload negatively affects society, individuals play an important 
part in our ability to harness or manage this information. As Kalev Leetaru writes,

beneath the spread of all “fake news,” misinformation, disinformation, digital falsehoods and foreign 
influence lies society’s failure to teach its citizenry information literacy: how to think critically about 
the deluge of information that confronts them in our modern digital age (Leetaru, 2019) 

Leetaru describes the dearth of information literacy programs in schools and states that Silicon Valley 
has instead tried to use technology to fix this problem. He says, “the old adage ‘Don’t believe everything 
you read on the Internet’ has become ‘Believe everything on the Web and share it widely’” (2019). As 
it becomes easier and easier to create and share information, investing in an educated populace and au-
dience ready to apply their own critical thinking skills to determine fact from fiction becomes crucial. 
Further, given prior research suggesting that novel if inaccurate news spreads faster than “true” news, 
the need for critical thinking and judicious knowledge sharing becomes even more apparent. Authors 
Rikke Duus and Mike Cooray agree that technology is not the answer for combating information over-
load Instead, they insist that “in a complex world with abundant choice, we need good intuitions and 
smart shortcuts to make decisions” (2015) rather than machines. They state that relying on machines for 
decision-making will cause us to lose faith in our own instincts, which are based on context, experience, 
and conversations. In This is Book is Overdue, author Marilyn Johnson argues that the cure to informa-
tion overload, or information sickness, is librarians. She includes countless examples of how librarians 
are the stewards of the information world, stewards who can provide instruction, advice, and counsel 
on how to navigate information in an increasingly complex world (2011). Librarians often teach digital 
and information literacy, research methodologies, and other methods for searching, discovering, and 
using quality information. As the proliferation of content continues, and as it becomes more difficult 
to discern fact from fiction, it will indeed be helpful and necessary for society to value these stewards 
of the information world. Moreover, even simple best practices, such as ensuring that a news source is 
credible before believing its stories, can make a big impact.
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Librarians have long known the value of organizing information and leveraging information organi-
zation structures to deal with large bodies of information. However, these best practices can be adapted 
for smaller bodies of content as well. The historians reviewing Linnaeus’s method of collecting data and 
using index cards noted that “in this 21st-century digital world, with its overabundance of information, 
managers and creators of big data may find their inspiration in the most analog of collections” (Everts, 
2016). They found, in a review of natural history museum collections, that the collectors had preserved 
attributes about each item in the collection, which allowed large volumes of data to be stored and made 
this data more easily searchable. The greater the metadata that was collected, the more easily collec-
tors and users could navigate the collection. Metadata can be leveraged in all manner of collections, 
from individuals’ personal photograph collections to museums with large collections of natural history 
artifacts. In individuals’ personal lives, Levitin also notes that organizing items or information into cat-
egories enables us to remember things and to sort through them more easily (Levitin, 2014, p. 67). As 
previously noted, individuals now have access to more information and more choices than ever before. 
By employing personal methods of organizing our information, we have a greater chance of being able 
to sort through it and leverage its value, without being overwhelmed and falling prey to misinformation 
or degraded cognitive abilities.

Another benefit of living within a society that is thoroughly connected through technology and that 
is capable of organizing large quantities of information is the ability to “crowdsource.” Crowdsourcing 
allows us to collect and organize large volumes of data with the help of volunteers. Amber Alerts, in 
which a notification is sent to cell phones with an alert regarding a missing child, are an example of 
crowdsourcing. A notice is pushed to a large number of people asking for help in the recovery of the 
missing child. This increases the ability of law enforcement agencies to sort through the vast amount 
of data they have access to so they can find the missing child (Levitin, 2014, p. 116). As Levitin says, 
“crowdsourcing is ‘true enough’ most of the time and more cost effective than highly paid experts. The 
larger the network, the more true” the information is (Levitin, 2014, p. 120). When targeted, the benefits 
of crowdsourcing are huge. When mismanaged or unsupervised, however, networks can erode, taking 
truth with them. Crowdsourcing can be leveraged for a variety of different informational needs, by both 
individuals and organizations.

For organizations, a meaningful way to harness their information overload is quite simply considering 
and critiquing how they are organized in the first place.

As Adam Smith wrote in The Wealth of Nations in 1776, one of the greatest advances in work produc-
tivity was the division of labor. Dividing up tasks in any large human enterprise has proved extremely 
influential and useful (Levitin, 2014, p. 269). 

Organizational hierarchies impact how information and decision-making occur within an organization. 
When these factors can be optimized, and, especially, when coupled with proper knowledge management 
systems, productivity can be increased. In APQC’s book The New Edge in Knowledge, authors Carla 
O’Dell and Cindy Hubert describe how organizations can benefit from knowledge management. They 
describe how Best Buy, a company that sells consumer electronics, achieved success due to their ability 
“to share what they know and act on it” (p. 1). Best Buy leveraged knowledge management programs to 
ensure their representatives were informed about their products. This knowledge, in turn, became Best 
Buy’s competitive advantage.
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APQC defines knowledge management as a systematic effort to enable information and knowledge to 
grow, flow, and create value. The discipline is about creating and managing the processes to get the 
right knowledge to the right people at the right time and help people share and act on information in 
order to improve organizational performance (O’Dell & Hubert, 2011,p. 2). 

This is a proven method for organizations to combat information overload and ensure their workforce 
can be productive, creative, and capable of good decision-making despite the influx of content in today’s 
world. O’Dell and Hubert recommend that knowledge management programs should

[connect] employees to one another to help them excel at their jobs; connect employees to knowledge 
assets (just enough, just in time, and just for them); [and] connect those with experience or know-how 
with those who need it (O’Dell & Hubert, 2011,p. 2). 

It is important to note that these knowledge management recommendations include connecting em-
ployees, not just to content, but also to each other so that they can collaborate and create new knowledge 
which improves the organization. When an organization can leverage the knowledge that it has, and when 
it can continue to learn constantly and generate new knowledge, the organization becomes a learning 
organization. Being a learning organization can help the organization adapt quickly to change, improve 
its rate of innovation, and ultimately thrive.

Despite technological and social advantages facilitating information creation and consumption, hu-
man cognitive load and capacity have not evolved at the same rapid or in the same exponential fashion. 
While organizing information and making it discoverable can facilitate information use, they do nothing 
to improve the problem of constant notifications and disruptions. As discussed above, these disruptions 
come with a cost to cognitive processing, productivity, and creativity. A simple way for organizations to 
assist employees in combatting information overload is to provide times when it is culturally acceptable 
to ignore incoming calls, emails, and notifications by setting aside disruption-free time (Levitin, 2015). 
Many authors state that while email filters and other controls can help with information overload, it is 
best if organizations establish cultural norms for how the organization will create and consume informa-
tion, with the aim of reducing the sharing of unnecessary or counterproductive information. Leveraging 
disruption-free times for thinking and reflecting can be useful at work as well as at home, especially 
when reviewing information relevant to important decisions, such as an insurance provider to sign a 
contract with, or which candidate to vote for in an election.

David Brooks, a journalist with the New York Times, is quoted as saying,

I had thought that the magic of the information age was that it allowed us to know more… but then I 
realized the magic of the information age is that it allows us to know less. It provides us with external 
cognitive servants - silicon memory systems, collaborative online filters, consumer preference algorithms 
and networked knowledge. We can burden these servants and liberate ourselves (Carr, 2011, p. 180). 

There is definitely a need for external methods for people to store the information they may need, 
and this need is being recognized by technologists and investors. Blinkist (blinkist.com) is an app that 
provides book summaries written by editors with input from authors. The app summarizes non-fiction 
books. It has been advertised as helpful for people who “don’t have time to read” and who may instead 
benefit from summaries of books which they can read in fifteen minutes. In 2018, this German com-
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pany raised 18.8M dollars (Lunden, 2018). This level of investment suggests that investors are seeing 
the value in a tool that enables individuals to combat information overload. It is interesting to note that 
these summaries are an example of knowledge being reproduced, which, admittedly, runs the risk of 
creating inaccurate information. However, the company states that they work in tandem with authors and 
editors alike. Perhaps this is an example of how a network of people can be leveraged appropriately to 
combat information overload without the negative effects of crowdsourcing. It is too early to tell, but if 
we combine our ability to create information with our ability to leverage our networks and organize the 
information we have available to us, perhaps we will be able to see the signal through the noise and harness 
the power of information overload so that this information becomes usable, accurate, and discoverable.

FUTURE RESEARCH DIRECTIONS

While there has been research on the spread of misinformation and fake news online, as well as research 
on disruptions, multitasking, cognitive load, and choice fatigue, it would be interesting to combine these 
two areas and study the role that information overload plays in spreading fakes news. Research exploring 
the impact an overabundance of information has on people’s ability to discern the truth and then make 
decisions could provide important guidance on healthy habits for consuming news. Such research could, 
in turn, supplement and contribute to sound digital and information literacy practices.

CONCLUSION

As a society, it is unlikely that we will move backwards and cease or slow the process of scientific dis-
covery or the pursuit of knowledge. As social beings, we will continue to seek new ways to connect with 
each other, and these ways may very well spur the creation of new information, leading to even greater 
information overload than we have ever seen before. As discussed in this chapter, information overload 
is not a new problem and is therefore unlikely to go away or to be completely resolved anytime soon. 
This abundance of information must be managed. As a society, we must pull together to make use of 
what should be one of our greatest strengths. As information technology has progressed from the book 
to the telegraph, the telephone, and the Internet (not to mention other tools along the way that were also 
instrumental in creating or copying information), a pattern has emerged. Each new technology spurs 
social concern about the amount of information on offer and how this quantity of information will impact 
the quality of information, as well as society as a whole. As scholars from earlier centuries suggest, good 
note-taking and personal organization are still great ways to harness information overload and leverage 
our information for our benefit, without being consumed by it. As with the invention of the index or of 
the peer-reviewed article, many are hopeful that both scientists and technology can define, implement, 
and evolve practices to improve our digital literacy and ensure that more accurate information will be 
produced, consumed, and shared. However, as history tells us, invention, reproduction, and scientific 
discovery will nevertheless result in errors being transmitted. Technology alone is unlikely to resolve this 
issue completely. Instead, our coping mechanisms will need to evolve alongside the growing waves of 
information. As we continue to navigate a world of growing complexity, we must cease to be distracted 
travelers with our hands full who are inviting targets for pickpockets and must become, instead, savvy 
travelers who are aware of and protected from the dangers of the open road.
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ABSTRACT

This chapter outlines the structure and content of a course devoted to developing strategies to cope with 
the massive assault of disinformation on American democracy. Ten lessons for the age of disinforma-
tion will provide pedagogical techniques to teach high school, college students, or adult learners how 
to cope with our current environment, which the author calls the “Age of Disinformation.” It provides a 
multifaceted approach in which each facet reinforces the others. The 10 lessons are (1) characteristics 
of the age of disinformation; (2) the varieties of false information; (3) knowledge, opinion, and second-
hand knowledge; (4) deception and self-deception; (5) psychological factors; (6) cognitive authorities; 
(7) social media, intellectual freedom, and libraries; (8) logical fallacies; (9) ethical principles; and 
(10) information, media, and digital literacies and personal, political, and professional commitments. 
Each lesson outlines the key ideas for each lesson and provides exercises that reinforce the key ideas 
of each lesson.

INTRODUCTION

It is essential to develop pedagogical techniques to teach students to preserve their understanding of 
truth in the Age of Disinformation. To be effective, teachers must take a multifaceted approach, each 
facet of which reinforces the other. A course or workbook to cope with the Age of Disinformation would 
involve ten different lessons: (1) characteristics of the Age of Disinformation; (2) the varieties of false 
information; (3) knowledge, opinion and second-hand knowledge; (4) deception and self-deception in 
disinformation; (5) psychological factors; (6) cognitive authorities; (7) social media, intellectual freedom 
and libraries; (8) logical fallacies; (9) ethical principles; and (10) information, media and digital literacies 
and personal, political and professional commitments. Exercises accompany each lesson.
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LESSON 1: CHARACTERISTICS OF THE AGE OF DISINFORMATION

Key ideas:

• While disinformation has always been around, we are now engaged in global InfoWars, whereby 
true information is challenged by the varieties of ignorance and false information so that we have 
truly entered the Age of Disinformation.

• The Internet, self-publishing, and online trolls have dramatically increased the level, breadth, and 
speed of disinformation.

• The InfoWars between truthful information and disinformation are not balanced. To insist that the 
two sides have equivalent value falls prey to the notion of false equivalences. While there may 
be two sides to every story, each side is not equally supported, grounded, or deserving of being 
entertained.

• The side of disinformation insists on invalidating every opinion but its own.

As long as there have been human beings, there has been disinformation. The term itself is based 
upon a calque of a Russian word, Dezinformatsiya, which was supposedly invented by Joseph Stalin as 
a French-sounding word, after World War II, according to Ion Mihai Pacepa, a high-ranking official in 
Romania’s secret police who defected in 1978 (Pacepa & Rychlak, 2013). It was derived from the name 
of a KGB (Russian Committee for State Security) black propaganda department, which disseminated a 
kind of propaganda that suggested that it was generated by those that it was supposed to discredit. The 
1952 Great Soviet Encyclopedia called disinformation the “dissemination (in the press, on the radio, etc.) 
of false reports intended to mislead public opinion” (Taylor, 2019). It came into use in the 1960s and 
came into widespread use in the 1980s (Taylor, 2019). Its characterization has not changed much from the 
Soviet one, although it may have broadened its reach. Disinformation is false information with the intent 
to deceive, whether personally, socially, or politically. What has changed is its pervasiveness, speed, and 
the extent and variety of communication channels available to spread it. The Age of Disinformation has 
at least two dimensions: (1) the perpetuation of disinformation as a political strategy through all forms 
of media; and (2) the attack on reliable information, based on facts, reason, and evidence, intensified 
by the political structure which asserts if the current political establishment does not agree with it, it 
is, therefore “fake news.” The disinformed are not merely disinformed; they often assert that only their 
“information” is true and contrary views must be rejected.

The Age of Disinformation is, to some degree, the Age of the Anti-Enlightenment. The Enlighten-
ment advanced the notion that knowledge is gained systematically and through careful observation of the 
environment. It promoted ideals of individual liberty, constitutional government, separation of church 
and state, and religious tolerance. Now anti-science agendas, such as those that deny the value of vac-
cinations or the reality of climate change, and anti-humanitarian propaganda, such as the criminality of 
all immigrants, transmit disinformation through cable broadcasting and social media. Individual liberty 
produced such agendas so that one can say that the Enlightenment has not been an unmitigated good. 
For example, the notion of a universal reason that applies equally to all men, women and cultures and the 
radicalization of individual liberty are problematic. Sr. Joan Chittister, a Benedictine nun, describes the 
Enlightenment as increasingly favoring radical individualism and denigrating the common good (Landers, 
2018). With the Internet, radical theories have been embraced and amplified, seducing and aggregating 
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vulnerable individuals as a force against the common good. However, it is a travesty to discard reason 
in favor of a pseudo-rationality or tribal beliefs. Evidence and facts matter.

A case in point: while many vaccine deniers are sincerely concerned about the welfare of their children 
and about the supposed risks of vaccination, they fail to provide any scientific evidence for their views, 
except for a long-discredited and retracted article or colloquial evidence spread by those misinformed 
or disinformed about the scientific evidence. Sometimes such “evidence” is pushed by Russian trolls 
intent on sowing discord in American democracy. One of the concerns of anti-vaxxers is the inception 
of autism in their child as the result of vaccination, but symptoms of autism appear before any vaccina-
tions occur (Vaccines Myths Debunked, 2019). What is new in the Age of Disinformation is that anyone 
who believes anything can find support for it, no matter how ignorant, wrong, or true, whether it is a 
conspiracy theory, the flat-earth society, white supremacy, or aliens visiting earth. Google indifferently 
supplies both information and disinformation.

There is a war at hand, a war of information versus forms of false information. While Alex Jones 
peddles disinformation of the vilest sort, the title of his program, InfoWars, correctly indicates a global 
problem. The war of false information against real information is not only for the health of America’s 
democracy but also is a threat to all democracies throughout the world. The author calls it a World War 
because it is quite global; throughout the world, the Internet is inflaming discord in many democracies, 
elevating autocrats and fascists. The New York Times has reported that researchers at Oxford University 
discovered at least 70 countries that had disinformation campaigns (Alba & Santariano, 2019). Its insult 
to freedom lies not only in what is spread on the Internet but also what it suppresses and challenges. In 
countries around the world, there is a battle to continue to anchor political decision making in science, 
reason, evidence, fact, democratic values, and humanism. The Age of Disinformation is one in which 
misinformation, lies, and obfuscation does war against the evidence and truth, and power and greed 
seek simplistic solutions to complex problems. While the war is predominately on the political front, it 
occurs in other areas. There was in 2019 an attempt to seek a referendum of Ohio House Bill 6, which 
passed by a slim margin and which, according to its detractors, bailed out utility companies that were 
bankrupt and poorly run, maintained nuclear power plants, and gutted the clean energy industry. The 
advertisements supporting retaining HB 6 alleged that the Chinese were coming to take Ohioans’ jobs 
and take over Ohio’s power grid, allegations that had no basis in reality. It touted the meme, “decline to 
sign,” which was so effective the when the public was asked to sign a petition for the referendum, many 
who might be inclined to support the referendum would not even bother to find out what the petition 
was about (Bischoff, 2019).

The notion of false equivalences asserts that for any issue, there are two equally valid opinions. But 
in the Age of Disinformation, this no longer holds. The sides in the war are not balanced, for the one side 
not only spreads disinformation but actively challenges, abuses, and attacks those who are committed 
to truth, evidence, facts, and logic. Climate change denial is a case in point. It suggests that those who 
believe in the vast scientific consensus have no valid grounds for their beliefs. In a supreme example of 
false equivalences, all opinions are equal, but the one opinion outweighs and trumps all others. Not all 
opinions are equally informed or justified. Some opinions are formed from false information, and such 
opinions do not have the same standing as ones that are well-formed: that is, ones based on rational ar-
guments, evidence, and logic. To insist that they are equivalent is a mistake in reasoning. We may note 
that the evidence for the opinions of the right or extreme right is often found lacking. Yochai Benkler, 
Robert Faris, and Hal Roberts, in their book Network Propaganda: Manipulation, Disinformation, and 
Radicalization in American Politics (2018), argue that false stories are launched on a series of extreme 
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Web sites, such as InfoWars, “none of which claim to follow the norms or processes of professional 
journalistic objectivity” (Benkler, Faris, & Roberts, 2018, p. 14). These stories unfortunately often find 
their way to such venues as Fox News that do not take the time to verify them.

Exercise suggestions will call on participants to consider the following questions:

1.  How do you describe your political viewpoint, if any? Conservative or liberal? If one of these, find 
information on one of your pet peeves on the side with which you do not agree and decide whether 
your pet peeve is justified or whether your understanding is limited. If you believe that you are 
apolitical or not engaged in politics, explore the soundness of any pet peeve you may have on any 
subject matter.

2.  On what media do you rely? What bias does it represent? To what extent is the bias known?
3.  How do you respond to the claim that you cannot remain neutral in the InfoWars? Doing nothing 

is the same as supporting the destruction of American constitutional democracy and, ultimately, 
the destruction of habitability on the planet.

4.  Describe six characteristics of fake news or disinformation. Supply examples that exemplify one 
or more of those characteristics, explaining why.

LESSON 2: THE VARIETIES OF FALSE INFORMATION

Key ideas:

1.  There are a variety of forms of false information and ignorance on the Internet, and we must dis-
tinguish among them: lies per se, ignorance per se, misinformation, paltering, disinformation, and 
missing information, with particular focus on two forms of information deceit, doxing and fake 
news.

2.  The key characteristic of disinformation is the intent to deceive, whether in doxing, fake news, or 
other instances of disinformation.

There are a variety of forms of ignorance or false information available in various media, particularly 
on the Internet:

• Lies per se: While in earlier ages, we might expect lies to gain no traction (with some exceptions, 
e.g., Bill Clinton’s “I did not have sex with that woman”), one of Trump’s achievements is to make 
the lie a hallmark of his leadership style. Some of his supporters and supporting media may be 
convinced about or are indifferent to those lies because they believe that he represents some of 
their core grievances. According to those counting the number of lies he has uttered, it surpassed 
10,000 in his first couple of years in office (Kessler, Rizzo, & Kelly, 2019).

• Ignorance per se: Lacking knowledge or awareness, being uninformed about a specific subject or 
fact. Unfortunately, Donald Trump provides another strong example: his lack of knowledge of the 
Constitution and how it forms the nature of our democracy, how government works, the separation 
of powers, or the role of the First Amendment seems to elude his understanding. Unfortunately, 
there appear to be many areas of ignorance among the American populace: civics, American 
history, world affairs and leaders, and geography. While the research is dated but still relevant, 
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Andrew Romano in “How Ignorant are Americans?” explains areas of ignorance of Americans 
and why it is the case (Romano, 2011).

• Disinformation: Supplying misinformation or lies with the deliberate aim to mislead. The pro-
moters of such untruths can include foreign governments, government agencies, corporations, or 
political parties, movements, or candidates. Fallis (2014) distinguishes lies from “true disinfor-
mation.” When President Bill Clinton asserted that “he did not have sex with” Monica Lewinsky, 
he was arguably not lying, as they had not had sexual intercourse, but he was unquestionably 
misleading. True disinformation is related to paltering and doxing because accurate information 
is supplied, but it is not the complete story.

• Misinformation: Providing information that is incorrect or inaccurate. The difference between 
misinformation and disinformation is that the former does not have the intent to deceive. 
Misinformation may be just a mistake, such as getting the time of a movie wrong, or a false ru-
mor, such as frequently appears on Facebook: It was claimed that an 11-year old girl was raped 
by a group of Muslim Refugees in Germany (Fisher & Taub, 2019, February 12). There was no 
basis for this rumor or, in an extension of that rumor, that the police were involved in a cover-up.

• Missing Information: Omitted information that makes it impossible to understand facts and make 
decisions. Its absence may be due to negligence, incompetence, or the desire to mislead; if it 
comes from a desire to mislead, it is disinformation. For example, after many mass shootings, 
the National Rifle Association and its supporters spread a meme stating that in Switzerland, one 
person in two has guns and it has the lowest crime rate in the world. They fail to mention that 
Switzerland has a mandatory military service for all able-bodied persons (e.g., men and women), 
that training in gun use is mandatory for all gun owners, and that it has a strong culture of gun 
responsibility and safety that is anchored in society and passed from generation to generation 
(Brueck, 2018).

• Paltering: An attempt to mislead by telling the truth, but not the whole truth. If your mother asks 
you whether you have finished your yard work and you reply that you were working on mowing 
the grass, this may be accurate, but if you were also supposed to weed the garden, you are palter-
ing. Paltering is related to missing or omitted information, but it is a common ploy of politicians 
so that it deserves its own category. When Trump asserted that there had been zero admission of 
guilt in a 1973 federal lawsuit that charged his family’s firm with housing discrimination, he was 
telling the literal truth, but he did so in order to falsely suggest that there was no legal recognition 
that Trump Corporation had committed housing discrimination, despite the fact that the conclu-
sion of the suit included stipulations to desegregate Trump properties (McGregor, 2016).

• Doxing: searching for and publishing private or identifying information about an individual or 
group on the Internet, typically with malicious intent, such as shaming, extortion, coercion, or 
harassment. The publication is against their will, and often deliberately distorts the meaning of 
that private information. As a particular form of disinformation, doxing is related to “true dis-
information” (Fallis, 2014). The term comes from a variation in the spelling of the abbreviation 
“docs” (for “documents”) and according to Wikipedia, refers to “compiling and releasing a dossier 
of personal information on someone” (Doxing, 2019). For example, during the presidential elec-
tion, Russian hackers targeted Democratic candidates and the Democratic National Committee 
headquarters by doxing those candidates and the Party. Hilary Clinton may have already had 
weaknesses as a candidate, but they were compounded by recurrent issues with her private email 
server and the statements by former FBI director James Comey. However, most Clinton supporters 
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and the intelligence communities believed that the Russian assault of doxing and disinformation 
campaigns played a fundamental role in her electoral defeat.

Another example of doxing is a 2014 GamerGate controversy, in which a woman, Zoe Quinn, was 
harassed over a text-based game that she developed, called Depression Quest, based on her experiences 
with depression. Other gamers thought that the game was a disincentive to the profession and decided 
to seek retaliation by posting her name, address, phone number, and other personal details, such as 
an ex-boyfriend’s claims about her affairs with five other men. The last detail then developed into a 
conspiracy theory, maligning her reputation. It became such an extreme threat that she had to leave her 
home (Hathaway, 2014).

• Fake news: another common form of disinformation, a type of “yellow journalism” (news stories 
with catchy headlines but with little or no factual basis) that consists of deliberate disinformation, 
hoaxes or fraudulent stories, spread in traditional media, cable news, or online social media. A 
national poll characterized the meaning of fake news for most Americans: “Just 25% say the term 
‘fake news’ applies only to stories where the facts are wrong. Most Americans (65%), on the other 
hand, say that ‘fake news’ also applies to how news outlets make editorial decisions about what 
they choose to report” (National: ‘fake news’ threat to media; editorial decisions, outside actors 
at fault, 2018). This lesson takes the majority position. Fake news may differ from ordinary dis-
information, in that its purveyors posit a narrative, such as a conspiracy theory or a meme, which 
Richard Dawkins originally defined in his book The Selfish Gene (1976) as “a unit of cultural 
transmission” (Chapter 11). A meme is a concept or behavior that spreads quickly from person 
to person that includes beliefs, fashions, stories, and phrases. Fake news is published with the in-
tent to distort or “mislead in order to damage an agency, entity, or person, and/or gain financially 
or politically” (Fake news, 2019). A recent fake news story or meme claims that refugees in the 
United States get three times more money in federal government assistance than Social Security 
beneficiaries (Debunking false stories archives, 2019). Such claims are false.

This taxonomy of the varieties of false information may not be complete, but it covers most cases 
available in current media.

Exercise suggestions will call on participants to consider the following question:

1.  Of the eight varieties of false information given above, can you find different, specific examples of 6 
of them? In each case, provide the example, provide its source (e.g., its URL), and why it illustrates 
the specific category well. Be aware that many examples may illustrate more than one category, 
in which case discuss how a particular instance manifests different forms of false information or 
ignorance.

LESSON 3: KNOWLEDGE, OPINION, AND SECOND-HAND KNOWLEDGE

Key ideas:
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1.  We must distinguish between opinion and knowledge, between what we can know for sure (or to do 
the research or to get the education or to have the experience to have such knowledge) and opinions 
that may or may not be convertible into knowledge.

2.  Because we do not and cannot have knowledge about everything, we often rely on second-hand 
knowledge that we acquire from others to help us navigate through life, possibly originating in 
advice from parents about what sources to use to solve a problem.

3.  This second-hand knowledge is derived from cognitive authorities. This “knowledge” really exists 
as opinion in consumer’s minds with varying degrees of certainty based on the degree to which 
they trust and believe their cognitive authorities. This knowledge as a source grows as the result 
of this second-hand knowledge is confirmed as trustworthy. It converts from pure opinion to some 
assurance about the opinion.

4.  Persons, news institutions, or social media can act as cognitive authorities, whether genuine or 
false.

5.  These authorities can be genuine or false, the paradox being that one can have high certainty about 
their cognitive authorities and yet it may be misplaced.

6.  These opinions (to us as we hear or see them, though not to the cognitive authority) can be true, 
false, or a matter of taste: true, if one can do or does the research to verify it; false, if after research, 
it cannot be established as true; or a matter of taste, if based on one’s tastes or preferences, being 
neither true or false.

7.  Consumers of information sources may tend to assume that their opinions are knowledge when 
they are at best second-hand knowledge or at worst false opinion(s).

We need to consider the distinction between knowledge and opinion. While Plato and some of his 
commentators did not find his definition of knowledge to be entirely satisfactory, it is a good start. Plato 
characterized knowledge as “justified true belief” (Theaetetus, 201 c-d), i.e., one can supply a rationale 
for what one knows, based on reason and evidence or facts. Wikipedia offers a relatively straightforward 
approach:

Knowledge is a familiarity, awareness, or understanding of someone or something, such as facts, in-
formation, descriptions, or skills, which is acquired through experience or education by perceiving, 
discovering, or learning”(Wikipedia, Knowledge, 2019). 

It is a cognitive state by which we understand something as the result of our experience, education, 
research, or cognitive processing. There is overwhelming knowledge in books, such as scientific knowl-
edge, but this knowledge is latent to us until we each do the work of converting and processing the signs, 
symbols, and meaning of the texts and acquiring the appropriate experiences into knowledge. Knowledge 
has a quality of certitude, perhaps not immediately, but after a deliberative process.

While contrary to conventional notions about opinion, the author is expanding on the notion of opinion 
by arguing that opinions come in three general types: (1) true opinions; (2) opinions that are preferences, 
being neither true or false; and (3) false opinions. The author argues for these distinctions because when 
one hears various kinds of information from, for example, one’s preferred news sources, what is the 
cognitive status of this information? The kinds of information that one hears or reads do not exist as 
knowledge in most news consumers, save for those who have amassed a certain level of knowledge on a 
particular matter. There are exceptions as to when such information is simply received as confirmation bias 
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and there are occasions where one feels warranted to accept second-hand knowledge without needing to 
establish its actual truth. When information is received from an information source, it is opinion or what 
can be called second-hand knowledge (see below). “True opinion” is opinion that could be turned into 
knowledge through experience, education or research, such as seeking evidence from reliable sources. If 
one did not know that the hypotenuse of a right triangle is the square root of the sum of its sides squared, 
one could take a course in geometry to learn it. If one believes that Pizzagate is a fake news story, one 
can do the research using reliable sources for confirming that assessment. If I think that Adele is a better 
singer than Lady Gaga, that may be true for one person and not another. Matters of taste, for which one 
can make arguments, are never true per se. They are matters of opinion that will vary among individu-
als or groups, even though one can advance arguments for why one would prefer one over the other. 
There are “false opinions,” e.g., climate change denial, which cannot be converted into truth. Thus the 
author wants to distinguish among opinions that can be true, false, or a matter of taste: true, if one does 
or can do the research to verify it or has the experience or education; false, if after research, it cannot 
be established as true; or as a matter of preference; a matter of taste, if based on one’s preferences. For 
example, at a July 2019 re-election rally, Trump made the following claims: that there was not an empty 
seat at this event or other Trump events; that Ilhan Omar praised al Qaeda and terrorism; that patients 
with preexisting conditions were protected more by Republicans than Democrats; that Hispanics have 
low employment because they want a strong border wall; that in the Ninth Congressional District, the 
liberal Dan McCready wants to take away Americans’ guns, wants to raise taxes, and likes socialism and 
open borders (Dale & Subramaniam, 2019). These are false opinions, despite his supporters’ embrace 
of or indifference to them (for example, many of Trump’s supporters do not care if he utters lies), and 
yet they are touted as knowledge and often received or believed as knowledge. A somewhat confusing 
scenario needs to be sorted out: consumers receive information that pretends to be knowledge and that 
may be received as knowledge by the consumer, based on their belief in a cognitive authority (such as 
a political leader). However, what is, at best, in the consumer’s mind, second-hand knowledge may in 
actuality be opinion and even false opinion. Depending on the context, it could be true opinion as well, 
but it only becomes converted into knowledge based on education, experience or research. In settings 
like political rallies or cable news programs, the information provided is often a conflation of all three 
types. The point is that we have to sort out what cognitive states someone claims to have from what they 
actually are, despite the certainty with which believers hold them.

Interestingly, Plato also proposed a category of “imagining,” (Republic, 510a) a cognitive state inferior 
to the category of opinion (or in my extrapolation, false opinion). This cognitive state involves taking on 
a distorted perception of the sensible world. Conspiracy theorists often have such distorted perceptions: 
e.g., QAnon theorists assert such beliefs that John Fitzgerald Kennedy, Jr. is alive and well and work-
ing with Trump (Dickson, 2019). False opinions are false perceptions of the world (e.g., that Trump’s 
rallies are always full or overcrowded) whereas false imaginings build on constructed frameworks that 
have no corollary in experience, e.g., that there are bodies of aliens that the government has secured 
from Roswell, NM and hidden from the public. Such conspiracies theories, whether from the right or 
the left, are so pervasive and so commonly entertained that we might think of adding another category 
to the taxonomy of false information in lesson 2, “imagined realities.” These are fanciful interpretations 
of real or fictional events, deemed to be true, just as the prisoners in Plato’s Republic, who are chained 
from birth in a cave where they can only see images of objects parading before them, believe that their 
experience is the only reality (Republic, 514a–520a).
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Patrick Wilson explores the construction of knowledge in Second-Hand Knowledge: An Inquiry into 
Cognitive Authority (1983). He argues that we can construct knowledge in one of two ways: (1) based 
on our experience; and (2) from or through others. Since our experience is limited, we must rely at times 
on second-hand knowledge, something that we do not know for sure but take at the word of others. 
These others may exist on a spectrum from very knowledgeable to outright liars. Cognitive authority 
is a phrase that Wilson coined to explain our understanding of others as being authorities. Cognitive 
authorities must have both credibility and trustworthiness. The second-hand knowledge that one gets 
from them really exists as opinion in consumer’s minds with varying degrees of certainty based on the 
degree to which they trust and believe their cognitive authorities. This knowledge as a source grows as 
the result of this second-hand knowledge is confirmed as trustworthy. It converts from pure opinion to 
some assurance about the opinion. We will explore how cognitive authority occurs both for real news 
and fake news, and how second-hand knowledge can be confused or embraced as first-hand knowledge 
or, more correctly, unwarranted or false opinion.

We need cognitive authorities. If we had to prove everything that we know, we would be paralyzed 
from making any progress in our lives. It seems probable that Trump’s followers see Trump himself 
and Fox News and other ultra-right figures and associations as cognitive authorities. Similarly, liberals 
may embrace MSNBC and The Washington Post as their cognitive authorities. Are these cognitive au-
thorities genuine? Do they have the properties and characteristics that we associate with real cognitive 
authorities? Or are they something that we might call pseudo-cognitive authorities or false cognitive 
authorities? If so, how do we distinguish among these cognitive authorities? This issue will be explored 
further in Lesson 6.

Exercise suggestions will call on participants to consider the following questions:

1.  In your experience, what do you count as genuine knowledge?
2.  Can you think of any opinions that you have that could be turned into knowledge? How? For 

example, if you believe that Pizzagate is a fake news story, you can do the research using reliable 
sources to show this is a case of fake news. Consider some other fake news stories or memes,

3.  Can you think of false opinions that you held and may remember? How did you go about determin-
ing that they were false and not a matter of opinion or preference?

4.  Name some of your personal authorities. On which subjects do you trust each of them? How do 
you justify your trust in them? Were they always reliable?

5.  Who or what are your cognitive authorities in media (e.g., newspapers, television or cable channel, 
or social media site)? Do they exhibit a bias? Do you think that you use them to bolster your view 
(as confirmation bias)?

6.  Who or what are examples of false cognitive authorities? On what grounds can you assert that they 
are false?

LESSON 4: DECEPTION AND SELF-DECEPTION

Key ideas:

1.  Self-deception may be a way in which we can embrace any of the forms of ignorance or false 
information.
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2.  Self-deception is a way in which we can maintain our beliefs while ignoring or avoiding contraven-
ing evidence. Von Hippel and Robert Trivers describe five varieties of self-deception: (a) biased 
information search; (b) biased interpretation; (c) misremembering; (d) rationalization; and (e) 
convincing oneself that a lie is true.

3.  Self-deception is a socializing and socialized strategy. We convince ourselves of our false beliefs 
as we convince others, and vice versa. This reciprocity is social self-deception.

4.  There are two cases each of social self-deception each of which has two aspects, positive and 
negative: (a) situating (i) positive – by seeking like-minded people and (ii) negative – by avoiding 
people who disagree; and (b) persuasive (i) positive -- by trying to convince people to become 
like-minded or (ii) negative – by withholding information that would deter a person from becoming 
like-minded.

5.  Collective self-deception elevates social self-deception into group behavior.

The difference between disinformation and other forms of false information or ignorance is the intent 
to deceive. However, deception often involves self-deception. Sartre set self-deception, which he also 
called bad faith, as a key to understanding how people live inauthentically: holding or living a contradic-
tion at one and the same time or believing what you do not believe, such as believing that your vote does 
not matter, while recognizing the slim margin by which Trump won the electoral college. In bad faith, 
people may deceive themselves into thinking that they do not have the freedom to make choices for fear 
of the potential consequences, i.e., that they would have to be responsible for themselves. We might file 
forms of “willful ignorance” under this category, knowing something but consciously or unconsciously 
ignoring it, e.g., choosing to believe that the Confederate flag or statues of Confederate leaders are not 
symbols of racism.

Self-deception is an important way in which we embrace false information, whether misinformation, 
disinformation, missing information, incomplete information, or even true information used in paltering, 
though it seems rampant in disinformation. There are two types: motivated and unmotivated. In motivated 
self-deception, we push a form of self-deception for conscious political, social, ethical or personal gain 
(e.g., proposing that all Muslims believe in Sharia Law and support jihad). Stephen Colbert’s notion 
of “truthiness” is probably the best contemporary expression of motivated self-deception. Wikipedia 
described it as a “belief or assertion that a particular statement is true based on the intuition or percep-
tions of some individual or individuals, without regard to evidence, logic, intellectual examination, or 
actual facts” (Truthiness, 2019). We practice truthiness when we adhere to some belief that we want 
to be true despite clear evidence to the contrary. Truthiness is common among Trump supporters who 
cannot find any fault in or ignore Trump’s lies or behavior. But it can be found in liberals who want to 
believe that all corporations are corrupt and have no interest in consumers or consumer behavior, except 
as profit margins. Unmotivated self-deception involves succumbing to one’s biases, motivated to the 
degree that it accords with one’s a priori bias; in other words, we seek information that confirms our a 
priori beliefs, which is precisely known as confirmation bias. Many people are inclined to information 
avoidance as one technique of confirmation bias, that is, avoid any information or sources that contradict 
what one wants to believe, e.g., that Trump is a great leader or that MSNBC is a flawless critic of the 
Trump administration.

Von Hippel and Trivers (2011) describe five varieties of self-deception: They are (1) biased infor-
mation search, (2) biased interpretation, (3) misremembering, (4) rationalization, and (5) convincing 
oneself that a lie is true. With respect to the first variety, the information seeker avoids information by 
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limiting his/her exposure, holding onto a partial truth, rather than confronting the whole truth. When 
Trump supporters hear a negative report about Trump, such as that he paid money to women with whom 
he had affairs before the election, they restrict their listening to Fox News or to blogs, social media, or 
friends who support the same views.

Biased interpretation occurs when attitudes stay the same in the face of new, contradictory facts. Von 
Hippel and Trivers (2011) cite the case of two groups of people with strong, differing attitudes toward 
capital punishment. They were each presented with some evidence that suggested capital punishment 
was a deterrent of crime and with evidence that it was not. Both groups remained polarized in their 
opinion (p. 9). There are many such issues for Trump supporters and Trump critics: the success of the 
talks with North Korea about denuclearization; the renegotiated free trade agreement (USMCA – for-
merly NAFTA) with Mexico and Canada; the success of his tariffs on foreign-made products, such as 
steel and aluminum; and the benefits of the new tax law. Each set of persons focus on the evidence that 
backs their original opinion.

The third self-deceptive strategy Von Hippel and Trivers (2011) describe is misremembering. This 
can happen when one gets new information that is inconsistent with one’s preferences. (p. 9). An obvious 
example is all the Trump supporters who voted for and appreciated the presidency of Barack Obama. 
Under the tutelage of Trump, his supporters and media venues, they have become despisers of him and 
his programs, despite his legislation that was beneficial to them, e.g., Obamacare. They want healthcare 
but no longer Obamacare.

Rationalization occurs, according to Von Hippel and Trivers (2011), when one

“avoid[s] telling oneself the whole truth by reconstructing or rationalizing the motives behind the original 
behavior to make it socially more acceptable” (p. 9). 

One can imagine a Trump supporter who asserts, referring to non-white Congresswomen, that “to 
go back to your country” is not a racist comment. One can also imagine a liberal spouting ideological 
purity when a candidate does not live up to their expected behavior in a green new deal.

Finally, convincing oneself that a lie is true. Perhaps the most famous example was when Trump, at 
a rally on July 24, 2018, proclaimed that “Just remember: what you’re seeing and what you’re reading is 
not what’s happening” (Holmes, 2018). The irony is that this is precisely what Trump supporters should 
be thinking about the things Trump says. But it should not be that surprising that as the title and content 
of a psychological study assert, “Self-deceived individuals are better at deceiving others” (Lamba & 
Notyananda, 2014). Trump appears to be a good example of a self-deceived individual, as he claims to 
be the one person who can fix monumental national and international problems. Another good example 
is that of Rudy Giuliani, Trump’s lawyer who asserted that “truth isn’t truth” (Morin & Cohen, 2018) on 
the television program, “Meet the Press,” when explaining why Trump should not have testified before 
special counsel Robert Mueller for fear of perjury if he were caught in a lie.

Self-deception is not only a learned behavior but a socialized and socializing one as well. Roy Dings 
(2017), in a paper on “Social strategies in self-deception,” claims that self-deception can be “a process 
that is distributed across the social context of a self-deceiver.” Other people may be the means to our 
self-deceptive ends. That is, we may mislead other people, withhold information or straightforwardly 
deceive them, and all of these actions may be part of our self-deceptive endeavors. Dings defines self-
deception in the following manner: as
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(i) a process that originates in (ii) a motivation or intention …, which leads to (iii) a self-deceived end 
state (which can be the formation of a novel belief or the maintenance of an existing belief or other at-
titude) (Dings, 2017, p. 17). 

In social self-deception, other people are a means to the self-deceptive process. Other people include, 
Dings writes, “in a practical and broad sense, their behavior, which includes verbal statements, facial 
expressions, body language but also the lack of behavior” (Dings, 2017, p. 17). While self-deception 
does not require others to participate, it can be stronger when someone else enables it. Dings describes 
two cases, each of which have two aspects positive and negative: situating (a) positive – by seeking 
like-minded people (e.g., going to a partisan political party rally) and (b) negative – by avoiding non-
like-minded people (e.g., as a liberal changing channels from Fox News); and persuasive (a) positive 
-- by trying to convince people to be like-minded (e.g., entering into political arguments that support 
one’s political views) or (b) negative – such as by withholding information that would deter a person 
from becoming like-minded (e.g., describing Trump as an excellent steward of the economy even though 
many of the policies that drove growth largely stemmed from his predecessor). The latter two seem to 
highlight common strategies of news organizations like Fox News: convincing Trump’s supporters of the 
president’s inflated success rate or not mentioning that white nationalists have been found guilty of racist 
crimes or failing to mention the evidence for Trump’s impeachment. The easily accessible Internet and 
its many social media sites make such strategies easy to undertake: to find people who share the same 
disinformation, misinformation, conspiracy theories, etc., linking from one reinforcing site to another 
and avoiding sites that provide evidence that conflicts with one’s a priori bias or political viewpoint.

Collective self-deception extends social self-deception into group behavior. Deweese-Boyd (2017) 
defines collective self-deception

as the holding of a false belief in the face of evidence to the contrary by a group of people as a result 
of shared desires, emotions, or intentions (depending upon the account of self-deception) favoring that 
belief (Section 7.1). 

In this case, a group of individuals share levels of resentment about the status quo and share “the 
same belief for similar reasons and by similar means.” One can imagine a group of Trump supporters 
who share a belief in the success of his presidency by watching the same media outlets (e.g., Fox News), 
which in turn are reinforced by their peers, evangelical leaders, and like-minded associates.

What distinguishes collective self-deception from solitary self-deception is its social context, namely, 
that it occurs within a group that shares both the attitudes bringing about the false belief and the false 
belief itself. Compared to solitary self-deception, self-deception in a collective or group is both easier 
to foster and more difficult to escape, as it is abetted by the self-deceptive efforts of others within the 
group that reinforce group norms (Deweese-Boyd, 2017). This is how Trump’s supporters reinforce 
each other’s collective beliefs.

Exercise suggestions will call on participants to consider the following questions:

1.  Can you think of ways in which you may be deceiving yourself?
2.  Can you think of ways you may be involved in behaviors or beliefs that can be described as social 

self-deception, either in your experience or on the web?
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3.  Have you ever been involved in behaviors or beliefs that can be described as collective self-deception, 
either in your experience or on the web?

4.  Can it be argued that the white evangelical view that Trump was appointed by God in the manner 
of King Cyrus is a form of collective self-deception?

LESSON 5: PSYCHOLOGICAL FACTORS

There are psychological factors that predispose the uninformed, misinformed or disinformed to ignore 
information or to accept or perpetuate disinformation.

1.  Willful or deliberate ignorance: the conscious choice not to know.
a.  There are varieties of willful ignorance, and they have both positive and negative dimensions.
b.  Willful ignorance is different from self-deception because willful ignorance is always inten-

tional, whereas self-deception is not: the willfully ignorant can recognize that they are willfully 
ignorant, whereas the self-deceived are typically not fully aware that they are self-deceived. 
Willful ignorance (being more conscious) is, therefore, more culpable than self-deception.

2.  Information avoidance is not the same as willful ignorance and may not be the same as self-deception.
a.  Information avoidance is “any behavior intended to prevent or delay the acquisition of avail-

able but potentially unwanted information” (Sweeny et al., 2010, p. 341).
b.  Reasons for information avoidance include: the information may demand a change in one’s 

beliefs or an undesired action, or the information itself or the decision to learn information 
may cause unpleasant emotions or diminish pleasant emotions (p. 342).

3.  There is a growing literature on the social psychology of gullibility, summarized by Forgas and 
Baumeister.
a.  Gullibility is “a failure of social intelligence in which a person is easily tricked or manipulated 

into an ill-advised course of action” (Forgas & Baumeister, 2019, p. 2).
b.  Gullibility can occur in one of two situations: “Either an individual’s beliefs are manifestly 

inconsistent with facts and reality, or an individual’s beliefs are at variance with social norms 
about reality” (p. 2).

c.  The psychological foundation of gullibility “appears to be the universal human capacity for 
trust – to accept second-hand information we receive from others as a proxy for reality” (p. 
5).

d.  Forgas and Baumeister look at six psychological mechanisms of gullibility.
i.  The search for patterns and meaning: because human beings want to make sense of real-

ity, they often find patterns and causation where there is none. (p. 8).
ii.  Acceptance bias: “the near-universal tendency for human beings to accept rather than 

reject information” (p. 9).
iii.  The power of heuristics: “Human beings are more prone to believe interesting, captivat-

ing stories and narratives that are salient and easy to imagine” (p. 9).
iv.  Overbelief in the self: we are prone to “self-serving biases and distortions” (p. 10).
v.  Social mechanisms of gullibility: “all symbolic knowledge is socially constructed and 

shared. Comparing our views and ideas with the views and ideas of others is the way all 
symbolic reality is constructed” (p. 10).
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vi.  Epistemological failures to monitor and correct. Human beings fail to monitor and evalu-
ate incoming information correctly in terms of their logical merits (p. 11).

4.  Factors related to Trump supporters.
a.  Pettigrew (2017) outlines five factors that influence the uncritical acceptance of Trump by 

his supporters:
i.  authoritarianism
ii.  social dominance orientation (SDO, i.e., they prefer to associate only with socially 

dominant groups)
iii.  prejudice
iv.  low intergroup contact (i.e., a little familiarity with groups other than themselves)
v.  relative deprivation (i.e., feeling that others are much better off than they are)

b.  Trump supporters are less motivated by perceived economic anxiety than a loss of status
c.  There is a diversity of motivations among Trump supporters: resentment, greed, power, need 

to significance, prejudice, with different supporters prioritizing different values.

Part of the problem of dealing with persons imbued with espousing or promoting fake news is that one 
tries to approach them rationally. Taking clues from the previous lesson, there are many psychological 
factors at play that enable the success of various forms of self-deception, where rational arguments do 
not work. The first factor is what is called willful ignorance, which is not a matter of accepting or pro-
moting disinformation but of ignoring information. Hertwig & Engle (2016) developed a taxonomy for 
deliberate ignorance: it is a device for emotional regulation and regret avoidance, suspense and surprise 
maximization, performance enhancement, strategic behavior, impartiality and fairness, and cognitive 
sustainability and information management (pp. 361-364). While the authors do not answer the ques-
tion of when this deliberate choice is right for the individual or society, it can be “beneficial, rationally 
or ethically appropriate” (p. 365). Nevertheless, they are aware that there is a sinister side to it, “when 
it is used to evade responsibility, escape liability or defend anti-intellectualism” (p. 365). Gigerenzer & 
Garcia-Retamero (2017) agree that, contrary to the view that willful ignorance is irrational and coun-
terintuitive, it has beneficial aspects in certain circumstances: when dealing with issues such as death 
and divorce as well as pleasurable events (p. 195).

Kevin Lynch argues that willful ignorance is different from self-deception because willful ignorance 
is always intentional, whereas self-deception is not. The willfully ignorant can recognize that they are 
willfully ignorant, whereas the self-deceived are typically not fully aware that they are self-deceived. 
Willful ignorance (being more conscious) is, therefore, more culpable than self-deception. (Lynch, 2016, 
p. 521). Alicke (2017) agrees, arguing that willful ignorance tends to be more adaptive than self-deception, 
and is “a “cognitive strategy that people adopt to promote their emotional well-being,” whereas “self-
deception is less controllable and more likely to be detrimental” (n.p.). Self-deception is less manageable 
(given its unconscious nature) because there are few resources to have the self-deceived face the truth.

Information avoidance is not the same as willful ignorance and may not be the same as self-deception. 
Sweeny et al. (2010) define information avoidance as “any behavior intended to prevent or delay the 
acquisition of available but potentially unwanted information” (p. 341). They suggest that the reasons for 
information avoidance include: the information may demand a change in one’s beliefs or an undesired 
action, or the information itself or the decision to learn information may cause unpleasant emotions or 
diminish pleasant emotions (p. 342). They note that these are not the only reasons for information avoid-
ance. Golman, Hagmann, & Loewenstein (2017) take an approach that shares in some of the modes of 
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self-deception. For the methods of information avoidance, they include physical avoidance, inattention, 
biased interpretation of information, forgetting and self-handicapping (choosing tasks that poorly match 
their capabilities) (pp. 99-104). The reasons they posit for the varieties of information avoidance share 
some of Hertwig & Engel’s six motivations for deliberate ignorance (above): hedonically driven infor-
mation avoidance (such as risk, loss and disappointment aversion, anxiety, regret aversion, optimism 
maintenance or dissonance avoidance); belief investments, such as intrapersonal strategic avoidance (e.g., 
resisting temptation, motivation maintenance, avoiding projection biases, or abdicating responsibility) or 
interpersonal strategic avoidance (pp. 104-120). Many of these methods of information avoidance or the 
varieties of information avoidance can provide the strategies of the disinformed to remain disinformed.

There is a growing body of research in social psychology about the phenomenon of gullibility. Gull-
ibility is defined by Forgas and Baumeister (2019) as “a failure of social intelligence in which a person 
is easily tricked or manipulated into an ill-advised course of action” (p. 2). It is related to credulity, the 
tendency to accept assertions that are not supported by evidence. According to them, gullibility can occur 
in one of two situations: “Either an individual’s beliefs are manifestly inconsistent with facts and reality, 
or an individual’s beliefs are at variance with social norms about reality” (p.2). While the former would 
seem to challenge and deny those who believe in the flat earth or who believe that John Kennedy, Jr is 
alive and well and working with Trump (as QAnon theorists believe), the latter is harder to pin down.

We often use the term gullible to describe persons whose beliefs violate some consensual rather than 
scientific standard of how reality should be viewed (p. 2). 

As long as knowledge is incomplete and subject to future falsification, identifying gullibility is more a 
matter of consensual value judgment rather than a statement of inconvertible fact. Gullibility may thus 
often be a matter of perspective, residing in the eye of the beholder (p. 3). 

Having said that, it seems clear, based on a consensual understanding, that the balance of powers 
in the federal government is being undermined. What has aggravated matters is the rise of the Internet. 
Before mass communication and self-publishing, there was

the privileged class of experts, truth-seekers, and truth-tellers who … were institutionally established 
in our social systems and whose job was to discover and communicate the truth. They have now lost 
their privileged position and information monopoly. And now it seems that truth in public life is now 
also at risk (p. 5). 

There is slippage in loyalty to national newspapers, which used to be arbiters of consensual truth. 
This slippage has been partly aggravated by claims by Trump that they publish fake news when their 
stories about him are critical.

Why are people gullible? According to Forgas and Baumeister,

One of the psychological foundations of gullibility, paradoxically, appears to be the universal human 
capacity for trust – to accept second-hand information we receive from others as a proxy for reality 
(Deutsch & Gerard, 1955). Indeed, our evolutionary history (Harari, 2014; Pinker, 2018; von Hippel, 
2018) suggests that perhaps the most revolutionary cognitive development of our species occurred when 
we made the dramatic leap from being creatures who are bound by immediate reality to becoming crea-
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tures who can accept and act on consensual symbolic information or “memes” as if they were reality 
(Dawkins, 1976; Dennett, 2017). This ability to accept symbolic information from others and treat it as 
real is also one major foundation of all human cultural evolution (Harari, 2014, p. 5).

The authors then look at the psychological mechanisms of gullibility. They present five: (1) Imagined 
causation or pattern recognition: because human beings want to make sense of reality, they often find 
patterns and causation where there is none. (p. 8). (2) Acceptance bias: “the near-universal tendency for 
human beings to accept rather than reject information” (p. 9). Information provided tends to be treated as 
true, and time and effort must be made to render it false. The authors add: “The acceptance bias shows 
how gullibility occurs when people are distracted by other information, emotion, or time pressure.” Given 
the din of hundreds of information channels and the emotionally charged political atmosphere, it is no 
surprise that people rally around a few sources. (3) Power of heuristics: “Human beings are more prone 
to believe interesting, captivating stories and narratives that are salient and easy to imagine (Kahneman 
& Tversky, 2000). When we are exposed to salient, frequent, and thus easily remembered information, 
due to a strange ‘mental bug’ in our information processing system, such information will also be seen 
as more true, reliable, and valid” (p.9). Coupled with the first two mechanisms, we can easily see the 
effect of Fox News or MSNBC or other news or social media channels. “Typically, what is familiar, 
readily available, salient, focal, representative and colorful captures our imagination and attention and is 
given far more credence than it deserves” (p. 9). (4) Overbelief in the self: related to the Dunning-Kruger 
effect (see Lesson on Cognitive Authorities), we are prone to “self-serving biases and distortions” (p. 
10). People hold onto their beliefs considerably more than is warranted. (5) Social mechanisms of gull-
ibility: “all symbolic knowledge is socially constructed and shared. Comparing our views and ideas with 
the views and ideas of others is the way all symbolic reality is constructed” (p.10). Perhaps grounding 
Dings’ assertions that in social self-deception, other people are a means to our self-deceptive processes, 
Forgas and Baumeister assert that

In an inherently ambiguous and uncertain environment, humans will spontaneously construct shared 
norms and standards that, however arbitrary, will impose a semblance of consensual order and predict-
ability on their view of reality (Sherif, 1936, p. 10). 

Once these consensual norms are established, they are difficult to modify. When we think of the 
notion of consensual reality promoted by Fox News, all fostered by the previous psychological mecha-
nisms, we can believe that their viewers’ notion of reality will be difficult to change, mainly because it 
is reinforced by so many channels: friends, colleagues, political associates, church fellowship members, 
social media, etc.

What others think and do continues to have a powerful normative influence on human behavior, even if 
those norms are not internalized, and indeed, disbelieved (Asch, 1951). It turns out that the very process 
of openly discussing divergent views about reality can be a mechanism that promotes the acceptance of 
more extreme and biased views, as the voluminous research on group polarization phenomena shows.… 
(Sherif, 1936, p. 11).

The final psychological mechanism that Forgas and Baumeister consider is (6) Epistemological failures 
to monitor and correct. Human beings fail to monitor and evaluate incoming information correctly in 
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terms of its logical merits, based on what Forgas and Baumeister call “metacognitive myopia,” a failure 
to think about our thinking. Unfortunately, this is not a natural way in which human beings think, despite 
all the textbooks on formal logic and scientific successes built upon it. The lessons on logical fallacies 
and ethical principles were included in Lessons 8 and 9 to help address this issue.

In addition to the research on gullibility, there is also a significant amount of psychological literature 
dedicated to trying to understand the factors that influence supporters of Trump. Thomas Pettigrew’s 
(2017) paper, “Social Psychological Perspectives on Trump Supporters,” shines a light on this group. 
Without dismissing the political factors that may be at work or claiming that this list is exhaustive, he 
identifies an array of factors reflecting five major social psychological phenomena that account for the 
bulk of Trump supporters’ devotion: authoritarianism, social dominance orientation (SDO, i.e., they 
prefer to associate only with socially dominant groups), prejudice, low intergroup contact (i.e., little 
familiarity with groups other than themselves), and relative deprivation (i.e., feeling that others are much 
better off than they are).

Pettigrew finds that many Trump supporters are attracted to authoritarian characters. Authoritarian-
ism is characterized by such traits as

deference to authority, aggression toward outgroups [meaning any group with which the individual does 
not identify], a rigidly hierarchical view of the world, and resistance to new experience” (Pettigrew, 
2017, p. 108). 

Authoritarians see the world as dangerous, and fear guides their response to it. While there is a de-
bate among social psychologists about whether authoritarianism is a personality construct or a political 
ideology, Pettigrew argues that “there is no necessary conflict between these two perspectives” and that 
authoritarianism usually starts as a personality orientation, which then leads to an engagement with 
right-wing political ideology. From an authoritarian view, the motivation lies in fear, and the rhetoric of 
Trump provides fuel for the fire, which leads his supporters to consider him to be an authority of matters 
of American security, leading them to support him in his efforts to secure the borders against outgroups, 
including through family separation and a border wall between the United States and Mexico.

Pettigrew defines SDO is as “an individual’s preference for the societal hierarchy of groups and 
domination over lower-status groups” (p. 108). People who want to maintain the current social hierarchy 
have an SDO. They believe members of other groups are inferior to members of their own. People with 
strong SDO are “typically dominant, driven, tough-minded, disagreeable, and relatively uncaring seek-
ers of power” (p. 108). Trump’s assertions that he alone can solve the nation’s problems and that those 
who oppose him are “losers” are good examples. Losers now include all newspapers and media who 
are critical of him, while Fox News, Republicans, and conservatives are winners. Trump’s supporters’ 
embrace of authoritarianism and SDO also makes them more likely to accept outright lying by commis-
sion or omission or by paltering as part of the morally acceptable behavior of politicians, according to 
research published in the journal Personality and Individual Differences, by Jonas De Keersmaecker and 
Arne Roets of Ghent University in Belgium. This approach is generally more applicable to Republicans 
rather than to Democrats (De Keersmaecker & Roets, 2019).

Pettigrew’s third factor points out that Trump supporters are anti-outgroup generally as well as 
anti-immigrant. In the 2016 election, Trump launched rhetorical attacks on immigrants, Mexicans, and 
Muslims. His actions in office have reinforced that stance: bans on entrants to the country from certain 
Muslim countries, harsh restrictions for asylum seekers, the separation of children from their parents at 
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the border as a measure to discourage immigration, and public claims that some white nationalists are 
“very fine people.” Support for Trump correlates highly with a standard scale of modern racism, which 
Trump has fully articulated in such remarks that Congresswomen Representatives Alexandria Ocasio-
Cortez of New York, Ilhan Omar of Minnesota, Ayanna S. Pressley of Massachusetts and Rashida Tlaib 
of Michigan, should go back to where they came from, making references to their ethnic origins, and by 
having his supporters at his rallies chant: “send her back” (Davis, 2019).

Pettigrew (p. 108) also observes that there is growing evidence that Trump’s white supporters have 
little contact with groups other than their own. They have less experience with minorities such as Mus-
lims, Mexicans, or even Black Americans than other Americans. Low intergroup contact makes it easier 
to dismiss members of other groups as foreign, un-American, or inferior. Ignorance of others allows 
one to self-enforce negative stereotypes, as in Trump’s references to immigrants as “animals” (Davis 
& Chokshi, 2018).

Pettigrew’s fifth factor, relative deprivation, is particularly supportive of collective social self-deception. 
A myth arose after the 2016 election that Trump had won because he appealed to poor and unemployed 
people. However, Trump supporters were less likely than others to be unemployed, employed part-time, 
or looking for work. Moreover, those voters living in districts with more manufacturing were less inclined 
to vote for Trump. However, the original narrative rightly identified a sense of deprivation. It just failed 
to identify that this was a perception of deprivation, not its actuality. Trump supporters felt that other 
members of society were better off than they were and that their expectation of where they would be in 
life had been severely contracted.

In the Proceedings of the National Academy of Sciences of May 2018, Diane Mutz reports that Trump 
supporters are less motivated by perceived economic anxiety than loss of status. She says that their 
“changing preferences were related to changes in the [Republican] party’s positions on issues related 
to American global dominance and the rise of a majority-minority America: issues that threaten white 
Americans’ sense of dominant group status” (Mutz, 2018).

Trump supporters nurture resentment, perhaps less so for economic issues than for loss of status, 
which motivates their deception and self-deception. Hours of Fox News and social media sites denigrat-
ing “welfare queens,” welfare programs, the more frequent appearance of minorities on media, and the 
media’s and advertising’s version of what an ordinary American home is supposed to be like are fanning 
the flames. Trump supporters feel impotent to regain their dominant position as white people, but feel 
they can gain potency through elevating their in-group by supporting someone who promises to defend 
the existing social hierarchy. They feel that they are victims of the forces of politics, corporations, edu-
cation, and demographic shifts, and the president’s focus on those themes makes them feel empowered. 
Trump’s notion of self-empowerment ironically lies beside his claim that they have little power, but the 
irony appears to elude them.

Tobin Smith, a former Fox News Commentator, suggests that their programming fosters an addictive 
and resentment-based process to:

• “Understand the elderly white conservative viewer’s pre-tribal mindset, which is a compilation of 
their resentments, indignations, cultural values, religious values, political values, racial perspec-
tives, regional outlooks, and worldviews.

• Scare or outrage the crap out of viewers by boring down on a recently exposed tribal nerve like 
a psychic dentist with a drill, presenting a heresy or an innately scary image of non-white/non-
Christian foreigners, immigrants, or terrorists doing horrible things.
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• Produce each seven-minute rigged outcome opinion-debate segment around the carefully selected 
partisan heresy such that the “fair and balanced” debate is massively rigged for the conservative 
pundits on the program to . . .

• Deliver the climactic and righteous rhetorical victory for the partisan right-wing viewer to trig-
ger the jolt of dopamine and serotonin that the addict anticipated and knew was coming” (Smith, 
2019, pp. 474-475).

In this lesson, we see that there are many psychological factors that affect or predispose whether 
someone accepts information or ignores or avoids it, how we are gullible with respect to it, and how we 
are susceptible to social and collective forms of enforcement or reinforcement with streams of informa-
tion or avoidance of streams of information. We looked at some of the issues that drive the motivations 
of Trump supporters.

Exercise suggestions will call on participants to consider the following questions:

1.  Can you remember the occasions in which you were gullible? Can you sort out which psychologi-
cal mechanism(s) may have been involved: the search for patterns and meaning, acceptance bias, 
the power of heuristics, overbelief in the self, social mechanisms of gullibility, or epistemological 
failures to monitor and correct?

2.  Can you find a few well-founded psychological studies that show how the misinformed or disin-
formed engage in one or more of the following behaviors to maintain their ignorance, disinforma-
tion, or self-deception?
a.  Sustaining oneself in ignorance - deliberately choosing not to know.
b.  Preexisting attitudes and the continued influence of misinformation or disinformation, in a 

manner of confirmation bias.
c.  Information avoidance.
d.  Misperceptions: understanding false and unsupported beliefs about politics.
e.  The role of cognitive ability on the impact of false information on social impressions.
f.  Use of social media to increase racist behavior.
g.  Self-deception as a function of social status.
h.  In addition to the study above, psychological studies regarding Donald Trump’s supporters 

(or any other cult or cultish leader).
i.  Unfalsifiability (the practice by which people, when confronted with facts, reframe an argu-

ment in a way that makes it impossible to test to validate their viewpoint).
3.  Discuss and evaluate the following article in terms of psychological concerns: Kolbert, Elizabeth 

(2017). “Why Facts Don’t Change Our Minds,” The New Yorker, February 27, 2017. https://www.
newyorker.com/magazine/2017/02/27/why-facts-dont-change-our-minds

LESSON 6: COGNITIVE AUTHORITIES

Key ideas:

1.  Cognitive authority is related to credibility, competence, and trustworthiness.
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2.  Cognitive authority exists on a continuum, exists in relation to a sphere of interest, and involves at 
least two people.

3.  Cognitive authorities can be friends, colleagues, peers, news media, Internet blogs, Twitter feeds, 
news channels, social media sites, etc.

4.  Examples of cognitive authorities are news sites representing different points of a political spectrum: 
e.g., Fox News or MSNBC.

5.  For news sites, the measure of their credibility or trustworthiness is related to consumer loyalty. 
This observation is true for both authentic and false cognitive authorities.

6.  News media can produce assertions as “true opinions,” “false opinions,” or “preferential opinions.” 
They exist as opinions in the minds of the consumers until they are verified or not, or whether or 
when there are grounds for not needing to pursue their verification.

7.  Human beings may employ heuristics or mental shortcuts to deal with information. Unfortunately, 
“These mental shortcuts exacerbate the human inability to see the world as it really is” (Forgas & 
Baumeister, 2019, p. 9). The use of these mental shortcuts is common to liberals, conservatives, 
and actors of other political stripes.

8.  Consumers of news media hear content from Fox News or MSNBC and may absorb the provided 
opinions as second-hand knowledge. This regular consumption may result in a heuristic, to trust 
this source, regardless of its actual basis in truth or evidence.

9.  The ultimate determination of whether a cognitive authority is genuine or false is not a measure of 
consumer loyalty, but whether their posted content can be ultimately authenticated and verified. 
There are enhancers or accelerators that make such news, particularly fake news, more plausible:
a.  Psychological factors addressed in the last lesson, such as prejudice, resentment, greed, power, 

or other motivations, predispose those disinformed to embrace and perpetuate disinformation.
b.  Repeating information, whether true or not, increases its believability; this applies to newspa-

per headlines, statements, or speeches (Pennycook, Cannon & Rand, 2018). It also applies to 
cable news platforms and their pundits, their consumers, their peer groups, party or viewpoint, 
associates or associations, and leaders (including religious leaders).

c.  There are bubble filters or propaganda feedback loops that reinforce biased content, particu-
larly on the right (Morrison, 2018).

d.  The Dunning-Kruger effect suggests that people are uncritical about their own abilities and 
their own lack of critical thinking. To put it simply, people of poor intelligence lack the intel-
ligence to recognize their impaired critical thinking ability (Dunning–Kruger effect, 2017).

e.  Once acquired, false information is hard to dispel.
f.  Agnotology is a specialized technique for spreading misinformation that makes information 

seekers more doubtful of views or information that they already hold (Agnotology, 2016).
10.  Addiction to tribal identity politics.

Wilson (1983) notes several properties of cognitive authority: (1) Cognitive authority is related to 
credibility. A person who has cognitive authority on a particular subject is regarded as a credible source 
for that topic. A friend who has installed many computer networks for friends and colleagues can be a 
cognitive authority on the subject of network installation. Wilson writes that credibility consists primar-
ily of “competence and trustworthiness” (p.13). For example, I trust my competent friend to instruct 
me properly on how to install a network in my home. (2) Cognitive authority exists on a continuum. A 
person may know a lot or a little about a subject. For example, a person who has worked on network 
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installation in a professional environment has more expertise than someone who had only done it for 
friends. Wilson notes that some cognitive authorities have so much knowledge that they become arbiters 
of settled opinion on a subject (p. 18). Newspapers such as The New York Times and Washington Post once 
played that role, perhaps less so today than in the past, given the growth of social media. Unfortunately, 
a steady campaign of false allegations about the reliability of their content has chipped away at many 
people’s faith in these authorities. (3) Cognitive authority exists in relation to a sphere of interest. These 
spheres can be well-defined or ill-defined: an expert on the orchestral recordings of Beethoven has a 
different authority than a general expert in classical music. (4) Cognitive authority involves at least two 
people. One can have cognitive authority without being a recognized expert. A person who has worked 
as a science journalist for a reputable publication has less cognitive authority than a doctor, who may 
have less cognitive authority than a medical researcher. A person may become a cognitive authority for 
a specific person or set of persons for a specific topic or set of topics. For example, we may have friends 
we ask for their book reviews because we share their taste and trust their judgment, but our friends are 
not professional book critics. (5) There are brands of expertise not related to knowledge, expertise that 
may not justify the qualification of cognitive authority.

Cognitive authorities can be friends, colleagues, peers, news media, Internet blogs, twitter feeds, 
news channels, social media sites such as Instagram, etc. For the purposes of developing this research to 
include such institutions as news media and news organizations, I have extended Wilson’s original view.

In order to provide a focus for this issue, we will take two cable news channels, that of MSNBC and 
Fox News. Both are cognitive authorities for those that access them. The measure of one’s commitment 
to them can be gauged in terms of loyalty. The results of the Pew Research study show the diversity of 
media in play, the variety among news consumers, and their differing levels of loyalty to diverse media. 
Older Americans are more attached to traditional media and television (Mitchell, Barthel, Shearer, & 
Gottfried, 2016). MSNBC and Fox News exhibit comparable levels of bias: on a scale of extreme left, 
left, left center, least biased, right center, right, extreme right, Media Bias/Fact Check rates MSNBC as 
“left” and Fox News as “right” (MSNBC, n.d.; Fox News, n.d.). The author has tried to use a case where 
there are legitimate comparisons and contrast. There are many cases that could be discussed, but the ones 
chosen seemed to be the most comparable and accessible for the purposes of this lesson.

With respect to news channels such as MSNBC, trustworthiness implies that reporting is based on 
evidence or facts. If there is a question, it can be traced back to sources of evidence or facts, as they are 
known at the time of reporting. Factual reporting means that the disclosure of truth may be progressive 
or even regressive. The first details of an event may be sketchy, if not incorrect, and what matters is 
that the reporting is consonant with the latest details of an event and that it is faithful to the evidence. 
MSNBC primarily relies on NBC reporters for their news, and while their factual rating is mixed, that 
is due to MSNBC’s use of political pundits. Reliable cognitive authorities only change the facts they 
report if they actually change. When they discover errors in their reporting, they make corrections (MS-
NBC, n.d.). While experts are used, they appear to make appropriate assessments and judgments based 
on their experience and knowledge. However, many liberals may fall into self-deceptive and collective 
self-deceptive practices, if they accept MSNBC assessments without independently verifying the basis 
of such assessments or their integration into their current state of understanding (beyond confirmation 
bias). Fox News, like MSNBC, claims to be trustworthy and have expertise. They tout a lineup of daily 
reporters and experts who claim to be reliable and credible. They have convinced their viewers that 
their position is accurate and reliable. Their only source for fact-checking tends to be limited when it is 
employed, the Wall Street Journal (Fox News, n.d.)
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Their pro-Trump stories continuously report factually incorrect data. For example, Trump declared 
that the Mueller Report completely exonerated him, and all of Fox News and its pundits echoed that 
view. During the impeachment hearings, the evidence from Fiona Hill and Gordon Sondland of a factual 
bribery action demand from Ukraine by Trump was ignored and replaced by the President’s distorted 
interpretation derived from a portion of Sondland’s assertions, that he wanted nothing from Ukraine. 
However, this is not necessarily the viewpoint of all conservatives or conservative institutions. With 
respect to Fox News, the Mueller Report explicitly stated that the special prosecutor could not and did 
not exonerate the president. When reporting that a “witch hunt” had tarnished Trump’s otherwise un-
blemished reputation, Fox News and its pundits rarely reference the large number of indictments and 
guilty pleas of Trump associates that resulted from the Mueller investigation. While many Americans 
have little trust in Fox, there are selected audiences who trust it deeply. According to a Pew Research 
Center survey, “Fox News was the main source [of news] for 40% of Trump voters” during the 2016 
election (Mitchell, Gottfried & Barthel, 2017). Another Pew survey summarizes, “When it comes to 
choosing a media source for political news, conservatives orient strongly around Fox News. Nearly 
half of consistent conservatives (47%) name it as their main source for government and political news” 
(Mitchell, Matsa, Gottfried & Kiley, 2014). This number appears to have increased since his election 
and residence in office.

A real cognitive authority would present stories that are consistent, cohesive, and coherent over 
time, with few inconsistencies or reversals. This description does not apply to Fox News (Zorn, 2018). 
Inconsistencies abound in the network’s news reporting: the diverse, inconsistent views of the president 
are repeated on the news without acknowledging such changes, and the conservative vision of not so 
many years ago seems to have disappeared as Republican leaders and administrators demonstrate a lack 
of moral character, a failure to implement fiscal responsibility, and, contradicting the libertarian wing of 
the conservative movement, increasing government intrusion in the form of the carceral state, interfer-
ence with women’s reproductive rights, and immigration restriction. Instead of promoting second-hand 
“knowledge,” Fox News often promotes second-hand opinion at best, opinion that could rarely, if ever, 
be converted into knowledge or fact. It generally promulgates a cognitive state that can produce neither 
opinion, right opinion, or knowledge, but where demonstrably “false knowledge” is presented as fact 
and where relevant data is ignored. In the impeachment hearings of Trump, they reported none of the 
evidence provided by credible witnesses (e.g., Alexander Vindman, Fiona Hill) about Trump’s quid pro 
quo with Ukraine and defended Trump’s characterization of the proceedings as a Democratic hoax. When 
questioned about the beliefs uttered by Fox News, their viewers repeat their talking points but are gener-
ally unable to make a coherent justification of the talking points and resort to irrelevant remarks to cover 
their inability to defend them. This inability to defend Fox News’s assertions seems to prove that what is 
presented by them is opinion, however, it is claimed to be knowledge. Even more so, what is absorbed 
by the viewers is opinion, even false opinion, of which and about which there can be no justification. 
Irrelevant retorts to critiques are provided: e.g., “All businessmen make deals,” an assertion that ignores 
the wrongful nature of the deal where Trump was withholding Congress-approved national security 
funds from Ukraine to advance his personal interests rather than the national interests. The same could 
be said of MSNBC viewers if they are content to live at the surface of such second-hand “knowledge.”

News media can produce assertions as “true opinions,” “false opinions,” or “preferential opinions.” 
These assertions exist as opinions in the minds of the consumers until they are verified or not, or if there 
are reasons consumers do not need to attempt to verify them. As noted in the lesson on psychological 
factors, human beings often employ heuristics to deal with this kind of information. As Forgas and 
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Baumeister note, “When we are exposed to salient, frequent, and thus easily remembered information,” 
such as occurs on Fox News or in the New York Times, this information will be regarded as “true, reli-
able and valid” (p. 9). Unfortunately, “These mental shortcuts exacerbate the human inability to see the 
world as it really is” (p. 9). The use of such shortcuts can be true of those who are either conservatives 
or liberals or political actors of another stripe. These are reinforced by endorsement or repetition through 
social media, colleagues, peers, political and religious leaders, news pundits, etc.

Consumers of news media hear content from Fox News or MSNBC and may absorb the provided 
opinions as second-hand knowledge. This regular consumption may result in a heuristic, to trust this 
source, regardless of its actual basis in truth or evidence. Such consumption may amount to confirmation 
bias unless the consumer can verify the produced assertions in facts, evidence, or reason or have grounds 
for accepting second-hand knowledge without pursuing verification. In the latter case, consumers may 
be quite knowledgeable about the provided information and its sources and accept it as an information 
processing heuristic. Unfortunately, the same can be said of those who ingest false information from a 
company that claims cognitive authority. The ultimate determination of whether a cognitive authority 
is genuine or false is not a measure of consumer loyalty, but whether their posted content can be ulti-
mately authenticated and verified or coalesces with the consumer’s verifiable knowledge or expertise. 
We must strive to be vigilant and critical of our comfortable heuristics. The problem is that many dis-
information consumers are unwilling to do the work of authentication and choose to acquiesce to their 
confirmation bias and to their self-deception and collective self-deception. The same can to said to a 
lesser degree of information consumers that have a long history with an information source that appears 
to be consistently reliable, accurate, trustworthy, and committed to acknowledging errors or repealing 
stories that lack any foundation. There are grounds for the acquiescence to information heuristics for 
credible cognitive authorities that do not exist for discreditable ones, though for the disinformed, they 
might appear to be the same.

What makes fake news consumers and disseminators work so well are what can be called accelerators 
or enhancers, many of which are traceable to the psychological mechanisms of gullibility mentioned in 
the last lesson. Many fake news consumers are preconditioned by the psychological factors enumerated 
in the lesson above, such motivations as prejudice, resentment, greed, power, etc. A study entitled “Prior 
exposure increases perceived accuracy of fake news” reported that repeating information, true or not, 
increases its believability, and this applies to newspaper headlines, statements, or speeches (Pennycook, 
Cannon & Rand, 2018). This research is reinforced by “echo chambers,” defined by Törnberg (2018) as 
“online social media groups that reinforce perspectives and enable confirmation bias.” See also social 
mechanisms of gullibility in the last lesson. There are “filter bubbles” or propaganda feedback loops 
through self-selected information channels that reinforce biased content, particularly on the right (Mor-
rison, 2018).

There is also the Dunning-Kruger effect that suggests that people are uncritical about their own 
abilities and uncritical about their lack of critical thinking. That is, people of poor intelligence lack the 
intelligence to recognize it (Dunning–Kruger Effect, 2017). This effect seemed to be further verified by 
a study by De Keersmaecker & Roets (2017) that indicated that the first impressions of fake news can-
not be corrected by showing that the information was incorrect, especially in those with lower cognitive 
abilities, who tend not have the cognitive ability to be flexible in their attitudes. Even after learning that 
the original information was incorrect, it has a persevering negative influence on their social impressions. 
This approach is also supported by overbelief in the self, articulated in the previous lesson.
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Once acquired, false information is hard to dispel. David Rapp’s research on memory and learning 
reveals that our brains retain information without retaining its source, and, therefore, we do not recall 
a key fact about its validity. He also finds that it is difficult to remember that the information we had 
previously believed is false (Waters and Hargadon, 2017). This research is echoed in the psychological 
mechanism of epistemological failures to monitor and correct, seen in the previous lesson. There is a 
lingering effect that shows up, for example, in the Fox News’ propagation of false conspiracy theories 
or in the publication of a medical report that incorrectly ties a list of problems, including autism, to 
vaccinating children.

Finally, Robert N. Proctor coined a word for the study of culturally-induced ignorance or doubt, 
agnotology. He identified a specialized technique for spreading misinformation that makes information 
seekers more doubtful of views or information that they already hold (Agnotology, 2016). By way of 
example, Proctor described the tobacco industry’s use of advertising to generate doubt that smoking 
causes cancer or other illnesses. Climate change deniers, proponents of fracking, pesticide manufactur-
ers, and opponents of allegedly “fake news” use a similar approach. The echoing of Trump’s attacks on 
the justice department, the FBI, the Democratic party, and other intelligence agencies on Fox News and 
alt-right social media play the same role.

All these factors seem to reflect Tobin Smith’s understanding of Fox News programming as foster-
ing an addictive process, mentioned in the lesson on Psychological Factors, based in addictive anger 
and resentment, that is played and replayed over and over again, and validated by a chosen-in-bad-faith, 
restrictive environment (i.e., their filter bubble) in which Fox News viewers live and dwell (i.e., peers, 
friends, political associates, religious affiliates, social media sources, etc., that reinforce their confir-
mation biases). He calls it an addiction to “tribal partisan pornography” (Smith, 2019, pp. 460-465). 
Undoubtedly, there is a form of addiction to left-wing news adherents; that, too, is based in anger and 
resentment but of a different sort. The source of their bias may be indignation and a concern for truth 
and respect for professionalism in the political sphere, not to mention that their views may be sourced 
in and likely verifiable in evidence and facts.

Exercise suggestions will call on participants to consider the following questions:

1.  Who or what are some of your cognitive authorities? How do you evaluate their credibility, trust-
worthiness, and competence?

2.  What are your favorite news sources? Are they biased? If biased, do they report facts and evidence 
impartially? Does its bias skew what is reported? Check the sources at the site Media Bias (https://
mediabiasfactcheck.com/) for an indication of bias. How loyal are you to your sources that may be 
biased?

3.  When you tune into your favorite news source, what kind of opinions does it assert (“true opinions,” 
“false opinions,” or “preferential opinions”)? How do you sort them out? Can you convert what 
might be considered a true opinion into some form of knowledge? How? What do you do about 
false opinions or preferential opinions?

4.  Can you name some occasions where news sources made assertions that you took as confirmation 
of something you already believe?

5.  Discuss cases a genuine cognitive authority and a false cognitive authority, paralleling the compari-
son and contrast of MSNBC and Fox News. How do you make that evaluation? How does the false 
cognitive authority enhance its “credibility” though one or more of the accelerators or enhancers? 
How have they promoted credibility through social self-deception or collective self-deception?
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6.  Can you find occurrences of collective self-deception? What cognitive authority or authorities 
facilitate that self-deception? What are the enhancers for such collective self-deception? Consider 
the white evangelical view that Trump was appointed by God in the manner of King Cyrus or that 
the United States is a Christian nation whose governmental agencies should conform to Christian 
precepts or that the United States is a nation founded for and run by white people.

LESSON 7: SOCIAL MEDIA, INTELLECTUAL FREEDOM AND LIBRARIES

Key ideas:

1.  Social media are the hotbed of information and disinformation: it is in social media where much 
disinformation is found, exchanged, supported and spread, and where the InfoWars are inflamed.

2.  Specific social media, such as Instagram and Facebook, cultivate, support, and perpetuate disin-
formation and conspiracy memes.

3.  While one can explore such media to find the origins of certain memes or conspiracy theories, 
there is little regulation of their content, except for the possible intervention of their creators, but 
such interventions are rare, under the mandate of free speech or the First Amendment.

4.  There is a major concern for maintaining intellectual freedom (the freedom to hold, receive and 
disseminate ideas without restriction) or the freedom of expression, speech, and the press (the 
freedom to say or post ideas of whatever character).
a.  A book entitled The Freedom to Lie: A Debate About Democracy (1989), a book of essays by 

John Swan and Noel Peattie, anticipates the issues of freedom of expression in social media.
b.  It articulates the tension between what one might call a liberal position (John Swan) versus 

a conservative position (Noel Peattie) about whether such works as David McCalden’s The 
Holocaust Did Not Happen should be included in a library’s collection.
i.  Swan’s position is that a library is about free access, not truth, and therefore such works 

belong in the collection.
ii.  Peattie says that among other factors (e.g., cost, balance, relevance to patron population), 

truth does and should matter in collection decisions, which in most cases would mitigate 
against including such works.

5.  In a similar vein, Zuckerberg argues that freedom of expression must be maintained on Facebook, 
permitting politicians to lie about their opponents. This position of Facebook can be extrapolated 
to all social media.
a.  This approach seems naïve in the onslaught of disinformation on the Internet, awash with 

propaganda, and systems (e.g., cable news, religious and political leaders, government agen-
cies, and pseudo-cognitive authorities) that reinforce that propaganda.

b.  Is there a limit to free expression when that expression leads to harmful acts to demonized 
populations, the destruction of trust in political, governmental and media institutions, the loss 
of expertise, and the denigration of science and evidence?

6.  There are particularly noxious forms of social media, the rabbit hole effect of YouTube, and the 
empowerment of hate groups by aggregating like-minded individuals around a particular forum, 
such as 8Chan.
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7.  A subsequent lesson on digital, media and information literacies will address ways to deal with 
some of these issues.

Social media, including Facebook, YouTube, WeChat, Instagram, Weibo, Twitter, Tumblr, Telegram, 
Reddit, Baidu Tieba, LinkedIn, LINE, Snapchat, and Pinterest, among many others, are a hotbed of 
information and disinformation. According to Wikipedia, social media sites share the following proper-
ties: they are interactive Internet-based applications; they live on user-generated content (e.g., posts, 
texts, videos, photos); they create profiles for the app or website that are maintained by its social media 
creators; and they facilitate the interactions of members or groups (Social Media, 2019).

A book about intellectual freedom in libraries, by Noel Peattie and John Swan (1989, 2012), The 
Freedom to Lie: A Debate about Democracy, anticipates the issues of disinformation on social media 
on the Internet. In it, John Swan and Noel Peattie discuss whether books such as David McCalden’s 
book, The Holocaust Did Not Happen, a Holocaust revisionist tract should be banned from the library. 
Swan takes the side of intellectual freedom. In his view, the point of libraries is to provide access to 
patrons, and there should be no constraints impeding that access. John Swan takes a cautious view. He 
looks variety of controversial things that could be in libraries: mathematical and logical truths; empirical 
truths (e.g., the earth is round); opinions, on which people may honestly differ (e.g., right or left politics, 
best restaurant); matters of taste (e.g., agree/disagree with current fashion trends); moral questions: is 
abortion or homosexuality right or wrong?; minority theories or opinions, not generally accepted by 
scholars in the field, but carrying no extra moral or political weight, no hidden agenda (e.g., Bacon wrote 
Shakespeare’s plays); offensive language; bullshit; and outright lies, false statements knowingly made 
to mislead, frighten or hurt people: e.g., the Holocaust did not happen, or black people are ineducable, 
etc. (Swan & Peattie, 1989, p. 33). He argues that the last category can justifiably not be added to the 
library collection. Further, he argues that there are many considerations (e.g., budget, cost, relevance, 
access) that go into the decision to include or exclude a book or other resource in a library collection. 
The fact that something is untrue is a major factor for considering exclusion from the collection. In other 
words, in specific contexts like non-fiction, truth does matter in library collections.

Correspondingly, there is the issue of freedom of expression on the Internet, perhaps best exemplified 
by remarks by Mark Zuckerberg in a speech at Georgetown University where he argued that Facebook 
should be unfettered in intellectual freedom, including political advertisements of outright lies (e.g., 
pro-Trump reelection campaign advertisements that spread lies about his opponents). He takes the 
view that the marketplace will work it out – the lies will be discovered, eventually rejected or ignored. 
He bases his view, as do other free speech advocates, on the First Amendment, but Yochai Benkler, an 
author and the Professor of Entrepreneurial Legal Studies at Harvard Law School, argues that this is 
not a correct interpretation of the First Amendment. He argues that the First Amendment is only about 
government involvement in speech and does not apply to private speech or private parties, of which 
Twitter and Facebook are examples (Morrison, 2018). Despite or because of this observation, untruths 
are not sorting themselves out in the (dis)information marketplace. The disinformation that is asserted 
is rapidly spread across the Internet, any corrections are ignored, and disinformation memes reinforce 
a priori biases. Fox News, for example, echoes Trump’s and his supporters’ talking points, which are 
often patently false. Correspondingly, in social media sites like 8chan, white supremacists will defend 
their right to be racist and espouse hate rhetoric.

The logic of the view that the truth will win out is a belief in the trust in the individual, which John 
Swan sees the censors as not trusting or trying to control:
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There are those who believe that they can devise noble universal principles of advocacy that exclude 
damned lies, or deny communication of ideas with pernicious regimes, and thereby concentrate their 
resources upon those worthier of free expression. The idea is tempting, not unlike the idea that you 
ought to be able to slip a warning label into a racist or sexist book according to some general principle 
of right thinking. But it is nothing more, I believe, than another manifestation of this distrust of the real 
act of independent decision-making (Swan & Peattie, 1989, p. 22). 

The view that individuals are capable of sorting out the truth for themselves seems to be the rationale 
for the revocation of the fairness doctrine of the Federal Communications Commission (FCC) that was 
introduced in 1949 and which required broadcast license holders to present both sides of issues of public 
importance in a manner that was honest, equitable, and balanced. It was eliminated in 1987 on the basis 
that it “restricts the journalistic freedom of broadcasters ... [and] actually inhibits the presentation of 
controversial issues of public importance to the detriment of the public and the degradation of the editorial 
prerogative of broadcast journalists.” (FCC Fairness Doctrine). In 1987 in an FCC Video, NBCUniversal 
made a claim, “Today we reaffirm our faith in the American people. Our faith in their ability to distin-
guish between fact and fiction without any help from government” (FCC Fairness Doctrine, footnote 18 
of Wikipedia entry). Not long after the doctrine was eliminated, radio and television programs emerged 
that touted unorthodox political and religious opinions, such as the Rush Limbaugh Show.

Obviously, this is a noble ideal, but what does one do in the midst of an information system (i.e., the 
Internet) awash with propaganda, and systems (e.g., cable news, religious and political leaders, govern-
ment agencies and false cognitive authorities) that reinforce that propaganda? In the Age of Disinforma-
tion, this approach seems too simplistic. Is there a limit to free expression when that expression leads 
to harmful acts to demonized populations, the destruction of trust in political, governmental and media 
institutions, the loss of expertise, and the denigration of science and evidence? At the beginning of the 
impeachment inquiry of President Trump in October 2019, an American values survey by PRRI (Public 
Religion Research Institute) indicated that while 37% Republicans overall asserted that almost nothing-
could dissuade them from approving of Trump, over 50% of Republicans whose primary news source is 
Fox News approved of Trump. Those Republicans whose primary news source was other than Fox News 
had only a 30% approval rating of the President (Bump, 2019). Such data have led to descriptions of Fox 
News as “Trump TV”, in which virtually all criticism of or about him is abandoned, conspiracy theories 
he espouses, including those about governmental agencies, are indulged, factual evidence against him is 
ignored, and the channel and its pundits become the source of “real news” for Trump and his followers.

In addition to Fox News’s propagation of fake news, social media are immensely important for the 
spread and speed of disinformation. Researchers have determined that false information spreads more 
quickly and broadly than genuine information and that those on the right are more susceptible to believe 
and more prone to disseminate false information than those on the left (Vosoughi, Roy & Aral, Sinan, 
2018).

Falsehood diffused significantly farther, faster, deeper, and more broadly than the truth in all categories 
of information, and the effects were more pronounced for false political news than for false news about 
terrorism, natural disasters, science, urban legends, or financial information. We found that false news 
was more novel than true news, which suggests that people were more likely to share novel information 
(p. 1146).
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Social media disinformation is spread by trolls, such as the Russians, and Trump and right-wing 
supporters on the one side, and liberals and progressives on the other side. There are also click-bait en-
trepreneurs whose allegiance is to making money and generally not to either side, though this allegiance 
leads them to be more likely to promote right-wing ideology because the conservatives are more easily 
seduced with news or clicks that support their confirmation bias. (Ingraham, 2019).

There is also the rabbit hole phenomenon on YouTube. When perusing YouTube videos for a par-
ticular content, such as a specific conspiracy theory, the algorithm that drives YouTube suggests more 
provocative videos to view, which in turn suggest more provocative videos to view, and so on (the rab-
bit hole). This phenomenon led one researcher, Zeynep Tufekci, to declare YouTube to be “one of the 
most radicalizing instruments of the 21st century” (Tufekci, 2018). It is claimed that the success of the 
election of the ultra-right leader, Bolsonaro, in Brazil was primarily driven by YouTube videos (Fisher 
& Taub, 2019, August 11). All this is driven by the profit motive – the more clicks, the more profit for 
Google. The political consequences are conveniently ignored.

Before the Internet, people had a much more difficult time congregating in groups to form hate speech 
collectives. Physical proximity tended to be a constraint. With the advent of the Internet and social media 
groups, it is easier for persons with radical ideas to find like-minded individuals, creating a forum with 
a loud voice, that in turn can convince others to join their cause. It creates a crowd effect that there ap-
pears to be a large audience for a particular theory or belief. Postings at 8chan, a social media group that 
permits anonymous postings, apparently influenced the mass shooter of mostly Latino people at the El 
Paso Walmart. 8chan is described in Slate in the following way: “An anonymous, meme-filled Internet 
backwater, 8chan has easily been a place for white supremacists to indoctrinate others – particularly white 
men – into bigoted ideologies” (Glaser, 2019). Social media like 8chan not only aggregate a forum, but 
self-deceptively entice their followers to believe that they have a loud voice and that their group numbers 
are more abundant than what they actually are, luring more members to the group.

Facebook is an illustration of the broader problem of regulating speech on the Internet, particularly 
hate speech or conspiracy theories. The problem with conspiracy theorists is that any attempt to correct 
their theories by appealing to some form of contrary evidence is itself seen as confirmation and exten-
sion of that conspiracy theory, another conspiracy theory to attack their conspiracy theory, or a sign of 
more cover-ups. Is there a limit to free speech? The First Amendment asserts that the “Congress shall 
make no law. . . abridging the freedom of speech, or of the press.” But the apparent absoluteness of that 
prohibition had long been subverted by the problematic statement by Justice Oliver Wendell Holmes in 
Schenck v. United States (1919):

the character of every act depends on the circumstances in which it is done. The most stringent protection 
of free speech would not protect a man from falsely shouting fire in a theater and causing panic. [The] 
question is every case is whether the words are used in such circumstances and are of such a nature as 
to create a clear and present danger that they will bring about substantive evils that Congress has a 
right to prevent (Schenck v. United States, 1919).

There does not seem to be much doubt that the man who creates panic in a theater should be chastised. 
Yet the hate speech and conspiracy theories on the Internet have gotten to the point where physical harm 
may, in fact, result in: e.g., physical assaults on Jews, Muslims, members of the LGBTQ+ community, 
immigrants, etc. There is a concern for regulating such rhetoric beyond the issues of Facebook. The 
issue may not be panic in a crowded theatre, but support of false ideas and ideologies to the extent that 
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previous institutional norms and trust in expertise are so consistently undermined that the foundation of 
a liberal democracy has been catapulted into chaos, where sources or institutions are politicized and not 
trusted (e.g., the intelligence community, the Justice Department), thereby attacking the very essence 
of democracy and democratic institutions.

We are reminded of John Swan’s comments:

The most effective advocacy of truth is insuring the widest possible access to all versions thereof.... ... 
debate, dialogue, and exploration are all essential to an understanding of truth, whatever its nature. 
It does mean that shutting off exposure to false information and pernicious ideas before they enter the 
stream of debate will in all likelihood not kill them nor protect the good ideas they seek to devour….

The basic flaw in the position of those who would defeat falsehood by denying it a place in our libraries 
and library programs is that it fails to take into account the simple but profound fact that the truth must 
be perceived by individuals, not dictated to them.... The worst falsehoods, the damnest lies, have their 
origins not in ideas but in pathologies, and suppressing symptoms does not cure the disease (Swan & 
Peattie, 1989, p. 17-18). 

But how do we cope with collective self-deception, where the truth is a contrived second-hand or 
false opinion, paraded as knowledge? The willingness of individuals to seek the actual truth appears to 
be significantly diminished, given that their cognitive authorities have all the truth and that only their 
venues have access to the truth. Independent inquiry, by contrast, is fraught with seductive pitfalls de-
signed to send one to hell, figuratively if not literally, based on one’s religious persuasion (e.g., white 
Evangelicals who believe that Trump was appointed by God). The Athenians put Socrates to death for 
questioning social and religious orthodoxy. In these days, orthodoxy is no longer ‘right opinion,’ but a 
contrived constructed reality, that one can call genuine fake news.

There are many techniques for the spread of disinformation in social media, such as bots, deep-fake 
videos, fake accounts that mimic the genuine interests of average individuals and hate groups whose 
enticements tend to promote not only speech but action. In Lesson 10 on media, digital and information 
literacies, we will review potential methods to deal with some of these issues.

Exercise suggestions will call on participants to consider the following questions:

1.  Discuss the role of intellectual freedom in the Age of Disinformation, its benefits, and drawbacks. 
One cannot yell ‘Fire!’ in a crowded theatre when it is not true. Should there be any restrictions 
on social media or cable news channels? Mark Zuckerberg has indicated that Facebook will post 
political ads that are blatant lies, based on the First Amendment and freedom of speech. See 
Zuckerberg’s defense of intellectual freedom at Romm, T. (2019, October 17). Zuckerberg: Standing 
for Voice and Free Expression. The Washington Post. Retrieved October 25, 2019, from https://
www.washingtonpost.com/technology/2019/10/17/zuckerberg-standing-voice-free-expression/. 
This web site contains the text of Zuckerberg’s speech. The video is at https://www.youtube.com/
watch?v=hcLSU17M3Lw (42 minutes). For one critique of his speech, see Vaidhyanathan, S. (2019, 
October 18). Mark Zuckerberg does not understand free speech in the 21st century. The Guardian. 
Retrieved October 25, 2019, from https://www.theguardian.com/commentisfree/2019/oct/18/mark-
zuckerberg-free-speech-21st-century. Find two other evaluations of Zuckerberg’s speech (positive 
or negative) and base your essay on these materials and your own thoughts. When disinformation 
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and misinformation become the core information of a democracy, is not that democracy destroyed 
from within?

2.  Can you provide specific examples of social media in your experience and/or in web sites that 
exhibit extensive levels of disinformation, bias, deceit or conspiracy theories?

3.  For manipulated videos, see “Seeing Isn’t Believing, The Fact Checker’s guide to manipulated 
video,” The Washington Post (2109) at https://www.washingtonpost.com/graphics/2019/politics/
fact-checker/manipulated-video-guide/?utm_term=.cd779e27a0d0&wpisrc=nl_most&wpmm=1. 
See also “The Future of Fake News” at http://futureoffakenews.com/. Can you find occurrences of 
manipulated video? How was it manipulated? How do you know?

LESSON 8: LOGICAL FALLACIES

Key ideas:

1.  Logical fallacies are instances of deceptive or specious reasoning that make weak arguments ap-
pear to be superficially attractive. They are sleights of hand that attempt to divert attention from 
the core issue to irrelevant considerations.

2.  There are hundreds of logical fallacies that have been cataloged, but this lesson will focus on 
those that some politicians and disinformation specialists often employ, including argumentum ad 
hominem, the straw man fallacy, and the argument from pity.

3.  One is only successful with this strategy of confronting logical fallacies if the proponents are willing 
to engage in rational discourse, although the fact that they are using them is likely to indicate that 
this would not be the course. However, one can point out the nature of the fallacy to third-party 
observers.

4.  A given argument can entail more than one fallacy.

A fallacy has two general meanings: (1) a false or erroneous statement, something that is untrue, and 
(2) deceptive or specious reasoning. Logical fallacies fall into the latter category because they are at-
tempts to weaken one’s opponent’s arguments by trying to deflect attention away from the content of the 
argument to irrelevant issues. Fallacious arguments can be quite persuasive, at least to the casual reader 
or listener. One can find dozens of examples of fallacious reasoning in newspapers, advertisements, and 
all through political rhetoric, whether of a liberal or a conservative stripe. Mastering the recognition of 
or understanding logical fallacies provides a rhetorical advantage in being able to deflect the intended 
effect of fallacies, to deceive and misdirect.

There are hundreds of logical fallacies, as given in such compendiums as Bo Bennett’s The Ultimate 
Collection of over Three Hundred Logical Fallacies (2019) (https://www.logicallyfallacious.com/tools/
lp/Bo/LogicalFallacies/205/What-is-a-Logical-Fallacy-Exactly). For illustrations, we will sketch a few 
cases of them, but others can be included in an elaborated lesson.

The argumentum ad hominem, an argument against the person. This fallacy occurs when one attacks 
the character of the person advancing the argument, rather than addressing or refuting the argument itself. 
It moves the discussion from issues to personalities or characteristics of one’s opponent. Demolishing 
an argument by attacking the opponent’s motives, background, or personal traits is an ad hominem at-
tack. This is a fallacy because the only way to address an issue is with reasons or evidence with regard 
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to claims of the person advancing the argument, not comments about their character. It is perhaps the 
most heavily used logical fallacy in Trump’s arsenal of fallacies. Some of Trump’s early advertisements 
attacked Hillary Clinton’s health instead of her policies: “Hillary Clinton doesn’t have the fortitude, 
strength or stamina to lead in our world. She failed as Secretary of State. Don’t let her fail us again” 
(Beckwith, 2016). The New York Times has kept track of the victims of Trump’s ad hominem tweets, 
which are mostly examples of name-calling, and it publishes these in an ongoing list (Lee & Quealy, 
2019 - started in 2016, but current – as of May 2019, 598 persons).

The straw man fallacy. This fallacy occurs when one distorts the opponent’s position and frames it 
into easily refutable terms. By criticizing this distortion, the fallacy maker claims victory over the op-
ponent, whose original argument was quite different. Trump claimed that “Hillary Clinton wants to take 
your guns away, and she wants to abolish the Second Amendment!” While she advocated for gun control, 
she never has suggested that she wants to eliminate guns. The NRA produced an ad called “Don’t Let 
Hillary Clinton Leave You Defenseless,” which depicts a woman who is alone at night when her house 
is breached. She reaches for her gun, but Hillary and her Supreme Justices have taken gun rights away, 
so there is no gun. Because it takes too long for the police to arrive, the woman becomes a victim for 
the reason that she could not defend herself (Dumenco, 2016).

Appeal to Pity (ad misericordiam). Donald Trump has repeatedly claimed that no president in history 
has been treated worse than him, ever. For example, at the commencement ceremony for the U.S. Coast 
Guard Academy, he said: “No politician in history, and I say this with great surety, has been treated 
worse or more unfairly” (Nakamura, 2017). On one level, that may be true, but he seems to be unaware 
that it is the result of his actions, policies, appointments and administration.

A given case can illustrate more than one logical fallacy. Responding to Ilhan Omar’s supposedly 
“anti-Semitic” tweet about Israel, Sarah Huckabee Sanders, one of the White House press secretaries 
under Trump, defended President Trump’s assertion that the Democratic Party has become “anti-Israel” 
and “anti-Jewish”:

The president has been an unwavering and committed ally to Israel and the Jewish people, and frankly 
the remarks that have been made by a number of Democrats and failed to be called out by Democratic 
leadership is frankly abhorrent, and it’s sad, and it’s something that should be called by name (Moore, 
2019).

This assertion could be seen as a Red Herring fallacy. It involves drawing attention to irrelevant 
points, changing the subject or dodging the issue. “Red Herring” is a hunting term that refers to drag-
ging a herring on the hunting course to lead the hounds away from the pursuit of the prey. Sanders does 
not discuss the issue of the Democratic party being anti-Jewish; instead, she talks about how Trump 
supports the Jewish people. That fact may or may not be true, but it has nothing to do about the stance 
of the Democratic party.

Sanders’s remarks also exemplify the Hasty Generalization (or Jumping to a Conclusion) fallacy. 
That is, it is drawn from inadequate evidence. Sanders indicates that remarks by some Democrats such 
as Ilhan Omar must mean that all Democrats are anti-Semitic.

Sanders’s remarks can also be seen as instances of Begging the Question or Circular Reasoning. 
That is, something is assumed to be true that has yet to be established or demonstrated. In this case, she 
implies that because Democrats failed to challenge those statements, they must be anti-Semitic. Thus, 
she proves something not with evidence but with a lack thereof.



67

Ten Lessons for the Age of Disinformation
 

While Trump frequently engages in psychological projection, a psychological process in which persons 
defend themselves against their own unconscious qualities or impulses by denying their occurrence in 
themselves while projecting them onto others. For example, he portrays himself as a man of the people, 
while arguing that Hillary Clinton was the embodiment of special interests, when, in fact, it is more the 
case with him. He accuses others, such as the Clintons of running a criminal foundation, while deny-
ing it in his foundation (which the New York Attorney General had pressured to dissolve because of a 
“shocking pattern of illegality” (Goldmacher, 2018)). Any news with which he disagrees he deems fake 
news, yet his assertions are often examples of fake news. The Daily Kos characterizes his projection 
issues as a Projection Derangement Syndrome, which has the following characteristics:

• The behavior and traits of the subject are perceived as being in someone else.
• The behavior and traits exist in the subject to an extreme degree
• The other person accused of the behavior barely manifests these traits or behaviors, if at all.
• The subject has no awareness he has the behavior or traits he sees in others.
• This projection frequently causes great harm to self or others.
• This pattern of projection is pervasive and persistent (Dreyfus, 2019).

It seems that this process, typical to many politicians and their rhetoric, is not simply psychological 
but fallacious as well. Such projections can be seen either a form of tu quoque argument or the kettle-
calling-the-pot black argument (E.g., you are a fine one telling me not to cheat on my income tax, you 
do it all the time), though in this case, the politician seems unconscious of his own flaws; or a red her-
ring argument in which one draws attention to irrelevant points, changes the subject or dodges the issue. 
Rather than confronting his own racist rhetoric, Trump accuses Democrats of being racists.

Exercise suggestions will call on participants to consider the following questions:

1.  Using a guide such as Lily Lou’s Spot the Flaw in a Politician’s Argument With This Guide to 
Logical Fallacies (2017), https://lifehacker.com/spot-the-flaw-in-a-politicians-argument-with-this-
guide-1796333209 or Bo Bennett’s The Ultimate Collection of over Three Hundred Logical Fallacies 
https://www.logicallyfallacious.com/tools/lp/Bo/LogicalFallacies/205/What-is-a-Logical-Fallacy-
Exactly, can you find specific cases of logical fallacies in advertisements, in political speeches or 
on the Internet, and explain why each instance is a specific case of one or more logical fallacies?

LESSON 9: ETHICAL PRINCIPLES

Key ideas:

1.  There are commonly accepted ethical principles characteristic of Western culture, with versions 
often found in non-Western cultures.

2.  Many political actions and policies advocated by the disinformation proponents or politicians or 
governmental agencies violate one or more ethical principles.

3.  The general domain of “information ethics” addresses ethical concerns in the sources, creation, 
organization, dissemination, transmission, packaging, use, and evaluation of information

4.  “Digital ethics” has emerged to address specific issues that arise within digital media.
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In addition to logical fallacies that are rampant in the disinformation marketplace, many ethical 
principles are violated. While there is some disagreement about the priority and number of foundational 
ethical principles, we can assert, at least for Western culture, that there are five common ones: (1) Respect 
the moral autonomy of self and others (in other words, do unto others as others would do unto you, or 
in Confucian terms, do not impose on others what you yourself do not desire); (2) Seek justice or fair-
ness; (3) Seek social harmony; (4) Act in such a way that the amount of harm is minimized or, better, 
that existing functional relationships are maintained or promoted; and (5) Be faithful to organizational, 
professional, or public trust. This list is not intended to be comprehensive, and some of these values 
can admittedly conflict with each other. For example, seeking social harmony or the maximum amount 
of happiness for the greatest number of people is sometimes inconsistent with respect for individuals. 
Universal vaccination, for example, may infringe on individual liberty. Refusing it, or allowing broad 
exemptions from vaccination, respects the first principle, but infringes the fifth by causing medical prob-
lems for the unvaccinated and members of the population whom they may encounter. Yet some situations 
violate all five principles, such as Trump’s treatment of immigrants seeking asylum at the southern border. 
Principle 1 states that we must respect the moral autonomy of each and every human being, a principle 
embodied in Kant’s categorical imperative (Treat others as ends and never merely as means) and which 
is echoed in many religions’ precepts (e.g., many foundational sacred texts explicitly mandate care for 
the poor, the sick, and the stranger). Treating asylum seekers as having no rights (e.g., violating Geneva 
Conventions), separating children from their parents, and keeping children in dangerous and unsanitary 
conditions are profound violations of this principle. If we look at the second principle, seek justice or 
fairness, we also see violations: to ignore or delay due process of asylum claims is neither just or fair. 
Trump and his administration do claim that their policies will protect the social harmony of the United 
States (principle 3), arguing that many asylum seekers are rapists, crooks, and job displacers. However, 
these claims are false. The growth and happiness of the United States are, in fact, due to the inclusion 
and integration of immigrants, those who have come and those who continue to come. The policies also 
fail to minimize harm. Instead, the administration seems intent on a high level of cruelty, under that no-
tion that it may deter immigration: e.g., separating children from parents (with no plan to reunite them), 
delaying legal procedures for asylum seekers, trying to prevent asylum seekers from stepping on US soil, 
keeping them in abysmal conditions, etc. These policies destroy functional relationships, such as those 
between parents and their children and other relatives (principle 4). (5) Finally, the president’s policies 
violate the ethical principle of being faithful to organizational, professional or public trust. To uphold 
his role in the public trust, the President is to uphold the Constitution, enforce established procedures 
for asylum seekers, and seek the common good. He fails the public trust in these and other cases.

Information ethics is the general domain that addresses ethical concerns in the sources, creation, 
organization, dissemination, transmission, packaging, use, and evaluation of information. It is the lat-
ter (use and evaluation) that are highlighted in these lessons. However, the packaging is also of critical 
concern. For example, in website creation, there is what is called “dark patterns,” explored by Harry 
Brignull (https://www.darkpatterns.org/) (Brignull & Darlo, n.d.), ways of creating a website that forces 
the user to take action that they would not normally do. For example, when a product-seeker goes to 
amazon.com, after perusing a particular product, the Amazon screen displays such information as” 
“the following products are bought together” (including the product at hand), leading the purchaser to 
think that the price for the 2 or 3 items mentioned was less than the items purchased separately, when 
in fact it is the same products with the combined price and no discounts. We might want to add another 
subcategory of disinformation that we could call “dis-sonance-information” or “muddling disinforma-
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tion,” because while this disinformation is intended to deceive, it is designed to confuse or mislead the 
consumer, e.g., in this case, to imply that one can get a discount where there is none. Amazon.com will 
often assert that there are only two items left in stock, suggesting urgency to buy, when, in fact (if it 
were true), most items could be quickly reordered. Another example occurs when users download Adobe 
Reader to install on their computer in order to read pdf files. In order to get this “free software,” there is 
a checked box to include a download of Google Chrome as well (previously it was McAfee Anti-Virus 
software), which would have to be unchecked in order not to download this additional software. Most 
users do not recognize this pre-choice or forced choice and unwittingly download the included program.

There is an extensive collection of concerns in information ethics that can be glimpsed at The Inter-
national Center for Information Ethics (https://www.i-c-i-e.org/) and its journal, the International Review 
of Information Ethics (http://www.i-r-i-e.net/index.htm). The Center was founded in 1999. At these and 
similar sources, one can explore the rapidly growing field of information ethics and the related domains 
that it has expanded to embrace.

There has also emerged a field of digital ethics, which, as Daniel Richards asserts, “encompasses how 
users and participants in online environments interact with each other and the technologies and platforms 
used to engage.” Richards adds, “[an] important part of maintaining a solid digital ethos is critically 
reflecting on your choices of online self-representation and whether or not these choices reflect your 
goals as a student and as a professional” (Richards, n.d.). Given a particular context, are one’s choices 
of self-representation or for the representation of others ethical? The basic idea behind Richard’s com-
ment is that the ethical principles that we invoke in other environments should be invoked online and 
on digital media such as cell phones: e.g., do not spread rumors about others that you would not have 
spread about yourself. However, Jonathan Terrasi points out that “[p]ersonal digital ethics encompass 
how individual users honor one another’s right to self-determination online. What makes these unique 
compared to the typical ethics guiding interpersonal conduct is that, given the nature of online infra-
structure, communication is almost always mediated by some private interest or third-party” (Terrasi, 
2019). As noted earlier about social media, these platforms are hosting sites in which users participate 
but which they do not control, though they can control what they contribute or share on the platform. 
If a friend sends one a photo of oneself, such photos should not be shared in social media without the 
friend’s consent. Terrasi contrasts personal digital ethics with corporate digital ethics, which “revolve 
around the practices of online platforms like social networks collecting sensitive information about us-
ers” (Terrasi, 2019). Google, Amazon, and other large online companies collect information about their 
users, and there is no clear expectation of what can and should be done with such information, including 
the right of users to control the data about themselves.

The Zur Institute applies the notion of digital ethics to the realm of mental health professionals, 
defining it as “how to manage oneself ethically, professionally and in a clinically sound manner via 
online and digital mediums” (Zur Institute, n.d.). The concern is whether it is ethical to use the Internet 
or cell phones, for example, to learn about patients or clients; whether it is appropriate to friend them; 
and whether and, if so, how professionals should react to negative, even scurrilous, online reviews. It 
is easy to extrapolate these views to all professions and personal online behavior, much in the same 
manner as the Pro-Truth pledge, but to modify it to include the application of ethical norms in digital 
media which are often mediated by third parties. Ethics has not changed, but its field of application has 
galloped ahead thanks to expanded communication technologies and their effect on the environment at 
large. Adam Henshall suggests that there are currently three hot issues in digital ethics. (1) Is computer 
code an instance of speech and regulation? Lawrence Lessig argues that computer code is a form of 
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regulation, but not in a favorable sense. Rather than promoting more freedom, Lessig believes that “as this 
code changes, the character of cyberspace will change as well. Cyberspace will change from a place that 
protects anonymity, free speech, and individual control, to a place that makes anonymity harder, speech 
less free, and individual control the province of individual experts only” (Lessig, 2016). (2) A second 
issue is how much social and governmental control will be relegated to computer programs, whether 
we will move to a future where computers may be largely in control. Given that the computations are 
becoming increasingly complicated, there may come a time when their recommendations cannot be ad-
equately assessed. Furthermore, (3) how do we combat digital monopolies, such as Google, Facebook, 
Amazon and Apple? (Henshall, 2018). This third concern echoes Terrasi’s concerns about corporate 
digital ethics. While these broad issues will have consequences which we must address, for this lesson, 
it is important to focus on what we can do immediately: personal digital ethics or professional digital 
ethics – acting responsibly in the environment of digital media, not to mention engaging in and promot-
ing media and information literacy.

Exercise suggestions will call on participants to consider the following questions:

1.  Can you find specific instances, actions, or policies of politicians or the government that violate 
one or more of the given ethical principles? Give details about the case, actions, or policies (with 
source documentation, such as URL) and explain precisely how specific ethical principles are 
violated.

2.  Consider Eric Reiss’s presentation on “the Ethics of AI” on YouTube dealing with ethical issues 
in website creation, particularly tricks in getting the user to do or buy things they do not typically 
want to do, (what are called “dark patterns”): https://www.youtube.com/watch?v=UAARKi8v0-
ps&fbclid=IwAR1Y9LQp9yKrMPQXJ7Gpbuv7NXtARI13ghr1zZpEebmSdkrmPKvLuapmt6o 
(28 minutes, but quite enlightening). Alternatively, check the web site, https://www.darkpatterns.
org/, created by Harry Brignull, in particular, consider https://www.darkpatterns.org/types-of-dark-
pattern. Discuss the “dark patterns” that you have encountered in your interactions with websites. 
Be specific in your response.

3.  Check out the site for international information ethics at https://www.i-c-i-e.org/ and its journal, the 
International Review of Information Ethics (http://www.i-r-i-e.net/index.htm). Pick out a particular 
theme and discuss key ideas: e.g., the domains the field contains, the Internet of things, etc.

4.  If you were embracing digital ethics, what postings would be permissible on a social media site? 
What postings would be unethical? Be specific in your responses.

LESSON 10: INFORMATION, MEDIA AND DIGITAL LITERACIES AND 
PERSONAL, POLITICAL AND PROFESSIONAL COMMITMENTS

Key ideas:

1.  One can compare and contrast different literacies: information literacy, media literacy, and digital 
literacy
a.  Media literacy is “the ability to access, analyze, evaluate, create, and act using all forms of 

communication” (Media literacy defined, 2010).
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b.  Information literacy is a “set of skills needed to find, retrieve, analyze, and use information” 
(Information literacy glossary, 2006).

c.  Digital literacy is “the ability to use information and communication technologies to find, 
evaluate, create, and communicate information, requiring both cognitive and technical skills” 
(Heitin, 2016).

d.  These literacies are complementary, but media literacy and digital literacy can be employed 
to enhance information literacy.

2.  There are forms of information literacy using rational techniques for potentially open audiences
a.  determining the credibility of web sites and other online sources;
b.  learning how to locate, evaluate, and use effectively the information sought for information 

needs;
c.  learning the merits, defects, and effective use of search engines;
d.  promoting information literacy programs;
e.  learning about the structure of information sources to learn how to use them effectively;
f.  explaining the differences between knowledge, opinion, second hand-knowledge and the role 

of cognitive authorities;
g.  detecting logical fallacies;
h.  detecting violations of ethical principles.

3.  There are dimensions of information literacy when addressing closed audiences, those who live in 
an information filter bubble, or those in a closed propaganda loop. These considerations are less 
about solutions and more about why some partisans are shackled to their positions.
a.  Cults
b.  Addiction to tribal identity porn
c.  Filter bubbles or propaganda feedback loop
d.  Conspiracy theories
e.  Litigation
f.  The reinstitution of the fairness doctrine
g.  Socratic Techniques

4.  Personal, Professional, and Political Commitments
a.  Pro-Truth Pledge
b.  Promote the public good
c.  Profession of ignorance

In the arena of coping with disinformation, two kinds of literacies have been suggested, media literacy 
and information literacy, usually based on one’s perspective, that of journalism and mass communica-
tion or communication studies in the first case and that of library and information science in the second 
case. What are their relationships and their differences?

The National Association for Media Literacy Education defines media literacy as, “the ability to 
access, analyze, evaluate, create, and act using all forms of communication”; it “is the ability to encode 
and decode the symbols transmitted via media and the ability to synthesize, analyze and produce medi-
ated messages” (Media literacy defined, 2010). Like information literacy, it is interdisciplinary, and it is 
concerned with a critical approach to the content of messages. Unlike information literacy, it looks at the 
specific framework and medium of the message. Given a particular message, a critical analysis would 
involve evaluating the purpose and point of view of the message, how it was constructed, whether it was 
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trying to promote bias, propaganda, profit or some other agenda. Media literacy also aims to educate 
about how to create and develop messages. The Young African Leaders Initiative (YALI) characterizes 
media literacy with 5 core concepts:

(1) all media messages are constructed; (2) media messages are constructed using a creative language 
with its own rules; (3) different people experience the same media message differently; (4) media have 
embedded values and points of view; and (5) most media messages are organized to gain profit and/or 
power (Media literacy: Five core concepts, n.d.). 

Media literacy can be seen as complementary to information literacy. To understand this claim, we 
must define information literacy.

The American Library Association (ALA) characterizes information literacy as the “set of skills 
needed to find, retrieve, analyze, and use information,” including “competencies in formulating research 
questions and in their [students’] ability to use information as well as an understanding of ethical and legal 
issues surrounding information” and skills “in critical thinking” (Information literacy glossary, 2006).

With information literacy training, information seekers would:

1.  know when they have a need for information
2.  identify information needed to address a given problem or issue
3.  find needed information and evaluating the information
4.  organize the information
5.  use the information effectively to address the problem or issue at hand. (adapted from Presidential 

committee on information literacy: Final report, 2006)

The difference in information literacy and media literacy is the primary channel sought for infor-
mation. A significant concern for information literacy is the use of formal information systems, such 
as libraries and other information supplying organizations, as a source for information. Media literacy 
looks at all channels through which information is communicated. Unfortunately, this distinction is not 
so clear because (1) information seeking is often not all that conscious (e.g., seeking content for con-
firmation bias); (2) information-seeking behavior is not restricted to formal information systems – in 
fact, the typical information seeker uses search engines first to satisfy their information needs: they are 
interested in “satisficing” their needs, in finding something that minimally fits their needs, not neces-
sarily in finding the best content for their needs; (3) because of this default information-seeking posture, 
information literacy programs challenge information seekers to evaluate information from the web, 
whether from Google, social media or other information channels. When using non-formal information 
systems, the information seeker has to be trained to be wary of information content, and that is why 
media literacy is also useful. The context of the message in authorized information systems is pretty 
straightforward: to provide reliable sources of information (in general – libraries do not regularly stock 
or promote “outright lies” except as an example of, e.g., hate literature), whether knowledge, opinion 
or orthodoxy. On the web, one has to be critical of the content, context, intent, structure, channel, and 
reliability of the message. One can argue that media literacy is an extension of information literacy, 
given that we are looking at it in the context of information-seeking behavior. The American Library 
Association has decided to consider media literacy training in public library programs in addition to 
information literacy (Media literacy @ your library, 2017). At one point, they addressed the issue of 
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a “digital literacy” that combines media and information literacy: “Digital literacy is the ability to use 
information and communication technologies to find, evaluate, create, and communicate information, 
requiring both cognitive and technical skills.” (Heitin, 2016). The upshot is that both information and 
media literacy are essential in information seeking on the Internet, but for this lesson, I will conceive a 
broader notion of information literacy to include media and digital literacies.

It seems useful to divide information literacy, including media literacy and digital literacy, into 
two aspects: (1) aspects of information literacy that are useful for potentially open audiences, such as 
students at all level, adult learners, and persons trying to understand the disinformation landscape; and 
(2) aspects of information literacy that attempt to address issues for closed audiences, such as die-hard 
conservatives, right-wing or left-wing groups that live within their filter bubble or those who live in a 
propaganda feedback loop.

There are many forms of information literacy that can be used to address the first group. The first 
is determining the credibility of web sites, especially those espousing fake news, by analyzing their 
currency, the authorship (if available), the quality of their links and supporting resources such as biblio-
graphic references, and by checking with experts or with fact-checking sites, such as PolitiFact (http://
www.politifact.com/), FactCheck (https://www.factcheck.org/) or Snopes (https://www.snopes.com/
fact-check/). These sites, too, can reflect bias (though not necessarily an invalidating bias, one that it 
ignores or distorts the interpretation of the facts or evidence): https://www.makeuseof.com/tag/true-5-
factchecking-websites/ (Eillis, 2019). For a comprehensive approach to web site evaluation, see http://
www.citationmachine.net/mla/cite-a-newspaper/search?utf8=%E2%9C%93&q=new+york+times&co
mmit=Search+Newspapers (Citation Machine, n.d.).

Another information literacy skill is to learn how to effectively locate, evaluate, and use information 
sought for information needs in formal information systems such as library catalogs or online databases. 
While menu-driven systems are useful in searching online databases, there are unknown hazards if one is 
trying to do a comprehensive or precise search. For example, if one is looking in the research database, 
ARTbibliographies Modern, for a list of publications, by Yves-Alain Bois from 1980 to the present, one 
would typically enter the author name as given or interpreted in the search query: e.g., Bois, Yves-Alain. 
However, it turns out that the database has six variations of the author’s name: (“Bois, Yve Alain” OR 
“Bois, Yve-Alain” OR “Bois, Y -A” OR “Blois, Yve-Alain” OR “Bois, Y A” OR “Bois, Yves-Alain”). 
If one used only the name given to them (Bois, Yves-Alain), one would get a partial result because they 
would get results only for the one variation of author name that they used, not any from any of the other 
variations of author name. Many, if not all, users think that computers automatically map all variations 
of an author’s name to a single entry, but it does not. A few systems which have what is called strong 
authority control, such as the Library of Congress, do link, for example, Jacqueline Kennedy Onassis 
(their preferred entry) with Jacqueline Bouvier Kennedy, Jackie Kennedy, Jackie Onassis, Jacqueline 
Bouvier, Jiagulin (Chinese variant) or Jackie, all of the forms of her name that an information seeker may 
use to find information by or about her. But these systems are few, and many information databases do 
not have this feature. This problem of a lack of authority control is not only true for ARTbibliographies 
Modern but many others. It is easy to fail to make a comprehensive search in databases such as these 
or miss a relevant entry because of not using the correct form of author name or not using all forms of 
the author name in the database. What magnifies this problem is that different database producers do 
different forms of indexing of author name and may have different entries for a particular author name 
so that when does multiple database searching (for which most libraries provide), especially database 
searching from different vendors, the results are severely flawed.

http://www.politifact.com/
http://www.politifact.com/
https://www.factcheck.org/
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Furthermore, one can increase the precision of one’s results from organized information collections, 
such as information databases, by learning about the indexing or subject terms used to construct the 
database. For controlled databases, the indexers try to be consistent in assigning subject term vocabu-
lary to the intellectual content of articles in the database. If one uses the assigned term for a particular 
concept for a particular database, one can achieve a precise result, i.e., all articles that have been as-
signed a particular subject term will be clustered in the result. The result will be the consequence of 
an intellectual process undertaken by indexers and not a computer algorithm that does not understand 
the meaning of terms. Unfortunately, the assignment of subject terms varies among different databases 
and database producers, so that terms used in one database may not be used in another. Multidatabase 
searching using a single search term or phrase will produce flawed results, unless one takes the trouble 
to use the correct term, if it is available, for each of the databases being searched. There are many other 
skills to master in database use, and issues to understand about database construction, that could enhance 
one’s ability to search more effectively. However, it is important to note that if the information seeker 
just wants anything related to the search topic (i.e., anything about a particular concept or anything by a 
particular author), something that “satisfices” their information need (i.e., seeking the minimum accept-
able outcome or choosing the first satisfactory option that one comes across), then rigor in using search 
systems, seeking what is called high precision (i.e., looking for many articles directly on target) or high 
recall (i.e., looking for many articles closely related to their information need) is not required. Google 
satisfices many information needs, which is why it is so popular. The unfortunate side effect of searching 
ease is failing to learn and not wanting to learn about how to achieve depth or breadth in one’s searches. 
There could be much better information to satisfy one’s information need if the seeker understood how 
to find it. Unfortunately, many library search systems have been dumbed down to menu-driven systems 
that not only hide their search issues but also make it difficult to correct them.

Even with the ease of access to search engines, such engines are poorly used, and the nature of the 
results is poorly understood. The next important information literacy tool is learning the merits, defects, 
and effective use of search engines. The following are an outline of key points:

1.  The choice of vocabulary in a search engine is important. A search on kidney neoplasms will gen-
erally produce qualitatively better results than kidney cancer because the former is the accepted 
medical terminology, used in scientific studies, and is likely to occur in research-based web sites 
or resources. Having said that, kidney cancer sites may be more accessible to the layperson. The 
point is that the choice of search terms can greatly affect the nature and quality of the results.

2.  The use of search engine qualifiers will improve the quality of one’s search, such as these Google tech-
niques, Refine Web Searches (https://support.google.com/websearch/answer/2466433?hl=en&ref_
topic=3081620) or Advanced Search Techniques (https://support.google.com/websearch/
answer/35890?hl=en&ref_topic=3081620). One can restrict searches to specific domains (e.g., 
.gov), to specific time frames, to particular words or phrases, to alternative words or phrases, to 
language, to file type, to image type, or to image color, or to exclude any of these, to mention a 
few options).

3.  All search engines exhibit bias. There are 200 factors that affect how Google ranks its search re-
sults (https://backlinko.com/google-ranking-factors), but most factors do so only slightly (https://
optinmonster.com/seo-ranking-factors/). For example, new sites often rank low, the most popular 
sites (built on the notion of link popularity – the more sites that link to a particular site are call link 
popular) are high on the output list. However, what is popular may not be the best. Sites that load 
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slowly on mobile phones are ranked low but may have good information. Since 95% of searchers 
never go beyond the first page of search results, this is a serious problem because there may be 
more valuable resources below the splash page or pages (Santora, 2019).

4.  Ideally, information seekers will learn how to learn by understanding how knowledge is organized 
and indexed and about pitfalls in failing to critically reflect on issues in information systems, such 
as library catalogs and information databases.

There are some other techniques for information literacy. Many libraries offer information literacy 
programs that provide hands-on training in the skills mentioned above. There are also many sites that 
offer guidance. The International Federation of Library Associations (IFLA) suggests the following 
criteria for spotting fake news:

1.  consider the source – investigate the site, its mission and contact information;
2.  read beyond the given site or source, especially if the content is outrageous or intended to inflame;
3.  check the author to see what credentials they have or whether they are real;
4.  check the kind of supporting resources that are provided – follow the links and where they lead 

one to, to assess the credibility of supporting resources;
5.  check the date of the story – old news may be old and not currently relevant (though many sites 

offer perennial insight);
6.  determine whether the site is a spoof or satire, such as many stories that appear in The Onion (http://

www.theonion.com/);
7.  check your own biases – no one is unbiased – make sure that you do not prey on your own biases, 

liberal or conservative; and finally
8.  ask the experts – consult a librarian or subject expert or check a fact-checking site, like Politifact 

(http://www.politifact.com/). (How to spot fake news, n.d.).

Many libraries post information about the CRAAP test, a guide for evaluating sources found on the 
Internet. CRAAP is an acronym for evaluating such properties as Currency, Relevance, Authority, Ac-
curacy, and Purpose. An example can be found at https://guides.library.illinoisstate.edu/evaluating/craap.

CONCLUSION

There are also strategies offered in the lessons above: helping others understand the varieties of igno-
rance and false information on the web (lesson 2); the differences among knowledge, opinion, second 
hand-knowledge in media use (lesson 3) and the role of cognitive authorities in validating information 
or validating disinformation (lesson 6); the detection of logical fallacies (lesson 8) and the detection of 
violations of ethical principles (lesson 9).

The more difficult problem is trying to develop information literacy options for addressing closed 
audiences, those who live in an information bubble or those in a closed propaganda loop. Information 
literacy here means not that we have a solution, but why a solution may not be forthcoming, i.e., under-
standing why the problem defies simple solutions. Several related phenomena may be involved.

One can start with cults. Janja Lalich, who has studied cults extensively, suggests that members of 
“totalistic” cults—those that consider their ideology the one true path—share four key characteristics. They
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1) espouse an all-encompassing belief system; 2) exhibit excessive devotion to the leader; 3) avoid criti-
cism of the group and its leader; and 4) feel disdain for non-members (Jacobs, 2018). 

She believes that followers of Trump may belong to a cult. Steven Hassan authored a book, The Cult 
of Trump (2019), that obviously agrees (given the title of his book) that Trump is the leader of a cult 
because of “his air of absolute confidence, his grandiosity, - ‘only I can fix this’ – his practice of sowing 
fear and confusion, his demand for absolute loyalty, his tendency to lie and create alternative ‘facts’ and 
realities, his shunning and belittling critics and ex-believers” (Hassan, 2019, Introduction). He compares 
Trump to a line of cult leaders, such as Sun Myung Moon (of which the author was a former member), 
L. Ron Hubbard, David Koresh, Lyndon LaRouche, and Jim Jones. The only strategy that seems to work 
is being deprogrammed, physically removing the cult member from the cult context and challenging 
their belief system, until they see the unreality of their cult existence. This process was what happened 
to Hassan and had stimulated his interest in the psychological processes that bring cult leaders into total 
control. The problem with such methods, including legal constraints, is that the deprogramming must 
be continuously enforced, else going back to the cult environment will devolve into a relapse.

This seductive context is related to another aspect of cult devotion: filter bubbles or the propaganda 
feedback loops. In the current situation, many political partisans live in a filter bubble, where only select 
sources enter the partisans’ information stream, and others are ignored (as described in the lessons on 
deception and self-deception and cognitive authorities). According to Yochai Benkler, they live in a 
propaganda feedback loop, that not only controls the propaganda streams that are allowed attention but 
also where these streams reinforce one another (Morrison, 2018) (anticipated in the lessons of deception 
on self-deception and cognitive authorities). As we have seen, Fox News is an illustration. As we noted 
earlier, at the beginning of the impeachment inquiry of President Trump in October 2019, an American 
values survey by PRRI (Public Religion Research Institute) indicated that while 37% Republicans overall 
asserted that almost nothing could dissuade them from approving of Trump, over 50% of Republicans 
whose primary news source is Fox News approved of Trump. Those Republicans whose primary news 
source was other than Fox News had only a 30% approval rating of the President (Bump, 2019). Accord-
ing to Eric Wemple, the influence of Fox News cannot be underestimated:

There’s simply no outlet that dominates any other part of the political spectrum in the way Fox News 
dominates the right. With that dominance, Fox News has done great damage. It’s not as if Fox News’s 
influence extends to only however many millions may be viewing in prime time. There’s what experts 
call a “media ecosystem” out there, where people take nonsense uttered on Fox News, then share it on 
Twitter, on Facebook, with their neighbor. Nonsense has a high pass around rate (Wemple, 2019).

The Trump cult seems to be somewhat different from typical cults. Cults revolve around a singular 
leader, and the channels of communication are strictly controlled by him/her. In Trump’s case, the com-
munication channels are not strictly controlled by him, but by those who want to support his regime 
(e.g., Fox News, Sinclair Broadcasting) in a sort of set of self-regulating and promoting propaganda 
machines. Their support may not be only to their leader, but the power, money, and control that they 
obtain by promoting his leadership and government. One former Fox News commentator, Tobin Smith, 
refers to the consumption of Fox News as addiction to “tribal identity porn,” based on cultural and politi-
cal resentment that “trigger feelings of hate, anger and outrage - the addictive trifecta of tribal partisan 
pornography” (Smith, 2019, p. 459).
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Another troubling example of the filter bubble is found within social media sites that espouse vari-
ous conspiracy theories. The problem is that when one attempts to offer evidence to counter a specific 
conspiracy theory, it is often met with a retort that the evidence provided is part of the conspiracy plot 
or higher conspiracy plot. All evidence is deemed by the conspiracy conceit as non-evidence or evidence 
of a more extensive conspiracy theory. People involved in such sites seem to be engaged in a version of 
Plato’s imagining state of Cave dwellers mentioned in Lesson 3.

One solution to these problems is litigation, suing social media platforms for slander or infringements 
on privacy. However, Section 230 of the Communications Decency Act (CDA) of 1996, asserts that “[n]
o provider or user of an interactive computer service shall be treated as the publisher or speaker of any 
information provided by another information content provider” (47 U.S.C. § 230). What this means is 
that Internet Service Providers (ISPs) and other third-party online intermediaries that host or republish 
content are safeguarded from many laws that might hold them otherwise legally liable. There are limited 
and context-specific exceptions for criminal actions and intellectual property infringement. As slander-
ous and hateful speech proliferates on the Internet, there might be some consideration for curtailing such 
broad freedom of speech. The irony is that the CDA was created to promote “decency.” But it seems 
to have created the opposite in many instances, leading scholar Rebecca Tushnet to refer to the online 
intermediaries, such as Facebook, as “power without responsibility” (Tushnet, 2008).

One possible solution to many of these problems is the reinstitution of the Fairness Doctrine. The 
original 1949 Doctrine required broadcast license holders to present both sides of issues of public impor-
tance in a manner that was honest, equitable, and balanced. It could be argued that this regulation should 
apply to all news sources, whether radio, television, or cable news, as well as social media platforms like 
Twitter, Facebook, and other social media sites. As in the original Doctrine, it could be regulated by the 
Federal Communications Commission (FCC). However, other federal agencies could also be involved, 
such as the Federal Trade Commission (FTC). One major challenge inherent in this proposal is that such 
regulations might apply to media in the United States (unless incoming data streams from other countries 
could be regulated as well), but not internationally. Given the international character of the Internet, there 
would be countries with widely permissive policies, as there are now. Perhaps regulations by the EU or 
the UN might mitigate some of these circumstances. These fixes would be difficult to apply in that most 
platforms are not likely to be regulated in a uniform manner. In the current political environment, such 
regulations are unlikely to be enacted, and self-regulation does not appear to work very well, given that 
competitors of a given social media site could provide unfettered platforms.

While there are no clear techniques for ensuring that all citizens and all consumers of misinforma-
tion can be freed from its influence, we might suggest trying the Socratic approach. In the Platonic/
Socratic view of true education, there are two salient metaphors: (1) Socrates as a stingray, electric eel 
or gadfly (to which he is referred in various Platonic writings), who shocks or benumbs his interlocutors 
into an awareness of their ignorance, i.e., into acknowledging that what they thought they knew with 
confidence they actually do not know. The purpose of this shock is to clear away what one unidentified 
commentator referred to as “the conceit of false knowledge.” (The author remembers the phrase and 
its insight but cannot find the original Plato commentator). Ignorance and false knowledge, like false 
opinions, are conceits, i.e., mistaken beliefs that we are owners of the truth. The second salient Platonic/
Socratic image is (2) Socrates as a midwife – using questions skillfully to guide his interlocutors to a 
self-realization of their true condition, hopefully with a willingness to be open to real learning (and to 
ceasing to indulge their confirmation biases). This second technique echoes John Swan’s sentiments 
regarding “the simple but profound fact that the truth must be perceived by individuals, not dictated to 
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them” (Swan & Peattie, 1989, p. 18). The paradox is that those who listen to false cognitive authorities 
seem to believe that truth can be dictated to them. However, this process does not always succeed, as 
many are secure in their state of ignorance and unwilling to change: e.g., when a liberal is confronted 
by an unpleasant fact about or consequence of his/her position, he or she may retort with such remarks 
as “I’m entitled to my own opinion!” rather than working through the difficulties in supporting his or 
her position. There is heat but no enlightenment with a battle of opinions, however ill-founded or well-
founded they are. Enlightenment may only occur through a genuine dialogical process. We must admit 
that an interlocutor in a dialogue may lack the wit to follow the logical conclusion of Socrates’ questions 
or the questions of the leader of the dialogue. This inability is evident in the case of Meno, the central 
character of Plato’s Meno, who is left in a state of befuddlement when Socrates shows that his opin-
ions about virtue, the dialogue’s subject, lack foundation (Meno, 71b-78e). A victim of false cognitive 
authorities, the Sophists, Meno was merely echoing the assertions of his teachers. He lacked the wit to 
supply a proper rationale for his definitions, no doubt because there was none. He is left with opinions, 
most likely false opinions. At least he comes to know that he does not know, and that the opinions that 
he parrots from his Sophist teachers do not hold water.

Appealing to Socratic techniques, if a Trump supporter tells you his vote for Trump “… was a wise 
decision … for working-class Americans who are tired of their jobs being taken by illegals” (Lafond, 
2018), one can ask what illegals is he talking about and what jobs? One can point out that while it is 
true that there are 7.5 million undocumented immigrants in US jobs, the majority of these jobs are not 
ones that most US citizens would want (e.g., farm laborer or chicken plant processor). One might also 
admit that such jobs depress good wages, but that this is hardly the fault of the laborer, but rather an 
unwillingness on the part of companies to pay decent wages for such work (Olsen, 2019). It is equally 
true that student immigrants have earned advanced degrees, remained in the US, and been hired for 
high-paying jobs in various businesses and educational institutions. That opportunity is also available 
to many Americans if they are willing to do the work. If the Trump supporter is annoyed with such 
observations, he/she may respond with silence or with retorts to the effect that Trump has done other 
great things. Such an example illustrates the Socratic technique of benumbing. It also illustrates a case 
where the interlocutor is unwilling to change.

Rick Alan Ross of the Cult Education Institute suggests that if conversing with a Trump supporter, 
one should pick an emotionally charged issue, such as reproductive health rights, and explain that Trump 
supports defunding Planned Parenthood and holds outmoded opinions about women (Matthews, 2018). 
These observations might act as a benumbing moment, challenging the interlocuter into an awareness 
that her idol holds a position contrary to her beliefs. Ross also suggests some other techniques. To sway 
a Trump supporter, one can start by identifying persons that she respects, looking for people who have 
spoken in opposition to Trump. In this way, one can play the role of a midwife by suggesting other high-
profile figures or sources that the interlocuter respects. Ross indicates that “the key to introducing more 
critical thinking is pointing out ambiguity and nuance, rather than challenging core beliefs directly” 
(Matthews, 2018).

Such reflections suggest possibilities for trying to open the closed minds of many political partisans. 
However, there are also personal, professional or political agendas to which one can commit. One can 
commit to the Pro-Truth Pledge (https://www.protruthpledge.org), personally, politically and profession-
ally, too, unless we are acting in a profession such as librarianship, in which the librarians are charged “to 
provide materials and information presenting all points of view on current and historical issues. Materi-
als “should not be proscribed or removed because of partisan or doctrinal disapproval” (Library Bill of 



79

Ten Lessons for the Age of Disinformation
 

Rights). However, there is a bit of a tension in that commitment, for the Library Bill of Rights also states: 
“Books and other library resources should be provided for the interest, information, and enlightenment 
of all people of the community the library serves.” (Library Bill of Rights) Spreading untruths and pro-
moting websites full of disinformation cannot be said to support patron enlightenment, except perhaps 
in a negative way—by offering negative examples and chances to observe the disinformation with which 
propagandists want to flood the Internet, much in the same way that a pro-white-supremacy book in a 
library collection could illustrate hate speech and the varieties of misinformation or disinformation that 
support such a philosophy. If we take the Pro-Truth Pledge, we promise only to share verified truth as 
completely as possible, to honor truth (to acknowledge and defend it) and to encourage truth (to ask for 
lies to be retracted, to educate ourselves and others, and to acknowledge genuine experts). This Pledge 
could help address and beat back the verbal pollution that exists in the public sphere.

There is a final idea that we can learn from Socrates. If you recall many of Plato’s dialogues, they start 
with Socrates’ profession of ignorance. His interlocutor in a dialogue, e.g., Meno in the Meno, brings up 
a topic to be discussed. Socrates’ response is an enthusiastic willingness to learn because he professes 
that he has little or no knowledge of the topic at hand. His profession of ignorance has been referred to 
as ironic, because ultimately, his knowledge of the topic, as ‘limited’ as it is professed to be, turns out 
to be the most substantial. This profession of ignorance is not false. It is a reminder from Socrates to 
himself to stay open to learning, to consciously recognize our biases and our particular history, and to 
avoid pitfalls that may hinder our real learning or our real understanding of our interlocutors and what 
they have to offer. It reminds us to recognize that we are a community of learners trying to work for a 
common, public good, a purpose that often gets lost in partisan bickering.

Exercise suggestions will call on participants to consider the following questions:

1.  Can you locate two specific web sites and evaluate their credibility?
2.  Taking a specific research question, can you locate, evaluate, and use information effectively from 

one specific library or library database and one Internet source (e.g., Google Scholar)?
3.  Can you create three searches on Google, where you use at least two of its advanced features for 

each search? See Google techniques, Refine Web Searches (https://support.google.com/websearch/
answer/2466433?hl=en&ref_topic=3081620) or Advanced Search Techniques (https://support.
google.com/websearch/answer/35890?hl=en&ref_topic=3081620). Can you explain the merits 
and defects of the results of your searches?

4.  Can you find out about and take Pro-Truth Pledge (https://www.protruthpledge.org/)?
5.  What techniques can you find other than those in the lesson whereby those involved in a political 

filter bubble or closed propaganda feedback loop can be effectively challenged in their assumptions 
(in the way of Socratic benumbing) or actually moved forward to begin to change their beliefs (in 
the way of Socratic midwifery).

The inclusion of a glossary would be helpful for quick access to key concepts.
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NOTE

In addition to the new material, this chapter is derived from three sources: Froehlich (2017); Froehlich 
(2019); and the course, The Age of Disinformation, which the author created and taught, Kent State 
University (Spring, 2018; Spring, 2019).
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KEY TERMS AND DEFINITIONS

Cognitive Authority: When one lacks experience, education, or knowledge, or does not have the 
time or inclination to acquire such, a cognitive authority is a person, organization, media source, group, 
or leader whose information one takes as second-hand knowledge based on that entity’s credibility, 
trustworthiness, and reliability. One can be mistaken about whether the authority is sound or not.

Deception: In the context of fake news, the process of hiding the real intent of provided information, 
which is to mislead or misinform, frequently about political issues or political leaders.

Digital Ethics: The branch of ethics that applies to digital media, for example, in online contexts, how 
users interact with each other, both in representing themselves and controlling data about themselves in 
the platforms and technologies that they use and in their respect for other users and for other users’ rights 
to self-determination and privacy. Professionally, it means to be circumspect in engaging with clients or 
patients online, both in seeking data about them or interacting with them. Apart from these local issues, 
there are also global issues, such as whether Americans, their government, or their representatives will 
allow, for example, computer programs to act as speech regulators or set norms to frame governmental 
policy or to regulate behavior.

Disinformation: Misinformation, lies, or false information supplied with the deliberate intention to 
mislead or misinform, most often in a political context.

Gullibility: A tendency to be easily persuaded or duped into a problematic choice or course of action 
or to believe assertions unsupported by facts or evidence.

Information Avoidance: A psychological, social or political behavior to ignore or avoid information 
for the tacit purpose of self-deception, for good (e.g., in protecting a patient from the knowledge of a 
mortal illness) or ill (e.g., in refusing to listen to any news sources that contradict one’s biases).

Information Ethics: That branch of ethics that addresses ethical concerns about the sources, creation, 
organization, dissemination, transmission, packaging, use, and evaluation of information.

Information Literacy: The set of skills and competencies of information seekers to critically `find, 
retrieve, evaluate, and use information suitable to their information-seeking objectives.

Logical Fallacy: An instance of deceptive or specious reasoning that makes weak arguments appear 
superficially attractive.

Media Literacy: The set of critical skills and competencies for media users or creators to be able 
to retrieve, analyze, evaluate, generate, and interpret all forms of messages. It involves understanding 
how messages are constructed, how they are variously experienced, how they have embedded points of 
view, and what the intentions of what their creators were, whether profit, power, or some other purpose.

Second-Hand Knowledge: Information derived from one’s cognitive authorities to help one’s interac-
tion with different domains in the world, whether assessments of the best books of the year or decisions 
about political issues. It is not really knowledge per se in the mind of the receivers, but opinions based on 
the credibility, trust or reliability of those authorities. Such information can be true or false or a prefer-
ence based on the quality and nature of the “knowledge” that one receives from their cognitive authority.

Self-Deception: A psychological or social process whereby we hide, ignore or avoid information that 
runs contrary to what we want to believe about ourselves, our relationships, our environment, particularly 
our political environment, or the world.
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ABSTRACT

This chapter describes a study that interviewed 18 participants (8 professors, 6 librarians, and 4 depart-
ment chairs) about their perceptions of ‘fake news’ in the context of their educational roles in informa-
tion literacy (IL) within a large Canadian university. Qualitative analysis of the interviews reveals a 
substantial overlap in these educators’ perceptions of skills associated with IL and ‘fake news’ detection. 
Librarians’ IL role seems to be undervalued. Better communication among integral IL educator groups 
is recommended. Most study participants emphasized the need for incorporating segments dedicated to 
detecting ‘fake news’ in IL curricula. Pro-active IL campaigns to prevent, detect, and deter the spread 
of various ‘fakes’ in digital media and specialized mis-/disinformation awareness courses are among 
best practices that support critical thinking and information evaluation within the societal context. Two 
other interventions, complementary to IL as per Rubin’s Disinformation and Misinformation Triangle, 
are suggested – detection automation technology and media regulation.

INTRODUCTION

Social media has transformed how we acquire news. The blending of traditional news outlets and user 
generated content procured through social media has influenced how individuals inform themselves 
(Chen, Conroy, & Rubin, 2015). News stories presented through social media are often decontextualized 
from their originating source. Decontextualization of news can result in information being “delivered to 
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and received by us in video clips and sound bites, often forward without filter or review through social 
networks from one screen to another in a matter of minutes” (Frederiksen, 2017, p. 104). Canadian 
internet users are aware of the ‘fake news’ problem. In a recent survey, most Canadian internet users 
(87%) agreed “the spread of fake news on social media is a problem”; “75% say they come across fake 
news at least sometimes, and 57% have been taken in by a fake news item” (CIRA, 2019)1. Under such 
conditions, decisions informed by online content require individuals to be capable of critical assessment.

The Canadian education system plays a role in developing students’ critical thinking skills in as-
sessing online content. If Canadian students are lacking critical skills, they are predisposed to believ-
ing “problematic information” that is “inaccurate, misleading, inappropriately attributed or altogether 
fabricated” (Jack, 2017, p. 1). Information literacy (IL) education has been utilized and proposed as a 
key foundation of teaching students how to assess information.

What does it mean to be critical of information? The answer to this question has changed over time. 
As conceptualizations of information shift and the technologies humans use to communicate change, so 
does IL education. To participate in society is to learn how to critically engage within societal discourse, 
that is, to be able to evaluate discourse despite the overwhelming abundance of information. The As-
sociation of College and Research Libraries (ACRL’s) shift from standards to frameworks emphasizes 
the need for critical assessment of social, political, and economic dimensions of information. Research-
ers have been quick to promote the value of IL as a potential remedy for the ‘fake news epidemic’. Few 
studies have assessed perceptions of how individuals directly involved in implementation of IL education 
perceive the value of incorporating segments on ‘fake news’ within IL curriculum.

The objective of this chapter is to provide a broader in-depth assessment of IL and to capture em-
pirically what educators think about it as a potential inoculation against ‘fake news’. The first section 
overviews key literature, emphasizing the criticism for the Standards for Higher Education Information 
Literacy Competency, and how the field of information science has adapted to a new perspective on 
information. The next section describes the one-on-one structured interviews and their analysis meth-
ods. The results delineating educators’ perceptions follow. The final section of the chapter concludes 
with discussion of best IL practices, underscoring the importance of triangulating IL education efforts 
with automation (i.e., developing and introducing assistive technologies to automatically detect various 
‘fakes’ in the news) and regulation (i.e., governmental restrictions and industry ‘pollution controls’ for 
news propagation media).

BACKGROUND

The problems associated with information overload and citizens’ limited critical reasoning abilities have 
been raised since the invention of the printing press and remain to be a societal concern. To participate 
in society is to learn how to critically engage with societal discourse, to be able to evaluate discourse 
despite the overwhelming abundance of information. William Wordsworth’s Preface to Lyrical Ballads 
(1802) wrote

a multitude of causes, unknown to former times, are now acting with a combined force to blunt the 
discriminating powers of the mind, and unfitting it for all voluntary exertion to reduce it to a state of 
almost savage torpor (p. 563). 
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In Wordsworth’s view, information overload at the time not only dulled the senses and produced 
a lethargy of the mind but resulted in a mental inactivity devoid of critical reasoning capacity for the 
masses. Wordsworth’s critique pointed to early perceived complications of the bombardment of adver-
tisement and media. The critical ability to assess information is a skill that is lacking from innate human 
and thus needs active development.

The work of Andersen (2006) attempts to place information seeking skills within a broader societal 
context. For Andersen (2006), to be adept at “information seeking competence is a sociopolitical skill, 
like reading and writing skills, connected to human activity” (p. 213). It is essential for citizens to be 
able to not only locate required information but to be able to critically assess information as a production 
of society. No matter how obtuse a chosen presentation of information may be, citizens must be able 
to critically assess how and why said information was created to participate within society. The ability 
to critically assess information has been paramount since commodification of information became a 
driving force in most economies. Being information literate is “not a matter of following a standard” 
or to “be evaluated by one but to be able to discursively act upon a society configured and mediated 
by discourse” (Andersen, 2006 p. 215). This conceptualization of IL as a sociopolitical skill was not 
originally reflected in initial IL teaching standards.

Evolution of the Conceptualization of Information Literacy (IL)

In 1989, the American Library Association (ALA) defined IL as an essential set of life skills that enables 
individuals “to find, evaluate, and use information effectively to solve a particular problem or make a 
decision – whether the information they select comes from […] any number of possible resources”. This 
definition regarded IL as a set of static skills that could be acquired; it led to the development of the As-
sociation of College and Research Libraries (ACRL) 2000 Standards for Higher Education Information 
Literacy Competency (standards). The ACRL’s publication included six standards or skills which any 
information literate individual should be able to perform:

1.  “Determine the extent of information needed.
2.  Access the needed information effectively and efficiently.
3.  Evaluate the information and its sources critically.
4.  Incorporate selected information into one’s knowledge base.
5.  Use information effectively to accomplish a specific purpose.
6.  Understand the economic, legal, and social issues surrounding the use of information, and access 

and use information ethically and legally” (p. 2-3).

The standards conceptualized IL as an entity that could be measured with specific goal outcomes, 
which had important implications for how IL was taught.

Resistance From Academia

The field of information and media studies responded to the standards with numerous critiques cen-
tered around the ACRL’s conceptualization of what it meant to be information literate. Jacobs (2014) 
was concerned that these standards “position students as information consumers: they select, access, 
evaluate, incorporate, use and understand information” (p. 194). For Jacobs (2014), the standards place 
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information users as passive rather than active creators of information and this perceived passivity re-
sults in IL being taught in ineffective rote-style tutorials focused on guiding students through resources. 
The standards disregard the complex relationship individuals have with information, as both users and 
consumers. The standards present a vague outline on what analysis of information ought to be, without 
an explicit execution plan of how these skills can be successfully developed. Criticism raised within 
the library and information science field (Jacobs, 2014; Swanson, 2004; Kapitzke, 2003) exemplify the 
demand for an IL approach that reflects the complex dynamics of the use and creation of information 
in the modern age.

Inclusion of Critical Reasoning/Thinking

A major criticism of the standards was their neutral stance on teaching students to critically assess the 
production of information. “Almost without exception, information literacy is conceptualized as a neutral 
method with generic universal outcomes” (Kapitzke, 2003, p. 58). The goal of these standards should not 
be enabling information users to discover “unified truth” (Simmons, 2005, p.309), but to teach students 
that “information is constructed and contested, not monolithic and apolitical” (Simmons, 2005, p.297). 
Such critique contests the ACRL’s (2000) standards perpetration of “an objective view of authority” 
(Bauder & Rod, 2016, p. 253) and demands the incorporation of critical literacy.

Critical literacy as defined by Warnick (2002) is “the ability to stand back from texts and view them 
critically as circulating within a larger social and textual context. […] [I]t includes the capacity to look 
beneath the surface of discourse to understand implicit ideologies and agendas” (p. 6). Information is 
embedded within economic prosperity, power and societal constructs. Therefore, individuals need to 
critically assess information’s “ideologies and agendas” (Warnick, 2002, p. 6) to be able to actively 
participate within society. Applying critical literacy to IL would “extend information literacy by sug-
gesting that in addition to looking at information in situ, information consumers should consider the 
underlying power structures that shape information and consider the acquisition of agency that comes 
with acquisition of quality information” (Cooke, 2017, p. 218). Such an approach views critical IL as 
“a frame of reference for consuming information or a type of critical thinking” (Cooke, 2017, p. 218).

Paulo Freire (1972) argued for a fluid and constant process of education involving both thought and 
action, placing the students at the center of education. This approach gives back agency and power to 
individual learners to understand the world in terms of societal ideologies of race, gender and class. 
Application of Freire’s (1972) critical pedagogy to IL enables information to be viewed as “a social 
construct that is created by a human being for a particular use” (Swanson, 2004, p. 67). Critical IL has 
the following three underlying assumptions:

the teaching of literacy is never neutral but always embraces a particular ideology or perspective; 
critical literacy supports a strong democratic system grounded in equity and shared decision-making; 
critical literacy instruction can empower and lead to transformative action (Powell, Cantrell, & Adams, 
2001, p. 773). 

Freire’s ideas “guide students to internalize the world, apply their own life experiences to their educa-
tion, and finally, act to change the world in which they live” (Swanson, 2004, p. 67).

In a delayed response to raised criticism, the ACRL (2015) released a publication titled Framework 
for Information Literacy for Higher Education (framework). The framework includes six frames for IL:
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• authority is constructed and contextual.
• Information creation as a process.
• Information has value.
• Research as inquiry.
• Scholarship as conversation.
• Searching as strategic exploration..(p.1)

These six principles are not in a suggested order of sequence for learning but are instead intentionally 
phrased as ‘frames’. These ‘frames’ should be viewed as

a cluster of interconnected core concepts, with flexible options for implementation, rather than on a set 
of standards or learning outcomes, or any prescriptive enumeration of skills (ACRL, 2015, p. 2). 

This framework is meant to provide “conceptual understandings that organize many other concepts 
and ideas about information, research, and scholarship into a coherent whole” (p. 2). The 2015 framework 
demonstrates an approach to IL that attempts to examine information within a broader context. Gener-
ated based on the ideals of threshold concepts by Wiggins and McTighe, these frames were conceived 
as portals. Once a portal is learned, it transforms individual’s perspectives and future interactions with 
sources of information. Once one of these frames is learned, it cannot be unlearned as the changes to 
the self are permanent and reflected in future actions. The framework attempts to address the subjective 
nature of authority and position information in terms of economic relation.

Currently, IL education remains in flux because of the adoption of the framework. As Burgess (2015) 
suggests the implementation of the framework into academia presents the unique “opportunity to ask 
if our current approach to instruction can meet the higher goals of information literacy education” (p. 
2). The change in conceptualization of IL gives library and information science research the chance to 
assess both current IL teaching methodologies, and how IL is currently conceptualized by individuals 
integral to curriculum implementation. Research has yet to explore whether the re-conceptualization 
has been reflected within IL education.

TEASING OUT EDUCATORS’ PERCEPTIONS

Actions by Google and Facebook demonstrate social media platforms’ willingness to engage in stop-
ping dissemination of ‘fake news’ through a censorship approach. Google has pledged to provide $300 
million to aid publishers to fight ‘fake news’2. Facebook has decided to cut news organization from its 
newsfeed34. Google’s and Facebook’s approach to the ‘fake news’ epidemic attempt to control mis- and 
disinformation by censoring or removing access to information. However, as past scholarship has pointed 
out, censorship by removal of information “is a less than effective solution for inaccurate information 
in general, and again it assumed censorship would work in controlling disinformation” (Walsh, 2010, 
p. 502). Chee (2019) has stated, “Google, Facebook, and Twitter have fallen short of their pledges to 
combat fake news, three months before key European elections”. The burden of addressing the ‘fake 
news’ epidemic should not be solely placed on social media platforms, but is a combined effort between 
these social media platforms, educators, institutions, and governing bodies. Educational institutions 
should be responsible for teaching citizens to be skeptical of information. Teaching critical evaluation of 
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information needs to be a priority. Despite researchers’ acknowledgement of the importance of educating 
citizens in being able to detect ‘fake news’ and the promotion of librarians as leaders in IL education, 
few studies have sought to examine academic perceptions of ‘fake news’ in relation to IL curriculum in 
higher education. The aim of this research is to examine IL education within the broader context of the 
‘fake news’ epidemic. This research aimed to elicit perceptions about the value of IL instruction, reveal 
obstacles, and assess willingness to integrate segments on ‘fake news’ into IL curriculum.

Whose Responsibility Is It Anyway?

A barrier to the implementation of IL education is determining who is responsible to teach students to be 
critical of information within a higher educational institution. Professors and librarians naturally take on 
the role of teaching IL; however, it remains unanswered whether one set of educators is better positioned 
or equipped for teaching IL. Who is the ideal teacher of IL? To answer this question entails looking at 
the current state of effective teaching methodologies in IL education. A meta-analysis by Derakhshan 
and Singh (2011) found that “in-spite of the importance of information literacy instruction in higher 
education, it is still not an integral component of many higher education programs and the students who 
are going to be graduated from universities are ‘ill-equipped’ with information skills” (p. 218). Merely 
to “embed information literacy into curriculum” is not sufficient; “there is a lack of information literacy 
concepts among academics and many of them do not have enough knowledge to strengthen the structural 
practices of their students” (Derakhshan and Singh, 2011, p. 225). Little research to date has examined 
academic administrators’ perspectives on the ideal educator of IL.

Burgess (2015) argues that librarians have a vital role to play in moving away from past educational 
methods of ‘sage-on-the-stage’ perpetrated by the standards and “have an opportunity to take [a] greater 
and more active role in shaping our (often questioned) identity as leaders in IL education” (p. 5). Librar-
ians could provide a more engaging and contextual approach to IL education, but research exploring 
librarians’ perspectives on IL remains underwhelming. Past IL teaching methods often included structured 
presentations, which led students through ways of finding a reliable source in that specific discipline of 
study. Although the ACRL’s (2015) framework has made a shift from its original stiff conceptualization 
of IL, it remains unclear whether current librarians have adapted and adopted these changes. It has been 
more than a decade since Albitz’s (2007) concluded that a significant barrier in IL implementation is the 
“subordinate role [of librarians] within the institution”, and yet no recent research has assessed whether 
this still holds true.

Clearly many questions remain unanswered within current teaching methodologies of IL education, 
including whether sufficient time and resources should be allocated to understanding the best means of 
educating students to be literate in information.

Should ‘Fake News’ Be Incorporated Into IL?

It remains unanswered what the best means for incorporating education about misinformation and disin-
formation into citizens’ education is. Theorists have suggested that “knowledge of information behavior 
and critical information evaluation skills can aid in combating the effects of fake news and promote more 
savvy information conception” (Cooke, 2017, p. 211). IL curriculum within universities has already 
begun, and it would seem ideal to incorporate segments on ‘fake news’ and other associated varieties 
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of ‘fakes’ within established IL instruction. However, it remains unassessed whether IL educators are 
willing to incorporate segments on ‘fake news’ and how nuanced their grasp of literacies is.

Digital and media literacies fall within the category of IL but present significant defining features. 
Digital literacy is about being “deeply literate in the digital world […] being skilled at deciphering 
complex images and sounds as well as the syntactical subtleties of words” (Lanham, 1995, p. 160). 
Media literacy is more narrowly construed “by focusing on mass media such as television and radio and 
what is found in popular culture” (Cooke, 2017, p.218). Although a “cursory understanding of political 
economy and the underlying business structures of the news media” (Cooke, 2017, p, 212-213) can aid 
in stopping the proliferation of ‘fake news’, it is imperative that IL educators’ perceptions and knowledge 
of the phenomena surrounding ‘fake news’ be considered. This study is a cursory attempt at revealing 
IL educators’ perceptions within a particular time and place.

Research Questions

This 2017-2018 case study investigates the following research questions:

1.  What perceptions do Canadian librarians, professors, and academic administrators have about 
information literacy (IL)?
a.  What skills are currently perceived to be associated with an individual who is information 

literate?
2.  Have segments on ‘fake news’ been introduced into IL education at Canadian universities by the 

end of 2018?
a.  If not, how can IL curriculum incorporate segments on ‘fake news’?
b.  What skills are perceived as necessary to detect ‘fake news’?

METHODS

This section provides a description of our case study procedures, participants, and data analysis. It con-
cludes with a discussion of the limitations of the selected methodology.

Data Collection Using Structured Interviews

This case study was carried out at a large Canadian university with the goal of broadly examining percep-
tions about IL education and ‘fake news’. To answer proposed research question, the researchers elicited 
and collected participants’ perceptions of the skills associated with IL and ‘fake news’ detection, and 
their willingness to incorporate segments on ‘fake news’ into IL curricula. One-on-one interviews were 
conducted with librarians, academic administrators, and professors. Interviews explored how IL instruc-
tion is initiated, what the perceived value of IL is, and how individuals integral to the implementation 
of IL curriculum conceptualize IL and ‘fake news’. Participants were asked predominantly structured 
questions with an open-ended prompt. Interview guides approved by the University Ethics Review Board 
are attached in Appendix 1 (Guide for Librarians) and Appendix 2 (Guide for Professors and Academic 
Administrators). Interviews were designed to last for approximately 30 minutes. In practice, their length 
ranged from 10 minutes to 50 minutes, with an average duration of 24 minutes. All interviews were 
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audio-recorded with participants’ informed consent. Interview transcriptions were used for a detailed 
and accurate rendering during data analysis.

Participants

Eighteen (18) English speaking participants, employed by the University, were recruited through email 
requests. E-mail addresses were obtained through the institution’s liaison library list or through its faculty 
homepages. Participation in this study was neither mandatory nor compensated. Participants within this 
study were limited to those who have a self-reported integral role in IL education. E-mails were originally 
sent out to 166 selected potential participants, 10.8% of which agreed to participate.

Participants were divided into groups based on their roles within the University. The three (3) 
participant groups were: Group A (6 Librarians), Group B (8 Professors), and Group C (4 Academic 
Administrators). Table 1 depicts a breakdown of participants’ academic unit affiliations, regardless of 
administrative function.

Group C was comprised of department chairs that retained teaching privileges, and who can admin-
istratively support and allocate funding to programs. Students were excluded from participation due to 
the study’s primary focus on those who implement IL curriculum, but students’ perceptions are planned 
to be assessed at a later stage. The intention of this study was to produce best practices in IL curriculum 
through initial assessment of educators’ perceptions and opinions on incorporating ‘fake news’ segments 
into IL curriculum.

Data Analysis Using Grounded Theory

Transcriptions of interviews were analyzed using Glaser and Strauss’ (1967) Grounded Theory approach 
which enables identification of key themes in texts. Grounded Theory allows for “systematic discovery 
of the theory from the data” (p. 3) to generate “conceptual categories or their properties from evidence” 
(Glaser & Strauss, 1967, p. 23). Few, if any, conceptual models exist for the assessment of educators’ 
perceptions of IL curriculum and instruction. The method is optimal to generate emergent themes as a 
cursory exploration within a short eight month timeline. Coding, tabulation, and grouping of similar data 
were performed manually by the first author using standard word processing and graphing software. An 
online concept-mapping software package was used to create the concept map. The concept map aids 
visual comprehension by presenting a holistic picture of emergent themes using Grounded Theory; it 
displays an aggregation of identified themes that appeared in at least two of the participants’ transcripts.

Table 1. Case Study Participants’ Academic Unit Affiliations.

Academic Unit Number of Participants

Libraries 6

Information and Media Studies 3

English and Writing Studies 3

Natural Sciences (Biology, Chemistry, Physics and Astronomy) 3

Humanities (History and Philosophy) 2
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Limitations of Selected Methodology

Interviews enable researchers to rearticulate collocated narratives of participants. An inductive approach, 
such as Grounded Theory, allows the data to speak for themselves limiting the interjection of subjective 
assumptions of researchers. However, the nature of a case study is to “develop an in-depth understanding 
of a single case” (Creswell, 2013, p. 97). This in-depth exploration often comes at the cost of general-
izability. Since this study was designed to draw on participants within just one institution, it primarily 
reflects IL perceptions of IL educators within the institution. Future research should pursue this line of 
inquiry across multiple institutions, with preferably a larger sample size to avoid a potential sampling bias.

RESULTS

Findings Pertaining to Perceptions about Information Literacy (IL)

Definition of IL

Participants from all Groups (A through C) emphasized that IL is the ability to not only find informa-
tion, but also the ability to evaluate and synthesize information from a variety of sources. Each Group 
emphasized the importance of different components of IL. Group A (Librarians) focused on being able 
to navigate through the ‘information landscape’ and relied on the ACRL’s framework definition (See 
Figure 1).

In contrast, Group B (Professors) stressed awareness of information as a societal production and the 
importance of being aware of internal and external biases of information. Figure 2 highlights Group B’s 
emphasis on situating information with a larger societal context, and the connection made between IL 
and the capacity to read critically.

Two participants (both from Group B) contested ‘information literacy’ as a concept. Namely, par-
ticipant B09 was reluctant to formulate a definition of IL, noting that

information is often put forward as this kind of object that’s separate from all sorts of other systems and 
struggles, like it’s just this pure thing that you can find … which makes no sense to me

This view reinforces the overall theme articulated by other participants, that is the need to be aware 
“of what information is and can be, and how one comes to it” (Participant B01) in broad societal context.

Group C (Academic Administrators) placed emphasis on IL being dependent on the ability to discern 
reliable information, and the ability to distinguish fact from opinion. IL was defined as a discernment, 
a judgement of the validity of a source (See Figure 3).

Abilities Associated with IL

Participants in all Groups (A through C) perceived that IL requires the capacity to find information 
and this requires critical thinking abilities. Figure 2 depicts that Group B associates IL with the ability 
to closely read a text to decode its meaning and an awareness of how language can manipulate readers 
through argumentation styles. Professors (Group B) tended to link IL to the capacity to read critically 
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and understand language. For example, Participant B02 observed that “we can’t parse what language 
means unless we understand how it works” and that evaluation of information would require “applica-
tion of journalistic principles.”

Critical thinking was a commonly mentioned skill associated with IL across all Groups (A through 
C). Various participants stated that being information literate requires skepticism or cynicism about in-
formation production, consumption, or use. The process of acquiring information requires individuals to

“be discerning, be critically minded, and not willing to accept things at face value without verifying on 
their own what the value of any given piece of information is” (Participant C17).

Participants articulated that IL requires individuals to ‘have grit’ and the motivation to do the work 
associated with making the discernment about the validity of information based on its content and source. 
All Groups (A through C) mentioned the ability to filter and synthesize vast amounts of information.

Value and Obstacles for IL Education

The majority of participants (17 out of 18), believed that it was important for students to be information 
literate upon graduation, e.g.,

“if the goal of the university is to produce well informed critical thinkers, not just people to get plugged 
into industries, then they need to be, more than ever, I think, they need to be literate about how to evalu-
ate information” (Participant B08). 

Figure 1. Group A (Librarians’) Perceptions about Information Literacy and ‘Fake News’.
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Figure 2. Professors’ Perceptions about Information Literacy and ‘Fake News’.

Figure 3. Academic Administrators’ Perceptions about Information Literacy and ‘Fake News’.
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An emergent theme is the perception of IL as essential to citizen education, which enables individuals 
to function within a democratic society (see Figure 4). Notably, Professors and Department Chairs in 
Natural Sciences identified IL as an important soft skill that produces well-rounded students.

Time was the most frequently identified obstacle for implementation of IL education (Figure 5). Two 
thirds of the participants (12 out of 18) identified that their main concern, understandably, is to teach 
literacy within the specific discipline rather than teaching IL. Groups B and C expressed that instructors 
only have a limited time to teach students principles and abilities, so priority is given to teaching the 
subject content. The delivery of the disciplinary knowledge competes and often outweighs the teaching 
of IL. As one participant C lamented,

literate would be a good start; we can work towards information literate later (Participant C07). 

While time constraints were often mentioned, other hindrances were also identified. There was dis-
agreement among participants on three issues: 1) whose responsibility it was to teach IL, and 2) what the 
optimal student age for IL education is, and 3) what the best methods of incorporating IL education within 
curriculum are, namely, whether IL should be mandatory, elective, or integrated in various curricula.

Ten out of 12 participants in Groups B – C perceived that responsibility for teaching IL education 
falls on instructors and/or institutions. When Professors and Administrative Chairs (from Groups B – 
C) were asked to identify who should be responsible for IL education, no one mentioned Librarians. 
When Librarians (Group A) were asked about barriers to IL education, some of them pointed out the 
underappreciation of their role:

[…] it is just the lack of the value of what active librarians can teach students. I mean, there are defi-
nitely faculty who have come to realize that value, but there are also faculty that think they can do it 
themselves, or that it is not important, or the students are already equipped with those skills when they 
come here, which is obviously not the case (Participant A16).

Figure 4. Perceived Value of Information Literacy.
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Some participants within Group B stated that they were unaware of the availability of librarians as IL 
instructors. Participants in Group C were aware of faculty members’ under-appreciation of librarians as 
instructors. Group A emphasized the need for building librarians’ skills and pedagogy for IL instruction, 
raising concerns about the evaluation of the IL education effectiveness. Is IL being repeatedly taught 
to the same students? Two participants insisted that transferability of IL skills outside of classrooms 
needs to be assessed.

Findings Pertaining to Perceptions about ‘Fake News’

Defining ‘Fake News’

Participants perceived ‘fake news’ as deliberately false and connected to propaganda (see Figures 1, 2, 
and 3). As one participant stated,

I do not see a huge distinction between ‘fake news’ and propaganda except for the fact that the internet 
as the medium creates a new kind of message… If the medium is the message, then ‘fake news’ is pro-
paganda 2.0 because of the speed with which it can be established as fact through sheer popular mass, 
and it is popular mass of belief (Participant B02). 

Participants across Groups (A through C) perceived ‘fake news’ as a lie that is produced for a means 
(political, social and or economic) and that manipulates readers into thinking that it is true:

Figure 5. Perceived Obstacles for Information Literacy Education.
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The current urgency around the problem is kind of the symptom rather than the cause, or the need for 
IL. That need has always been there, it has changed with the internet, and now ‘fake news’ is the latest 
manifestation of the need (Participant C15).

Participants demonstrate awareness that ‘fake news’ has been around for some time in the form of 
propaganda, but the catalyst of social media has presented novelty in decontextualizing and rapidly dis-
seminating news sources. The same participant who was reluctant to define IL also resisted providing 
a definition of ‘fake news’:

I don’t think a tight little […] empirically positivist social science definition is very useful. This is what 
it means, I am going to measure it, or something. I can identify it because I have this little tool… I think 
it is way more interesting to see it as this site of struggle (Participant B09). 

The complexity of ‘fake news’ was brought up by other participants, who recognized that inherent 
biases and societal constructs influence how individuals perceive news sources’ validity:

The issue that perhaps ‘fake news’ isn’t just something that is out there, it is something in here as well, 
and you can’t just kind of look out, but I think you might also need to look in at your own disposition, 
your willingness to believe. And I think that we all kind of have a willingness to believe some things, 
and a reluctance to believe others (Participant B04). 

Skills Perceived as Important to Detect ‘Fake News’

Overall, there was substantial overlap between perceived skills associated with being information literate 
and skills perceived as imperative to detecting ‘fake news’ (Figure 6). Participants identified the following 
skills as important for ‘fake news’ detection: awareness, close reading skills, being critical/questioning, 
ability to find and triangulate diverse news sources and understanding how news is produced (see Figure 
1, 2, and 3). Group A believed that the detection of ‘fake news’ would stem from general literacy skills, 
a point of view shared by a participant from Group C:

I think it should flow from general information literacy, essentially (Participant C07). 

DISCUSSION OF OBSTACLES, BEST PRACTICES, AND RECOMMENDATIONS

This case study set out to understand how three integral IL education groups (Librarians, Professors, and 
Academic Administrators) conceptualize IL and its relation to the ‘fake news’ epidemic. Based on our 
admittedly small sample, findings indicate a substantial overlap exists between perceived skills impera-
tive for ‘fake news’ detection, and skills associated with IL (Figure 6).

The following concept map depicts aggregated identified themes across participants’ transcripts 
tabulated through Grounded Theory. Concepts which appear in at least two participant’s transcripts 
(either within or across groups) are included in the image. Overlap between perceived skills associated 
with IL and skills identified as essential for ‘fake news’ detection appear in grey. Both skill sets con-
tain: an understanding of how language works (close-reading skills), skepticism/critical disposition, an 
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understanding about how information is produced, an awareness of biases (both internal and external), 
and the ability to synthesize various sources/perspectives.

Overlap in skill sets is not particularly unexpected, especially considering the prevalent themes around 
what it means to be information literate. Professors (Group B) emphasized that information literate indi-
viduals understand how information is produced and what potential external/internal biases information 
may carry. For Group B, a person who is information literate is primed to be critical of how information 
is decontextualized. In contrast, Academic Administrators (Group C) tended to emphasize IL as the 
ability to discern the reliability/validity of information and the capability to distinguish between facts 
and opinions. Most participants reiterated that being information literate requires not just the ability to 
find information, but the ability to critically evaluate this information through language skills and the 
use of diverse perspectives. Such a critical, highly discerning and skeptical disposition demonstrates 
the inherent connection between IL and ‘fake news’ detection. Importantly, participants identified that 
detecting ‘fake news’ is an extension of general IL skills.

The majority of participants (17 out of 18) believed that it is important for students to be information 
literate upon graduation, and some participants agreed that segments about ‘fake news’ (i.e., misinforma-
tion and disinformation) should be included in IL curriculum. Librarians remain underappreciated as IL 
instructors within the studied institution, and few curricula include segments dedicated specifically to 
‘fake news’. Participants identified multiple reasons for why IL is not widely integrated within higher 
education classrooms. The most common perceived obstacle for IL instruction is time constraints. Time 
is dedicated to teaching literacy of a subject at the expense of teaching IL. Professors and Academic 
Administrators (Group B and C) echo concerns about having only limited time with students.

Figure 6. Concept Map of Identified Themes.
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Librarians (Group A) revealed that the institution is moving away from approaching individual faculty 
members as a means for integrating IL curriculum (‘bottom-up approach’). Instead, the institution is 
trying to implement policy and gain department staff participation for integrating IL curriculum in suit-
able courses (‘top-down approach’). This is evidence of centralized coordination that aims to facilitate 
communication between academic administration and IL educators. Based on our glimpse at this institu-
tion, more effort to centralize coordination and facilitate communication about IL is much needed. An 
elective or mandatory course could alleviate the time constraints for instructors trying to implement IL 
curriculum into already full course loads. However, our participants did not agree about the optimal type 
of course for IL integration within each department. Nor was there a clear consensus among them on 
whether IL education should be a mandatory standalone course or embedded within course curriculum. 
Further discussion of these matters must precipitate further attempts at IL education implementation, in 
order for it to be successful. Perhaps, if there is no universal approach to IL curriculum integration, each 
academic unit’s preference should guide the most suitable approach. Such flexibility would require more 
extensive open institution-wide dialogues between librarians and academics who oversee designing cur-
ricula to determine whose responsibility it is to teach IL within the faculties and the institution at large. 
Since the ACRL’s shift from standards to framework, research has yet to assess the effectiveness of a 
multi-phase approach to IL education and to explore the feasibility of alternate means of incorporation.

The lack of consistent assessment of IL skills and their effectiveness is another shortcoming that came 
up in the interviews. We identified a clear need for further research to explore students’ receptiveness 
to the inclusion of IL into the curriculum. How effective is IL instruction? Are IL skills applied within 
and/or outside their school settings, and with what success rates? Disagreements among instructors on 
whether time is better spent teaching IL per se or IL within subject material also warrant further inter-
disciplinary discussion.

The Need for a Champion

There is no consensus among our participants on whose responsibility it is to teach IL. Past scholarly 
research in library and information science has identified librarians as having a key role in IL instruction, 
and as potential aids in resolving the ‘fake news’ epidemic. The role of libraries as memory institutions 
that maintain high information quality standards is unquestionable. Researchers have proclaimed that “the 
role of librarians and information professionals is to develop well-educated information consumers” (El 
Rayess et al., 2018, p. 4). However, this case study’s findings demonstrate that, recognition of librarians’ 
responsibility in instructing students to be information literate is lacking among interviewed Professors 
and Department Chairs. If librarians are not willing to promote themselves as valuable educators of IL, 
other groups will continue to take on the responsibility of IL instruction and IL instruction will continue 
to be deprioritized because of time constraints and preferences of disciplinary content over IL. There 
is a need for greater communication among groups involved in higher education’s IL integration. It is 
recommended that librarians position themselves proactively as valuable educators of IL. Based on years 
of experience in vetting information for credibility, academic libraries should have a greater role in the 
implementation of IL education in higher education. Universities will become more prominent in the 
societal conversation about potential remedies for the ‘fake news’ epidemic when critical skills to distin-
guish misinformation/disinformation are actively taught. Although librarians do not need to become sole 
owners of IL education, they should become “champion[s] for information literacy” (Participant A13).
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Sullivan (2018), an academic librarian himself, also questioned librarians’ leadership role in the 
fight against the ‘fake news’ epidemic: “library and LIS professionals do not appear to understand the 
real danger of misinformation – or at best only understand half of it” (p. 2). Such criticism is perhaps an 
accurate depiction of professionals who still rely on the ACRL’s standards to dictate rote-style learning 
which guides students through specific databases for information acquisition. It took time for ACRL to 
change from the standards to the eventual understanding within the framework. Sullivan is right that 
“many IL approach[es] have been slow to adapt to evolving online information environments” (p. 3). 
However, our study findings indicate distinctly progressive librarian stances on teaching the critical 
assessment of information in broad societal terms. Most participants within this case study, especially 
Group A (Librarians), were aware of the complexity of misinformation and disinformation. Further re-
search still needs to be conducted to assess how IL educators are making changes within IL curriculum 
to reflect political, socio-economic, and psychological components of misinformation/disinformation 
as suggested by Sullivan (2018). What also still remains unanswered is whether the inclusion of these 
proposed segments will impact students’ ability to detect ‘fake news’ in educational settings and broader 
everyday information seeking settings.

Current Approaches for Information Literacy Education in Higher Education

A shift in perception of what it means to be critical of information has occurred; emphasis has been set 
on teaching critical literacy skills (Swanson, 2004; Andersen, 2006; Mulhern and Gunding, 2011; Jacobs, 
2014; Cooke, 2017). This shift in conceptualization was echoed in our participants’ perceptions of IL. 
To teach the disposition of a critic of information requires evolving IL curriculum from “a point-and-
click database demo style” (Burgess, 2015) to an active dialogue. Students must be viewed as creators 
of information and active agent within the education process.

To both contextualize information in the 21st century society and address past criticisms, the ACRL 
(2015) drastically departed from standards to frameworks. The inclusion of the concept of metaliteracy 
underpins a new perspective of what it means to be information literate. ‘Metaliteracy’ in the digital 
environment places IL as “the set of integrated abilities encompassing the reflective discovery of in-
formation, the understanding of how information is produced and valued, and the use of information in 
creating new knowledge and participating ethically in communities of learning” (ACRL, 2015, p. 3). 
This shift aims to abolish the rigid structure of ACRL’s (2000) standards by introducing “a cluster of 
interconnected core concepts, with flexible options for implementation” (ACRL, 2015, p. 2).

The ACRL’s (2015) framework differs from its standards through emphasis on information within 
a larger societal context and removal of set learning outcomes. Each of the six frameworks has a list of 
knowledge practices, and a list of dispositions. Knowledge practices are behavior that individuals should 
be able to perform to indicate understanding of the frames, while dispositions are meant to “describe 
ways in which to address the affective, attitudinal, or valuing dimension of learning” (ACRL, 2015, p. 2). 
These dispositions are not exhaustive, nor are they “intended to prescribe what local institutions should 
do in using the Framework; each library and its partners on campus will need to deploy these frames to 
best fit their own situation, including designing learning outcomes” (ACRL, 2015, p. 2). The ACRL’s 
(2015) framework is meant to facilitate “discussions about the nature of key concepts in information 
in general education and disciplinary studies” (p. 10). The ACRL’s (2015) framework is intended to be 
taught in more than one session and through varying levels of students’ education (from novice to expert). 
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The implementation of a multi-phase IL education would require significant resources and cooperation 
among various faculty, librarians and administrative academics.

Setting a multi-phase IL education program will require efforts of persuasion from IL instructors to 
implement curriculum. Those in charge of implementing curriculum and allocating funding must not 
only acknowledge the need for IL education but must also provide aid for its implementation. To help 
implementation of a multi-phase IL education curriculum the ACRL suggests the following steps for 
IL instructors:

• “convene or join a group of librarians to discuss the implications of this approach to information 
literacy for your institution”.

• “reach out to potential partners in your institution […] to discuss how to implement the frame-
work in your institutional context”.

• “using the framework, pilot the development of information literacy sessions within a particular 
academic program in your institution, and assess and share the results with your colleagues”.

• “share instructional materials with other information literacy librarians in the online repository 
developed by ACRL(2015, p. 11).

Efforts to Educate as a Solution to ‘Fake News’

Some participants agreed that segments about ‘fake news’ should be included in IL curriculum. However, 
few recommendations exist specifically for higher educators on approaches to teach students how to be 
critical of ‘fake news’. One method is the C.R.A.A.P. Test, “developed at the Meriam Library of CSU 
Chico (2010), [as] a checklist for evaluating sources based on series of criteria: currency, relevance, 
authority, accuracy, and purpose (C.R.A.A.P.)” (Batchelor, 2017, p. 145).

Some universities have created standalone courses for detection of various ‘fakes’. Professors Bergstrom 
and West teach a well-publicized course, entitled “Calling Bullshit”5, at the University of Washington. 
The course has online components such as recorded videos and well-selected readings. It stresses teach-
ing students a certain frame of mind when encountering any information source which requires possess-
ing basic levels of skepticism, criticism, and mathematic skills. The course stresses teaching students 
to ask the right kinds of questions when examining sources of information, such as: who is telling me 
this, how do they know it, and what is in it for them? To equip students to be better ‘bullshit’ detectors, 
Bergstrom and West caution:

1.  be aware “if a claim seems too good (or too bad) to be true, it probably is.”
2.  be aware of what “confirmation bias” is and how this may affect responses to information.
3.  try to create “multiple working hypotheses” to understand the plausibility of claims and possible 

contributing factors.
4.  “think about the order of magnitude.”
5.  “be aware of unfair comparisons” that are being made in results (Bergstrom and West, 2017).

A similar graduate course entitled ‘Misinformation and Viral Deception’6 is offered by Professor 
Rubin at the University of Western Ontario (London, Canada). Another pioneering North American 
course on ‘Fake News, Lies, and Propaganda’7 is taught at the University of Michigan, Ann Arbor, USA, 
and no doubt many more will follow suit and flourish.
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Importance of Perceptions and Forward Thinking

Perceptions of IL instructors about what IL is influence the content of curriculum and how this content 
is being taught. Failure to implement a universal standard for IL education in academia (in terms of 
when the optimal time for IL education is, and who the ideal educator is) demonstrates the need for 
greater communication among individuals integral to IL implementation. Additionally, the lack of these 
universal standards highlights the need for a stronger link between theoretical frameworks and on-the-
ground practice. The ACRL (2000) standards confined the students of IL to being passive ‘information 
consumers’ who “select, access, evaluate, incorporate, use, and understand information” (Jacobs, 2014, p. 
194). Consequently, such views led to ineffective rote-style tutorials focusing on guiding students through 
the best resources of a discipline and aimed to achieve specific learning outcomes. The standards have 
failed; upon graduation many students from higher education are not information literate (Derakhshan & 
Singh, 2011). Education derived from the standards “demonstrate[ed] an ideal rather than demonstrat-
ing some of the key dispositions required of novice (and experienced) researchers: resilience, curiosity, 
creativity, and persistence” (Burgess, 2015, p. 4).

This study’s preliminary exploration revealed that participants are not united in efforts to combat 
‘fake news’. Proactively coordinated IL campaigns to prevent, detect, and deter the spread of various 
‘fakes’ in digital media are needed. IL should include explicit training for differentiation of varieties of 
‘fakes’ and their propagation mechanisms to increase awareness and create preventative ‘inoculation’. 
Additionally, there is a need for greater awareness of technological advances in automated identification 
tools (e.g., Pérez-Rosas (2017) or Rubin et al. (2019)). Library and information science professionals 
are encouraged to be more technologically aware of automated detection tools and cutting-edge methods 
(for an overview, see Rubin, 2017). IL educators need to be able to provide “technological solutions that 
can assist in identifying unverified or outright false information” (Sullivan, 2018, p. 9). Technological 
awareness (in step with the modern AI-enabled times of information dissemination) requires further 
reassessment of core library values and an inter-disciplinary understanding of the ‘fake news’ epidemic.

Education and automation efforts may be rendered ineffective if they are not combined with greater 
societal oversight regulating our “polluted news environments, by discouraging social media platforms 
from pursuing short-term profit at the expense of human rights, democracy, scientific fact, or public 
safety” (Rubin, 2019).

Rubin’s Disinformation and Misinformation Triangle conceptual model (Figure 7) identifies three 
interacting causal factors in the digital news disinformation and misinformation epidemic, and proposes 
three interventions to interrupt factor interactions: automation, education and regulation (in ‘stop signs’).

The model “identifies the three minimal causal factors occurring simultaneously to facilitate the 
spread of the ‘fake news’ at the societal level: (1) the virulent pathogens are falsifications, clickbait, 
satirical ‘fakes’ and other deceptive or misleading news content; (2) the susceptible hosts are information-
overloaded, time-pressed news readers lacking media literacy skills; and (3) the conducive environments 
are polluted poorly-regulated social media platforms that propagate and encourage the spread of various 
‘fakes’”(Rubin, In Press). Three types of interventions, working in concert– automation, education, and 
regulation – were put forward as

a set of holistic measures to reveal, and potentially control, predict and prevent further proliferation of 
the epidemic. Each of the interventions targets a different, specific part of the triangle, and the combined 
intended effect is synergistic, aiming at the deterrence, detection and prevention of the epidemic: 
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1) automated identification of various ‘fakes’ should assist humans in revealing, stopping and control-
ling the pathogens of the dis-/misinformation epidemic, 

2) more unified efforts in proactive educational campaigns should ‘inoculate’ the general public and 
create more informed citizens and critical thinkers, and 

3) legislative regulation of the conducive social media should ‘purify’ the polluted news environments, 
by discouraging social media platforms from pursuing short-term profit at the expense of human rights, 
democracy, scientific fact, or public safety.

Within this Model, IL education is an insufficient measure on its own. However, IL is an integral part 
of a holistic strategy to create a well-informed information literate Canadian society.

CONCLUSION AND FUTURE RESEARCH DIRECTIONS

This study elicited Canadian educators’ perceptions about information literacy (IL) and inclusion of 
segments on ‘fake news’ detection within higher educational IL curricula. The population of librar-
ians, professors, and academic administrators was chosen because of their integral roles in shaping and 
implementing IL teaching methodologies and content. Findings reveal a substantial overlap between 
perceived skills associated with being information literate and those essential for ‘fake news’ detection. 
This overlap reinforces past scholars’ recommendations that IL has a role to play in stopping the spread 
of ‘fake news’. Further research needs to evaluate the degree to which political, socio-economic and 
psychological components of misinformation/disinformation are being introduced within IL curriculum. 

Figure 7. The Disinformation and Misinformation Triangle
(Redrawn from Rubin (Journal of Documentation, 2019).
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Further assessments are needed to determine effectiveness of imparting critical information evaluation 
skills in current IL education, and if these skills are transferable to out-of-school tasks.

There appears to be a disconnect between the awareness of the value of IL education and its consis-
tent institution-wide implementation. It is recommended that institutions facilitate open communication 
between librarians, professors, and academic administrators to enable the building of curriculum. Open 
communication is required to ensure that IL education is provided to every student, across every disci-
pline. Past research in library and information science has identified librarians as having a key role in IL 
instruction, and as potential aids for the ‘fake news’ epidemic. Professors and academic administrators 
interviewed in this case study were unaware of the librarians’ mandates, frameworks, and standards 
around IL. When asked who is responsible for teaching IL, professors and academic administrators 
failed to mention librarians. This lack of appreciation for valuable institutional assets may have resulted 
from poor awareness of library and information science practices or insufficient self-promotion by the 
practicing information workers. Academic librarians may be on the fringes of IL instruction in the Ca-
nadian higher educational context, but are encouraged to be more proactive in self-advocacy. It remains 
all three groups’ joint responsibility (in consultation with their student body) to decide how to best 
integrate IL curriculum, improve intra-institutional communication, and determine how best to utilize 
information professionals’ expertise. The current ‘fake news’ epidemic highlights the need for greater 
attention to cultivating young citizens’ critical frame of mind when encountering information in and out 
of the university context. Educational efforts are recommended to be combined with the development 
and use of automated misinformation/disinformation detection methods and further legislative regulation 
of information environments and social platforms.
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KEY TERMS AND DEFINITIONS

ACRL Framework: 2015 publication from the Association of College and Research Libraries, that 
is a teaching framework for information literacy. It consists of six (6) frames, with a less rigid structured 
list of outcomes than the earlier 2000 Standards. This framework is a method that encourages an open 
dialogue between IL instructor and students about critical discussion of information.

ACRL Standards: Outdated teaching outcomes published by the Association of College and Re-
search Libraries. Contains six (6) prescribed skills of an information literate individual that IL educators 
should teach to students. Critiqued for producing rigid structure on how to find specific information for 
a specific outcome rather than how to critically assess information.

Critical Thinking: The ability to user higher cognitive ability and reasoning to rationally think, 
decide upon, or act. It requires the ability to gather facts from the environment (for example through 
observation), and the ability to analyze and evaluate perceived facts to decide upon an appropriate action.

Fake News: Misleading or fabricated information that has a societal, political and or monetary gain 
for the individual spreading it. Not a new phenomenon, and connected to the concept of propaganda.

Information Literacy: An attempt to teach individuals to be able to gather, synthesis, and critically 
assess information. Approaches to teaching methodology has transform information literacy conceptu-
alization to view students as both consumers and active creators of information.

Media Literacy: Like information literacy, but narrower in scope. Focus resides on critical assessment 
of facts or opinions founded through consumption of media (such as television, radio, podcasts, etc.).

Rubin’s Disinformation and Misinformation Triangle: A conceptual model that predicts that the 
three causal factors of the ‘fake news’ epidemic – virulent pathogenic ‘fakes’, conducive online envi-
ronments, and susceptible readers lacking IL skills – can be disrupted with three types of interventions 
– education, automation, and regulation.
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ENDNOTES

1  The Canadian Internet Registration Authority (CIRA) is a non-profit organization managing the 
.CA internet domain and it runs the Canada’s Internet Factbook website (https://cira.ca/factbook/
canada%E2%80%99s-internet-factbook-2018) The survey was conducted with a sample of 1,269 
Canadian internet users (ages 18+), proportionate to population by gender, age and region (CIRA, 
2019).

2  See https://www.nytimes.com/2018/03/20/business/media/google-false-news.html (Accessed: 14 
July 2019)

3  See https://newsroom.fb.com/news/2018/01/news-feed-fyi-bringing-people-closer-together/ (Ac-
cessed: 14 July 2019)

4  See https://www.nytimes.com/2018/01/12/technology/facebook-news-feed-changes.html (Accessed: 
14 July 2019)

5  See http://callingbullshit.org/index.html (Accessed: 13 May 2019).
6  See https://victoriarubin.fims.uwo.ca/teaching/misinformation-and-viral-deception/ (Accessed: 13 

May 2019).
7  See https://umich.instructure.com/courses/257337 (Accessed: 13 May 2019).
8  This question was eliminated from interviews after interviewing the first two participants. This 

question is very specific to LIS, and it seemed unreasonable to expect scholars outside of LIS would 
know about the use of critical pedagogy within IL curriculum.
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APPENDIX 1: INTERVIEW QUESTION GUIDE FOR 
PROFESSORS/DEPARTMENT CHAIRS

1.  Can you tell me about your role at the University?
a.  Can you specify the courses that you teach and the department you belong to?

2.  How would you define information literacy?
3.  How would you define a person who is information literate?

a.  What skills would he or she possess?
b.  Do you believe that it is important for students to be information literate upon graduation?

4.  Do you believe education on ‘fake news’ should be included in IL curriculum? Why or why not?
a.  How would you define ‘fake news’?
b.  What value do you see to incorporating segments on ‘fake news’ in IL education?

5.  What skills do you perceive as imperative for an individual to determine ‘fake news’?
6.  Are you aware of any attempts to standardize education about ‘fake news’?

Probe: Have you heard about the C.R.A.A.P test? Do you think it is an effective checklist for evaluating 
‘fake news’?

7.  Where you aware that in-class IL sessions can be incorporated into lectures?
a.  If you were to incorporate IL sessions into curriculum do you know how to initiate the process?
b.  Have you been approached by Western Librarians to initiate information literacy into the 

curriculum or have you approached them?
8.  Have you attempted to incorporate or teach information literacy in any of your lectures? If so how?
9.  How important do you feel it is to incorporate IL education into classes?

a.  Whose responsibility do you think it is to teach information literacy?
b.  Do you believe that IL education should be placed into curriculum or do you think that it 

should be an elective course that is mandatory for students to take?
10.  Are you aware of introduction of critical pedagogy into IL? Do you believe a contextualized critical 

IL education has merit? Why or Why not?8

11.  What obstacles do you feel prevent IL education from being incorporated into the classroom?
12.  What benefits do you think IL education has on students?
13.  How informed about information literacy do you believe you are?

a.  Are you aware of any attempts to standardize information literacy?
14.  Finally, do you have any questions for me or if there are any questions that you think I should have 

asked you?

APPENDIX 2: INTERVIEW QUESTION GUIDE FOR LIBRARIANS

1.  Can you tell me about your role at the University?
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a.  Do you teach any information literacy (IL) classes?
b.  Do you implement or make IL curriculum?
c.  How are in-class information literacy sessions initiated?

2.  Can you tell me about your role at Western?
a.  Do you teach any information literacy (IL) classes?
b.  Do you implement or make IL curriculum?
c.  How are in-class information literacy sessions initiated?

3.  How would you define information literacy?
4.  How would you define a person who is information literate?

a.  What skills would he or she possess?
b.  Do you believe that it is important for students to be information literate upon graduation?

5.  Do you have any background education about IL?
a.  Have you attended any workshops on say what IL is or how to teach it?
b.  Do you feel that librarians are adequately trained to teach IL? If not, what would you do to 

change this?
6.  What approach do you take to Information literacy?

a.  Probe: Do you view information literacy in terms of a metaliteracy that is interconnected to 
other types of literacy? I.e., digital literacy, media literacy, etc.

b.  How do you feel about the introduction of critical pedagogy into IL? Do you believe a con-
textualized critical IL education has merit? Why or Why not?

7.  Do you believe education on ‘fake news’ should be included in IL curriculum? Why or why not?
a.  Have you attempted to include segments on ‘fake news’ in IL curriculum?
b.  How would you define ‘fake news’?
c.  Would you feel confident in incorporating segments on ‘fake news’?

8.  What skills do you perceive as imperative for an individual to determine ‘fake news’?
9.  Are you aware of any attempts to standardize education about ‘fake news’?

Probe: Have you heard about the C.R.A.A.P test? Do you think it is an effective checklist for evaluating 
‘fake news’?

10.  Do you believe that IL education should be placed into curriculum or do you think that it should 
be an elective course that is mandatory for students to take? Why or Why not?
a.  What obstacles do you feel prevent IL education from being incorporated into the classroom?

11.  If you make IL curriculum or teach IL are there any standards you follow?
a.  Probe: Perhaps you adhere to the ACRL’s framework for information literacy for higher edu-

cation or the Big6 Skills developed by Eisenberg and Berkowitz?
12.  Do you feel there is merit in trying to standardize how IL is taught?
13.  Finally, do you have any questions for me or if there are any questions that you think I should have 

asked you?
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ABSTRACT

Fake news, which includes both disinformation and misinformation, has been a challenge for many 
countries in the last few years. Disinformation has been present in modern history as part of the tool kit 
of PSYOPS for the military. Likewise, misinformation has been part of human history for a long time. 
Hoaxes, rumors, and urban legends—all of which can be classified as differing types of misinformation, 
although they are not commonly addressed as such—have been exploited by adversarial organizations 
for their own benefit. This study will propose a comprehensive taxonomy to tackle fake news, disinforma-
tion, and misinformation and assess the level of threat they pose to society. A comprehensive comparison 
with existing typologies will also be included.

INTRODUCTION

The term “fake news,” especially in media and journalistic studies, is often defined in contemporary 
contexts as new reports based on fictitious accounts made to look like real and factual incidents. Due to 
the proliferation of fake news, the various possible definitions for “fake news” have, themselves, prolifer-
ated in tandem with the proliferation of fake news itself. A review of definitions of “fake news” across 
journalism, media studies, computer science, and philosophy has yielded some commonalities across 
the concept of fake news (Allcott & Gentzkow 2017; Svärd & Rumman, 2017; Gelfert, 2018; Bounegru 
et al., 2018). The various studies collectively agree that fake news is fictitious information presented to 
the public under the guise of it being factual information, with the intention to mislead or misinform the 
reader. The studies also agree that the term “fake news” has been applied indiscriminately across a broad 
spectrum of distinct types of information which could be classified under other terminology. This leads 
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to the labeling of parodies, political satires, urban legends, hoaxes, and propaganda, amongst others, as 
“fake news”—creating misalignment with a common definition. That said, to better understand the term 
“fake news,” writers and collaborators on Wikipedia have created the following long-form definition 
(Wikipedia, 2019):

Fake news, also known as junk news or pseudo-news, is a type of yellow journalism or propaganda that 
consists of deliberate disinformation or hoaxes spread via traditional news media (print and broadcast) 
or online social media. The false information is often caused by reporters paying sources for stories, an 
unethical practice called check book journalism. Digital news has brought back and increased the us-
age of fake news, or yellow journalism. The news is then often reverberated as misinformation in social 
media but occasionally finds its way to the mainstream media as well.

Fake news is written and published usually with the intent to mislead in order to damage an agency, 
entity, or person, and/or gain financially or politically, often using sensationalist, dishonest, or outright 
fabricated headlines to increase readership. Similarly, clickbait stories and headlines earn advertising 
revenue from this activity.

The definition, however, is poorly framed as it provides no clear meaning of the term with no distinct 
boundaries. Further, it is loaded with additional references which require separate detailed analyses of 
the definitions linked to them. Misinformation and disinformation are also two concepts in the long 
definition that are used interchangeably, adding to the confusion. One definition of misinformation al-
ludes to the “inadvertent sharing of false information,” while disinformation alludes to “the deliberate 
creation and sharing of information known to be false” (Wardle, 2017). The definitions of misinformation 
and disinformation are also problematic, as the definition of misinformation requires the existence of 
disinformation at a certain level. At the same time, the definition is peppered with specific cases where 
“fake news” has been weaponized to cause harm and damages to entities, adding a legal dimension to the 
concept. The difficulty in formulating a robust definition of “fake news” therefore acts as an obstacle to 
the development of a taxonomy of “fake news,” as well as any practices involving capturing or regulating 
“fake news.” Inappropriate definitions could potentially result in scenarios where researchers develop 
models and frameworks capturing only specific types of “fake news,” or scenarios where authorities’ 
formulations of legislative definitions become overly prescriptive and are subsequently viewed as biased. 
In fact, some researchers have voiced their opinions that legislative approaches to “fake news” might 
even have paradoxical elements (Judge, 2019).

As a result of the abovementioned problems, defining “real news” (or what is more commonly known 
simply as “news”) may be a helpful prerequisite to properly defining fake news. News - elucidated by 
the field of journalism - is taken to mean an independent, reliable power of journalistic channels to de-
termine perceived facts, the profession adheres strictly to moral and ethical standards. The journalistic 
standard of News in general ensures that the information presented is neutral, has been verified with 
the right sources, and is accurate and factual based on the information available at that point in time. 
These higher standards of journalism, however, do not always exclude journalistic News from poten-
tially propagating fake news. Ultimately, journalists are also humans who tend to follow the constructs 
of their society. As a result, the news produced by journalists is also vulnerable to the influences of 
society (political and financial interests) and to journalists’ own personal biases (Shoemaker & Reese, 
2013). Nonetheless—despite the potential for conflicts of interest and subjectivity involved— the news 
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is viewed as being mostly impartial and factual. This perception is one key driver for “fake news” sites’ 
behavior of attacking and criticizing journalistic news channels (Wardle, 2017), especially so in the 
area of political news. “Fake news” sites use this as a way to degrade the standings of these channels. 
Therefore, for the purpose of this paper, the authors will define “news” as being information with the 
following characteristics:

• Presented in a neutral, balanced, and non-inciting manner.
• Verifiable by an independent source or party within reasonable limits.
• Accurate and factual, based on the information available or as provided by the source.
• Comprehensive—with no malicious censorship, modification, or manipulation.

Given the above definition, “fake news” can be defined as any news that does not meet all of the 
above-mentioned characteristics. With this definition, it is possible that some news from the journalistic 
channels might not meet the characteristics and be labeled as being “fake news.” That said, even though 
they are labeled “fake news,” there are varying degrees of transgression and types of transgression. A 
taxonomy of “fake news” will be crucial in determining the types of “fake news” and the level of trans-
gression. In this paper, misinformation and “fake news” are considered as being indistinguishable, as 
both these terms imply information from channels that violate at least one of the characteristics of news. 
In the literature review section, the authors will review the literature on taxonomies of “fake news.” In 
the model data section, various sources of misinformation and “fake news” will be discussed. The ap-
proach to base modeling data preparation will be described. With the model data prepared, the authors 
will move into a taxonomy development section where the authors will describe the use of an empirically 
driven methodology to develop the taxonomy. Once this taxonomy is developed, the analysis section will 
focus on presenting insights about the taxonomy and how the various types of “fake news” are related to 
military PSYOPS, political narratives, and various forms of malpractice. At the same time, the authors 
will also examine the types of “fake news” that are often propagated in various political environments.

LITERATURE REVIEW

The proliferation of “fake news” has prompted the development of various guides to combating this 
phenomenon in recent years (Wardle, 2016; Svärd & Rumman, 2017; Wardle, 2017; Bounegru et al., 
2018). To ease the identification of “fake news,” the guides provide a myriad of taxonomies that assist 
in facilitating the process.

The simplest taxonomy presented is by Wardle (2016) in the context of an election season. The tax-
onomy identifies six types of “fake news” as detailed below:

1.  Authentic material used in the wrong context.
2.  Imposter news sites designed to look like brands the authors already know.
3.  Fake news sites.
4.  Fake information or images.
5.  Manipulated content.
6.  Parody content.
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The guidelines represent one of the earliest attempts to create a taxonomy and guide to “fake news.” 
Many of the same types of “fake news” can also be found in other taxonomies (Svärd & Rumman, 2017; 
Bounegru et al., 2018). However, with the exception of parody, each type of “fake news” in Wardle’s 
(2016) taxonomy contains some form of modification that is inherently malicious. In effect, the taxonomy 
merely describes various types of malicious “fake news”; non-malicious “fake news” is only accounted for 
by a single category (i.e. parody content). Consequently, Wardle (2017) superseded his 2016 taxonomy 
with an updated one that contains seven types of “fake news,” as shown in Table 1.

The taxonomy is further elaborated through the inclusion of Eliot Higgin’s (2016) idea of “fake news” 
motivation, as shown in Table 2.

The taxonomy presented is very useful as an initial guide for lay people in helping them to develop 
their own understanding of “fake news.” The taxonomies presented so far are primarily definition driven 
and were created based on pre-defined characteristics of “fake news”. For example, in Table 2, the dif-

Table 1. Taxonomy of Misinformation and Disinformation

7 Types of Mis- and Disinformation

Type Description

Satire or Parody No intention to cause harm but has potential to fool

Misleading Content Misleading use of information to frame an issue or individual

Imposter Content When genuine sources are impersonated

Fabricated Content New content is 100% fake, designed to deceive and do harm.

False Connection When headlines, visuals or captions don’t support the content

False Content When genuine content is shared with false contextual information

Manipulated Content When genuine information or imagery is manipulated to deceive

(Wardle, 2017)

Table 2. Misinformation Matrix

Misinformation Matrix

Satire or 
Parody

False 
Connection

Mis-leading 
Content

False 
Context

Imposter 
Content

Manipulated 
Content

Fabricated 
Content

Poor Journalism X X X

To Parody X X X

To Provoke or to 
‘Punk’ X X X

Passion X

Partisanship X X

Profit X X

Political Influence X X X X

Propaganda X X X X X

(Wardle, 2017)
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ferent types of “fake news” contain elements that are shared across other categories. The only exception 
is “manipulated content,” which is a subset of fabricated content.

However, this taxonomy has several serious shortcomings. First, the taxonomy seems to have been 
developed based on the experiences of and specific examples which the author has encountered. The 
paper that features this taxonomy does not describe the origin of the matrix in relation to the broader 
discourse on “fake news.” Nor does it offer information on the defining cases that contribute to the at-
tributes of each type. Second, the “fake news” types identified are not mutually exclusive and could 
replace or overlap one another. For example, “Imposter Content,” “Manipulated Content,” and “Fabricated 
Content” could all be grouped under “Malicious Modification of Content.” Thus, the taxonomy can be 
collapsed further to make its categories more distinctive from one another.

The first attempt to codify and develop a taxonomy to combat misinformation that can be used empiri-
cally comes from the work of Svärd and Rumman (2017). This guide defines “fake news” as “intention-
ally false information or propaganda published under the guise of being authentic.” This is also the same 
definition used in Stroud (2017). The authors recognize the diversity of fake news and further break it 
down into three groups—Serious Fabrication, Hoaxes, and Humorous Parody. This new taxonomy is 
interesting, as it recognizes the importance of a distinctive definition to enable the empirical testing of 
various definitions, categories, and groupings. However, this taxonomy has not been either developed 
or tested using empirical data.

Even though “fake news” is a new phenomenon, researchers in the area of information warfare have 
long studied PSYOPS (i.e. psychological operations or military operations in the area of information that 
seek to disrupt enemy psychology) and applied their findings in cyberspace. The first major taxonomy 
presented by a specialist (Rowe, 2006) in this area is unique and military driven. The taxonomy presents 
six forms of deceptions that can be deployed. These six forms are

• Spatial case.
• Time cases.
• Participant cases.
• Causality cases.
• Quality cases.
• Essence cases.
• Speech-act cases.

Even though this research is not specifically tailored to “fake news,” the framework enables the 
detection of deception, which can be adapted to “fake news.”

The largest and most comprehensive discussion of “fake news” to date, however, is by Anthony 
Judge (2019). In Judge’s article discussing different types of “fake news,” he articulates a taxonomy 
that comprises three distinct layers.

1.  The first layer refers to the area or industry involved—commonly, areas such as media or marketing.
2.  The second layer refers to the type of manipulation that creates the “fake news,” such as Statistical 

Deception and Information Laundering. Finally,
3.  The third layer of the taxonomy involves the actual technique used to affect the victims, such as 

Hoaxing and Fearmongering.
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The approach is very comprehensive and covers a broad spectrum of “fake news.” Table 3 shows the 
various types of “fake news” listed under the area of Media.

The taxonomy presents possible techniques that can be used to create “fake news.” What it presents is 
interesting and helps in the framing of an empirically supported framework. However, the existing form 
of the taxonomy is excessively detailed, and there is significant overlap between the various areas and 
types of manipulation. As such, the taxonomy can be improved upon to better represent the “fake news” 
space with some modifications and generalizations. Across the techniques discussed (Judge, 2019), one 
can generalize them into four major groups—

1.  Misrepresentation.
2.  Distraction.
3.  Equivocation.
4.  Asymmetry.

Table 3. Fake News Taxonomy

Area Type of Manipulations Manipulation Techniques

Media

Misrepresentation Misrepresentation

Media Bias

Distraction by nationalism 
Straw man fallacy 
Distraction by scapegoat 
Distraction by phenomenon 
Distraction by semantics 
Distraction by regression 
Distraction by misleading 
Distraction by horror 
Appeal to consensus 
Censorship 
Demonization of the opposition 
Fearmongering

Information Laundering

Pinkwashing 
Greenwashing 
Whitewashing 
Bluewashing

Statistical Deception

Discarding unfavorable data 
Loaded questions 
Overgeneralization 
Biased samples 
False causality 
Proof of the null hypothesis 
Confusing statistical significance with 
practical significance 
Data dredging 
Data manipulation 
Misreporting or misunderstanding of 
estimated error

Misrepresentation of electoral results “Cordon sanitaire”

(Judge, 2019)
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These generalized techniques are also four distinct types of manipulation, which can be evaluated 
empirically due to the semantic nature of each technique (Gelfert, 2018). This presents a very useful 
baseline framework to refer to, despite the lack of empirical support for it in the article.

Based on the literature, it is noteworthy that there have been no attempts to construct a taxonomy 
of “fake news” using empirical data. The development of an empirically supported taxonomy is very 
important in the public discourse on “fake news,” as such a taxonomy would be based on characteristics 
that are actually found in “fake news” data. First, an empirically supported taxonomy would provide 
a robust reference that can be used for legislation as well as law enforcement. Second, it would give 
organizations the ability to develop monitoring systems that can detect new types of “fake news” that 
are not included in the current framework.

The main purpose of the different taxonomies is to educate the public and make it easier for them to 
recognize ‘fake news’. But there are two major challenges to the development of an empirically supported 
taxonomy. The first immediate challenge is the lack of an empirically testable framework. Current tax-
onomies are very specific about the types of cases that are considered “fake news”, and the typecasting 
of each case is not directly testable—nor are their features available for testing. With Wardle’s taxonomy 
(2017), “fabricated content” is listed. However, applying the definition to real data in order to identify 
cases of “fabricated content” is almost impossible without human intervention.

The second challenge is the lack of a suitable empirical data source that can be used to develop 
the empirical taxonomy of “fake news.” While there are many “fake news” datasets available for the 
purpose of identifying “fake news,” the datasets do not distinguish between the types of “fake news” 
or the approach used in the labeling of said “fake news.” This leads to there being a limited scope for 
exploring the breadth of types of “fake news”—a reality that is acknowledged in some studies (Svärd 
& Rumman, 2017). Another issue with the current, pre-defined “fake news” data set is the potentially 
political nature of the definitions, which may be more reflective of the authors’ political inclinations 
than of the empirical evidence.

To overcome this challenge, the authors will detail their methodology in developing a reference data 
set for the buildout of “fake news” taxonomy in the next section. The reference data set will be considered 
as being suitable for investigating the unique features of “fake news,” as well as for building Machine 
Learning or AI models for the purpose of identifying “fake news.”

MODEL DATA COLLECTION AND PREPARATION

To develop the model reference data set, it is crucial to understand several important requirements of 
a robust reference data set for the purpose of this paper. The first requirement is the appropriate col-
lection of news from journalistic channels. While this is a study of “fake news” and misinformation, it 
is nevertheless important to collect data from appropriate journalistic channels to serve as references. 
Given the characteristics of “news” defined earlier in the introduction, the requirements for any type of 
information to be considered “news” will be very stringent. It is likely that most journalistic channels 
will not be able to meet the set standard. Perhaps one example of this would be where a major news 
outlet changed its tagline to read “democracy dies in darkness” following a presidential election, thus 
eviscerating even its vestigial pretence of unbiased reporting. As noted earlier, it is also possible that 
some of the journalistic channels themselves may be considered guilty of propagating “fake news” on a 
smaller scale, which would be interesting to explore and discover in a follow-up study.
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The second requirement is the need to have good “fake news” sources. While it is possible to iden-
tify “fake news” from Twitter, it is ultimately not a good exercise, for the data collected there might be 
contaminated by cross references within the channel. To avoid this, the “fake news” sources have to be 
gathered from information channels similar to journalistic channels. This requires that careful curation of 
the “fake news” sources take place, ensuring that they cover a wide range of possible “fake news” types. 
Thus, the sources will have to cover multiple areas such as politics, science, and even entertainment as 
well as the various kinds of “fake news” that were identified above.

The third requirement is the selection of textual information used to identify the “fake news.” Across 
the literature (Wardle, 2016; Svärd & Rumman, 2017; Wardle, 2017; Bounegru et al., 2018; Judge, 2019; 
Gelfert, 2018), the most common approach used is to tackle the textual information within an article in 
order to identify “fake news.” While the mantra of “more data is better” still holds true in most studies, 
in this particular case, access to more textual information will actually be problematic for the following 
two reasons.

The first problem is how to represent the textual data in a suitable format. There are two major ap-
proaches to textual data representation—the first of which is a direct approach where the words in the 
article are directly used to model the data. There are three formats of the direct approach currently used 
for textual analysis.

The first format is the N-gram, which is popular among natural language processing specialists. An 
N-gram is basically a sequence of N words mapped from the textual data. When you apply 1-gram to 
the textual information, it will essentially tokenize the textual data into single words. 2-gram or bigrams 
will break down the textual data into sequences of two words like “Good morning.” N-grams are often 
used to develop the probabilities of posterior words given prior words, as well as to calculate the prob-
abilities of the occurrence of specific sequences or entire sequences. Using this information, one can 
then calculate the probability of content being “fake news.” This approach is, however, ill-conditioned 
to handle the problem of developing a taxonomy. This is because the probabilities of the words indicat-
ing “fake news” are never static and require a huge amount of data in order to ensure a high level of 
stability. Minor fluctuations to the probabilities can wreak havoc on the stability of taxonomical models 
developed based on this data. Thus, N-grams are not suitable for the authors’ purpose.

The Bag-of-words approach is the second format and is one of the simplest representations of text. 
This approach considers every word as being a single unit of information with the same significance. 
Very often, this approach is considered as being a variant of the 1-gram approach, as it uses frequency as 
opposed to probabilities. The approach has been useful in some studies involving deception. That said, 
its simplicity is also the biggest weakness of this approach. The oversimplification of textual data repre-
sentation ignores the importance of the words’ nature and the relationships between the words, despite 
the fact that these factors can often provide useful context. This approach is also highly sensitive to the 
type of numerical representation of frequency. Moreover, various measures of word frequency such as 
TF-IDF do not provide useful relations to the underlying word nature or the deceptive semantic structure.

The final approach is the use of Deep Syntax. Under most circumstances, the simple use and analysis 
of words is insufficient for doing modeling work. To achieve better results, syntactical structures need to 
be applied to complement the word studies. Most studies are conducted using Probability Context Free 
Grammars (PCFG), where sentences are transformed to describe the structure using syntactic constitu-
ent parts. The final result is a parse tree with assigned probabilities that presents difficulties for usage 
in a modeling context. This approach is therefore unsuitable for the taxonomic study of “fake news.”
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The second major approach to textual data representation is the indirect approach—where the charac-
teristics of textual information in an article are used to model the data. There are several characteristics 
that can be used under this circumstance. Part-of-speech tagging is one of the more common character-
istics used, while others include the measurement of polarity in the text and the readability of the text 
using measures such as the Coleman-Liau index. The drawback to the indirect approach, however, is the 
loss of additional information that could be gained from direct representation.

Another problem is the imbalance between the amount of “fake news” and “news.” The long history 
of journalistic reporting means that there are larger numbers of “news” sources available, compared to 
“fake news” sources. Hence, adjustments need to be made to ensure that the taxonomy is not biased 
toward either “news” or “fake news.”

Given the potential political affiliations of news channels, it is imperative that “news” sources be 
as balanced as possible across the political spectrum. Thus, for every left-leaning source, the authors 
attempted to include a right-leaning source whenever possible. The selected sources also need to be 
reputable news sources with good standing in journalistic circles. Last, they should be capable of cor-
recting erroneous reporting and committing to investigate journalistic misconduct.

The authors selected one source for each category of “fake news,” as defined by other frameworks 
(Judge, 2019; Rowe, 2006; Wardle, 2017). Each source should contain a sizable number of articles 
that are known in journalistic circles to be “fake news.” In addition, the source must be recognized as a 
consistent source of “fake news,” as opposed to one that occasionally and unintentionally ‘allows’ “fake 
news” to slip through its vetting processes.

Given these requirements, the following steps are taken to develop the required reference data set for 
the development of the taxonomical model of “fake news.”

Collection of “news” from the following channels

• BBC
• CNN
• Bloomberg
• CBS
• Huffington Post
• The Guardian
• Washington Post
• Fox News

Collection of “fake news” from the following sources (covering a variety of “fake news” and related 
areas)

• Buzzfeed (Tabloids)
• Global Research News (Propaganda)
• Huzler News (Fabrications)
• Natural News (Hoaxes)
• Newspunch (Propaganda)
• Onion News (Satire)
• Singapore World Times News (Misleading Content)
• Temasek Times News (Propaganda)
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Careful sampling of the News from the abovementioned channels to create a 4:5 ratio of “fake news” 
to “news.” 

Even though direct representation of textual information is desired, certain studies have shown that 
this approach is vulnerable to adversarial model attacks (Zhou et al., 2019). At the same time, other 
studies have shown that indirect representations have been useful in detecting “fake news” (Choy and 
Chong, 2018; Olivieri et al., 2019). Thus, for the purpose of developing a taxonomy, the authors will 
be establishing the relevant characteristics using the LeSiE dimensions (Choy & Chong, 2018). These 
are, namely,

• Lexical Structure,
• Simplicity, and
• Emotion.

Using the various sources, the authors created the reference data set with 182,267 “news” data points 
from both “news” and “fake news” sources. To ensure that the “news” characteristics are not driven by 
the nature of the authors, the reference data set only uses the title as the textual data input. Using the 
title, the authors generated the automated readability index, Dale-Chall readability index; Part-of-Speech 
tags percentages, and emotion and sentiment values. In the next section, the authors will describe their 
taxonomy-development approach using the data.

TAXONOMY DEVELOPMENT METHODOLOGY

There are multiple approaches to the development of a taxonomy. Most commonly, though, a taxonomy is 
represented as being a hierarchical classification system. Linnaeus’s taxonomy is a system that arranged 
living organisms into a tree-structured hierarchy, facilitating a better and more accurate understanding 
of the relationship between members of the plant and animal kingdoms. The “fake news” taxonomy thus 
provides a common framework to describe and identify “fake news” by their characteristics. Given that 
the characteristics do not necessarily link the types of “fake news,” a tree-structured taxonomy would 
be ill-suited for this purpose. Nonetheless, there exist other types of taxonomies which may be used. An 
example of one of these is the single-dimension continuum taxonomy, where the subject of study can be 
distinguished using a single dimension, exemplified by Bloom’s taxonomy (Best, Floyd & McNamara, 
2008). However, the complexities of “fake news” render this approach invalid. Other taxonomies use a 
combination of quantitative and qualitative factors in order to establish a classification structure (Krathwohl 
& Anderson, 2009; Biggs & Collis, 2014). As detailed in other studies, derived characteristics are useful 
in understanding “fake news.” As such, the authors will use these dimensions to develop the taxonomy.

The “fake news” taxonomy describes and categorizes “fake news” using dimensions such as lexical 
structure, simplicity and emotion. This is important to note, as it helps us to identify the characteristics 
that define a category of “fake news” and provides us with a reference framework. Beyond this charac-
terization, the taxonomy also enables us to assess the impact of “fake news” with respect to the spread of 
information and the possible provocation of the masses. Due to the quantitative nature of the information 
gathered, traditional ways of manual construction are difficult. Hence, to solve this issue, the authors 
will be using an unsupervised Machine Learning approach to create the taxonomy.
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To properly illustrate this, it must be understood that unsupervised learning approaches do not require 
the presence of a verified training set data with the appropriate input variables and targets. The purpose 
of an unsupervised learning approach is to model the data structure and develop an understanding of the 
underlying patterns and features. This is an extremely useful approach for cases in which there is little 
to no knowledge of the underlying features and patterns beyond the initial characterization. In this case, 
the authors will therefore be using cluster analysis to develop the taxonomy.

Cluster analysis is a means used to identify the natural grouping of objects by taking observations 
that are similar according to their traits and characteristics and sorting them into sets. Through this 
process, the smaller subsets are identified and grouped to make them as homogenous as possible. By 
grouping them naturally, the process reveals hidden patterns in the observations under study. In most 
cluster analyses, the measure of similarities and/or differences is usually in the form of some kind of 
distance functions, although there is definitely a good selection of clustering algorithms available that 
use other types of measures.

The process of cluster analysis starts by computing the similarity or dissimilarity measures between 
observations and between assigned clusters once observations are assigned. The most popular metrics 
are Euclidean distance, correlation, or probability. Due to the measures and merging strategies, cluster-
ing results can be subjective, depending on the selections. In this paper, the K-Means algorithm will be 
used to cluster the observations.

The K-means algorithm is an iterative algorithm which begins with k-cluster centers that are initiated 
randomly. Observations are assigned to the closest cluster by minimizing the distance of the observa-
tions to the cluster centers. Once the assignment has been completed, new cluster centers are calculated 
as the mean of the observations of a given cluster. The observations are then reassigned by minimizing 
the distance to the new cluster centers in an iterative manner until minimal differences between the cur-
rent set of cluster centers and the new cluster centers exist. In the next section, the results of the cluster 
analysis of the “fake news” data reference is reviewed.

ANALYSIS OF RESULTS

The cluster analysis on the reference “fake news” dataset yielded eight clusters. Among the eight clusters 
identified, there is an equal split between clusters with a good percentage of “fake news” and clusters 
devoid of them. This initial observation is a reassurance of the fundamental differences between “fake 
news” and journalistic channels. Table 4 shows the breakdown of individual sources and the percentage 
found in each cluster.

From Table 4, it can be seen that the bulk of “fake news” is found in clusters 2, 3, 5, and 6. Of the 
four clusters, clusters 3 and 6 collectively form more than 50% of each source, with the exception of 
the “Natural News” channel. This concentration is different from the journalistic channels, which are 
predominantly found in clusters 1, 4, 7, and 8. However, there are around 10% to 24% of “news” titles 
from journalistic sources which are classified under clusters 2, 3, 5, and 6. This is an alarming propor-
tion that requires further study.

The separation of the two groups of sources highlights the credibility of the derived dimensions in 
identifying and distinguishing “fake news” from “news.” Juxtaposed with the weaknesses in using direct 
representations, indirect representations cause the information derived from the data set to be grouped at 
a higher level, making it more difficult to manipulate than words. Any attempt to manipulate informa-
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tion to fit them into desired brackets will likely run afoul of lexical structure limitations. This limitation 
also implies that “fake news” or misinformation could possibly have limited lexical or semantic forms 
that can be detected and controlled.

Since it is now understood that the two groups are distinct in the clusters found, one can examine 
the nature of the clusters in terms of lexical structure, simplicity and emotion. Table 5 shows the lexical 
structure results.

From Table 5, one can discern that the lexical structure between “fake news” and “news” are quite 
different. The findings complement prior research that identifies “fake news” as “news” aimed at deceiv-
ing audiences and which typically has unusual lexical structure when compared with true “news.” The 
differences in lexical structure may also explain the virality of “fake news,” as these stories tend to couple 
“news” with emotion an in attempt to provoke readers. This amplifies the spread of “fake news” to wider 
swathes of the population and can exploit miscommunication in order to stir up confusion and chaos.

While it is impossible to highlight to readers the fundamental differences between “news” and “fake 
news,” it is important for the government and relevant agencies to recognize lexical structures as one 
way to educate the population against “fake news.” Through careful education, it is possible to train 
audiences to question “fake news” and to be critical of the “fake news” they may encounter by enhancing 
their “fake news” identification abilities.

From Figure 1, it can be seen that the bulk of the “fake news” found in clusters 2, 3, 5, and 6 are lower 
in their readability measure when compared to other clusters. Cluster 5 has a slightly higher score, but 
this cluster contains only a small portion of the “fake news” channels. These findings therefore match 
those in prior research which suggests that “fake news” is simpler and easier to read compared to “news” 

Table 4. Cluster Analysis Results

News Channels
Cluster

1 2 3 4 5 6 7 8

Fake news

Buzzfeed News 0% 18% 38% 2% 4% 28% 0% 9%

Global Research News 1% 15% 29% 2% 17% 31% 1% 5%

Huzler News 0% 17% 43% 2% 9% 29% 0% 1%

Natural News 0% 14% 26% 7% 12% 18% 1% 22%

Newspunch 0% 14% 34% 2% 13% 36% 0% 1%

Onion News 0% 10% 29% 2% 19% 33% 0% 7%

Singapore World Times News 0% 23% 36% 6% 7% 20% 0% 7%

Temasek Times News 0% 23% 42% 5% 4% 19% 0% 7%

Journalistic Channels

BBC 7% 9% 9% 26% 5% 3% 18% 23%

Bloomberg 14% 2% 3% 21% 4% 2% 38% 15%

CBS 10% 5% 7% 19% 6% 3% 24% 26%

CNN 12% 2% 3% 17% 5% 1% 34% 26%

Fox News 13% 3% 4% 22% 6% 2% 27% 23%

HuffPost 16% 3% 3% 20% 3% 1% 42% 12%

The Guardian 3% 6% 6% 37% 8% 3% 14% 22%

Washington Post 3% 8% 7% 34% 6% 3% 14% 24%
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stories from journalistic channels. This enables “fake news” to reach a broader proportion of the of 
population and to be more easily understood by the less educated. Based on the simplicity measures, 
most “fake news” stories are written at a level no greater than 10th grade difficulty.

“Fake news’” simplicity and low readability measure also put the younger population at risk of being 
influenced by “fake news” outlets. The repercussions of this could be deadly, for “fake news” has the 
capacity and capability to impact and influence younger people in areas of importance, such as political, 
social, and racial issues. Therefore, tackling the targeting of the young and vulnerable requires proper 
education and communication regarding “fake news”.

While raising the level of language used in some of the sources is unlikely to work, it can serve as 
a quick and easy tool to label and highlight sources that consistently put out information that is low 
in complexity and that is often “fake news.” Legislation can also be implemented by legally requiring 

Table 5. Lexical Structure Results

Part of Speech
Cluster

1 2 3 4 5 6 7 8

Foreign word 0.07% 0.04% 0.03% 0.06% 0.03% 0.03% 0.06% 0.05%

Adjective 9.41% 3.71% 3.77% 6.38% 5.14% 3.77% 8.24% 5.86%

Adjective, superlative 0.13% 0.11% 0.08% 0.18% 0.07% 0.06% 0.16% 0.17%

List item marker 0.03% 0.00% 0.00% 0.01% 0.00% 0.00% 0.02% 0.01%

Noun, plural 15.50% 21.63% 25.44% 13.09% 27.16% 30.04% 13.76% 15.30%

Proper noun, plural 0.21% 0.28% 0.35% 0.17% 0.33% 0.40% 0.19% 0.20%

Possessive ending 1.63% 0.14% 0.11% 0.70% 0.35% 0.08% 1.26% 0.61%

Verb, 3rd person singular present 2.09% 1.80% 1.48% 2.28% 1.26% 1.09% 2.36% 2.19%

Figure 1. Simplicity measure by cluster
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the sources to improve their level of journalistic quality, failing which they would be faced with either 
punishment or restrictions placed upon them.

From Figures 2 and 3, one can see that “fake news” generally contains more negative emotions and 
sentiments compared to “news.” The findings in this area also match prior research, in which “fake 
news” stories were found to be characterized by negative emotions. As with provocation, more negative 
emotion will bring about a greater level of virality, and—in some circumstances, coupled with lexical 
structure—exploit the psychological weakness of the masses. Negative emotions also amplify the spread 
of “fake news” to a wider proportion of the population by provoking individual audience members to 
redistribute its message.

Figure 2. Emotion measure (polarity) by cluster

Figure 3. Emotion measure (sentiment) by cluster
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Through the careful use of provocation, “fake news” can be designed to bypass one’s thinking pro-
cess. This is especially dangerous if the messaging platform creates a massive feedback loop that self-
perpetuates within the group. Incidents in India (“How WhatsApp helped turn an Indian village into a 
lynch mob,” July 19, 2018) provide case studies in which mobs were stirred into a frenzy through the 
spread of provocative “fake news” which can attack the beliefs of a people—to the extent that a mob 
mentality can sometimes take over and lead to great chaos.

Beyond the specific dimensions of the clusters discussed above, it is also important to understand 
the actual content within the news clusters in order to better describe and explain each cluster. After 
reviewing the sample contents in each cluster (see the Appendix), the authors identified eight major 
types of “news” found in each cluster, as shown in Table 6.

Subsequently, four of these eight clusters were identified to be “fake news” clusters. The four groups 
of “fake news” are henceforth taken to be:

1.  Click Baits (Misrepresentation).
2.  Shockers (Equivocation).
3.  Events (Distraction).
4.  Fear Inducers (Asymmetry).

While it is arguable as to whether or not the various clusters are sufficiently distinct from one another, 
or if the underlying mechanics of manipulation in each of them is appropriate, the interpretation of the 
sample from each cluster and the sources suggest the taxonomy.

Click baits are commonly understood as being a form of false advertising in which specific sensa-
tional thumbnails or words are used in the title of the article being spread. Click baits are designed to 
attract attention; the objective of click baiting is to lure the reader into clicking on the news or article 
link. It should be noted that click baits typically use misleading information in order to achieve this 
objective of attaining “clicks.” Hence, “misrepresentation” has been identified as being the technique 
of manipulation characteristic of click baits.

Shockers are news stories that attempt to bring an element of shock to the reader. They often exag-
gerate the impact of the news and achieve this by equivocating on the impact of the event through com-
parison with another similar event. Even though the two events discussed may be similar, the underlying 

Table 6. Cluster and “Fake News” Taxonomy

Cluster Label

1 Special subjects

2 Click baits (Misrepresentation)

3 Shocker (Equivocation)

4 Statements

5 Events (Distraction)

6 Fear Inducer (Asymmetry)

7 Issues

8 Tabloids
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mechanics and fundamentals are different and have distinct consequences. Due to “fake news” authors’ 
tendency to use emotive words with a simple structure, these types of “fake news” have been labeled as 
“shockers” to reflect the direct and simple way they convey information and trigger shock.

Events, as the name suggests, are such events that happened and are manipulated and discussed 
to reflect something and suggest that they require immediate audience attention. However, the event 
description is peppered with other information that distracts the reader and provides more information 
than is otherwise required. Essentially, this acts as a form of information overload, which in turn acts 
as a kind of ‘red herring.’

Fear inducers are different from the other three categories. Fear inducers are more complex forms 
of “fake news” as compared to the other groups. They use more sophisticated language (less so than in 
the coverage of events, since that category also requires some level of factual reporting). The category 
operates by presenting a matter of importance which is generally sophisticated and negative in nature. 
The title will induce a sense of urgency to review the news—an inducement which is achieved by an 
asymmetric, emotional, and misleading presentation of information.

CONCLUSION

The taxonomy created using empirical evidence turns out to be more insightful than expected. The 
separation of “fake news” and “news” is clear and unambiguous. The insights from the cluster analysis 
also seem to be fairly consistent with prior research in this area. Characteristics derived from the textual 
information have once again proven to be useful in identifying “fake news”, and they are robust against 
manipulation.

The types of “fake news” identified using the taxonomy also provide some suggestions and guidelines 
for combatting them. Across the various categories, one common feature is the simplicity of “fake news.” 
This simplicity is designed to bring misinformation to the wider population by making it easier to un-
derstand. This simplicity is also ultimately a fatal problem for “fake news.” Simplicity is something that 
can be measured readily using a wide variety of measures. Agencies can quickly measure the simplicity 
of the “news” title from a questionable source and determine its level of simplicity relative to recognized 
journalistic sources. If a site consistently shows a lower reading level than might be otherwise expected 
of such a site, then that will be a warning sign. This ease of application can also assist technology compa-
nies in detecting information sites and portals which display such characteristics. Technology companies 
can then take this information into account in their implementation of search rankings. Regulators and 
legislators can also require information portals to meet a certain level of minimal journalistic standards 
in order to limit the ranking of such “fake news” portals through negative search engine feedback.

Lexical structure also provides a possible tool in efforts to defend ourselves against “fake news.” 
Regulators could definitely use this measure to identify “fake news” and to impose publication require-
ments on platforms or publishers. Unusual lexical patterns could also serve as early warning signs that 
merit intervention by regulators. Moreover, lexical structure can be taught in language classes so that 
the population may ‘inoculate’ itself against “fake news.” Education about “fake news” should also 
cover the importance of the emotional disruption brought about by the use of strong emotional words 
and content in “fake news.”

Across all the three dimensions, one of the core features of “fake news”—beyond the point of ma-
nipulating views—is its need to spread in a viral manner. Without the viral spread and subsequent herd 
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behavior, “fake news” disappears rapidly. Regulators can apply the concept of “caveat lector,” which 
means “reader beware.” Similar to how prostitution is regulated in Sweden, Ireland and other countries 
that have adopted the “Nordic Model,” the transmitter of the information – not necessarily the source 
of the information – is held accountable. Thus, the onus is on the transmitters to do the necessary fact 
checking before spreading the information. This pause could help to delay the spread of information 
and ultimately stop “fake news.” Therefore, even if there is still consumption of such “fake news,” the 
ability to spread it could be limited—and regulators can easily hold portals accountable in this case.

There is much work that remains to be done within the field, and more validation and fundamental 
research will continue to combat “fake news.” Future studies will need to cover a more extensive selection 
of sources and address the use of AI in detecting “fake news.” Additional studies need to be conducted 
on assessing the possibilities of other taxonomies. Other research could involve alternative languages, 
videos, and even pictures. The horizon for future work in this area remains bright.
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KEY TERMS AND DEFINITIONS

Caveat Lector: A Latin phrase that means “let the reader beware.”
Disinformation: False information that is crafted with the intention to mislead.
Fake News: News that is false and contains a mixture of misinformation and disinformation.
Misinformation: Information that is shared without the knowledge of it being false.
PSYOPs: Military operations that are aimed at influencing the enemy’s state of mind through psy-

chological approaches.
Social Media: The network of websites and mobile applications that connects individuals within a 

particular social circle with one another.
Taxonomy: A scheme of classification.
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APPENDIX

Table 7.  

Title Origin Cluster
Popular traditional Chinese root demonstrates powerful antidiabetic activity Natural News 1
Regular electroacupuncture treatments can lower hypertension Natural News 1
Logitech Introduces High-Resistance Keyboard For Fitness-Minded Typists Onion News 1
Bitcoin: JPMorgan Begins Propaganda Campaign Against Cryptocurrency Newspunch 1
Anti-Vaccine Parents Face Unprecedented Crackdown Worldwide Newspunch 1
Challenging Singapore Defamation Laws Temasek Times News 1
Convenient Demonologies: Stopping Migrant Caravans Global Research News 1
Syrian Military Facilities Terror-Bombed Overnight Global Research News 1
Silicon Valley awaits Donald Trump’s presidency BBC Technology 1
UK researchers tap into China’s scientific powerhouse BBC Science News 1
Female shop mannequins are ‘medically unhealthy’ and ‘unrealistic’ BBC Health News 1
Unlawful immigration curfews under government review BBC News (Uk) 1
WikiLeaks celebrates Chelsea Manning’s commutation CNN Politics 1
Obama commutes the sentence for Chelsea Manning CNN Politics 1
The State Department is delaying more ambassador nominations and training sessions CNN Politics 1
A former Northwestern professor has been charged in “grisly” Chicago stabbing death CNN International 1
Police: Barcelona attack was ‘more rudimentary than planned,’ suspects’ explosives detonated accidentally Wednesday CNN International 1
Choosing alternative cancer therapy doubles risk of death, study says CNN International 1
Get better quicker: Avoid these foods when you are sick Natural News 2
Hot cocoa can stave off the flu Natural News 2
Russia Warns Coup-Cheering Washington Not To Meddle In Venezuela Newspunch 2
Ron Paul Slams Neocons Bolton & Pompeo For Undermining President Trump Newspunch 2
Man Figured Drug Addiction Would Take Up A Lot More Free Time Onion News 2
Breaking: Adam Got A PS4 For Christmas Onion News 2
The dirty truth about household items: How often should you replace them? Singapore World Times News 2
Woman risks her life by sitting in the middle of the road to take a selfie Singapore World Times News 2
Can I use my CPF or secure a bank loan to buy a 70 year old HDB flat Temasek Times News 2
More Singaporean women chose to remain single Temasek Times News 2
This Lie Called Democracy Global Research News 2
The West Is in Disarray, and It Will Only Get Worse. Crisis of Political Leadership in US and EU Global Research News 2
CES 2017: A cure for snoring and other new smart tech BBC Technology 2
West Belfast: Man, 56, shot several times in the leg BBC News (Uk) 2
Fruit and veg: For a longer life eat 10 a day BBC Health News 2
Should you keep your cat on a lead? BBC Science News 2
JUST IN: Sen. Mitch McConnell is inviting Deputy AG Rod Rosenstein to a briefing next week, Sen. Chuck Schumer says CNN Politics 2
Clinton and Trump have been name-dropped in hip-hop lyrics for decades. What new lyrics tell us about 2016 CNN Entertainment 2
Tomb of King Tut’s wife discovered? Experts excited by find in Egypt Fox News 2
NATO Secretary General: “We don’t want a new Cold War. We don’t want a new arms race.” Fox News 2
Is God really dead? How Britain lost faith in the church Huffpost Religion 2
Bill Kristol briefly blew up the 2016 presidential race with one tweet. But you know what they say about Twitter… Huffpost Politics 2
You ask a question as vague as “America’s role in the world,” you get a response about the deficit. Huffpost Hill 2
Should you give your credit card info to apps like Venmo? We’re LIVE with some tips Bloomberg Technology 2
There’s a brilliant trick to fend off hackers. @jordanr1000 is LIVE to show you how Bloomberg Technology 2
With 130 million records sold, the Backstreet Boys are the best selling boy band of all time. Now, Backstreet’s back CBS News 2
“Call it whatever you want, but please, do not call this bill a health care bill,” Sen. Bernie Sanders says follow CBS News 2
A field of poppy plants that could be used to make opium found in N.C. has an estimated value of $500M, sheriff say CBS News 2
Natural detox: How to quickly release stress in less than five minutes Natural News 3
Scientists: Kissing can be beneficial to your health Natural News 3
Should eggs be prescribed for diabetes and dementia? Natural News 3
YouTube Ban Alex Jones‚ InfoWars As Crackdown On Alt. Media Goes Nuclear Newspunch 3
U.S. Court Seeks EPA Ban On Water Fluoridation Nationwide Newspunch 3
Marine Le Pen Faces Prison For Criticising ISIS Online Newspunch 3
Area Man Disappointed In Self For Already Being Full Onion News 3
Lost Jack London Manuscript, ‚The Doggy, Found Onion News 3
Charles Koch Orders Sniper To Fire Warning Shot Next To Marco Rubio On Debate Stage Onion News 3
Trump Team Has Ties to Atlantic Coast Pipeline Now Being Pushed by White House Global Research News 3
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U.N. Nuclear Weapon Ban May Be Last Exit Before Extreme Tolls for Humanity Global Research News 3
Executive Orders and Airport Protests: Trump Clashes With The CIA Global Research News 3
Scientists have created ‘negative mass’ but what is it and how was it made? BBC Newshour 3
Michael Parkinson on the legendary Muhammad Ali: “He was a rock star he really was.” BBC Newshour 3
Breaking one of the last taboos? Kiran Gandhi ran a marathon without sanitary protection while on her period BBC Newshour 3
Has Greece caved? Hear Syriza spokeswoman Marina @prentoulis live on Newshour in a few minutes BBC Newshour 3
Haley tells CNN’s Jake Tapper that Russia is an ally “when they want to be” CNN Politics 3
The US has imposed an electronics ban on flights from major Middle Eastern and African airports. What it means: CNN Politics 3
BREAKING: Iran threatened to shoot down US Navy spy planes near the Persian Gulf Fox News 3
Sheriff Troy Nehls: “We support the 2nd Amendment... I would caution those that want to come & prey on our people” Fox News 3
Senators fight for a vote on campus rape bill Huffpost College 3
A rape reporting website says it partnered with the CDC, HHS, the VA, and NSF. Those agencies have never heard of it Huffpost College 3
Taro leaves, also known as elephant ears, can be used as prebiotics for animals when pre-treated with enzymes Natural News 4
New study finds that toxic chemicals found in nail polish enter women’s bodies just hours after application Natural News 4
Acorns shown to have neuroprotective properties Natural News 4
Powerful natural medicine in broccoli sprouts found to prevent cancer and protect the brain from stroke damage Natural News 4
Trump Slams Social Media Says He Won’t Let Them Discriminate Against Conservatives Newspunch 4
Gallup Poll: Democrats Want Socialism To Replace Capitalism Newspunch 4
Facebook Takes Down Telesur English Without Explanation Newspunch 4
Housing Prices Spike As Tech Employee Takes Stroll Through Neighborhood Onion News 4
Chevron Touts Green Initiative With Hybrid-Powered Oil Drilling Platforms Onion News 4
Edible kangkong straws served at eco-friendly Thai restaurant Singapore World Times News 4
Six-year-old girl dies after near-drowning in pool with lifeguards, swimming instructor distracted Singapore World Times News 4
Palestinian Refugees in Lebanon: Righting a Perpetual Wrong Global Research News 4
Militarization of the Caucasus: Tehran Says it will Oppose Deployment of American Forces in Karabakh close to Iran Border Global Research News 4
Scientists set eyes on ice moon Europa BBC Science News 4
England’s only golden eagle feared dead BBC Science News 4
Steel jobs ‘can be saved by tech’ BBC Science News 4
Moose on the loose as Alaska warms BBC Science News 4
Over 100 women get a Mitch McConnell quote tattooed on their bodies Fox News 4
Judge in Casey Anthony trial says she may have killed daughter by accident Fox News 4
Hunt for body of teacher, beauty queen leads to Georgia pecan farm Fox News 4
This girl and her service dog could win big for children with disabilities Huffpost Politics 4
Paul Ryan votes for Trump after months of rejecting everything about him Huffpost Politics 4
A vote for third party is a vote for Trump, Obama says HuffPost Politics 4
Chlorinated chicken may be all the U.K. gets out of a Trump trade deal Bloomberg View 4
Adobe plans to stop updating and distributing Flash at the end of 2020 Bloomberg Markets 4
Blue Apron is changing its executive team less than a month after its IPO Bloomberg Technology 4
Assessing the effects of spirulina extract on lipid and carbohydrate digestion processes Natural News 5
Meditation, acupuncture and massage now offered in prestigious hospitals across the U.S. as patients embrace wellness therapies Natural News 5
Millions Protest Worldwide Over Tommy Robinson‚ Political Imprisonment Newspunch 5
Chiropractor Under Gov Investigation For Speaking Out Against Vaccines Newspunch 5
Veteran Congressman Can Still Remember When Inaction On Gun Violence Actually Presented A Moral Dilemma Onion News 5
Thousands Of Dismembered Crash Test Dummies Line Newly Discovered Catacombs Beneath Ford Motor Plant Onion News 5
16-year-old arrested for criminal intimidation, drug-related offence at Havelock Road Singapore World Times News 5
Dispenser meter continues running after customer stops pumping petrol at Upper Serangoon station: Caltex investigating Singapore World Times News 5
National Serviceman in critical condition after losing control of scout jeep during training Temasek Times News 5
Political observers predict‚ an easy victory‚ for Workers Party in Hougang Temasek Times News 5
Lawmakers Demand Tech Companies Censor Journalists and Conduct Mass Surveillance Global Research News 5
Former Trump Campaign Manager Paul Manafort Indicted Global Research News 5
Somalia piracy: India ship hijacked in new attack BBC News (World) 5
Hungary CEU: Protesters rally to save university BBC News (World) 5
Tammy Duckworth cautions Donald Trump: “We’re not a military junta” CNN Politics 5
Latest CNN Politics app edition: Clinton wins debate, but Trump exceeds expectations, according to new CNN/ORC poll CNN Politics 5
Hurricane watches issued for Antigua, Barbuda, Anguilla, Montserrat, St. Kitts, Nevis as Hurricane Irma strengthens CNN Breaking News 5
South Korea’s military conducts a live-fire exercise in response to North Korea’s sixth nuclear test. CNN Breaking News 5
Denver Sheriff’s Department fined $10K for hiring only US citizens Fox News 5
North Korean official vows frequent missile tests as tensions escalate Fox News 5
New research documents four important benefits of blueberries Natural News 6
Purple phototrophic bacteria being studied as a potential means to convert sewage to clean energy Natural News 6
US Government Admits Lyme Disease Is A Bioweapon Newspunch 6
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London Becomes Murder Capital Of The World Newspunch 6
France, India, Brazil Among Dozens Of Governments To Fall As Riots In Support Of Onion Social Increase Globally Onion News 6
Thousands Of Onion Social Users Burn Effigies Of CEO In Massive Show Of Support For Company Onion News 6
Responsible Actions Needed to Ensure Peace on the Korean Peninsula Global Research News 6
Bayer-Monsanto: A Match Made in Hell. Six Reasons why Bayer-Monsanto Merger Threatens People and Planet Global Research News 6
How to create a digital copy of dinosaur fossils BBC News (World) 6
These original sketches of Winnie the Pooh reveal the inspiration behind the bear’s appearance. BBC 6
Police investigate “sudden death” of N. Korean leader’s half-brother after he fell ill at an airport in Malaysia CNN Breaking News 6
A rare rebuke: Sen. Warren cut off in a clash with Majority Leader McConnell in Sen. Sessions’ confirmation debate CNN Breaking News 6
Senate confirms Nikki Haley as next ambassador to the U.N., giving President Trump his 4th official Cabinet member CBS News 6
Angelina Jolie is opening up about her latest health struggles: She revealed she was diagnosed with Bells palsy CBS News 6
Herbs vs. pharmaceuticals: Understanding the effectiveness of natural medicine Natural News 7
Pomegranates are a powerful nutritional preventive for inflammation-related diseases Natural News 7
Stanford University: Frozen Lemons More Powerful Than Chemotherapy Newspunch 7
Department Of Transportation Introduces Padded Bumper Lane For Intoxicated Drivers Onion News 7
Violence in Nicaragua: US-Orchestrated Coup Attempt? Global Research News 7
The Kim-Trump Summit. Geopolitical Implications Global Research News 7
UK nurse Pauline Cafferkey, who contracted Ebola in Sierra Leone, cleared of misconduct by disciplinary panel BBC Breaking News 7
US swimmer Ryan Lochte says sorry for his behaviour after Rio robbery dispute BBC Breaking News 7
22-year-old man arrested after climbing over security fence at Buckingham Palace, say police BBC Breaking News 7
Nigel Farage expects invitation to Donald Trump inauguration The Guardian 7
Harriet Harman says sexist habits still rife in parliament The Guardian 7
How the conservative media has reported Trump’s immigration ban The Guardian 7
Gotta look busy: Doctors order many unnecessary scans, therapies, surgeries, only adding to patient stress Natural News 8
Chiropractic care can be used for a variety of health needs, including relief, maintenance and corrective applications Natural News 8
Teacher Handcuffed & Forcibly Removed From School Meeting For Criticizing Pay Rise Newspunch 8
Mossad Chief: Zionist Spies Were Instrumental In Balfour Declaration Newspunch 8
Nancy Pelosi Planning To Reenergize House By Injecting Self With Blood Of Young Representatives Onion News 8
Study Finds Effectiveness Of Medical Treatment Skyrockets When Doctor Acts Like Condescending Dick Onion News 8
Melania Wishes Just Once She Could Look In Mirror Without Own Reflection Turning Away, Gust Of Wind Blowing Through 
Room, Doors Slamming Shut Onion News 8

US/Canada Failed Coup in Venezuela, In Defense of Democracy and Self-Determination of the People of Venezuela Global Research News 8
The Battle for 5G, Escalating Trade War With China: Trump Administration to Request Extradition of Huawei CFO Global Research News 8
On 9-11 anniversary, Homeland’s Johnson says advanced plots unknown to public foiled ‘all the time’ Fox News 8
Curiosity rover sends back striking images of rock formations on Mars Fox News 8
Economists are working to quantify the harm caused by centuries of racist policy and discrimination Bloomberg View 8
Inside the grueling race for the yellow jersey in the Tour de France Bloomberg Pursuits 8
Sky commuters: how the super-rich beat Jakarta’s traffic hell in a helicopter The Guardian 8
Black Friday alternatives in fashion as retailers give profits to charity The Guardian 8
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ABSTRACT

The purpose of this chapter is to discuss information and media literacy from a philosophical perspective. 
This kind of discussion is important because it brings together scientific knowledge and philosophy. The 
authors base their arguments on some discussions about the Theory of Knowledge, such as the problem 
of truth, as well as philosophers such as Nietzsche and Foucault. This chapter is interdisciplinary, and 
it results in the evolution of information and media literacy theory. This chapter also aims to consider 
the power games that encourage fake news. These games are influenced by ideological aspects of the 
post-truth world.

INTRODUCTION

Information and media literacy are central topics in discussions of fake news in the Post-Truth world. 
People live in a society in which facts do not have relevance and information is focused on emotions 
(Cooke, 2018). Those who understand the culture of a group can manipulate information strategically.
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Manipulated information is dangerous to society because it affects people’s decision-making, reflect-
ing both the power relations and the imposition of standard behaviors. In order to conform to normality, 
people accept these standards and modify their ability to be critical and make choices. This manipulation 
is based both on individuals’ feelings and on the behavior of a group (Flick, 2016).

Fake news has complex consequences for society. Some politicians have used it in order to polarize 
the electorates in countries such as Canada (Jackson, 2019) and in the United States (Bovet & Makse, 
2019). These examples suggest that fake news and misinformation can influence political contexts. 
Information and media literacy may be able to change that, since literate people learn to identify the 
interests and manipulations of content producers (Hobbs et al., 2013; Ashley, Maksl, & Craft, 2013; 
Kahne & Bowyer, 2016; Mihailidis, 2014).

Furthermore, this literacy can help people become more critical in interpreting information (Doyle, 
2018). Individuals can become more investigative and analytical with respect to information sources 
(Yafushi, 2015; Zattar, 2018; Belluzzo, 2018). Information sources also reflect a certain group’s ideology, 
which may involve religious, political, and economic values. As a result, thus individuals must learn to 
critically evaluate these sources, too.

The research questions that guide this chapter are: how can information and media literacy be under-
stood from a philosophical perspective? What is post-truth in our society? What are the interests behind 
fake news? How can philosophical thinking contribute to the development and refinement of information 
and media literacy concepts? Are information and media literacy torchbearers that have continued the 
philosophical tradition of training citizens to be critical and reflective about truth?

Thus, discussing information and media literacy from a philosophical perspective is important be-
cause it connects scientific knowledge and social issues, making the link between Information Science 
and Philosophy. In this way, this chapter is interdisciplinary in nature because it draws on discussions 
about the Theory of Knowledge, such as the problem of truth, as well as philosophers such as Nietzsche 
and Foucault.

This chapter also aims to consider and raise awareness of the power games that promote fake news, 
which is influenced by ideological aspects of the post-truth world. Thus, investigating and combatting 
fake news should be considered part of the role of human rights organizations that are trying to overcome 
violence, discrimination, intolerance and hostility against the most vulnerable social groups. It is unac-
ceptable that fake news and disinformation attacks should affect ethnic minorities because these attacks 
and the violence or discrimination they may inspire degrade human dignity, a core concern of human 
rights. Thus, combatting and minimizing the effects of fake news should be included in discussions of 
the Universal Declaration of Human Rights.

The concept of truth is also an essential topic which is fundamental to understand ideology in a 
post-truth world that has been corrupted by the interests behind fake news. Furthermore, the concept of 
truth relates to the historical and conceptual aspects of information and media literacy. The goal of this 
chapter is to demonstrate the evolution of concepts and other terms related to this kind of literacy, such 
as digital literacy, information literacy, information competence, media literacy, computer literacy, data 
literacy, financial literacy, and absorptive capacity, relevant topics to any discussion of critical learning 
(Sundar, 2016).

Standards and indicators of information and media literacy (ACRL, 2015; Bundy, 2004; Belluzzo, 
2007; Lau, 2007) have been developed and are used in many organizations around the world. This chapter 
introduces some of these standards and assesses whether they are valid enough to measure the level of 
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information and media literacy of an individual. Additionally, the authors also acknowledge philosophy 
as a type of learning useful to developing critical thinking skills.

This research is qualitative and exploratory, conducted using a bibliographic review of the concepts 
information literacy, media literacy, post-truth, and fake news. The bibliographic review is a useful 
method to describe new topics and to connect them with arguments. The literature review was conducted 
using the following databases: Scientific Electronic Library Online (SCIELO), Reference Database of 
Information Science Journals (BRAPCI), SCOPUS, and Library and Information Science Abstracts 
(LISA). The literature review contributes to understanding the theory and practice of the topics ad-
dressed. In addition, it was conducted using discourse analysis to understand the ideological discourses 
of post-truth and its meanings.

INFORMATION AND MEDIA LITERACY (IML)

Information and media literacy are types of socio-cultural interaction that can influence people’s be-
havior in sharing information, mainly by new relations emerging for new media. Information literacy 
was first discussed by Paul Zurkowski in a 1974 document (Dudziak, 2003; Belluzzo, 2007). After that, 
researchers started to study information literacy and have since presented many papers about the subject 
in conferences. This allowed the dissemination of the topic to many fields, and allowed information 
literacy to emerge as a multidisciplinary topic.

The concept of fake news is complex, especially when people need to deal with ideological aspects of 
information sources. Some politicians have used fake news as a tool to win elections or discredit media. 
Voters may believe in these lies and choose a candidate to represent them. Beyond fake news, individuals 
also have to deal with disinformation, defined as manipulated information. All these issues have inspired 
significant research and introduced a new conceptual framework for examining information disorders, 
identifying the three different types: mis-, dis-, and mal-information (Wardle & Derakhshan, 2017). 
Authors Wardle and Derakshan, using the dimensions of harm and falseness, describe the differences 
between these three types of information:

• Mis-information is when false information is shared, but no harm is meant.
• Dis-information is when false information is knowingly shared to cause harm.
• Mal-information is when genuine information is shared to cause harm, often by moving informa-

tion designed to stay private into the public sphere (Wardle & Derakhshan, 2017).

The authors noted above examine information disorders based on three factors: the agent, messages 
and interpreters. They also consider the three different phases of information disorders: creation, pro-
duction and distribution. They state that the ‘agent’ who creates a fabricated message might be different 
to the agent who produces that message—who might also be different from the ‘agent’ who distributes 
the message. Similarly, they argue that we need a thorough understanding of who these agents are and 
what motivates them (Wardle & Derakhshan, 2017). Based on these considerations, it is necessary to 
reflect on the behavior of individuals in the business context and to ask how they feel about the process 
of creation, production and distribution of information. In addition, it is also essential to understand 
how they establish the relationship between information and knowledge in order to interact among them 
during the decision-making process.
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Sharing information is important to society, as individuals construct knowledge from information. 
In the business context, those who have valuable information may want to keep this information secret 
to hold onto perceived power. Some employees do not share their knowledge in order to keep their jobs. 
They fear that their companies could fire them if they shared their expertise. As a result, most people do 
not share important information because of competitiveness. On the other hand, shared information can 
also be manipulated to influence audiences’ opinions. Some groups disseminate a lot of misinformation 
to reaffirm biases and to hurt others.

People disseminate information in a social way based on their individual cultural experiences. In-
formation depends on environment and people’s interpretation. Because of that, humans need essential 
skills to learn from information and to identify the intentions of an information source. In other words, 
the absence of information literacy could negatively affect the overall progress of the construction and 
understanding of information. It can therefore contribute to creating unequal conditions of information 
access.

The authors consider that people live in a diverse society, so they can never be outside of power rela-
tions. According to Olivier (2012): “ineluctably, one is always enmeshed in multilayered, overlapping 
grids of discourses that function in an ambivalent manner to enable, and simultaneously control, direct, 
disseminate and domesticate human action and behavior”. The form of organization within a neoliberalist 
society contributes to the creation of social exclusions and favors those who have access to information 
literacy. However, neoliberalism does not favor those who are not able to develop a competent discourse. 
Understanding neoliberalism helps us to analyze the difficulties excluded individuals face. Stocker (2018, 
p.192) states that: “The word Neoliberalism became largely a term of abuse, to indicate capitalism in 
some way out of control, a state or a culture captured by acquisitive values above anything else, rather 
later, in reaction to economic policies and assumptions of the 1980s”.

Most people are not familiar with the impact of new technologies and media. The media allows for 
dynamic forms of learning and communication, which can contribute to social progress. The develop-
ment of information literacy is essential to social progress because it encourage individuals to interpret 
texts in critically. According to Foucault (1981, p.52):

In a society like ours, the procedures of exclusion are well known. The most obvious and familiar is the 
prohibition. We know quite well that we do not have the right to say everything, that we cannot speak of 
just anything in any circumstances whatever, and that not everyone has the right to speak of anything 
whatever.

Information sharing is a social practice linked to economy in the context of business. Some employees 
do not like to share their knowledge with co-workers because they use this knowledge as a source of 
power. They want to be valuable to the company, so that they can ask for a raise and avoid getting fired. 
Foucault mentions this problem of information sharing in discussing forms of diffusion and circulation 
of information:

There are hardly any such ‘societies of discourse’ now, with their ambiguous play of the secret and its 
divulgation. But this should not deceive us: even in the order of ‘true’ discourse, even in the order of 
discourse that is published and free from all ritual, there are still forms of appropriation of secrets, and 
non-interchangeable roles […] But there are many others still, functioning according to entirely different 
schemas of exclusivity and disclosure: e.g., technical or scientific secrets, or the forms of diffusion and 
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circulation of medical discourse, or those who have appropriated the discourse of politics or economics 
(Foucault, 1981, p.63).

Important changes have emerged since the Information Technology Revolution. Drawing on Castells, 
we can say that:

In the second half of the 1990s a new electronic communication system started to be formed out of the 
merger of globalized, customized mass media and computer-mediated communication. [...], the new system 
is characterized by the integration of different media and by its interactive potential. Multimedia, as the 
new system was hastily labeled, extend the realm of electronic communication into the whole domain 
of life, from home to work, from schools to hospitals, from entertainment to travel. By the mid-1990s 
governments and companies around the world were in a frantic race to position themselves in setting 
up the new system, considered to be a tool of power, a potential source of huge profits, and a symbol of 
hypermodernity (Castells, 2010, p.394).

The huge expansion of personal computers has been responsible for several social changes, particularly 
new modes of human relationships and the emergence of virtual communities. Are these communities 
real? Can they be considered another mode of human relationship? According to Castells, the answer 
to this question is yes and no. The author states that:

They are communities, but not physical ones, and they do not follow the same patterns of communication 
and interaction as physical communities do. But they are not “unreal”, they work in a different plane 
of reality. They are interpersonal social networks, most of them based on weak ties, highly diversified 
and specialized, still able to generate reciprocity and support by the dynamics of sustained interaction 
(Castells, 2010, p.389)

This new mode of human interaction, which is often carried out in cyberspace, directly affects access 
to information. Since cyberspace is inherently linked to information sharing, it is important to consider 
a wider vision of the impact of new media in social and professional interactions. Moreover, the fun-
damental importance of the process of appropriation must also be understood. Individuals should be 
capable of appropriating suitable information in different contexts of their lives. Developing informa-
tion literacy is therefore an essential factor in determining success in both virtual and physical relations. 
Jenkins (2006, pp. 3-4) states that:

Convergence does not occur through media appliances, however sophisticated they may become. Conver-
gence occurs within the brains of individual consumers and through their social interactions with others. 
Each of us constructs our own personal mythology from bits and fragments of information extracted 
from the media flow and transformed into resources through which we make sense of our everyday lives.

The relations within convergence culture ask fundamental questions that are relevant not only to 
social life but also to professional life. The network society affects both social and virtual relations. It 
also affects people’s way of understanding the world. In addressing the concept of Network Society, 
Castells (2003, p.14) points out that
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[It] is a social structure that consists of information networks powered by the information technologies 
that characterize the informational paradigm.

Understanding this paradigm is essential to articulating a new vision of the role of information and 
knowledge in today’s society. According to Castells:

Throughout history, knowledge and information, together with their technological underpinning, have 
been closely associated with political/military domination, economic prosperity, and cultural hegemony 
(Castells, 2003, p.11).

In a sense, therefore, all economies are knowledge-based economies and all societies are essentially 
information societies. What is distinctive about our historical period is a new technological paradigm 
ushered in by the Information Technology Revolution and centered around a cluster of information 
technologies. The thing that is truly new is the information processing technology and the impact of 
this technology on the generation and application of knowledge. This is the reason why the concept 
of informationalism is used here, instead of the notions of knowledge-economy or information society 
(Castells, 2003).

The quoted passage shows that knowledge and information have always been present in the socio-
economic relations between individuals. Thus, the key point of this study is not the vast amount of 
information. Instead, we must pay attention to the process of information sharing in order to understand 
how information is constructed. In this sense, it is essential to define the skills we must develop with 
the aim of better applying technologies. That is the justification for developing information literacy. 
Our society is still a society composed by physical interactions; however, there are other types of rela-
tions, such as virtual relations, that also have the power to influence physical relations. We are living in 
a network society, but this does not mean that ours is an isolating society. On the contrary, we live in a 
dynamic and interactive society: “A network is a series of interconnected nodes and a node is the point 
where the curve crosses itself” (Castells, 2003, p.14).

Since individuals take part in these relations, they should be considered nodes and, therefore, as 
important as technological media. Castells highlights that “a network has no centre, just nodes. When 
nodes became redundant, networks tend to reconfigure themselves, deleting nodes and adding new, 
productive ones”. One of the problems of this society is that “networks work on a binary logic: inclu-
sion/exclusion” (Castells, 2003, p.15). On this view, it is worth highlighting that a network economy is 
dominant everywhere and that “people that do not perform well in this economy or offer any potential 
interest to these dominant networks are discarded” (Castells, 2003, p.15). That is why information lit-
eracy must be linked to the process of appropriation of information. Those who want to be part of this 
society actively and successfully must be able to create appropriate information and transform it where 
required. According to Borges (2018, p.172, in translation)

Appropriation of information is a continuous and uncertain process. The final result is not known whether 
it is the most desirable one; the only thing certain is that it will happen.

The concept of information literacy draws on the fields of Management, Education, and Information 
Science (Yafushi, 2015). These three fields of research contribute to understanding how individuals learn 
throughout their lives. Lifelong learning is present in various organizations and contexts (Ottonicar; Val-
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entim & Feres, 2016), so information literacy can be studied from different perspectives. For example, 
information literacy helps to identify how employees use information to make decisions (Bruce, 1999; 
Lloyd, 2017; Zuccari & Belluzzo, 2017). Furthermore, information literacy contributes to developing 
student curricula in schools (Eisenberg, Lowe & Spitzer, 2004); to understanding communities (Demas-
son, Partridge & Bruce, 2017); to improving decision-making in hospitals, and other areas.

Information literacy enables a person to access and use information effectively to make a decision or 
solve a problem. During this process, the information literate person evaluates information sources to verify 
the ideologies and intentions that are hidden in the messages. Therefore, individuals must develop critical 
thinking skills to analyze an author’s ideas (Ottonicar et. Al, 2019). In short, media literacy facilitates 
the use of technology, allowing people to use media consciously. Therefore, people learn more and more 
to identify fake news by using Media literacy, a kind of information literacy focused on social media.

Technology has brought about many societal and cultural changes. In this way, Information Science 
and Philosophy can both investigate current information phenomena such as social media and artificial 
intelligence. It is essential to understand connections between the real and virtual worlds. In addition, 
considering ethical issues related to the use of media can help us make sense of the advent of human-like 
robots and the impact of these technologies on people’s lives.

The Association of College and Research Libraries (ACRL) has created standards and indicators 
that are essential for higher education students. These standards have informed researchers and organi-
zations around the world, including Bundy (2004), Lau (2007), Belluzzo (2007) and the International 
Federation of Library Association (IFLA, 2008). These standards are quite flexible and can be adapted 
to many other contexts.

Accordingly, information is a product which is produced by human interaction and which is not 
accessible to all in an equal way. Chauí explains that: “It is not allowed to all people to say anything, 
anywhere, anytime” (Chauí, 2014, p.57). On this basis, Elinor Ochs (1992, pp.358-359) states that:

Discourse knowledge relates language to psychological as well as social contexts. Competent language 
users vary language according to their perception of cognitive states of interlocutors. Every language 
has linguistic structures which elicit others’ attention (or heighten attention to something expressed) 
and which distinguish old from new information (information interlocutors presume their addresses do 
/ do not know).

Discourse has no borders and transcends meanings within a social context because it may be seen 
not only as a social act, but also one that represents historical, social and cultural facts. Thus, since 
information is materialized within social contexts, which is formed by several discourses, information 
is closely related to all forms of discursive practices. The idea of discourse constitutes a key element 
in Michel Foucault’s works, denoting “a historically contingent social system that produces knowledge 
and meaning” (Adams, 2017). Discourse is a way of organizing knowledge; it is a social fact. Adams 
(2017) states that: “discourses are produced by effects of power within a social order, and this power 
prescribes particular rules and categories which define the criteria for legitimating knowledge and truth 
within the discursive order”. Barry Stockers (2019) points out an important theme within Foucault’s 
theories: “Foucault gives fundamental importance to what we now typically call free speech in Ancient 
Greece, what was known to the Greeks as parrhěsia […] Foucault clusters discussion of philosophical 
dialogue, political freedom, and freedom in general around parrhěsia at various points. We can trans-
late parrhěsia as free speaking to distinguish it as something specific in the history of free speech […] 
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Foucault’s builds on the way that parrhěsia appears in Greek antiquity as liberty in speech and excess 
of speech […] Excess and liberty are linked in Foucault’s understanding.”

On this view, it can be stated that discourse determines how social relations have an impact on all 
spheres of society. In other words, the way language is used is responsible for producing different forms 
of power: “In the discussion of parrhěsia, there is a particular reference to the right of the lower classes 
to speak truth in a vulgar manner in Athenian democracy […] For Foucault, political speech belongs to 
changing structures of discourse, of language and thought” (Stocker, 2019). The author also highlights 
that: “As Foucault suggests from his earliest work onwards, discourse is always contextual, always 
form a point of view, always existing within orders, within archeologies themselves open to variable 
interpretations, and which are changeable over time […] Discourse is anonymous, because discourse 
rests on earlier discourses and has no complete autonomy, and originality, in relation to already existing 
discourses. It is contextual because who speaks, or writes, matters to the meaning as does the general 
context of that communication.”

The Truth in a Post-Truth World

Since the beginnings of civilization, humankind has sought for truth. This desire preceded Science and 
was one of the driving values responsible for the origins of Philosophy. As Reale & Antiseri (1990) 
point out, the aim or end of Philosophy is the desire to know and contemplate the truth. In other words, 
denying the search for the truth means denying Philosophy. For a long time, the word truth was used as 
a synonym for knowledge.

In ancient Greece, Parmenides of Elea articulated the principle of identity: “being is and it is impos-
sible for it to not be; not-being is not and it is impossible that not-being is” (Reale & Antiseri, 1990, p. 
50, in translation). In summary: whatever is, is, and what is not, cannot be. Parmenides argued that exis-
tence and thought coalesce into one; thus, nothing can come from nothing. Based on this, “Parmenides 
claimed that identity involved the idea of non-contradiction” (Danaher, 2004).

Parmenides of Elea was a Presocratic Greek philosopher. He is known as the Father of Metaphysics 
and the founder of the Eleatic School of thought, whose adherents held a radical doctrine of monism. In 
light of this theory, DeLong (n.d.) notes that “reality is in some sense a unified and unchanging singular 
entity. This has often been understood to mean there is just one thing in all of existence.” In this sense, 
Starkey and Calogero (2011) explain Eleaticism as follows: “Eleaticism, one of the principal schools of 
ancient pre-Socratic philosophy, so called from its seat in the Greek colony of Elea (or Velia) in southern 
Italy. This school, which flourished in the 5th century, was distinguished by its radical monism—i.e., 
its doctrine of the One, according to which all that exists (or is really true) is a static plenum of Being 
as such, and nothing exists that stands either in contrast or in contradiction to Being. Thus, all differ-
entiation, motion, and change must be illusory. This monism is also reflected in its view that existence, 
thought, and expression coalesce into one.”

In direct opposition to Parmenides, Heraclitus argued that opposites are necessary for life: “Hera-
clitus argued that contradictions not only existed but were essential and the basis of a thing’s identity 
[…] Heraclitus argued that since things changed, they had to contain what they were not. Only such 
contradictions could account for change. As Heraclitus says: cold things grow warm; warm grows cold; 
wet grows dry; parched grows moist’” (Danaher, 2004). In other words, everything is constantly chang-
ing. This is why Heraclitus is known as the philosopher of flux. For Heraclitus, flux and opposition are 
necessary for life. Both Parmenides and Heraclitus are Pre-Socratic Greek philosophers.
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Both Parmenides and Heraclitus made invaluable contributions to developing a theory of knowledge. 
However, it is important to highlight some of the significant differences between them: What made for 
the difference between Heraclitus and Parmenides was what they respectively believed were the proper 
objects of thought. For Parmenides, the things we encounter in our experience make for poor objects 
upon which to fix our thoughts. Indeed, the things we experience are not suited to provide the kind of 
knowledge that Parmenides, and so many others who were to follow him, wanted. The kind of knowl-
edge they desired was a knowledge that was fixed and certain. Such knowledge would require objects 
of thought that were equally fixed and certain. Thus, Parmenides settled on the idea of being itself into 
which all change would collapse (Danaher, 2004).

On the basis of the quote above, it would seem that the concept of truth cannot be considered from 
a single viewpoint. According to Heraclitus, the concept of truth cannot and should not be seen as a 
static truth, thus, there is no absolute truth: “Everything is in motion, everything flows” (Japiassú & 
Marcondes, 2006, p. 131).

This concept of truth is precisely in line with Derrida’s thought: “The ‘rationality’ – but perhaps that 
word should be abandoned for reasons that will appear at the end of this sentence – which governs a writ-
ing thus enlarged and radicalized, no longer issues from a logos. Further, it inaugurates the destruction, 
not the demolition but the de-sedimentation, the de-construction, of all the significations that have their 
source in that of the logos. Particularly the signification of truth” (Derrida, 1944, p.10). The author also 
points out that: “Between being and mind, things and feelings, there would be a relationship of transla-
tion or natural signification; between mind and logos, a relationship of conventional symbolization and 
the first convention, which would relate immediately to the order of natural and universal signification, 
would be produced as spoken language. Written language would establish the conventions, interlinking 
other conventions with them”. In short: “The written signifier is always technical and representative. It 
has no constitutive meaning. This derivation is the very origin of the notion of the ‘signifier’” (Derrida, 
1944, p.11).

Plato was an influential ancient Greek philosopher who dedicated more time to the issue of truth. 
According to Plato, there are two worlds: the perfect world and the imperfect world. As far as the first 
world is concerned, it is known as the World of Being. The second world is known as the World of Be-
coming. The two worlds are separated from each other; however, there is a connection between them. 
According to Karl (2008), “The intelligible world, which is invisible, non-physical, and consisting of 
the Forms, can only be apprehended by the soul, for the soul shares in qualities of that likeness. The 
sensible world, which is visible, physical, and constructed of imitations of the Forms, is apprehended 
via the body through the same principle.”

The seeming, illusionary state of the sensible world – the world over which humankind presides – is 
a consequence of physical objects imitating the Forms. A physical thing only exists to the extent that it 
participates in the Forms. This is so because of the nature of the Forms themselves. Forms, by defini-
tion, are those things that are, possessing wholly the notion of being. The Forms, such as the Form of 
Beauty or Justice, exist by themselves, within themselves, and only of themselves. They are universal, 
eternal, and singular, existing externally, in a pure state, in the other world. What exists in this world is 
due entirely to the Forms, for they are the causes of the physical. Thus, the physical world is a mere rep-
lication of the pure Forms, never achieving perfect imitation and therefore remaining less real and pure.

Based on Plato’s Two Worlds Theory, many studies have been carried out seeking what reality is 
composed of, what is the real world, and what is merely an illusion or just a part of a fake reality. Plato 
assumes that the mind merely copies the world. Thus, all knowledge would be teleological, as Plato 
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believed. In this way, there is a true knowledge, which makes reference to the notion of good, reason and 
Philosophy. Plato assumes that Knowledge is beyond the empirical and material world.

And finally the idea of the salvific force of reason and of philosophy constantly shows, that is, of the 
search and vision of truth that saves forever” (Reale and Antiseri, 1990, p. 161, in translation). 

These authors also state that

No objects may be perfectly and absolutely considered as square or round, even having the same notion 
of what is a perfect square and round. It, therefore, has to be concluded that there are certain discrep-
ancies between data from experience and notions we have: notions are much more beyond of data from 
experience” (Reale and Antiseri, 1990, p. 147, in translation).

The good is above non-physical essences of all things; it is an unconditional and absolute principle, 
transcending the being of everything in the world. Plato believed that the form of good is related to 
knowledge, justice, beauty and rationality. Thus, all knowledge would be reminiscence, as Plato believed. 
There is the world of sense experience (the “empirical” world), where everything is undergoing a process 
of change. There is another world, which is not perceived through the senses, and in which everything 
is permanent and perfect, the realm of the Forms. There are no perfect Forms in the empirical world; 
this world shows only poor copies of these Forms. That is why the empirical world is less real than the 
world of the Forms: the Forms are immutable (unchanging), the perfect objects of knowledge. In short, 
knowledge does not depend on experience from Plato’s perspective. The true knowledge is possible only 
in the context of the world of the Forms.

Building on Plato’s Worlds and the theory of knowledge, it is important to briefly recall the 20th 
century philosopher Karl Popper (1979). In discussing the construction of knowledge, Popper presents 
the idea of   worlds. For him, there is a world of physical things and a world of the mind, the latter being 
the most important one as the products of the mind manifest in the physical world. In order to establish 
his theory of the worlds, Popper drew on Plato’s dichotomy of worlds, but Popper believed that there is 
no dichotomy of worlds, but rather a pluralism. Therefore, Popper made possible a new interpretation 
of Plato’s theory, adding some pluralistic characteristics. David Bawden and Lyn Robinson (2016, p.35) 
summarize these Worlds in the context of Library and Information Science as follows:

World I is the physical world, of people, books, computers, buildings, etc.; World 2 is the internal, subjec-
tive mental state of an individual, including their personal knowledge; World 3 is the world of objective 
knowledge, which may be communicated between people by means of information stored in documents. 

As Moreira and Martínez-Ávila (2018, p.22) point out, these three worlds interact with each other 
and the relation between subjective and objective knowledge is complex. As these authors also explain, 
although this model has its critics in LIS (see e.g. Capurro, 2003), it is commonly accepted in the cogni-
tive paradigm that knowledge produced in “World 2” is organized in “World 3”, while “World 3” feeds 
the production of knowledge in “World 1”. According to Brookes (1980), it would be Popper’s “World 
3” that offers a rationale for the professional activities of librarians.

In the Middle Ages, Saint Augustine returned to the question of truth raised by Plato. Augustine (354-
430) was Bishop of Hippo Regius in North Africa and is viewed as one of the most important Fathers 
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of the Latin Church for his writings in the Patristic Period. Based on Paul’s Epistle to The Romans and 
Saint John’s Gospel, he introduced Christianity, writing about Christian revelation and faith (Rezende, 
2018). For Augustine, there is a closed relationship between Christian truth and revelation. Thus, the role 
of the preacher is essential in order to receive wisdom from God; in other words, access to knowledge 
is only possible when people are clarified and illuminated by the word of God.

On the other hand, modern science is based on the idea that all phenomena can be solved by general 
laws, which were based on the Cartesian cogito ergo sum (I think, therefore I am) principle and on a 
process of applying deductive reasoning to develop and produce science. Deductive reasoning draws 
specific conclusions from general principles or premises. The conclusions from a deductive inference are 
certain if the premises are true. Scientists use deductive reasoning when applying them to specific situ-
ations. Therefore, the simplification paradigm was established, which implied reduction and separation.

This Cartesian, mechanistic, and reductionist paradigm clearly constituted an essential element to 
promote the development of science. The time was ripe for breaking with a theocentric vision, a prac-
tice grounded in explanations based on faith. René Descartes (1596-1650) was the leading exponent of 
Cartesian reasoning. According to Watson (2016): “Descartes argues that one has certain knowledge of 
one’s own existence because one cannot think without knowing that one exists; this insight is expressed 
as “Cogito, ergo sum” (Latin: “I think, therefore I am”) in his Discourse on Method (1637) and as “I 
think, I am” in his Meditations (1641).

Descartes argued that it is only through reason that one can create trust. Based on this, he proposed 
a rational method that has been called the Cartesian method. He aimed at creating a deductive logic that 
would serve as a foundation to achieve other absolute truths. In this way, he was mainly concerned with 
natural sciences and provided them with an appropriate method to bring clarity and distinction (criteria 
of truth) and universal knowledge based on mathematics. Descartes states that

[…] all those who have hitherto sought for the truth in the Science, it has been the mathematicians alone 
who have been able to succeed in making any demonstrations, that is to say producing reasons which 
are evident and certain” (Descartes, 2003, pp.14-15).

The two major problems of Descartes’ legacy are related to the concepts of absolute truth and the 
fragmentation of knowledge. His search for the truth expressed his wish to find universally valid an-
swers to science. Starting from the XVIII century, the concept of absolute truth was questioned with 
great emphasis by David Hume (2011), who explored the problem of cause and effect. He argued that 
no matter how good a cause is, it might have different effects.

Based on skeptical empiricism, David Hume critiqued the relationship between cause and effect as 
neither rational nor epistemological. Instead, he argued that this relationship is merely the product psy-
chological association, a succession determined by habit. The existence of regularities is not indicative of 
certainties. In this vein, Nietzsche was a German philosopher who has exerted an enormous influence on 
Western philosophy and intellectual history. His writings focused on truth, morality, language, aesthetics, 
cultural theory, history, nihilism, power, consciousness, and the meaning of existence. Possessed of a 
strongly questioning profile, Nietzsche’s works are concerned with the criticism of moral, Western culture 
and its notion of reason. Based on this, it might be said that he is timeless and that is why he is a point 
of reference for subsequent philosophers, such as Foucault, Adorno, Horkheimer, Morin, among others.

In discussing the concept of truths, Nietzsche did not aim to respond to where truths come from. In-
stead he aimed to raise questions about the criteria on which truths are measured. As a result, Nietzsche 
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criticizes rationality as something that is not natural, but rather the result of choices and interpretations. 
Truth is known as interpretation; it is therefore a point of view and is based on the interpreter’s perspective.

There will always be an interpretation that overlaps other interpretations. However, truth is considered 
relational and not relative because it is analyzed based on its relationship to the world and people. Thus, 
there is a great interest in knowing how others think. In short, the truth is forced upon everybody based 
on the influence and power one interpretation has on other interpretations.

In this sense, according to Nietzsche, there is no absolute truth. Otherwise, there would be no conflicts 
among interpretations. People have different opinions and take quite different views on certain points. 
Thus, objectivity is not free of interests, it is not neutral, and it is not impersonal. What is called objec-
tivity is just something that overrides all other interpretations. Nietzsche (2019) also understands that 
the world is ruled by interpretations and that life is movement and struggle, in which the stronger is the 
winner. From this perspective Nietzsche (1918) created the genealogical method. According to Crowley 
(2009): “Genealogy works on the limits of what people think is possible, not only exposing those limits 
and confines but also revealing the spaces of freedom people can yet experience and the changes that can 
still be made” (Foucault 1988). Genealogy as method derives from German philosophy, particularly the 
works of Friedrich Nietzsche (1844-1900), but is most closely associated with French academic Michel 
Foucault (1926-24). Michel Foucault’s genealogical analyses challenge traditional practices of history, 
philosophical assumptions and established conceptions of knowledge, truth and power.”

Foucault stated that archeology, his most famous method, “owes more to Nietzschean genealogy than 
to structuralism properly so called” (Foucault 1967, p. 294; for a further discussion of the differences 
and characteristics of Foucauldian archaeological and genealogical methods see Martínez-Ávila, 2012). 
In “Nietzsche, genealogy, history,” Foucault states that his genealogy (“effective history”)

differs from the history of historians in being without constants. Nothing in man – not even his body – is 
sufficiently stable to serve as a basis for self-recognition or for understanding other men. The traditional 
devices for constructing a comprehensive view of history and for retracing the past as a patient and 
continuous development must be systematically dismantled” (Foucault 1971, p. 380). 

The genealogical method is used for assessing the origin of a value, seeking to understand its dynam-
ics construction. In order to understand this, it must be well understood that the value suffers several 
changes over time. Thus, the value conceived in the context of its origin is not the same in another con-
text, even if people are still ratifying its original meaning. Therefore, the genealogical method consists 
of two inseparable moments: in the first one, it relates the value to its original context, and in the second 
one, it establishes a relationship between the assessment perspectives and the values established in the 
first moment.

From this perspective, it might be noted that knowledge can also be justified on the bases of Nietzsche’s 
conception as a necessary condition for the survival of humanity. The tension between values of truth and 
life grows stronger when some knowledge is conceived in order to provide more convenience, safety, and 
happiness, which raises the following question: What is really necessary to consider knowledge as true?

On the one hand, taking into account the context of Science, knowledge is first understood based on 
its intrinsic value. Then, it has an instrumental value, in a second moment. On the other hand, within 
the context of Philosophy, value is addressed in greater detail, considering all the possible meanings 
even if it means sacrificing the truth (Nietzsche, 1917). Based on Nietzsche’s conception, researchers 
have spent a great deal of time examining knowledge. All their efforts are directed to know, understand, 
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conceptualize, and organize chaos. Their mission is to continue the process of knowledge. In short, 
knowledge does not exist by itself. Instead, there are only interpretations.

Everyone is, in some way, ideologically influenced by the economic, moral, cultural, and intellectual 
contexts around them. Thus, knowledge is only considered as a part of understanding, which is built 
within a complex process with contradictory elements, multiple perspectives, and a wide range of inter-
pretations that could be complemented. Nietzsche argued that opposites cannot be separated; everything 
is in a permanent state of change and of constant movement.

Foucault had a specific understanding of knowledge that drew on Nietzsche’s conceptions. According 
to his understanding, there is no neutral knowledge. In other words, knowledge is linked to impulses, 
instincts, and powers. Thus, there is no conformity between thought and reality. Behind all knowledge 
is a game of power. Knowledge cannot neutralize this power struggle. Instead, knowledge expresses it. 
From this perspective, Michel Foucault, influenced by Nietzsche, raised the following question:

considering the discourse is no longer true, since the Ancient Greek and it does not respond the desire, 
does not share power in the desire of truth, in the desire of saying the true discourse, what is at stake 
beyond the desire and the power?” (Foucault, 1981, p. 20). 

In this way, Nietzsche and Foucault considered truth as an illusion vital in human relationships, which 
is important in order to establish trust. From this point of view, truth also serves institutions which aim 
to maintain their power.

The theme of truth is closely related to information and knowledge throughout human history. Nev-
ertheless, in our days, the relationship among these concepts has been strengthened by innovations in 
technology which allow everyone to easily access a large amount of information in a fraction of a second. 
Taking all this into account, a fundamental question emerges: What to do with this amount of informa-
tion? This is the point where we need a new understanding of the role of information and its impact on 
social life. In this way, we must understand that everything may be true depending either on the person 
speaking or on the social context in which information is constructed. In other words, the key point 
about the relationships between information, knowledge and truth may not be focused on the methods 
and resources utilized. Castells (2010) raises some issues in his chapter entitled ‘From the Gutenberg 
Galaxy to the McLuhan Galaxy: the rise of mass media culture’. The author states:

media watching/listening is by no means an exclusive activity. It is generally mixed with the performance 
of home tasks, with shared meals, with social interactions. It is the almost constant background pres-
ence, the fabric of our lives. We live with the media and by the media. McLuhan used the expression of 
technological media as staples or natural resources. Rather the media, particularly radio and television, 
have become the audiovisual environment with which we interact endlessly and automatically (Castells, 
2010, p.362).

Castells’ perspective leads to further reflection about the present technological environment: the only 
difference is that we need to consider new media and technological advances instead of radio and televi-
sion. McLuhan declared that the “medium is the message”. On the basis of McLuhan’s declaration, it is 
important to point out that information is a process composed of social and cultural elements (people, 
places, knowledge, education, ideology, etc.). Thus, understanding information in order to know what 
is true or not, depending on the context of the message, is fundamental. Castells states that
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[…] while mass media are a one-way communication system, the actual process of communication is 
not, but depends on the interaction between the sender and the receiver in the interpretation of the mes-
sage” (Castells, 2010, p.363). 

From that perspective, it can be observed that the theme of truth is always connected with cultural 
elements, which shape and are shaped by the ways individuals use their knowledge and develop their 
media literacy.

Contemporary philosophy has also addressed the question of truth in relation to the post-truth con-
dition and fake news. For instance, Steve Fuller in his recent book “Post truth: Knowledge as a power 
game” (2018) includes a whole chapter dedicated to the concept of truth/post-truth and philosophy. 
Fuller reads Hans Vaihinger’s (1852–1933) studies on Kant and his use of “as if” (fictionalism) as not 
only the epitome of post-truth sensibility, but also as a notorious schism between the “analytic” and 
“continental” schools of philosophy: “The analytics accuse the continentals of having picked up all of 
Friedrich Nietzsche’s worst habits. The result is a trail of spurious reasoning, fake philologies, eccentric 
histories, obscurantism and hyperbole. This is quite a list of offences to the truth, yet it is striking that 
analytic philosophy’s most lasting contributions have been a series of thought experiments, which are 
no more than figments of the imagination – such as Hilary Putnam’s ‘brains in a vat’ or John Searle’s 
‘Chinese room’ – that are passed off as heroic abstractions from some hypothetical reality. The rest of 
analytic philosophy is basically just scholastic wrangling about the wording of these thought experi-
ments and the conclusions one is licensed to draw from them, leavened by occasional moments of high 
dudgeon, as well as displays of ignorance, narrow- mindedness and bias vis-à-vis other, typically more 
‘continental’ or ‘postmodern’, modes of reasoning” (Fuller 2018, pp. 27-28).

The concept of post-truth emerged within the context of contemporary discussions of the meaning of 
truth. It gained significant momentum in 2016 when The Oxford English Dictionary named it the word 
of the year in an attempt to explain world events. Many recent political upheavals can be linked to social 
theory and Western policy. Post-Truth is a condition in which the opinion of the people is not based on 
objective facts, critical analysis or reflections, but is based on personal beliefs (Dinali et al., 2018). In 
the 21st century, personal beliefs are summarized in order to define the meaning of truth. There are no 
solid criteria (Bauman, 2001). When our personalities are not marked by the reflexive ability, we are 
prone to believe that our position is always true, which inhibits us from generating questions.

Today, given the vast amounts of information that are produced and consumed, there is a tendency 
not to filter information. People are reluctant to accept things that differ from their beliefs. It seems 
much easier to maintain beliefs than to change one’s own values, something that demands intellectual 
maturity. On the other hand, a dogmatic position can lead people to justify cruel and inhumane actions. 
The concept of post-truth has often been confused with lies. Thus, everything that is available online 
is considered by uncritical readers to be true. When people access information using social networks, 
they believe in things that fit their pre-conceptions (what Eli Pariser, 2011, calls “the filter bubble”). In 
other words, people select information according to their beliefs, likes, and dislikes, and social media 
algorithms in turn reflect and reinforce this situation. All these practices are based on individual criteria. 
This is one of the main characteristics of Postmodernity.[1]

Strong opinions and ideologies may lead to conflicts because of dogmatic actions. When dealing 
with ethics, human rights and dignity, it is essential to link historical and social evolution in order to 
understand the present day. Thus, it must be considered the great mobilizations and social advances that 
accompanied the needs of society in the search for social justice (Silva, 2000).
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Over time, society has faced the need to protect rights that are fundamental and inherent to human 
beings, understanding that, without protecting these rights, there will never be a just society. The devel-
opers of modern human rights frameworks understood that life and dignity must be above any property 
as the basis for just legal systems. Thus, the dignity of the human person gained prominence, based on 
the transformations and social demands of a society that claimed such protection (Comparto, 2003).

In an attempt to overcome the antagonism between individual and social rights, as a response to the 
terrible human rights violations that occurred during World War II, on the evening of the 10th of De-
cember, 1948, at the third ordinary session of the UN Assembly held in Paris, the Universal Declaration 
of Human Rights was born. It included thirty articles preceded by a preface with seven statements that 
protect the dignity of the person as an ethical principle that should guide all legal activities.

This Declaration balances the spheres of the individual and society. As Silva (2000) highlights, Ar-
ticles 1 to 21 cover the proclamation of individual rights and guarantees, including several innovations 
in relation to previous Declarations, such as: equality, dignity, promotion of the right to life, freedom of 
movement, thought, conscience, religion, opinion, expression, association, personal security, national-
ity, asylum, property; rejection of slavery, servitude, torture, cruel punishment, among countless others. 
Articles 22 and 28 cover human social rights, such as the right to social security, the satisfaction of social 
and cultural economic rights indispensable to the dignity of the human person and the free development 
of his or her personality; the right to work, acceptable working hours, paid rest, vacation, social security, 
freedom of association to all classes of workers, among other rights. The dignity of the human person 
is included in both spheres (Silva, 2000). However, despite great advances in both the private and the 
collective spheres, the problem of effectiveness remains. In many respects, the Declaration still seems 
to be an ideal that has yet to be achieved. Regarding this, it could be said that

the ideal to be achieved by all people and nations, for all individuals and organs of society, bearing in 
mind this Declaration, is to strive, through teaching and education, to develop respect for these rights 
and freedoms, and to ensure by progressive international measures an effective universal recognition 
and enforcement” (Philiphe Chapelle cited in Silva, 2000, p. 41, in translation).

The dignity of the human person was created as a philosophical value of personalistic nature. Sub-
sequently, it was coupled with social values interpreted according to the historical-cultural conceptions 
of each society and revealing its axiological potential. This view has influenced many legal systems. 
In philosophy, we can find antecedents to this value of dignity in the work of philosophers such as Im-
manuel Kant, who was the first to consider dignity as a principle, stating that in the realm of the ends, 
everything has a price or a dignity. He believed that when something has a price, anybody can place 
anything that is equivalent instead, but when something is priceless and therefore does not allow for an 
equivalent, then it has dignity (Kant, 1991).

Kantian philosophy conceives of the dignity of the human being as something that distinguishes 
them from other creatures. Dignity is an imperative that conceives humans as the only created right that 
has an end in itself, an absolute value, superior to all prices and, thus, does not allow for an equivalence 
(Kant 1991). However, with this personalist conception, dignity becomes more complete provided the 
unfolding of the human being as an individual and a person.

Given this, the principle of human dignity is philosophical in nature, intrinsic to every human being, 
and it is the foundation of most fundamental rights and declarations of rights in democratic countries, 
as it is understood that everyone has dignity and constitutes a value in himself or herself, a value that 
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cannot be sacrificed for any collective interest. Human dignity and the Universal Declaration of Hu-
man Rights seem to be, in a Kantian-philosophical way, one of the most solid initiatives to determine a 
universal consensus for the protection against fake news in a post-truth environment.

SOLUTIONS, RECOMMENDATIONS AND CONCLUSION

Science is the investigation of an object based on methodological steps and ethical procedures. However, 
some theories can be influenced by economic interests, for example, the cigarette industry. For many 
years, smoking was associated with success in advertisements. The tobacco lobby tried to manipulate 
scientists as well (see, for instance, in the case of social sciences, the unfortunate work “Smoking and 
Society,” Tollison, 1985). The fast food industry or the sugar industry do the same thing today. Further-
more, these post-truth issues also influence political, religious, and social environments. Fake news is 
a phenomenon that contributes to the spread of lies and can reinforce entrenched economic interests.

On the other hand, some people offend others in social media. These offenses can be racist, homopho-
bic or sexist in nature, many times disguised under the excuse of free speech, and more and more often 
supported by fake news. Education is one of the solutions to this issue because it helps individuals to 
behave in an ethical way. Education guides ethics and citizenship, so individuals can learn how to respect 
others and their rights. Because of that, we highly encourage schools, universities, and organizations to 
use critical literacy in their processes.

Since the beginning, social networks and traditional media have aimed at the general public. Since 
the origins of the commercial world wide web, the information that was published online has not always 
been filtered, as many of its contents (such as parodies, entertainment, advertisements, etc.) have not been 
subjected to the rigorous reflections and scrutiny of science. As the production process of traditional 
media was not available to everybody (similarly to the traditional press in which only a privileged group 
of professionals were able to publish information), there was a certain level of control and surveillance 
that minimized the dangers of unfiltered information.

It was not until the development of the technologies of Web 2.0 that everybody has been able to pub-
lish information easily, though not always with the same level of expertise, rigor, and good intentions. At 
the same time, all this new information has also become easily available through Google and other web 
search engines. While in the past the main gateway to information (that also happened to be rigorous, 
curated, and filtered information) was often the library catalog, in the era of the world wide web, people 
can now access all kinds of information using the same tool (mainly web search engines after the natural 
defeat of directories). When Google realized their potential to become the “new library,” they created a 
service in which information was filtered and validated - Google Scholar. However, public preferences 
for web searches had become so entrenched that many young people and students do not even know of 
Google Scholar’s existence.

The relationship between Philosophy and Information Science has been historically fruitful, although 
not always obvious or explicit (Martínez-Ávila & Zandonade, 2017). While there have been some serious 
attempts to connect Philosophy and Information in the philosophical realm, Luciano Floridi’s Philosophy 
of Information being a notable example, the truth is that Floridi’s proposal was not well-received among 
the Library & Information Science community (Herold 2004; Buckland 2005). In our opinion, one of 
the areas of Information Science in which the philosophical tradition of critical thinking has more pos-
sibilities is information and media literacy.
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Information literacy is capable of transforming the student into a more ethical, autonomous and critical 
consumer of information, including fake news. Critical thinkers understand the importance of fighting 
fake news and assessing information. Furthermore, they value knowledge and understand the impacts 
of information sharing. The recognition of human rights is an important part of critical literacy, since 
individuals learn to respect the differences between people and communities and the rights of minorities.

In a post-truth world, fake news and the manipulation of information are continuous threats to soci-
ety. Critical literacy can be a solution to these issues, since individuals adopt a critical stance towards 
information in a neoliberalist society. This scenario is also a good opportunity to claim the importance 
and relevance of Information Science today. We acknowledge that in the past, critical thinking and ques-
tions of truth have been traditionally addressed by Philosophy. Because of that, information and media 
literacy concepts can be constructed by Information Science and Philosophy in a multidisciplinary effort.
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KEY TERMS DEFINITIONS

Critical Thinking: The ability to interpret a text critically. The skill of identifying authors’ ideology 
and intentions.

Fake News: Lies about a person, organization, or situation shared in social media.
Information and Media Literacy: The ability to access, evaluate, and use information critically.
Information Science: Interdisciplinary field of Applied Social Sciences that studies information in 

many contexts.
Information Society: Social relations based on information communication technology. The focus 

of this society is the information as an element that influences knowledge.
Multidisciplinary: The connection between two or more fields of knowledge to create new ideas 

and innovate.
Post-Truth: Circumstances in which objective facts are less influential in shaping public opinion 

than appeals to emotion and personal belief.

ENDNOTE

1  There are divergences from what is postmodernism. The French author Lyotard “introduces the idea 
of the postmodern condition as a necessity for overcoming modernity, especially belief in science 
and emancipating reason, considering that these are, on the contrary, responsible for the continued 
subjugation of the individual” (Japiassu & Marcondes 2005, p.190). On the other hand, Habermas 
understands that the postmodernist project is being constantly created, renewed, and, for the ap-
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preciation of critical reason, is the one in which the subject can get rid of the ideological chains of 
political - economic power (Japiassu & Marcondes, 2005). Postmodernism and poststructuralism 
usually go together. While poststructuralism (with Jacques Derrida and the French feminists) is a 
theory of knowledge and language, postmodernism (including authors such as Michel Foucault, 
Roland Barthes, Jean-François Lyotard, and Jean Baudrillard) is a theory of society, culture, and 
history (Agger 1991, p.112).
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ABSTRACT

Accurate information for information professionals means recorded data that has integrity, validity, reli-
ability, and authenticity. However, confidence in information sources can be pushed to the background 
when easily accessible and sensational information becomes so popular. It is often difficult even for 
professionals to decide on which content and which sources are credible. The chapter will describe the 
result of a survey of 236 information professionals that evaluated the personal and institutional com-
munication and information acquisition environments, information searching behaviors, information 
and media literacy perspectives. The study looked at information requirements and information seek-
ing behaviors, e-government services, citizenship issues, social and cultural activities and evaluated 
them within the framework of internet search engines, radio and television channels, social media, and 
information centers.

INTRODUCTION

Digital ghettos, which emerge due to the customizable structure of social media, and where emotions and 
beliefs come to the forefront in the shaping of public opinion; where communications and technology 
channels allow different groups to bend the truth according to their beliefs; and where the voices of the 
most powerful can dominate all others are quite different from the digital heaven that was imagined in 
the 1990s. Where in the fuzzy logic labyrinths of today’s Internet can we find the truth, the pure truth, 
or where to look for it? This is a serious research question.
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For information professionals, accurate information means recorded data whose integrity, validity, 
reliability, and authenticity are guaranteed. However, confidence in information sources may be deval-
ued, and easily accessible and sensational information may be popular and appealing. Sometimes, it 
may even be challenging for information professionals to decide who is defending the truth. Post-truth 
has emerged as an expression to describe the ambiguity of today’s digital environment. For example, 
the Oxford English Dictionary chose the word “post-truth” as its word of 2016.

These issues are evident within the digital world which has reshaped the scope of information and 
record management. Discussions of the epistemology of knowledge and information have given way to 
discussions of the reliability, preservation and accessibility of information in the digital age.

The reliability of information in general consists of the completeness and integrity of the information 
and can include its availability. It also includes the registered forms, approvals, and quality of evidence. 
Information security must be dealt with in a broad framework of information management, including 
print and electronic systems, which enable the media/form structure and also consider information 
transfer/migration, storage and access.

In addition to considering the contribution to efficiency of corporate electronic information and re-
cords management systems, the fragility of the new information environment is emphasized. It is known 
that more efforts should be spent on digital content, especially on its long-term protection, access and 
security than on the printed environment. It is difficult to say that, despite the opportunities offered by 
developing technologies, these concerns have been completely eliminated. In addition, the security and 
protection of intelligence knowledge constitute another important topic in today’s information system.

INFORMATION AS A CASE AND VERIFICATION OF INFORMATION

While developing technologies provide new opportunities to access information, concerns about access 
to accurate information and information security are nevertheless increasing. Social media is increasingly 
as effective as mass media in information communication and transmission. However, the sharing and 
rapid dissemination of mostly unverified information on social media platforms; the fact that different 
groups have begun to see the Internet as an area of influence; and public interest in sensational news all 
increase these concerns. Personalization, filter bubbles, and echo chambers where users are separated 
from each other in the virtual environment have paved the way for new kinds of digital divisions. The 
climate of conflict which may be caused by social divisions will increase as people consume only the 
information fed to them by specific information and communications channels, without regard for any 
objective point of view.

From the epistemological point of view, theoretical debates can address the verification of knowledge, 
but all aspects of these discussions agree on certain objective criteria for the verification of scientific 
knowledge. During the validation process, the diversity of the channels of access to information and the 
objective view are the basics of access to accurate information. At this point, scientific research tech-
niques, media and information literacy approaches, information/data centers, and access to first hand 
resources in archives have an important place in the information verification process.

While information for early philosophers means shaping of mind and character, nowadays, the char-
acteristics and features of information and communications have come to the fore (Uçak, 2010). At this 
point, the following aphorisms about information are worth noting. Information:
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• Fills the gap in space.
• Is always in motion, making noise.
• Needs energy for movement.
• Is the basis of development.
• Is both insubstantial and amorphous material.
• Has a weight (for example, a giga byte weighs less than a fingerprint).
• Can be moving or frozen over time.
• Is sometimes uncomfortable;.
• Is solid as it can be stored.
• Is also liquid because it can be transmitted.
• Can be destructive when in motion (Canbek and Sağıroğlu, 2006).
• Supports quantum physics because it can be in multiple locations at the same time; and
• Is the foundation of the truth, which it multiplies as it shares.

The complex structure of information is related to the diversity of the data. Access to the right in-
formation and information literacy are, in essence, related to the objectivity of the sources where the 
information is obtained and to the information user’s ability to synthesize the content accessed. The 
ability to synthesize information can also be explained by the field of information search behavior. In 
order to make access to information more efficient (Uçak and Guzeldere, 2006), it is within the scope 
of the field of information and document management to determine the needs of information seekers 
and to provide resources related to their requirements (Uçak, 1997).

Information Access Activation and Information / Media Literacy

The need to access information to meet users’ information needs can be triggered by a desire to clarify 
a situation or to verify the validity and reliability of existing situation. At this point, information search 
behavior should follow a systematic path and should not be based solely on personal characteristics or 
trends. However, information search behavior in the cycle of decision-making, examination, synthesis 
and problem-solving (Rouse and Rouse, 1984) may also be affected by the searcher’s personality traits 
(Westbrook, 1993). The following framework should be evaluated in studies to enable information ac-
cess by examining information search behaviors:

• Determination of the need for information.
• Accessibility level and amount of information.
• Cost of information.
• Communication environments.
• Availability as time and content.
• Environmental conditions.
• Socio-cultural factors and personality.
• Learning features (Krikelas, 1983; Wilson, 1996).

The studies aiming to develop effective information access strategies by examining information 
seeking behavior are evaluated within the field of information literacy. Information literacy is defined 
briefly as the ability to solve information problems (ALA, 2000; Kurbanoğlu, 2001; Kurbanoğlu, 2010). 
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Moreover, the information literate person is defined as the person who is aware of their information 
needs, accurately identifies the research questions and the research methodology, correctly determines the 
sources for the solution of the information problem, and correctly interprets the information obtained by 
synthesizing it (Doyle, 1994). Kurbanoğlu (2001) defines the stages of information literacy as follows:

• Identification of information needs: In this context, it is necessary to determine what kind of in-
formation is needed to solve the searcher’s information problem.

• Searching for information that is needed: It is necessary to determine the methodology for deter-
mining where (in what sources) the information can be obtained and how to evaluate the relevant 
resources.

• Access to information: Related information in different contexts should be identified.
• Use and synthesis of information: Information related to information needs has to be read, synthe-

sized, integrated and reconfigured.
• Interpretation: The evaluation of the results obtained and the solution to the initial problem or 

situation should be interpreted.

Drawing accurate roadmaps to meet information literacy needs is an important contribution. Today’s 
multiplicity of information access environments has led to the prominence of media, the Internet, and 
social media as platforms for communication but also for information search. In this context, the impor-
tance of media literacy in accessing the right information is increasing. All media where information is 
generated, stored, and transmitted are evaluated within the scope of media literacy (Kurbanoğlu, 2010). 
Media literacy requires analytical thinking, judgement, questioning, and the ability to synthesize. Users’ 
ability to assess the validity and reliability of the content viewed through any media source depends on 
their developing media awareness. Critical thinking, questioning and reasoning skills can only be devel-
oped through rational approaches to the acquisition of scientific knowledge. They require simultaneous 
monitoring of channels with different perspectives on a given situation in order to create the right media 
culture. However, the quality and reliability of the content is extremely important at this point.

Information Security and Access to Reliable Information

It is a matter of information security to maintain the reliability and integrity of the information content 
and to be protected by preventing access to information by unwanted persons (Pfleeger, 1997). However, 
as important as information security is the reliability of the information itself (Orlikowski, 2007). How-
ever, these discussions, especially within today’s electronic environment, focus on the changes made in 
the original content of knowledge rather than the objectivity of knowledge.

Pushing the whole of the information into the second tier and removing the desired parcels, direct-
ing the information flow according to the situation, and changing the content as required are among the 
most fundamental problems facing information access nowadays.

By the 1990s, information security principles (Henkoğlu and Yılmaz, 2013), which focused on the 
preservation of the physical integrity of information, began to focus on the deterioration, change, com-
pleteness, and usability of information (McCumber, 2005). Integrity in information security in electronic 
environments is an important issue (Haklı, 2012). At this point, not only the environment where the 
information is produced but all environments in the information life cycle should be assessed for adequate 
security (Despres, 2016; Eminağaoğlu and Gökşen, 2009). Especially in social media environments such 
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as Facebook and Twitter, where uncontrolled content is shared through different channels, ensuring the 
integrity and reliability of information and addressing concerns about the reliability of information in 
social media platforms reveal the importance of media literacy programs.

For information professionals, the correct information means information that is securely controlled 
for registration, accuracy, reliability and authenticity. Despite the opportunities offered by technology, 
the roles of information professionals in accessing accurate information remain extremely important 
(Külcü, 2018).

Development of Information Literacy and Changing 
Roles of Library and Information Science

While information literacy was defined as the ability to find and use information in the 1970s, this 
definition has changed over the following years. Defining the need for information, finding information, 
using information, evaluating and transmitting information, including all stages of problem solving, have 
been added to the term’s definition (Kurbanoğlu, 2010). It is very important for individuals to develop 
the information literacy skills of critical thinking, problem solving, communication, and synthesizing 
information as life skills in order to solve information problems (Dedebali, 2018).

According to Wilson (2001), information literacy is the basis for lifelong learning. It requires the use of 
knowledge in education at all levels and in all learning environments (Wilson, 2001). Information literacy 
is at the core of lifelong learning. It involves seeking, using, evaluating and communicating information 
relevant to personal, social, vocational, and educational goals, and is necessary to empowering people. 
It supports access to and use of education, health, and all other human services. Critical thinking, inter-
pretation, and empowering individuals and societies are also relevant to the use of current technologies 
(IFLA, 2005; 2006). The main purpose of information literacy should be to support consistent decisions 
about any information found and used through critical thinking.

The concept of information literacy emerged as a result of developments in information technology 
in the early 1970s (Bruce, 2004). The term was first used in 1974 by Information Industry Association 
President Paul G. Zurkowski. The concept of information literacy has continued to grow, as the term’s 
definition and the scope of studies on information literacy have expanded (ACRL, 2000, 2011, 2016).

Information literacy was defined in the American Library Association Information Literacy Com-
mittee Final Report (1989) as the ability to explain the need for information and to find, evaluate, and 
effectively use the information needed. The report drew attention to many important points related to 
information literacy. Some of these are: the relationship between information literacy and lifelong learn-
ing; that information literacy is a learning process; its relationship with self-learning; the inclusion of 
information literacy in schools; the role of the teacher, the librarian and the family; and the importance 
of information literacy for individuals, businesses and citizens.

On the other hand, new media and developments in this field, which have emerged thanks to the shift 
from traditional media to the computer, that is, digitization, continue to affect and shape today’s social 
structure. Parallel to the development of new media, new concepts and debates about these media have 
emerged. Individuals living in the 21st century have to acquire many literacy skills such as information 
literacy, computer literacy, and media literacy.

With the development of modern media and computer technologies, the concept of media, which 
includes a wide range of communication tools including verbal, written, printed, text, and images, has 
emerged and has been used since the 1920s (Mora, 2008). The Internet, which allows communication 
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in print media akin to newspapers, magazines, books, brochures, to audiovisual media such as television 
and cinema, and to audio media such as radio, can be counted within this concept.

Media literacy provides a framework for accessing, analyzing, evaluating and creating messages. 
Media literacy, in addition to the role of media in society, enables the acquisition of basic skills such as 
questioning and self-expression necessary to become effective citizens in democracies (Thoman & Jolls, 
2008). Changes in technology, media and society require the development of critical media literacy in 
order for students and citizens to be active participants in a democratic society, to read media messages 
correctly, and to produce media themselves (Kellner & Share, 2005).

Moody (2009) points out the lack of a definition of information requirements in current media literacy 
approaches, and states that librarians can play an active role in addressing this issue. This is because 
librarians are experienced in identifying the information needs of users and facilitating information 
literacy due to the reference tables in libraries.

The main purpose of all literacy skills called information, media, or new media literacy is to pro-
vide users with the ability to search, evaluate, use, and create information effectively (The Alexandria 
Manifesto, 2005). Librarians should fulfill their responsibilities in new media literacy by continuing to 
provide services in this new media environment.

In this context, librarians should assist their users with the following issues (Nijboer and Hammel-
burg, 2009):

• Use of computers and the Internet.
• Teaching correct search techniques in search engines and gaining critical thinking skills about the 

results.
• Accessing information and evaluating the accuracy, integrity, reliability of the information sourc-

es accessed.
• Blog writing, video, image or another media production.
• Safe and informed navigation in digital areas.
• Complying with ethical rules in this new world where all kinds of social norms exist;
• Helping users to ask appropriate questions before deciding how much information they will share 

online.
• Collaborating with teachers and encouraging them to explore the effects of openness in the con-

text of new media.
• Recognizing different priorities and values   that motivate behavior in online environments and 

identifying key questions to ask before sharing personal information (Ekici, 2018).

Given the changing technology and information environments and the responsibilities of librarians 
for new media literacy, it is obvious that information professionals must continually upgrade their skills. 
In order to play an active role in new media literacy, librarians need to add or develop their existing 
expertise, knowledge, skills, leadership, collaboration, management, teaching methods, IT skills and 
lifelong learning skills (Ekici, 2018).
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METHODOLOGY

As part of the case study, a survey of 236 information professionals was conducted to identify the con-
ditions for the issues discussed in the field of information services and the students in the iSchool in 
Turkey. In this study, participants’ personal and institutional communication and information acquisition 
environments, information searching behaviors, and information and media literacy perspectives were 
evaluated. Firstly, age, gender, educational status, occupation and organizational responsibilities of the 
participants were obtained. In the second chapter of the survey, information requirements and informa-
tion seeking behaviors; e-government services; citizenship issues; and social and cultural activities were 
evaluated within the framework of Internet search engines, radio and television channels, social media, 
and information centers. The strategies and verification processes used by the participants in Internet 
searches were examined within the framework of information and media literacy principles. It was found 
that social media is seen as a source of information on different topics. In learning about current eco-
nomic, political, and social developments and scientific and technical developments, the Internet, news 
groups, similar news portals, different types of news portals, search engines, e-government resources or 
public information sources, wiki encyclopedias or wiki dictionaries, forums, and agencies were all used 
to some extent. Within the scope of the study, it was questioned how participants engaged in information 
verification behavior of this information.

Quantitative research methodology was used in the study (Greene et al., 2005). The fieldwork of the 
study was based on survey methodology and action research in the literature (McNiff & Whitehead, 
2006). Action research is defined as pre-planned, regulated, and collaborative systematic reviews to 
improve quality of life through critical reflection and inquiry (Uzuner, 2005). It is important to conduct 
case studies in the field of action research, to connect research and practice directly, and to conduct the 
investigations in the field (Greenwood and Levin, 2003). As a method, the survey method is helpful in 
exploring various fields such as context, object, and institution (Kaptan, 1989). It is a research method 
consisting of questions designed to describe the living conditions, behavior, beliefs, opinions, and atti-
tudes of individuals (Akalın, 2015). Data were collected by administering a questionnaire to participating 
information professionals.

The sample was considered as a simple random sample, given the breadth of the study scope. In 
determining the 47 simple random sample, the researchers ensured that the participants examined were 
distributed homogeneously and that differentiation wouldnot change as a result (İslamoğlu, 2003). In 
the simple random sample, the chances of sampling are accepted as equal (Arıkan, 2003). Descrip-
tive statistics of the findings were used (Baş, 2001). SPSS software was used in the evaluation of the 
questionnaire. The validity and reliability of the questionnaires (Lorcu, 2015) was calculated using the 
Alpha model (Cronbach Alpha Coefficient), which is the most commonly used method. The Cronbach 
alpha coefficient, which takes a value between 0 and 1, demonstrates the internal consistency within 
the scale (Baş, 2001).

FINDINGS OF THE SURVEY

In the following, the results of the questionnaire, which was administered to 236 participants including 
employees and students in the information services, are analyzed to evaluate personal and corporate 
communication and information acquisition; information search behavior; and information and media 
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literacy. In this context, the age, gender, educational status, occupation and occupational responsibilities 
of the participants and their demographic data are examined.

60.9% of the respondents were 35 years old or younger. The rate of participants aged 56 and older is 
18.3%. The ratio of participants aged 36 and over is 39%. The results show that the participants consisted 
of relatively younger generations.

Gender distribution of survey participants are very close to each other. The number of women is 120 
and the number of men is 118.

75.2% of the survey responses were from employees and 24.8% were from students. Employees were 
employed predominantly in public institutions.

31.5% of the working participants were employed in administrative roles and 21.8% were employed 
in technical positions. While the ratio of the employees in the expert staff is 18.1%, the manager ratio 
is 4.6%.

The rate of those who describe their computer use as weak is 2.1%, while the very weak option re-
ceived no responses. The percentage of respondents who described their skills as 22.7%. It is noteworthy 
that the percentage of those describing their skills as good and very good choices is 75.2%.

The survey participants report first using Internet search engines to find the information they are 
looking for in any subject. The arithmetic mean value of the search engines is 4.48 out of 5. Then there 

Table 1. Age distribution of Survey Participants

N %

18-25 70 29,4

26-35 75 31,5

36-45 47 19,7

56-65 31 13,0

65 + 15 6,3

Table 2. Gender of Survey Participants

N %

Female 120 50,4

Men 118 49,6

Total 238 100,0

Table 3. Working Areas of Survey Participants

N %

Students 59 24,8

Public employees 146 61,4

Private sector 33 13,9

Total 238 100,0
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is the use of books for information search (M 3.68). Newspapers and journals are in the third place and 
family is in fourth place. It is noteworthy that the consultant (M 2.83) has lower proportions. This sug-
gests that people are trying to find information individually instead of consulting the experts on topics 
such as health, culture, and the economy.

Survey participants primarily use the Internet to find the information they are looking for. This result 
supports the results of the previous table. Further, participants use the Internet to access current events 
and news (M 4,14). Research, education and occupational reasons were also offered. Social and cultural 
life, technology, personal hobbies, transportation, and political issues are often among the reasons for 
Internet use. Although not high up in the rankings, health, tourism, e-government, legal issues, business/

Table 4. Working Position of Survey Participants

S %

Administrative staff 75 31,5

Technical staff 52 21,8

Expert 43 18,1

Unemployed 57 23,9

Manager 11 4,6

Total 238 100,0

Table 5. Computer Skills of Survey Participants

S %

Very weak 0 0.0

Poor 5 2.1

Average 54 22.7

Good 128 53.8

Very good 51 21.4

Total 238 100.0

Table 6. Information Search Behaviors of Survey Participants

N Mean sd

Civil society 238 2.73 1.108

Subject expert 238 2.82 1.100

Radio / TV 238 3.02 1.055

Working organization 238 3.10 1.077

Family 238 3.34 1.042

Newspaper / Periodical 238 3.40 .992

Book 238 3.68 1.215

Search engines 238 4.48 .680
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career, shopping, and religious issues were offered as participant reasons for using the Internet. Internet 
use in real estate, home, family, investment, and finance are lower than other subjects. Emotional rela-
tionships also scored low as a reason for Internet use (M 2,22).

When the reasons for Internet usage of the survey participants are grouped, it is seen that social and 
cultural life have a weighted ratio. Internet use for personal reasons settled into second place. While 
Internet usage in business life is moderately high, it is evident that the use rates of e-government ap-
plications can be improved.

Table 7. Reasons why Survey Participants Used the Internet

N Mean ss

Emotional relations 238 2.22 1.207

Investment and finance 238 2.68 1.262

Home / family house 238 2.89 1.219

Real Estate 238 2.91 1.239

Religious subjects 238 3.21 1.086

Shopping 238 3.25 1.203

Public works 238 3.27 1.070

Jobs and careers 238 3.33 1.092

Legal issues 238 3.34 1.025

E-government 238 3.38 1.151

Tourism and travel 238 3.44 1.061

Health 238 3.46 .953

Political issues 238 3.57 1.103

Transportation 238 3.57 1.007

Personal hobbies 238 3.69 1.057

Technology 238 3.95 1.013

Social and cultural life 238 3.98 .911

Vocational subjects 238 4.06 .928

Research and training 238 4.12 .823

News 238 4.14 .962

Information search 238 4.35 .796

Figure 1. Reasons for the use of the Internet by groups of participants
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The two primary tools that survey participants use to access the Internet are computers and smartphones. 
The rates of use of both tools are very close to each other. The rate of access to the Internet is 24.9%.

When participants examined their ways of accessing the information they need, it was found that 
they prefer the easiest way, and go directly to Google, Yandex, and similar search engines to examine 
the top-ranked pages. The rate of verification of Internet information from different channels is marked 
in the second place. The rate of confirmation of the information from the authority / expert sources 
is marked in the third place. Making research plans and then browsing the topics in this plan was an 
occasionally-reported behavior.

A significant proportion of survey participants see social media as a source of information. The rate 
of those who never see social media as a source of information remains low, at 1.7%. It is noteworthy 
that the percentage of respondents indicating use of social media as an information source most of the 
time and always exceed 60%.

Figure 2. Reasons for the use of the Internet by groups of participants

Figure 3. Access Tools for Survey Participants

Table 8. Methods used to Search for the Information Needed on the Internet

N Mean sd

Typing all the topics to the browsers as a sentence 238 3.06 1.177

I make a research plan. 238 3.12 1.029

I search by associating keywords using boolean (and / or / not). 238 3.39 1.118

I confirm the information about the subject from the expert pages (such as Ministry of Health, 
TURKSTAT, Ministry of Development, authority institutions) 238 3.54 1.089

I will verify the Internet information from different channels (subject matter authority source, 
book and so on) 238 3.62 1.060

Written the topict directly to google yandex etc. search engines review the first pages directly 238 3.92 .904
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Information on current developments in the Internet environment is found primarily through social 
media. In this case, mainly the mass media instead of participants in Turkey is important because it 
shows that users follow current developments in social media. It is noteworthy that the rate of use of web 
sites and e-government applications of public institutions where users can access first-hand resources 
is less than 1%.

The participants complained about the lack of quality information in the information search activities 
on the Internet. In addition, information that is not related to the resources they are looking for is listed 
among the problems of Internet browsing. While the problem of reliability of information appears to be 
a moderately significant problem, low connection speed is a relatively insignificant problem compared 
to others.

As can be seen from the chart above, there is a moderate degree of trust in information accessed on 
the Internet. While the participants experience some indecision about whether to trust information ac-
cessed on the Internet, the rate of those who believe and trust that information very much remains 25.3%.

Table 9. Use of Social Media as a Source of Information

N %

Never 4 1.7

Seldom 21 8.8

Sometimes 64 26.9

Most often 71 29.8

Always 78 32.8

Total 238 100.0

Table 10. Information about the Latest Developments in the Internet

S %

Social Media 148 62.2

Mass media in similar thought 46 19.3

Search engines 27 11.3

Total 15 6.3

Websites of public institutions 1 .4

Figure 4. Problems in Internet Usage and Information Search
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The rate of regular checks on websites by those that do not rely on the information they access on the 
Internet is 66.2%. The percentage of those who do not occasionally check the Internet resources is 29.9%.

The rate of those who use more than one source to confirm information accessed is 41.2%. Validating 
information is so controversial that approximately 60% do not use different resources for confirming 
the information.

In case of violations of information security, the participants’ first inclination is to inform the informa-
tion processing unit for the employees. The reporting rates to institutional management are also above 
average. It is interesting that the rate of reporting to the police is the lowest (M: 2.19). Even the rate 
of not making any attempt at all was higher than the police reporting rate. Informing family members 
and friends and service providers of problems and individual solutions are listed among occasional ap-

Figure 5. Confidence Rate in the Internet

Table 11. Control Ratio of Resources Accessed From the Internet

N %

Never 3 1.3

Seldom 13 5.5

Sometime 55 23.1

Most of the time 84 35.3

Always 83 34.9

Total 238 100.0

Table 12. Against Information Security Violence

N Mean sd

Report to the police 237 2.19 1.259

Make no attempt 234 2.26 1.191

Finding an individual solution 234 2.56 1.153

Reporting to an Internet service provider 234 2.65 1.262

Notification to the software company 234 2.74 1.319

Notification to family and / or friends 234 2.76 1.294

Reporting to the management of the institution worked 234 3.21 1.306

Reporting to the data processing unit in the institution 234 3.54 1.260
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proaches. The above results suggest that in the face of information security violations, participants are 
generally passive and do not engage in serious attempts to resolve these issues. The general tendency of 
the employees is to focus on the managing departments’ solutions.

31.5% of the respondents stated that they did not change their passwords frequently; 25.2% stated 
that they changed their password when they shared it with someone else. However, it is interesting that 
the rate of those who change and those who do not change is 34.6%. Those who do not change their 
password frequently, if they are suspicious, those who change it, but who change it when they share it 
with someone, total 90%. Those who change at least every six months remain at 9.7%.

Channels Providing Information From the Internet

In order to determine how economic, social, scientific and technical developments and political issues 
are addressed on the Internet, 11 options have been questioned in the following headings:

• Channels Providing Information on Economic and Social Developments.
• Channels Providing Information on Scientific and Technical Developments.
• Channels Providing Information on Political Developments.

Options

1.  My friends Facebook, Twitter etc. shares.
2.  Newspaper or news portals that similar ideas with me.
3.  Newspapers or news portals with different thoughts.
4.  Google, Yandex etc. search engines.
5.  E-government applications.
6.  On the web pages of the relevant authorities (such as TÜBİTAK, TURKSTAT, Ministry of 

Development etc.).
7.  Electronic library, archive and museum pages.
8.  Electronic books or periodicals of well-known publishers.
9.  Wikipedia – Wikipedia.
10.  Ekşi dictionary, uludağ dictionary and similar wiki dictionaries.
11.  Donanımhaber, ShiftDelete or similar discussion platforms.
12.  Other.

Table 13. Identifying Passwords That Turn to Information Security

S %

I change it at least every six months 23 9.7

I never change 32 13.4

I’m changing if I suspect that someone has my password 48 20.2

If I have to give my password to someone, I change it 60 25.2

I don’t change my password often 75 31.5

Total 238 100.0
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Channels Providing Information on Economic and Social Developments

As can be seen from the graph below, participants acquire information about economic and social de-
velopments primarily from search engines, their friends’ sharing, and channels with similar thoughts or 
opinions. The use of news channels expressing different thoughts or opinions remains at 52%. The use 
of e-Government applications is only 19.9%. While the use of electronic resources remains at 20.3%, 
the use of electronic information centers is 27.7%. In spite of the limitations on access to Wikipedia in 
Turkey, Wikipedia is used by 41.1% of the participants to search for information on economic and social 
issues. In addition, wiki dictionaries are used by a considerable number of respondents (35.2%). The usage 
rate of forums is 18,2%. Other options including news agencies received less than a 1% response rate.

Participants follow the scientific and technical developments primarily from search engines (75.8%). 
Then, it is listed in similar proportions (51.7%), in webpages with different opinions (48.3%), in webpages 
with similar opinions (45.8%). Unlike the previous chart, it is quite striking that the participants follow 
the scientific and technical developments from the webpages with different opinions from themselves, 
not from the sites of close opinion. In the pursuit of scientific and technical developments, the authority 
on the subject remains 36.9% of the resources. Wikipedia is still over 35%. While the use of Internet 
dictionaries is 23.3%, the use of forums where technological developments such as donanımhaber.com, 
shiftdelete.com are shared 12.3%. Other options include news agencies and so on has less than 1% ratio.

Channels Providing Information on Political Developments

Information on political developments on the Internet is primarily accessed by search engines (68.2%), 
then sites with different opinions in similar proportions (67.4%) to sites expressing similar thoughts 
(64.4%) and, finally, friends (61.4%) are listed. The results suggest that participants are more democratic 
in search strategies by using search engines in political participants. However, 16.9% of the use of author-
ity institutions related to the issue of political developments shows that participants are oriented to the 

Figure 6.  
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sources they have the easiest access to, from sites with similar or different opinions. In this context, the 
use of e-Government applications is 11%, while the use of information centers is 10.6%. E-dictionary 
and Wikipedia use is more than 20%.

Ways to Verify the Accuracy of Information Received on the Internet

Participants marked the following options for how Internet information is verified.

1.  The trust I have in my shared friend.
2.  My confidence in the news channel.
3.  I am comparing news channels with different opinions.
4.  I confirm the web sites of the relevant authorities (TUBITAK, TURKSTAT, Ministry of Development 

etc.)

Figure 7.  

Figure 8.  



178

Verification of Information and Evaluation of Approaches of Information Professionals in Accessing 
 

5.  I confirm the contents of the electronic library, archives and museums.
6.  I confirm the electronic books and periodicals of well-known publishers.
7.  Wikipedia - I confirm from Wikipedia.
8.  Ekşisözlük, uludağ dictionary and other wiki dictionaries.
9.  Donanımhaber, ShiftDelete or similar discussion platforms.
10.  Teyit.org and similar verification sites.
11.  No verification.

As can be seen from the graph below, the participants tend to compare the news channels with dif-
ferent channels in the ratio of 69.5% to verify information accessed on the Internet. On the other hand, 
61.9% of the respondents declared that if they rely on shared news channels, they do not need any con-
firmation. The rate of confirmation of the relevant information from the public authority institutions is 
47.9%. 19.5% of respondents feel confident if they share the information and do not feel the need for 
verification. While the use of Wikipedia is 27.1%, the information centers remain at 25%. The use of 
Teyit.org, which was established as a fact-checking organization in Turkey, was marked as 12.7%.

CONCLUSION

Today, information technologies reach all segments of society much more easily. The vast free market 
of the Internet makes limitations and censorship practices almost impossible. In the period we are living 
in, information is spreading effectively and rapidly in the networked environment. All these develop-
ments, which may have been difficult to imagine even in the 1990s, are unfortunately not exclusively 
positive in their effects. Today’s world requires new approaches and abilities to find and access the right 
information in a growing information avalanche.

Beyond beliefs, emotions, and learning, the search for truth through the objective principles of science, 
not getting lost in the labyrinths of the electronic world, not sticking to closed-off networks of commer-
cial, political or social interest groups, and not applying personal censorship require the development 
of new media literacy skills. In order to investigate the dimensions of the problems experienced in this 

Figure 9.  
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context, this study was conducted with professionals in the field of information and records management. 
The answers of those who are expected to undertake leadership in related areas and whose professional 
careers revolve around the effective use of information are very striking.

Approximately 60% of the participants are younger than 35 years old. Approximately 75% of respon-
dents are employees, while students make up 25%. Employees work predominantly in public institutions. 
While 31.5% of the employees are administrative staff, the percentage of technical personnel and experts 
is about 40% and the percentage of employees working as managers is around 5%. The ability to use a 
computer is so strong that more than 75% of respondents indicated that it is good or very good. These 
results indicate that survey participants have the abilities necessary to access information in electronic 
environments.

Participants are primarily interested in finding the information they are looking for on the Internet 
through search engines. The use of books, newspapers and magazines is listed after search engines. Par-
ticipants tend to access information directly by entering search engines without consulting the nearest 
family members and without resorting to scientific resources. This raises the question of how participants 
interpret search engine results in accessing the correct information.

The Internet is primarily seen as an information access tool, a resource for the improvement of pro-
fessional development, and an environment where research and training needs are met. According to 
these results, use of the Internet for emotional relationships is rare. The Internet is not used extensively 
in shopping and public affairs. There is a need to develop the perception that the Internet is not only a 
means of access to information, but that the practices related to public affairs and social life should be 
used effectively.

Internet searches do not follow a specific strategy. Most of the time, the first spontaneous search 
results are evaluated. Social media is more widely used than the Internet, especially in accessing infor-
mation on current events.

More than 82% of the participants follow current events in social media and in the mass media that 
holds similar views to them. This suggests that post-truth debates about echo chambers and filter bubbles 
remain relevant.

Participants are seriously concerned about access to quality information. The reliability of informa-
tion is also a medium-level concern. Participants are in a state of uncertainty about their confidence 
in the information they access and use on the Internet. Despite this, use of multiple sources to verify 
information remains low.

In case of violations related to information security, firstly, managing departments are contacted. 
The rate of informing relevant police departments is very low. In addition, the percentage of those who 
do not take necessary precautions regarding information security exceeds 35%.

Although the tools used according to the type of information sought in the Internet environment 
change, the first priority is still search engines. Then, social media shares come to the fore in economic, 
social and scientific developments. Participants tend to further diversify their sources of information 
on political developments. Wikipedia continues to be used as a common access tool on the Internet, 
despite access restrictions in Turkey. Internet dictionaries are another means of access to information 
and are also used more than public resources and e-government. On the other hand, information centers 
as a tool for accessing information in the electronic environment are, unfortunately, not frequently used.

When the participants rely on the information access platform, they do not verify the information. 
They tend to verify suspicious information from different news channels. Verification rates of informa-
tion from public authority sources is below 50%.
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The results indicate that information professionals also need support in information searching be-
havior, media and social media literacy, verification and reliability of information on the Internet. It is 
recommended that iSchools develop curricula and create training programs to assist students, profes-
sionals, and the public in building these skills. Improved information search behaviors, media and social 
media literacy, validation of knowledge, as well as increased scientific research on reliability, will enable 
further exploration of these multi-faceted problems and will help identify solutions. Future studies can 
also evaluate corporate and social data by using data mining tools and methods.

For the masses who tend to consume information that is easy to access, without considering principles 
of scientific research methodology, or who interpret the world according to what is prevalent among 
their social ties, without knowing how to navigate the dark mazes of the Internet, our age may hold many 
dangers. Combatting these dangers should be among the top priorities of information professionals.
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ABSTRACT

This study represents an investigation of the effect of political advertising on readers’ perceptions of 
bias, value, and credibility in an online news article. Participants read an unbiased news article placed 
alongside three advertisements. Participants randomly entered one of three conditions—right-leaning 
advertisements, left-leaning advertisements, or neutral advertisements. They then answered questions 
about the perceived bias and credibility of the article. The researchers predicted biased political ads 
would prime perceptions of bias for the news article, despite its neutrality. Though the findings trended 
in the hypothesized direction, a lack of significance suggests political advertising may not serve as a 
prime for news readers in making decisions about the political bias, credibility, and news value of an 
article or news source. However, participants who had a higher prior knowledge of politics did place 
a higher news value on the article than those with low prior knowledge. Also, men were more likely to 
see a liberal bias and to rate a news story higher on news value.
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INTRODUCTION

Internet use in the United States has continued to increase over the last two decades, as now 90 percent 
of Americans are online (Pew Research Center, 2019). Because of its ease of use and few regulations, 
the Internet has allowed the number of news sources to flourish. Most American adults have used the 
Internet to check the news, thus providing an audience for the continually increasing number of news 
outlets (Morris, 2007). Although television news is still the most popular among news consumers, the 
Internet is quickly gaining ground (Gottfried & Shearer, 2017). The Internet surpassed print publications 
as a popular news source in 2010 (O’Dell, 2011), and getting news from social media surpassed getting 
it from print news in 2018 (Shearer, 2018). Today, online news is practically ubiquitous in the United 
States as “88% of Americans ever get news on a mobile device and 84% ever get news on a computer” 
(Fedeli & Matsa, 2018, para. 3) . But as the number of online news outlets has increased, so has the 
fragmentation of the news media (Morris, 2007).

Niche websites have started to attract news consumers and steer them away from mainstream sources 
(Morris, 2007). The number of people that access these niche sites has increased as the Internet has 
become a major source of information (Baum & Groeling, 2008). Most news blogs and sites that cater 
to niche audiences are split by political ideology. Although their audiences are small, niche news sites 
that provide one-sided political coverage, such as DailyKos.com on the left and FreeRepublic.com on 
the right, have developed a loyal following. This fragmented news environment has given Americans 
the ability to choose from a variety of sources to seek political information and news (Morris, 2007). 
Research has shown that those who feel like they do not receive information from mainstream sources 
that confirm their point of view seek out other news outlets online (Choi, Watt, & Lynch, 2006). The 
Internet boasts many news outlet options, but given a choice of what to read, people tend to choose news 
items that reinforce their own opinions rather than material that challenges their beliefs (Garrett, 2009).

This trend in news consumption has led to a more politically polarized public (Morris, 2007). A study 
by Coe et al. (2008) showed that television viewership is divided along partisan lines. The researchers 
found that liberals were more likely to report viewing the liberally-aligned The Daily Show than more 
conservative Fox News. Part of what motivates people to watch certain news programs is the tendency 
of those shows to present “a relatively partisan view of current events” (Coe et al., 2008, p. 209). The 
study found that audience appreciation of a news program that shared their point of view was a significant 
predictor of whether they chose to watch it.

Not only are people more likely to watch programs that reinforce their beliefs, but they also rate those 
programs as less biased (Coe et al., 2008). Arceneaux, Johnson, and Murphy (2012) found that people 
who viewed television news that agreed with their political attitudes rated the shows as more fair, friendly, 
good, and cooperative than those who saw shows countering their political attitudes. Participants who 
watched counter-attitudinal shows were also more likely to find the shows uninformative, unbalanced, 
and less American than those who watched the pro-attitudinal show. Another study found that the liberal-
leaning program, The Daily Show, was rated significantly more biased by conservatives and Fox News, 
a conservative news channel, was rated significantly more biased by liberals (Coe et al., 2008).

Despite the proliferation of niche news media online, mainstream news outlets, such as local television 
news stations, the Wall Street Journal, ABC News, CBS News, and NPR, are still more trusted today 
than more politicized news outlets, such as liberal-leaning Huffington Post and conservative-leaning 
Breitbart (Kalogeropoulos & Fletcher, 2018). And currently, the most popular news websites are Yahoo 
News and Google News, aggregating sites typically pulling from mainstream media (eBizMBA, 2019). 
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The political approach of major news outlets is different from niche, alternative media. Most mainstream 
news organizations attempt to present news in an objective way, using multiple sources, and attempt a 
balanced perspective (Ognianova & Endersby, 1996). Some of these sources, including CNN and Reuters, 
have received more neutral evaluations by both liberals and conservatives (Baum & Groeling, 2008; Coe 
et al., 2008). Despite these ratings, the mass media is still suffering from a distrusting public, hitting an 
all-time low in 2016, the year of President Donald Trump’s election (Brenan, 2019). This nadir in trust 
also coincides with a rise in concern from the public over “fake news,” with 64% believing fabricated 
stories are causing confusion among the masses (Barthel, Mitchell, & Holcomb, 2016).

Research has shown that consumers’ perceptions of a media organization’s political ideology have a 
significant impact on which news medium they prefer (Ognianova & Endersby, 1996). Those political 
affiliations also tend to dictate how trustworthy people perceive their news sources to be. Conservatives 
trusted right-leaning Fox News the most of all media sources and trusted right-wing Breitbart nearly as 
much as local news. Liberals, on the other hand, trusted left-leaning Huffington Post nearly as much as 
local news (Kalogeropoulos & Fletcher, 2018). This means that a cue to a news website’s political leaning 
can influence how a news consumer interprets the source’s beliefs and the news content’s bent. Because 
news organizations accept money from advertisers to place ad content, ads are one way that consumers 
gauge the political leaning of a news publication and its website (Saba, 2010). Political advertising in 
particular can be perceived as indicative of news organization’s support of a party, candidate, or issue. As 
increasing numbers of news consumers flock to the Internet to consume news, political ads rather than 
news content might play an increasingly influential role in readers’ perceptions of credibility and bias.

ONLINE NEWS BIAS

Bias and objectivity speak to the credibility of an article because in most instances, the credibility of a 
news story is determined by the level of objectivity it exhibits (Ognianova & Endersby, 1996; Sundar, 
1999). A study by Fico, Richardson, and Edwards (2004) found the level of balanced coverage predicted 
the level of perceived story bias. They found that when presented with a balanced and imbalanced article, 
readers perceived the imbalanced stories as biased. Readers also evaluated the newspapers publishing 
the imbalanced articles as less credible. The imbalanced story structure was a significant predictor of 
perceived story bias. This study suggests that readers will evaluate articles they perceive as favoring 
one side of an issue as less credible. Recent research has also shown distrust in media outlets is often 
tied to perceived political bias, particularly in an extremely politicized country like the United States 
(Newman, Fletcher, Kalogeropoulos, Levy, & Nielsen, 2017).

Online news in particular is perceived differently by consumers and receives different credibility 
ratings from newspapers or television news. Consumers of online news sources, such as like CNN.com 
and Time Online, placed an additional emphasis on bias and objectivity (Abdulla, Garrison, Salwen, 
Driscoll, & Casey, 2002). These two factors were more important to consumers when they considered 
online news versus print or TV news. This study does not stand alone. Researchers have found time and 
again that the Internet elicits unique responses from Web users. Fletcher and Park (2017) found that 
people who trusted news the least were more likely to seek alternatives online, such as social media 
outlets and blogs. Preference for online news is growing, with 34% of Americans favoring online news 
to traditional sources. However, that means almost two-thirds still prefer traditional sources, TV news 
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in particular. And while 20% of adults say they regularly get news from social media, more than half 
of those same people think much of the news they see from those outlets is inaccurate (Geiger, 2019).

Most news organizations realize that objective reporting is a worthwhile investment (Ognianova & 
Endersby, 1996). Reader perceptions of story credibility are important for the news organization’s im-
age. Because many studies have found that as the public’s perception of media credibility increases, so 
does media consumption, perceived credibility is key to gaining readers and increasing profits (Rimmer 
& Weaver, 1987).

Yet, overall perceived media credibility is on the decline. The news media has seen its credibility 
ratings spiral downward since the mid-1980s (Brenan, 2019; Greer, 2003). Reader perceptions of story 
credibility are important for a newspaper’s image. Slater and Rouner (1996) argued that readers use 
source credentials and the message itself to evaluate credibility, and that “audience evaluation of mes-
sage content has a great deal more to do with source credibility judgments and subsequent belief change 
than previously assumed” (p. 975). Slater and Rouner also argued that

when confronted with a message, especially one from a source one knows nothing about other than 
source credentials, one would reasonably make inferences about that source’s credibility based on the 
perceived quality of the message” (p. 975). 

If readers perceive an online article to be unfair, and therefore of lower quality, they might judge the 
entire website or news organization to be of low quality as well. One of the keys to online news cred-
ibility lies in the study of context effects.

Context Effects

There is a fair amount of research exploring the interaction between media content and advertisements. 
These studies show a significant link between content context and interpretation. A study by Yi (1990a) 
found that the context of ads affects how persuasive they might be. The study looked at ads within 
magazine articles and found that the content of the magazine article affected how readers evaluated 
the ads on those pages. Readers who read the article related to safety were more likely to use this con-
struct to evaluate the car ad, whereas those who read the article about oil were more likely to use fuel 
economy to evaluate the car ad. Other studies found similar context effects for television commercials. 
Perry, Jenzowsky, Hester, King, and Yi (1997) found that commercials that were more humorous actu-
ally enhanced viewer enjoyment of a funny TV show. Another study found that the inclusion of com-
mercials affected how viewers perceived low- and high-quality news broadcasts (Perry, Trunnell, Ellis, 
& Kazoleas, 2009). The study found that the removal of commercials from a low-quality newscast led 
to a more negative emotional response toward the news broadcast. The removal of commercials from a 
high-quality newscast, however, led to a more positive emotional response.

The Internet has also been the subject of context effects research. Fogg et al. (2003) investigated the 
pieces of a website that users use to evaluate its credibility and found that the main content of the site 
is just a small piece of the puzzle. Fogg et al. found that many consumers notice advertising and use it 
to evaluate the credibility of a website. Their exploratory study categorized comments on surveys filled 
out by more than 2,500 Web users on their evaluations of specific websites. On the issue of site cred-
ibility, the researchers found that advertising was mentioned, usually negatively, by about 13.8% of the 
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participants. Although news sites were among the webpages that participants were asked to evaluate, 
the study did not break up the credibility comments by type of site.

While not the focus of this paper, when discussing the Internet, political advertising and context ef-
fects, it is hard to not mention social media. Social media has become a powerful tool in political adver-
tising and there is much research in this area. Tucker, Guess, Barberá, Vaccari, Siegel, Sanovich, Stukal 
and Nyhan (2018) produced a significant review of the scientific literature on the topic examining the 
consequences, producers, strategies and tactics, etc. to find the key research gaps. While their piece is 
comprehensive involving politics in social media, one of the key research gaps they identified was, “What 
are the effects of exposure to information and disinformation on individual beliefs and behavior (p.54)?”

Despite the proliferation of Internet use by news consumers, there have been only a few studies on 
the ways in which advertising shapes perceptions of online news. This is problematic as some research-
ers have expressed concern about the increasing importance of advertising revenue and of how it might 
blur the line between editorial and commercial content on news websites (Mitchelstein & Boczkowski, 
2009; Yang & Oliver, 2004). Singer (2003) argues that “online media sites are integrating content that 
generates revenue from advertisers and marketers with content that ostensibly is intended to fulfill the 
professional obligation to provide information whose sole purpose is public service” (p. 154). Yang and 
Oliver (2004) found that the seriousness of online ads can affect how readers perceive the accompanying 
news article. They found that some Internet users perceived hard news stories paired with silly adver-
tisements as having less news value and less credibility than hard news stories paired with serious ads 
or no ads. The researchers argued that if online news consumers perceive a serious news article as less 
newsworthy because it is paired with a humorous ad, “this may imply that the issues themselves are less 
important (Yang & Oliver, 2004, p. 745), a serious implication for a news outlet. Another study found a 
weak correlation between ad credibility and story credibility (Greer, 2003). Although most conditions 
showed some effect of ad credibility on story credibility, only one condition was statistically signifi-
cant — when a low-credibility ad was paired with a highly credible source. These studies provide some 
evidence that advertising placed next to an article can affect the article’s perceived credibility.

The most compelling evidence that ads may affect the perceived credibility of news articles comes 
from a study conducted by The Seattle Times (Saba, 2010). The newspaper placed a political ad for the 
state’s land commissioner next to an investigative article about landslides in Washington. In response, not 
only did the newsroom reporters object to the pairing, but the paper’s readers also responded negatively, 
wondering if the newsroom did it on purpose. This study was exploratory and was not performed in a 
controlled environment; reader reactions were also not analyzed quantitatively. However, the study did 
find that, overall, “too many contextual ads surrounding news stories … made readers suspicious” (p. 
20). The audience did not respond as severely when contextual ads were paired with soft news, such as 
entertainment or sports.

Priming

One theoretical framework that may explain context effects is media priming. Media priming refers to 
the “the effects of the content of media on people’s later behavior or judgments related to the content 
that was processed” (Roskos-Ewoldsen, Roskos-Ewoldsen, & Carpentier, 2009, p. 74). Research shows 
that online news users pay little attention to ads (Greer, 2003). Therefore, priming serves as an ideal 
theoretical basis for this study. In priming, even a subconscious glance at an ad can activate the brain 
and lead to conscious thoughts about surrounding content.
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Priming has been used many times to explain how an advertisement’s surrounding context affects ad 
evaluations. A study by Schmitt (1994) found that people who are primed to think about certain values 
apply those values as their framework when interpreting an ad. The study showed that “depending on 
the context, subjects assigned different interpretation to the same picture” (p. 7). A study by Yi (1990b) 
also demonstrated a similar result. Yi found that the advertising context affected how viewers evaluated 
the advertising brand. The study showed that the activation of a particular product attribute guided the 
participants’ interpretation of the brand. The researcher concluded that adjacent materials have an effect 
on how users evaluated an ad. Another study found that ad context also primes how viewers interpret the 
ad itself, not just its brand (Yi, 1990a). Yi found that “the ad context is not merely a benign background 
for ads, but it can also become an effective communication itself” (p. 47).

Advertising on news sites placed adjacent to the news articles might play a similar role in readers’ 
evaluation of the news article or news source. This is especially true of political advertising because of 
increasing party polarization (Morris, 2007).

Political Advertising

Research on political advertisements has shown that Internet ads elicit a different response from consum-
ers than other campaign materials. Although few studies have explored the differences of advertising 
effects based on Internet versus traditional media, there is some evidence in political science research 
of differences in consumer response based on medium (Kaid, 2002; McKinney & Gaddie, 2000). For 
example, McKinney and Gaddie (2000) found that viewers who watched a New Hampshire primary 
debate online learned much more about the issues than those who watched the debate on television. In 
another study, Kaid (2002) found that leading up to the 2000 presidential election, undecided voters 
who were exposed to online advertising changed their vote to Gore, whereas those exposed to the same 
videos on television changed their votes to Bush. This research provides evidence that the Internet is 
a unique advertising platform that elicits a different response from consumers than traditional media.

The Internet also affords new hurdles for advertisers. Although the number of individuals using the 
Internet has increased, research shows that online ad clickthrough rates (a measure of online advertising 
success) for display or banner-type ads have declined in recent years from 0.1% in 2009 (Wasserman, 2011) 
to just .05% in 2019 (Chaffey, 2019). The trend for consumers to avoid online ads has been demonstrated 
further by the “banner blindness” phenomenon in which Internet users “avoid fixing their eyes on anything 
that looks like a banner ad” (Cho & Cheon, 2004, p. 89). This is a phenomenon that continues even in 
today’s more sophisticated digital advertising world (Pernice, 2018). Although advertising avoidance is 
seen in traditional media as well, Cho and Cheon noted a few reasons why people might avoid banner 
ads. For one, online ads are often perceived to be a barrier in reaching goals, such as seeking informa-
tion. Because ads get in the way of those tasks, ads are avoided more vigorously. Also, the interactivity 
of the Internet, such as the need for consumers to click on ads in order to see additional content, makes 
online ads less likely to be observed. This would certainly help to explain the large discrepancies seen 
between clickthrough rates for ads that appear during Internet searches and ads that appear as display 
or banner ads (Volovich, 2019). For instance, Google Ads reports that its clickthrough rate is 3.17% for 
search advertising versus 0.46% for display advertising (Chaffey, 2019).

It’s no surprise that the CTR on the search network is much higher than in the display network since in 
the search network, searchers are typing in product and brand names when they have specific intent so 
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the ads are more relevant. This isn’t the case in the display network where they are responding to banner 
and text ads, typically on publisher sites (Chaffey, 2019, para. 14).

Despite these possible issues with online advertising, the use of online political advertising has con-
tinued to increase in presidential election campaigns since the late 1990s (Kaid, 2002). After the 1996 
election, campaign professionals began to realize the potential of the Internet to reach voters (Connell, 
1997). Registered voters take note of online campaign information from a variety of sources, including 
the campaign materials themselves (Smith & Duggan, 2012). Research on the 2012 presidential election 
showed that 55% of registered voters viewed political videos online and 36% of registered voters reported 
watching specifically political advertisements online. The effect of political advertising on consumers 
has generally followed a direct effects perspective in which the ad transfers information to the consumer 
(Kaid, 2002). In this sense it can serve as perfect prime for news consumers.

Just as with news sources, individuals engage in selective exposure when it comes to political ads 
(Chang, 2003). Consumers reinforce their existing beliefs upon exposure to ad information from either 
political party. Ads by candidates consumers support are favored over ads by candidates with opposing 
viewpoints. Overall, though, consumers see political advertising as lacking credibility (Johnson & Kaye, 
1998). Johnson and Kaye found that political candidate flyers and websites were not viewed as credible 
by politically-interested Web users. Online political ads, which carry the same messages in the same ways 
as on candidate websites, most likely have a similar effect on consumers. It is possible that this distrust 
of candidate material translates to the news article placed next to candidate ads through priming. In other 
words, political ads on a news webpage could influence readers’ perception of the news article itself.

METHOD

Based on literature on priming theory, the following hypotheses are proposed:

H1a: Participants will perceive a news article surrounded by conservative ads as biased toward conser-
vatives.

H1b: Participants will perceive a news article surrounded by liberal ads as biased toward liberals.
H1c: Participants will perceive an online news source with partisan ads as showing more favor toward 

a political party than a news source with nonpartisan ads.

Because increased bias is closely linked to decreased credibility and news value, the following hy-
potheses are proposed (Ognianova & Endersby, 1996; Sundar, 1999; Yang & Oliver, 2004).

H2: Participants will perceive a news article surrounded by partisan ads as less credible than a news 
article featuring nonpartisan advertising.

H3: Participants will perceive a news article surrounded by partisan ads as having less news value than 
a news article featuring nonpartisan advertising.
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Prior Knowledge

Research has shown that prior knowledge of content can have an effect on perceived credibility of a 
source. A study by Eastin (2001) showed that previous knowledge on an issue led to a perception of higher 
credibility when reading about that issue online. Participants filled out a questionnaire about a health 
topic before reading about it online. Those who were more knowledgeable about the topic according to 
the pretest found the online message on the topic to be more credible than those who did not know much 
about the health topic beforehand. This shows that those with higher prior knowledge about a topic will 
perceive an article about that topic as more credible. Because this study is about political news, it stands 
to reason that in the context of this study, prior knowledge refers to knowledge about politics.

H4: Participants with prior knowledge about political issues will perceive the news article to be more 
credible than those without political knowledge.

Previous literature also shows that prior knowledge of news increases reader interest because readers 
already have a foundation of information on which to build (Eilders, 2006). This interest leads them to 
perceive the material to be more newsworthy (Sallot, Steinfatt, & Salwen, 1998). Therefore, the follow-
ing hypothesis is proposed.

H5: Participants with prior knowledge about political issues will perceive the news article to have more 
news value than those without political knowledge.

Gender

Studies that investigate the correlation of demographic variables and the perception of media credibility 
have consistently found that gender is a significant predictor (Johnson & Kaye, 1998; Johnson & Kaye, 
2000; Perry et al., 2009; Robinson & Kohut, 1988). In a study about the interaction between media 
believability and a number of demographic variables, Robinson and Kohut (1988) found that gender 
was the most significant predictor of attitudes towards the press. The correlation was most powerful 
in network believability for which men were much more likely than women to be critical of the media. 
Ten years later, Johnson and Kaye (1998) found the same result. Gender was the only variable that was 
significantly related to credibility of all four online sources in the study, with women finding the Internet 
as more credible and trustworthy than men. Perry et al. (2009) found that gender played a role in how 
much TV ad quality and ad presence affected the participants’ perceptions on TV news. The study found 
that women were significantly more likely to perceive news broadcasts as happy when shown with high-
quality commercials as opposed to low-quality commercials. On the other hand, men reported higher 
levels of happiness when viewing news broadcasts alongside low-quality commercials. In the absence 
of advertisements, men perceived the news broadcasts to be more bold, strong, dark, and hard, whereas 
women perceived those broadcasts to be more timid, weak, light, and soft.

RQ1: Is there a difference between men’s and women’s perceptions of political bias, credibility and new 
value in news articles featuring political advertising?
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Participants

The 144 participants in this study were students from a medium-sized southeastern public university. Par-
ticipants were recruited primarily from courses in the communication and psychology departments. Any 
student under the age of 18 was excluded from the study. The study recruited 52 males and 92 females.

Participants were recruited using convenience sampling. The researchers relied on students who had 
access to an online survey data collection system to volunteer to participate in the survey. Students who 
volunteered their participation read an informed consent document online before beginning the study. 
Respondents were offered a minimal amount of extra credit for their participation.

RESEARCH DESIGN

The study was a randomized one-way (condition: conservative ads, liberal ads, nonpartisan ads) between-
subjects design experiment.

The news article used as the stimulus for this study was an actual news article about the Electoral 
College. This article was used because the topic had the potential to be perceived as partisan. A class 
of undergraduate students rated the article for its potential bias. The rater’s tool consisted of the first 10 
items on the full questionnaire for this study. Statistical analyses showed the article was perceived by 
the raters as unbiased and was therefore appropriate for use in this study.

The political ads used for this study were created solely for purpose of this research. There were 
three sets of ads – conservative, liberal, and neutral. Each set comprised three ads with the following 
topics: the school system, the military, and voting. The three sets of ads created the three conditions: the 
article with conservative ads, the article with liberal ads, and the article with neutral ads. Every attempt 
was made to keep the overall look of the ads the same in the different conditions and altering only the 
message content and the ad sponsor.

The questionnaire collected information in the following categories: political affiliation, perceived 
political bias, article credibility, article news value, political knowledge, and gender. The survey results 
were recorded online.

To determine perceived political bias, the researchers adapted the news credibility scale developed 
by Arpan and Raney (2003). The 12 survey items asked respondents to rate the article, the reporter and 
the newspaper on bias. The article was rated on whether it was biased toward a political leaning, made 
a political leaning seem more or less likeable, or made a political leaning seem better or worse. The 
reporter and the newspaper were rated on whether they were biased toward a particular political leaning. 
Each item was measured on a 7-point Likert scale, ranging from -3 to +3. The first five questions asked 
about conservative leaning and were later combined into a single conservative bias scale. Cronbach’s 
alpha was used to evaluate the reliability of all scales. The conservative bias scale was a reliable measure 
(α=.89). The next five questions asked about liberal leaning and were later combined into a single liberal 
bias scale (α=.89). The final two items asked whether the reporter and newspaper favored a political 
party and were scaled from 7 to 1, from Democrat to Republican. These two items were later merged to 
form a single party favor scale (α=.77).

To determine article credibility, the news credibility scale developed by Gaziano and McGrath (1986) 
was used. The scale asked participants to rank the article based on fairness, overall bias, completeness, 
accuracy, invasion of privacy, watching after reader interest, concern for community, separation of fact 
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and opinion, trustworthiness, concern for public interest, whether it was factual or opinionated, and 
whether the reporters appeared well-trained. The 12 items were measured on a 7-point Likert scale, 
numbered from 7 to 1. The second and fifth items were reverse-coded. The reliability coefficient for 
this scale was .90.

News value was measured using a scale adapted from D’Alessio (2003) and Sallot et al. (1998). The 
five items were measured using a 7-point Likert scale, numbered from 7 to 1. The items aimed to capture 
how participants perceived the article’s interest to readers, usefulness, completeness, timeliness, and 
grammatical accuracy. The reliability coefficient for this scale was .73.

Political knowledge was determined by asking respondents whether they consider themselves up-to-
date on political issues. The response format was a 7-point Likert scale, ranging from “I stay current” 
to “I do not consume political news at all.” Respondents self-reported their gender as male or female.

Procedure

Data were collected via an online survey data collection system, featuring the three conditions. Partici-
pants self-selected into a condition without knowing which condition they were choosing. Participants 
were not told which condition they were in, and they were only allowed to participate in one condition 
for the study. Each of the three conditions was labeled as a different precious stone or metal (platinum, 
diamond, and gold) to disguise the nature of the study and the condition. Participants could take the survey 
in any location and at any time during the dates the study was available. The number of participants in 
each condition was comparable. There were 44 participants in the control group, 53 in the conservative 
ad condition, and 47 in the liberal ad condition.

After entering the survey by clicking a button ensuring their consent, participants read a balanced 
news article with three ads situated on the page. Participants were not instructed to note the ads but only 
to read the article and to answer the subsequent questions. Each participant saw the same article about 
the Electoral College with a banner ad above the article and two ads embedded in the text. The ads varied 
depending on the condition (conservative, liberal, or neutral). Participants were asked if they read the 
entire article and then instructed to proceed to the next page and enter the questionnaire. The survey was 
complete when participants had answered all the questions and exited the online survey.

RESULTS

The first set of hypotheses predicted that the experimental condition would affect bias toward the article. 
A series of one-way analyses of variance (ANOVA) was conducted to compare conservative bias, liberal 
bias, and party favor against which condition participants were in (See Table 1).

No significant difference was found among the participants in the three conditions with regard to 
their evaluations of conservative bias (F(2, 141) = 0.94, p=.39). Subsequent Tukey HSD and Bonferroni 
post-hoc tests also revealed no further significant differences among the variables. Thus, H1a was not 
supported. However, the data do show a trend. The liberal ad condition was rated less than the control 
group, which was rated less than the conservative ad condition on the conservative bias scale.

No significant difference was found among the participants in the three conditions with regard to their 
evaluations of liberal bias (F(2, 141) = 1.75, p=.18). Subsequent Tukey HSD and Bonferroni post-hoc 
tests also revealed no further significant differences among the variables. Thus, H1b was not supported. 
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However, the data do show a trend. The conservative ad condition was rated less than the control group, 
which was rated less than the liberal ad condition on the liberal bias scale.

Participants in the three conditions did not significantly differ in their evaluation of party favor (F(2, 
141) = 0.12, p=.89). Subsequent Tukey HSD and Bonferroni post-hoc tests also revealed no further 
significant differences among the variables. Thus, H1c was also not supported. However, the data do 
trend. Participants in the liberal ad condition rated the article as more biased toward the Democratic 
party than those in the conservative ad condition, and the control group’s ratings are between the two 
other conditions.

The second and third hypotheses test a relationship between credibility or news value and condition. 
One-way ANOVAs were used to determine if there was an effect (See Table 1). No significant difference 
was found among participants in the three conditions with regard to the article’s perceived credibility 
(F(2, 141) = 0.05, p=.95). Subsequent Tukey HSD and Bonferroni post-hoc tests also revealed no further 
significant differences among the variables. So H2 was not supported. However, there was a trend in 
that the control group rated the article as more credible than the other two conditions. Participants in the 
three conditions did not significantly differ in their evaluation of news value (F(2, 141) = 1.13, p=.33). 
Subsequent Tukey HSD and Bonferroni post-hoc tests also revealed no further significant differences 
among the variables. Therefore, H3 was not supported.

The final set of hypotheses predicted relationships between prior knowledge and credibility as well 
as prior knowledge and news value. A simple linear regression was calculated to determine if a signifi-
cant correlation existed (See Table 2). For credibility as the dependent variable, the regression equation 
was not significant (F(1, 142) = 0.01, p=.94) with an R2 of 0. A β of .01 shows a positive relationship. 
A participant’s prior knowledge cannot be used to predict perceived credibility. H4 was not supported. 
However, for news value as the dependent variable, the regression equation was significant at the .05 level 
(F(1, 142) = 10.01, p=.002) with an R2 of .07. A β of .26 shows a positive relationship. A participant’s 
prior knowledge can be used to predict perceived news value. H5 was supported.

The research question in the study sought to explore the relationship between gender and a number 
of other variables. Independent-sample t tests were used to compare the mean scores of males and the 
mean scores of females on bias, credibility and news value (See Table 3).

No significant difference was found between the mean of females (m = -0.26, sd = 1.16) and the 
mean of males (m = -0.42, sd = 0.91) in relation to conservative bias (t(142) = .86, p=.39). However, 
the difference between the mean of females (m = 0.09, sd = 1.14) and the mean of males (m = 0.49, sd 
= 0.87) in relation to liberal bias were significant at the .05 level (t(142) = -2.17, p=.03). No significant 
difference was found between the mean of females (m = 4.13, sd = 1.31) and the mean of males (m = 
4.20, sd = 1.10) in relation to party favor (t(142) = -0.33, p=.74). No significant difference was found 

Table 1. ANOVA Results

Hypothesis Mean Standard Deviation F Value p Value N

H1a -0.32 1.08 0.94 0.39 144

H1b 0.24 1.07 1.75 0.18 144

H1c 4.16 1.23 0.12 0.89 144

H2 4.15 0.93 0.05 0.95 144

H3 4.42 1.09 1.13 0.33 144
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between the mean of females (m = 4.13, sd = 0.89) and the mean of males (m = 4.18, sd = 1.00) in 
relation to credibility (t(142) = -0.29, p=.77). However, there was significance at the 0.10 level between 
the mean of females (m = 4.30, sd = 1.08) and the mean of males (m = 4.63, sd = 1.09) in relation to 
news value (t(142) = -1.76, p=.08).

DISCUSSION AND CONCLUSION

This study sought to discover if political ads could serve as a prime for readers in evaluating the bias, 
credibility, and news value of an online news article and its source. The findings of this study suggest that 
political advertising does not serve as a prime for news readers in making decisions about the political 
bias, credibility, and news value of an article or news source. Participants in different conditions did not 
vary significantly on their perceptions of the article and source. Furthermore, the study sought to under-
stand if political affiliation of participants affected their evaluation of news article. The findings of this 
study indicated no such effect. Participants’ political affiliation and the political ad condition they were 
placed in did not interact to affect their perceptions on the news article’s bias, credibility, and news value.

This finding has implications for political advertisers as well as online news sites. Little previous 
research has been conducted to determine whether online advertisements affect the perceptions of the 
content they are paired with. It is possible that consumers have become so accustomed to online ads that 
they do not even notice them. If people gloss over ads without attending to them, then priming cannot 
take place. In this case, advertisers might need to reevaluate their strategies toward the use of basic ban-

Table 3. RQ1: Gender

Dependent Variable Gender N Mean Standard Deviation t Value p Value

Conservative Bias Female 92 -0.26 1.16 0.86 0.39

Male 52 -0.42 0.91

Liberal Bias Female 92 0.09 1.14 2.17 0.03

Male 52 0.49 0.87

Party Favor Female 92 4.13 1.31 -0.33 0.74

Male 52 4.20 1.10

Credibility Female 92 4.13 0.89 -0.29 0.77

Male 52 4.18 1.00

News Value Female 92 4.30 1.08 -1.76 0.08

Male 52 4.63 1.09

Table 2. Regression Results

Hypothesis R Square Beta F Value p Value N

H4 0.00 0.01 0.01 0.94 144

H5 0.07 0.26 10.01 0.002 144
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ner ads placed next to website content. It is also possible that news readers see the advertising, but that 
the ads do not prime ideas toward the other website content.

The level of prior political knowledge, however, was statistically significant. Participants who had a 
higher prior knowledge of politics placed a higher news value on the article than those with low prior 
knowledge. This means that those who already consume political news on a regular basis find more news 
value in articles than those who do not stay up to date. Newsrooms can expect consumers who regularly 
visit their sites to continue to find their content newsworthy.

This study also explored the influence of gender in online news perceptions. The study found that 
gender had an effect on perceived liberal bias. Men were more likely to see a liberal bias in the news 
article than women across all conditions. Therefore, these results could indicate that men in this study 
were more conservative overall and were therefore more likely to see a liberal bias in the media coverage. 
This corresponds with a finding in recent years that women are more likely to identify as Democrat than 
men (Newport, 2009). This has implications for conservative politicians who might need to change their 
advertising and marketing strategies to appeal to an increasingly liberal female demographic.

Results for the research question on gender also revealed that men were more likely to rate a news 
story higher on news value across all conditions. It is also possible that the name of a male reporter’s 
byline cued readers to the news values present in the article. Studies show that male and female report-
ers emphasize different news values in articles (Grabe, Samson, Zelankauskiate, & Yegiyan, 2011; 
Kyung-Hee & Youngmin, 2009; Muramatsu, 1990). Readers might have seen a male reporter byline 
and assumed that the news values aligned with those of males. Men might also have felt a connection 
to the writer because of his gender, making them value his writing more (Guo, 2012). This finding has 
implications for newsrooms that might not realize that the writer’s identity could influence readers’ 
perceptions of the article.
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KEY TERMS AND DEFINITIONS

Banner Advertisement: Online advertisements that stretch across the top, middle, or sides of a website.
Media Priming: Priming that takes place by way of media images or information.
News Bias: A measure of how ideologically slanted a piece of news appears to be to an audience.
News Credibility: A measure of how trustworthy and believable a piece of news appears to be to 

an audience.
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News Value: A measure of how useful, timely, and complete a piece of news appears to be to an 
audience.

Political Affiliation: The ideologies a person subscribes to, often aligned with political parties.
Political Knowledge: A measure of how much one knows about politics and how current their in-

formation is on the matter.
Priming: An effect that occurs in the brain by which stimuli can access related memories or mental 

imagery and thereby trigger a response to later stimuli, often unconsciously.
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ABSTRACT

Fake news has influenced politics, economy, and society in Brazil. Because of that, some people have 
developed actions to fight against fake news and disseminate its consequences to people. In order to fight 
against fake news, individuals need critical literacy to verify the trustfulness of information sources. This 
chapter has three purposes: It intends to discuss the state of the art of scientific studies of fake news in 
Brazil. It aims to do documentary research to describe the policies and actions that were created to inform 
the population about the consequences of fake news. And it aims to show critical literacy concepts and 
the application of Brazilian standards and indicators of information and media literacy. The methodol-
ogy is based on documentary research and a systematic literature review. The results demonstrate the 
journalistic, scientific, and political actions to fight against fake news.

INTRODUCTION

Fake news has impacted many peoples’ lives, especially people who are connected to social media. 
Various companies have been hired by organizations to disseminate fake news. A major factor facilitat-
ing the spread of fake news is the high level of confidence that people have in information they receive 
through social media, since they do not always search for information in the news media. Fake news is 
dangerous to many aspects of contemporary life (Cooke, 2017). Individuals may believe it and change 
their behaviour accordingly.

Fake news has generated debates in various fields of knowledge, including Information Science, 
Journalism, Law, Medicine, Political Science, and Business Management. Fake news in Brazil has cre-
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ated new risks in politics and for public health. It affects not only those with no formal education, but 
also those who are highly educated. The challenge facing researchers is to find ways to combat it.

Furthermore, fake news is not only a problem for developing countries such as Brazil, but also for 
developed countries such as the United States and the United Kingdom. Why do nations with a high level 
of investment in education still suffer from fake news? Twenty-first century researchers are grappling 
with this question. Fake news is known to the majority of those who are involved in partisan politics. 
Political parties around the world use it to smear rival candidates using manipulative and false informa-
tion (Kellner, 2018; Toynbee, 2019).

Certain candidates have used fake news strategically, in an unethical way, and have succeeded in win-
ning elections. This phenomenon has been remarked upon by various news media organizations, and it is 
worrisome to them. The aim of this chapter is to present other consequences of fake news outside the realm 
of politics, such as crimes against healthcare workers and, tragically, even murders of innocent people.

Individuals possess the ability to think critically (Cooke, 2017; Alvermann, 2017; Craig & Wiebe, 
2018), and there is a body of studies suggesting that they have their own personal, social, and cultural 
motivations which lead them to value good-quality information (Cooke, 2017). Media literacy is also 
fundamental to help students to access and analyze information in an ethical way (Frechette, 2019; 
Kellner & Share, 2019). Based on those considerations, this proposed book chapter has two purposes:

1.  To discuss the state of the art of scientific studies of fake news in Brazil.
2.  To conduct documentary research to describe some of the policies and actions that have been 

implemented to inform the population about the consequences of fake news.

In this chapter, critical literacy is understood as one of several theories about information and me-
dia literacy. Critical literacy concepts are based on Paulo Freire’s ideas. Paulo Freire is well-known 
throughout the world for changing our understanding of education. He is the author of Pedagogy of the 
Oppressed, a book that has changed the relationship between teachers and students. Freire implemented 
many literacy courses for poor people. The focus of his work was on reducing social inequality by im-
proving access to education.

This theme is relevant to Brazil, since the country is one of the pioneers of critical literacy. Further-
more, this chapter demonstrates how critical literacy is understood in Brazil. This chapter is innovative, 
since few studies to date have used documentary research to explain fake news in the Brazilian context. 
Further, the Brazilian educational system needs initiatives to develop critical literacy, so this chapter 
emphasizes the relevance of critical literacy to citizenship.

The chapter’s methodology includes a systematic literature review of Brazilian scientific databases. 
These databases are interdisciplinary; they include subjects studied in Brazil in many fields of research. 
BRAPCI covers Information Science journals in Brazil, while SciELO is an electronic library with 
subscriptions to journals in all branches of science (social sciences, natural sciences, applied sciences, 
etc.) Furthermore, this chapter also uses the documentary research method to demonstrate possible 
consequences of fake news for Brazilian society and to describe government actions and public policy 
intended to address this challenge. The chapter’s focus on public policy intends to make people more 
aware of the consequences of fake news and to encourage the teaching of critical literacy in schools.

This chapter is interdisciplinary because it demonstrates the implications of fake news to the fields of 
Information Science, Education, Public Policy, Health and Journalism. It is fundamental to understand 
the role of critical literacy to society. Critical literacy helps citizens to become critical thinkers (Brisola 
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& Romeiro, 2018) in many contexts. Furthermore, it influences ethical and critical knowledge. There-
fore, the audience of this chapter is professional educators in the elementary and high school contexts, 
librarians, university students, and business managers.

This chapter is structured as follows: first, it defines critical literacy and addresses some of the his-
tory of this concept. Second, it introduces historical, political, and social aspects that involve fake news. 
Third, it includes a bibliographic review of research on social media in the context of fake news. Fourth, 
it describes the methodological procedures, including a systematic literature review and documentary 
research. The steps of the research methodology are presented in detail. Fifth, the results section dis-
cusses journalistic, scientific, and political actions to counter fake news. This section also discusses how 
critical literacy has been researched in Brazil, as well as this pedagogy’s importance to minimizing the 
spread of fake news. Finally, the chapter concludes with a discussion of the problems of fake news and 
solutions adopted in the Brazilian context.

BACKGROUND

Critical Literacy

The concept of critical literacy has been developed drawing on Paulo Freire’s ideas in his book Pedagogy 
of the Oppressed. In this book, Freire (1968) explains that critical thinking is fundamental to individu-
als. Individuals can free themselves from the oppression of powerful actors in society. Powerful actors 
include members of governments and large companies.

Freire (1968) criticizes social inequality and oppression. He advocates critical literacy as a form of 
smart learning that helps individuals achieve freedom from oppression and develop the ability to criticize 
current social systems. According to Freire, education must therefore be a major focus of society, so that 
individuals can become critical throughout their lives. According to Vasquez (2017), Freire emphasized 
the critical consciousness of students. He popularized the idea that learning is not only about decoding 
words, but is also about interpreting information.

Critical literacy considers the unequal power relations between social classes in society and addresses 
topics such as equity and social justice. Educators need to understand that sometimes multilingual children 
are treated unjustly because of their different skills (Vasquez, 2017). In addition, schools should encour-
age teaching about political topics. Fake news has been shared especially during election campaigns, so 
students need to become critical thinkers to interpret it.

There is a considerable body of research on the methods and materials that can be used in the class-
room to improve students’ critical thinking (Luke, 2018). This kind of research helps students to practice 
critical literacy and to think critically based on their analysis. Further, fake news and alternative facts are 
popular topics in online contexts. These challenges can be mitigated by information and media literacy 
(Budd & Stewart, 2018).

Fake News and Social Media

Even before the Internet, there were many strategies to disseminate gossip and lies about targets. There 
are sources that prove that this was a common practice during turbulent times in history, such as the 
French Revolution, for example. Today, the Web makes these unethical practices easier thanks to the 
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quantity, speed, and variety of information available. Big Data technology accelerates the dissemination 
of fake news (Santos, 2019). The speed of fake news’ spread is a challenge to researchers, journalists, 
and other stakeholders.

Fake news has become a topic of much discussion in recent years. It can be defined as a “truth” cre-
ated to benefit some organizations (Vitorino & Renault, 2019). The content of fake news is often based 
on quality news. Fake news creators use the same language and structure of real or traditional news, so 
that they are difficult to distinguish. Fake news producers normally address topics about politics, culture, 
society, or a location (Fante, Silva, & Graça, 2019).

Fake news manipulates reality and spreads lies about a given topic. Junk news is a subcategory of 
fake news which exaggerates information to inflate the value of someone or of an organization (Fante, 
Silva, & Graça, 2019). According to Budd and Stewart (2018), social media makes the dissemination 
of fake news easier, by spreading the ideas of people who otherwise would not have been heard, which 
can be both positive and negative.

Social media are networks in which every user has a personal profile. People share news, text, images, 
and information with their contacts. Individuals can also participate in discussion groups about celebri-
ties, job opportunities, and so on. In these media platforms, anyone can produce and share information 
according to their opinions. Examples of social media include Facebook, Twitter, Instagram, Whatsapp, 
Snap Chat, and YouTube. Some people have even become famous because the content they share at-
tracts many followers, leading those users to become digital influencers. Digital influencers influence 
the behavior of others, so some companies partner with them as a marketing strategy.

Fake news is shared by some groups or organizations to damage a target’s image or to influence 
people’s ideas and behavior. Fake news producers use images, photos, or videos and disseminate this 
content via social media groups. Further, some companies have hired these unethical professionals to 
share fake news online.

Politicians in many countries are also involved with fake news. Fake news has influenced citizens’ 
votes and public decision-making. The consequences for people are complicated; the influence of fake 
news can touch upon issues of ethics, interpretation, and freedom of expression. Because of this, indi-
viduals must be critically literate to face misinformation and fight against manipulation.

The fight against fake news is one of the missions of Information Science, since we all need to access 
quality information. Individuals should consider and be prepared to interpret the intentions of a text; the 
author’s identity and ideology; and the interests or influence of powerful groups. Likewise, fake news is 
a problem for some newspapers in Brazil. Critical literacy must therefore be included in every level of 
education. Therefore, Information Science can make valuable contributions to research, teaching, and 
practice in that country.

Fante, Silva and Graça (2019) do not consider fake news as news, since it is unethical and exaggerates, 
contains double meanings, and disconnects society from journalistic information sources. Furthermore, 
fake news inverts real facts and impersonates public and other figures. It does not care about quality and 
has no commitment to the public.

METHODOLOGY

The methodology of the research reported in this chapter is based on a systematic literature review (SLR) 
and documentary research. The steps in this methodology are presented in detail below (Figure 1).
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The SLR was focused on the connection between critical literacy and fake news, specifically in the 
Brazilian context. This review was conducted using two scientific databases, BRAPCI and SciELO, to 
identify how Brazilian authors have addressed both of these topics. The SLR is a transparent method, 
which can be reproduced by other researchers.

The SLR included every year because both critical literacy and fake news are current topics in 
academia. The search keywords used were critical literacy and fake news. We first analyzed the titles, 
keywords, and abstracts of papers. Afterwards, relevant papers were selected to be read completely. The 
ideas of the selected authors were used in the discussions and results in this chapter.

The keywords of the SLR were “fake news AND critical literacy” and “misinformation AND critical 
literacy.” Both of these terms were combined to retrieve the papers included. The major challenge was 
to retrieve papers from SciELO, because the database did not show a single paper with the keywords in 
advanced research. Therefore, the paper search was conducted with the keywords individually to retrieve 
every paper published on the topic.

After the SLR, we conducted documentary research on newspaper websites which are considered to 
be quality information sources in Brazil. Furthermore, we researched actions and policies implemented 
to combat fake news in Brazil. The documentary research is focused on Brazilian newspapers, magazines 
and government organizations such as Globo, Folha de São Paulo, Estadão, Superinteressante, Carta 
Capital, Correio Braziliense, Tribunal Superior Eleitoral (Superior Electoral Court) and BBC Brazil.

RESULTS

The results were based on a search for critical literacy and fake news together in BRAPCI and SciELO. 
BRAPCI and SciELO are databases of Brazilian journals. They were chosen for the research in this 
chapter because of their focus on the Brazilian context. Table 1 shows the quantity of papers retrieved.

BRAPCI has 12 papers that discuss the topic. This result suggests that there is not a lot of prior research 
about critical literacy and fake news in Information Science in Brazil. SciELO, which is an international 
database, also showed that there are only a few papers on this topic (12 papers). The search for relevant 
papers considered every year and every type of bibliographic information.

Figure 1. Methodology of the Book Chapter
Source: (Ottonicar, 2020)
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The Boolean combination critical literacy AND fake news showed zero papers at SciELO. Because 
of that, we decided to search for these topics separately. Table 2 illustrates the title, authors, and purpose 
of those papers. A total of sixteen (16) papers were read in their entirety.

In one of the retrieved papers, there is an interesting discussion of fake news and lies. Heuer (2019) 
explains that lying is not a new phenomenon in society. Humans have lied for many years in order to 
facilitate political and social life. Individuals lie about 200 times per day. Fake news is part of this lying 
behavior to manipulate people. Another problem of fake news is that it tends to spread and to remain 
within a group which has the same ideological worldview, especially in the political context. Because 
of this, people do not access different information. This creates an artificial perception of consensus 
about a topic. This phenomenon is affecting Brazilian democracy, especially during elections (Recuero 
& Gruzd, 2019).

Valverde (2019) argues that there is no gender equality in capitalism, since most politicians are male, 
so women do not participate as much in politics. Because of that, there is no ethical equality between 
people (Valverde, 2019), including in Brazil. Fake news also humiliates women in political positions, 
so they look “dumb” to become a politician. Another thing that facilitates fake news is photos, which 
are often shared, and which can be easily manipulated. This context has increased virtual crimes, so 
forensic policy needs to solve these problems (Ferreira et. al., 2019).

Media platforms need to create a digital archive to show examples of fake news to society, especially 
during elections (Magallon Rosa, 2019). Such digital archiving and news could improve the public im-
age of newspapers or magazines providing this service. Individuals would likely see them as a quality 
information source, so that the newspaper and its journalists would become more credible (Eichler, 
Kalsing, & Gruszynsky, 2018).

In addition to concerns about the credibility of newspapers and magazines, people also need to be-
come digitally literate and able to criticize information intelligently and to value digital platforms that 
denounce or debunk fake news (Pangrazio, 2018). Digital literacy should be addressed in journalists’ 
education so that they can verify information accuracy. The Netherlands has a high level of education; 
however, fake news still has influenced people there (Vergeer, 2018).

Information literacy helps to guide people in identifying fake news. Furthermore, it contributes to 
understanding citizenship rights. Citizenship rights are connected to privacy and security (Maia et. al, 
2018, Sampaio, Lima & Oliveira, 2018). Critical literacy is a useful tool to address information problems, 
and it is also capable of transforming individuals (Oliveira & Souza, 2018).

Information literacy is useful to fight against fake news about the LGBT community. These critical 
abilities are based on international recommendations (Sampaio, Lima & Oliveira, 2018). Furthermore, 
fake news discussions can also lead to the creation of mechanisms of censorship. Abilities such as criti-
cal thinking and ethical use of information can help to interpret fake news issues. Critical thinking and 
ethics are part of critical literacy conception and use in society (Brisola & Bezerra, 2018).

Table 1. Quantity of Papers Retrieved

Database Retrieved Papers Analyzed Papers

BRAPCI 12 8

SciELO 12 8

Source: (Ottonicar, 2020)
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Table 2. Analyzed Papers

Paper Objectives Database
Heuer, W. (2019). Las tentaciones de la mentira. 
Universitas Philosophica, 36(72), 53-70. https://dx.doi.
org/10.11144/javeriana.uph36-72.tdlm

According to Heuer (2019) lies are not a new phenomenon used by humans. This paper draws on 
Arendt’s ideas and explains political and social aspects of post-truth. This paper takes a philosophical 
approach to the problem of fake news in society.

SciELO

Recuero, Raquel, & Gruzd, Anatoliy. (2019). Cascatas 
de Fake News Políticas: um estudo de caso no Twitter. 
Galáxia (São Paulo), (41), 31-47. Epub May 23, 2019.
https://dx.doi.org/10.1590/1982-25542019239035

Recuero and Gruzd (2019) develop a case study on Twitter because it is a tool used by some Brazilian 
politicians to get more votes. The authors explain that fake news is shared by a small number of users. 
Therefore, fake news may be limited to an ideological cluster in social media.

SciELO

Valverde, M. (2019). Confesión y autenticidad en el 
discurso populista de hoy. CS, (27), 143-165. https://
dx.doi.org/10.18046/recs.i27.3435

According to Valverde (2019) some politicians are focused on extreme right and left populism. The 
paper uses Adorno’s and Foucault’s ideas to explain the content of information, which is shared by 
those politicians. The author concludes that gender inequality in politics is an ethical breach because 
women are not adequately represented. Political women tend to be more cosmopolitan when compared 
to man.

SciELO

Ferreira, A., Carvalho, T., Andaló, F. & Rocha, A. 
(2019). Counteracting the contemporaneous proliferation 
of digital forgeries and fake news. Anais da Academia 
Brasileira de Ciências, 91(Suppl. 1), e20180149. Epub 
February 14, 2019.https://dx.doi.org/10.1590/0001-
3765201820180149

Society has a responsibility to fight against fake news. Because of this, scientists have studied digital 
forensics, especially to analyze pictures. This paper demonstrates that pictures are manipulated and 
that technology can help to find those lies (Ferreira et al., 2019).

SciELO

Magallón Rosa, R. (2019). Verificado México 2018: 
Desinformación y fact-checking en campaña electoral. 
Revista de Comunicación, 18(1), 234-258. https://dx.doi.
org/10.26441/RC18.1-2019-A12

Fake news is also used as a tool to win elections in Mexico. Because of that, professionals have created 
a project called VerificadoMX . A group of experts worked on this project to identify fake news on 
Twitter. The paper explains that this kind of project needs to be regulated to avoid compromising the 
content of political information. Government regulation cannot interfere in the content, but can affect 
how information is shared. Therefore, the government does not influence freedom of speech (Megallón 
Rosa, 2019).

SciELO

Pangrazio, L. (2018). What’s new about ‘fake news’? 
Critical digital literacy in an era of fake news, post-truth 
and clickbait. Páginas de Educación, 11(1), 6-22. https://
dx.doi.org/10.22235/pe.v11i1.1551

The author explains that Facebook scandals have increased popular concern about fake news and 
users’ data dissemination. Digital literacy contributes to learning about the process of creation and 
dissemination of fake news (Pangrazio, 2018, p. 6).

SciELO

Eichler, Vivian Augustin, Kalsing, Janaína, & 
Gruszynskig, Ana. (2018). O ethos do jornal O Globo e 
a campanha contra as fake news. Media & Jornalismo, 
18(32), 139-154. Recuperado em 16 de julho de 2019, 
de http://www.scielo.mec.pt/scielo.php?script=sci_
arttext&pid=S2183-54622018000100011&lng=pt&tl
ng=pt.

The paper examines a newspaper’s actions to fight against fake news. The O Globo newspaper created 
a campaign called “O Globo, conteúdo que você confia e compartilha” (The Globo, a content that 
you share and trust). This campaign reinforced the image of the newspaper to readers. The focus is on 
showing the commitment of O Globo to the truth (Eichler, Kalsing & Gruszynskig, 2018, p. 139).

SciELO

Vergeer, M. (2018). Incorrect, fake, and false. Journalists’ 
perceived online source credibility and verification 
behaviour. Observatorio (OBS*), 12(1), 37-52. 
Recuperado em 16 de julho de 2019, de http://www.
scielo.mec.pt/scielo.php?script=sci_arttext&pid=S1646-
59542018000100003&lng=pt&tlng=en .

Vergeer (2018) identifies how journalists evaluate the truthfulness of information. The perception of 
information credibility and behaviour are not influenced by journalists’ education. Education helps 
journalists to understand that political information online can be uncertain. Primary and secondary 
schools are more likely to help people to evaluate information than post-secondary education (Vergeer, 
2018, p. 37).

SciELO

Maia, c. M.; Furnival, a. C.; martinez, V. C. A (2018). 
Competência informacional e fake news: uma reflexão 
sob a perspectiva do marco civil da Internet e de ignacio 
ramonet. Encontro Nacional de Pesquisa em Ciência da 
Informação, n. XIX ENANCIB, 2018. Disponível em: 
<http://hdl.handle.net/20.500.11959/brapci/103726>.

This paper demonstrates the relevance of information literacy to online information use. Furthermore, 
it discusses the rights of citizens related to information use. This paper is the result of an ongoing 
Ph.D. thesis, and it was published as a poster (Maia, Furnival & Martinez, 2018).

BRAPCI

Oliveira, M. L. P.; Souza, E. D. (2018). A competência 
crítica em informação no contexto das fake news: os 
desafios do sujeito informacional no ciberespaço. 
Encontro Nacional de Pesquisa em Ciência da 
Informação, n. XIX ENANCIB, 2018. Disponível em: 
<http://hdl.handle.net/20.500.11959/brapci/102566>.

This paper explains the concepts and characteristics of fake news that can trick information literate 
people. The authors explain that information literacy indicators cannot be a standard to research, since 
people live in specific contexts. This paper is the result of the author’s Ph.D. thesis (Oliveira & Souza 
2018).

BRAPCI

Sampaio, D. B.; Lima, I. F.; Oliveira, H. P. C. (2018). 
Estratégias fact-checking no combate à fake news: 
análises informacional e tecnológica no e-farsas e boatos.
org. Encontro Nacional de Pesquisa em Ciência da 
Informação, n. XIX ENANCIB, 2018. Disponível em: 
<http://hdl.handle.net/20.500.11959/brapci/103103>.

This paper focuses on fake news about a Brazilian drag queen known as Pablo Vittar on two websites, 
Boatos.org e E-farsas. This type of fake news represents an example of homophobia in the country. 
(Sampaio, Lima & Oliveira, 2018).

BRAPCI

Brisola, A.; Bezerra, A. C. (2018) Desinformação e 
circulação de “fake news”: distinções, diagnóstico e 
reação. Encontro Nacional de Pesquisa em Ciência da 
Informação, n. XIX ENANCIB, 2018. Disponível em: 
<http://hdl.handle.net/20.500.11959/brapci/102819>.

This paper identifies aspects of fake news and disinformation. The authors define fake news and 
disinformation as different concepts. The conclusions suggest that critical literacy can help people to 
deal with fake news in a creative way (Brisola & Bezerra, 2018).

BRAPCI

Oliveira, S. M. P. (2018). Disseminação da informação 
na era das fake news. Múltiplos Olhares em Ciência da 
Informação, n. Especial EREBD. Disponível em: <http://
hdl.handle.net/20.500.11959/brapci/106362>.

The authors study the concepts of information literacy, misinformation, and post-truth. Furthermore, 
the paper discusses the role of information professionals in this context. The author points to several 
examples of fake news in society and argues that the mission of an information professional is to 
facilitate digital inclusion (Oliveira, 2018).

BRAPCI

Ribeiro, B. C. M. S.; Franco, I. M.; Soares, C. C. 
(2018). Competência em informação: as fake news no 
contexto da vacinação. Múltiplos Olhares em Ciência da 
Informação, n. Especial EREBD, Disponível em: <http://
hdl.handle.net/20.500.11959/brapci/106451>.

Ribeiro, Franco and Soares (2018) approach fake news in the health context. They analyze the 
understanding of health professionals about fake news for vaccines. Furthermore, the authors explain 
that the lower rate of vaccination is connected to the increase in fake news.

BRAPCI

continued on following page
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Librarians are important professionals in the context of fake news, since they must work with infor-
mation. They can disseminate the relevance of fighting against fake news to their social circle (Oliveira, 
2018). Information professionals can create social projects to disseminate the consequences of fake news 
to the community. According to Moura, Furtado and Belluzzo (2019), fake news also affects the archiving 
field, so archivists must be information literate to organize and evaluate documentary information.

In the context of health, information literacy is crucial to combat lies about medication and vaccines. 
Clinics and doctors can use social media to share the importance of medical research (Ribeiro, Franco, 
& Soares, 2018). Ethics should be a central topic in discussions of critical literacy. Citizens need to 
understand the intentions of advertisements and the social and political relations of power in society 
(Brisola & Romeiro, 2018).

Brazilian magazines and newspapers have tried to alert people to the consequences of fake news. 
Some journalists work hard to spread information about the consequences of fake news and their danger 
to society. The most prominent concerns about fake news are related to politics. Recently, many journal-
ists have denounced political candidates who used fake news and lied to citizens to get votes. Table 3 
shows the main national media and their actions to fight against fake news in Brazil.

Beyond those initiatives, Brazilian politicians created the Comissão Parlamentar de Inquérito (CPI), 
a commission to investigate politicians who used fake news to win the 2018 elections. The legislative 
branch is responsible for these investigations, which involves the Chamber of Senators. The purpose of 
the CPI is to investigate the involvement of companies that produced fake news during the 2018 presi-
dential elections. This CPI was created in 2019 by deputies and senators.

Those initiatives are a result of popular and media pressure to fight against fake news in Brazilian 
politics. Fake news shared on social media such as Facebook and Whatsapp have influenced the elec-
tions in many countries. Beyond the political context, fake news is dangerous to the economy as well. 
Some businesses have shared fake news about competitors or about their own organizations as part of 
a marketing strategy.

Some entrepreneurs use unethical approaches to compete, which as a negative impact on the econ-
omy. They share lies about new products or services that are provided by the business, so that other 
entrepreneurs feel inferior. Furthermore, fake news has influenced society as well. Some groups shared 
misleading or fraudulent news about vaccines and encouraged parents not to vaccinate their children. 
Because of that, child mortality increased in the country in 2019. Brazil’s Ministry of Health created a 
social program to fight against fake news called “Saúde sem Fake News”8 (Health without Fake News) 
to fight against these issues.

Another case was the murder of Fabiane Maria de Jesus. Someone spread fake news in social media 
about a woman who was stealing children to use them in a witchcraft ritual. One day, Fabiane was walk-

Paper Objectives Database
Moura, A. R. P.; Furtado, R. L.; Belluzzo, R. C. B. 
(2019). Desinformação e competência em informação: 
discussões e possibilidades na arquivologia. Ciência da 
Informação em Revista, v. 6, n. 1, p. 37-57, 2019. DOI: 
10.28998/cirev.2019v6n1c

The paper studies misinformation and information literacy in the context of archiving. This research is 
theoretical and applicable to the Brazilian context. There is a gap in the literature about fake news and 
archiving. Because of this gap, the authors argue that their paper is an innovative contribution to the 
field of archiving (Moura, Furtado & Belluzzo, 2019, p. 37).

BRAPCI

Brisola, A. C.; Romeiro, N. L. (2018). A competência 
crítica em informação como resistência: uma análise 
sobre o uso da informação na atualidade. Revista 
Brasileira de Biblioteconomia e Documentação, v. 14, 
n. 3, p. 68-87, 2018. Disponível em: <http://hdl.handle.
net/20.500.11959/brapci/100164>

Brisola and Romeiro (2018) explain the connection between critical literacy and ethics. Critical 
literacy is considered fundamental to ethical citizenship. Librarians can contribute to teaching and 
instilling this literacy in the library context.

BRAPCI

Source: (Ottonicar, 2020)

Table 2. Continued
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ing on the street and gave a banana to a child. When some people saw that, they got scared and thought 
she was “the bad witch,” so they beat Fabiane to death9. The fake news shared about the child-stealing 
witch made people imagine that Fabiana was that person.

Fake news encourages hate and influences people’s behavior, so they may believe in gossip and even 
commit murder. Individuals’ lives are at risk because of lies. Because of that, Brazilians need to make 
effective decision-making throughout their lives; this means they must access quality information. Critical 
literacy is crucial so that Brazilians know how to evaluate the content and sources of information. We 

Table 3. Actions to fight against fake news in Brazil

Name of the Media Type Actions

“G1 – Fato ou Fake” Globo News1 Online Newspaper

The webpage of G1 was created to 
denounce fake news which is shared 
by social media. They confirm if the 
information is true or false.

Folha de São Paulo2 Online and print newspaper
Shares news about the impact of fake news 
in Brazil and government actions to fight 
against it.

Estadão Verifica - Jornal Estadão3 Online and print newspaper

This newspaper created a means of 
communication with readers. People 
who receive fake news by Whatsapp app 
can forward it to Estadão Whatsapp so 
journalists can verify the truthfulness of the 
information.

Beyond Fake News Conference - BBC 
Brazil 4 Online newspaper

BBC has developed workshops to debate 
fake news issues and the importance of 
critical thinking to society. Furthermore, 
BBC shares some news to demonstrate the 
consequences of fake news in Brazil.

Superinteressante5 Magazine
Superinteressante shares information about 
how to identify fake news, especially news 
disseminated through Whatsapp.

Tribunal Superior Eleitoral (TSE)6 Online page of the Superior Electoral Court

The Superior Electoral Court is a court 
that manages elections in Brazil. The 
TSE realized that fake news can adversely 
impact elections, so they decided to 
investigate the influence of misinformation 
during elections. They also created 
conferences to share and debate these issues 
with society.

Carta Capital7 Print magazine

Carta Capital disseminates which news 
is false in economic, social and political 
context. Furthermore, this magazine 
shares international information in critical 
perspective.

Correio Braziliense Newspaper

Correio Braziliense is a newspaper that 
shares information about fake news, 
especially in the political context. This 
newspaper is situated in Brasilia, where the 
Chamber of Deputies and the Senate are 
located.

Source: (Ottonicar, 2020)
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need to pay attention to the ideology and intentions hidden behind information. Furthermore, individuals 
must investigate information and not panic at the drop of a hat.

SOLUTIONS AND RECOMMENDATIONS

As a solution, some countries have used information literacy standards and indicators to guide the school 
curriculum. These standards can be applied to develop critically literate students. Critical literacy is 
another way to fight against fake news, so media and political efforts are also relevant.

The ACRL (2015), Lau (2007) and Bundy (2004) have contributed to the development of information 
literacy standards. In Brazil, academics use the ones created by Belluzzo (2007). In this book chapter, 
Belluzzo’s standards (2007) were adapted to promote critical literacy in the country. Table 4 shows 
these steps.

Belluzzo’s standards (2007) are based on five main steps:

1.  Information need.
2.  Information access.
3.  Information evaluation.
4.  Information use.
5.  Understanding of context.

Figure 2 below illustrates how these standards work together to support people in developing their 
critical thinking. The goal is to better understand economic, political, social, and cultural contexts.

The first standard addresses the moment when individuals identify information needs. They may feel 
anxiety which makes them realize they need more information to make a decision or solve a problem. 
The second standard addresses information access, which occurs when individuals access information 
in a variety of formats. Individuals can search for information online, in books or documents, and with 
other people.

The third standard is fundamental because it guides individuals to evaluate information sources and 
their content. This step helps people to evaluate the quality of information, which is relevant to the fight 
against fake news. Standard 3 was illustrated in the middle of the circle, since it is key for the purposes 
of this chapter.

The fourth step is related to information use, which is the purpose of information access. Informa-
tion use can be achieved by solving a problem, making a decision, or innovating a process or product. 
Information use creates knowledge through learning every day.

The last standard is connected to critical thinking. It represents how individuals understand the eco-
nomic, social, and political consequences of information to society. Figure 2 is represented by a circle 
because every standard is important and because the standards occur sequentially in practice.

We recommend that libraries, schools, and other organizations adapt information literacy standards 
to critical literacy standards. These standards can inform courses and practices. Critical literacy helps 
individuals to become critical thinkers and to analyze the truthfulness of information. The pillars of 
critical literacy (Figure 2) can be used to implement actions to fight against fake news in many organiza-
tions. It is a flexible model which can be adapted to diverse contexts.
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Table 4. Critical Literacy Standards, Indicators and Results

Standards, Indicators and Results Description
Standard 1 Individuals identify the nature and extent of the information need.
Indicator 1.1 Define and recognize the information need.
Result 1.1.1 Identify a research topic or other information need.
Result 1.1.2 Ask proper questions based on the information need or research topics.
Result 1.1.3 Use general or specific information sources to increase knowledge about a topic.
Result 1.1.4 Modify the information need or research topic to finalize the focus of the research.
Result 1.1.5 Identify concepts and key words which represent the information need, research topic, or question.
Indicator 1.2 Identify a variety of formats and potential information sources
Result 1.2.1 Identify the value of and differences between sources in several formats.
Result 1.2.2 Identify the purpose and the kind of information in tendentious sources.
Result 1.2.3 Distinguish primary sources from secondary sources; recognize their use and their importance to each field.
Indicator 1.3 Consider the costs and benefits of information acquisition.

Result 1.3.1 Determine the availability of the information needed. Make decisions about the research strategy, the use of information services, and the 
proper media.

Result 1.3.2 Develop a practical plan and a timeline which is adequate to gather the needed information.
Standard 2 Individuals access the needed information effectively.
Indicator 2.1 Select the appropriate research methods or information systems.
Result 2.1.1 Identify the kind of information in a system.
Result 2.1.2 Properly select information retrieval systems to investigate a problem/ topic.
Result 2.1.3 Identify different types of research to find information.
Indicator 2.2 Construct and implement search strategies that are established effectively.
Result 2.2.1 Develop a research plan which is appropriate to information retrieval systems and/or research methods.
Result 2.2.2 Identify key words, sentences, synonyms and words related to information needed.

Result 2.2.3 Select specific vocabulary as a research tool. Identify the vocabulary registered, and execute the research successfully using proper 
vocabulary.

Result 2.2.4 Construct and implement the research strategy using codes and commands which are appropriate to the information retrieval system.
Result 2.2.5 Use information retrieval systems and other methods (for example: information professionals) to improve their results.
Indicator 2.3 Seek information electronically or in person. Use a variety of methods.
Result 2.3.1 Use different information retrieval systems in several formats (printed or digital).
Result 2.3.3 Use several classification plans or other systems to locate information sources and services.
Result 2.3.4 Use online services or specialized people who are available in the organization to retrieve information needed.
Indicator 2.4 Rework and improve the search strategy, as needed.
Result 2.4.1 Evaluate the quantity, quality, and relevance of research results to define alternative information systems or research methods.
Result 2.4.2 Identify information gaps which are the results of the previous research.
Result 2.4.3 Review research strategies and assess whether it is necessary to gather more information.
Indicator 2.5 Extract, register, and manage information and its sources.
Result 2.5.1 Register all information and sources to retrieve them in the future.
Result 2.5.2 Understand how to organize and process gathered information.

Result 2.5.3 Distinguish among cited sources. Understand the elements and the correct way to cite different sources based on the rules of convention and 
intellectual property.

Standard 3 Individuals evaluate information and its sources critically.
Indicator 3.1 Demonstrate knowledge of the information gathered.
Result 3.1.1 Select relevant information based on information sources and ideas.
Result 3.1.2 Reformulate concepts in their own words.
Result 3.1.3 Identify information which was redrafted or rephrased.
Indicator 3.2 Apply evaluation criteria to information and its sources.
Result 3.2.1 Analyze and compare information from different sources to evaluate its reliability, validity, accuracy, authority, and points of view.
Result 3.2.2 Analyze the logic of gathered information.

Result 3.2.3 Recognize and describe several aspects of a source, its impacts, and value to the project/work/activity. Individuals also describe trends and 
impacts related to cultural policy, geographical, historical, or timeliness assumptions of the information source.

Result 3.2.4 Demonstrate the ability to find information about authors and editors which produce technical manuals, proceedings, and documents.

Result 3.2.5 Understand and interpret manuals and reports. Those manuals and reports are found in several sources, and they are also a way to access 
precise and valid information.

Result 3.2.6 Understand the necessity to verify precise and complete data or facts.

Indicator 3.3 Compare the new knowledge with the previous knowledge to determine the value added, contradictions, or other characteristics of the 
information.

Result 3.3.1 Determine if the gathered information is adequate or if it is necessary to seek more information.
Result 3.3.2 Evaluate whether information sources are contradictory.
Result 3.3.3 Compare new information with one’s own knowledge and other sources which are considered reliable about the subject.
Result 3.3.4 Select information that applies evidence to the problem, research topic or other information needed.
Standard 4 Individuals use information effectively to reach a goal or a result individually or in a group.
Indicator 4.1 Individuals are capable of synthesizing information to complete a project, activity, or task.
Result 4.1.1 Organize information using plans or structures.

Result 4.1.2 Understand how to use an author’s citations, paraphrases, or texts to support ideas and arguments. This item is used for writing activities, 
reports, documents and manuals. continued on following page



215

Brazilian Policy and Actions to Fight Against Fake News
 

FUTURE RESEARCH DIRECTIONS

Future research can investigate how libraries and schools have implemented critical literacy to fight 
against fake news in Brazil. Furthermore, public policy with respect to critical literacy needs to be 
implemented in Brazil. Brazilian researchers can publicize critical literacy conferences to the public so 
that people can learn more about critical literacy.

There is a critical literacy gap in the business context as well. Managers need to access and evaluate 
information to make smart decisions. Researchers can connect critical literacy to information manage-
ment, competitive intelligence, project management, and other types of management. Critical literacy 
can help businesses to become more competitive.

Critical literacy should be encouraged in the general public, not left within the confines of universi-
ties. Researchers, librarians, teachers, and managers can help to share the importance of critical thinking 
in the fight against fake news. Individuals should be encouraged to understand economic, legal, and 
social issues affecting information use. In addition, they must learn to access, use, and share informa-
tion ethically and legally.

Some researchers are studying information and media literacy in the field of Information Science. 
These researchers draw on international concepts to define and refine these types of literacy. However, 
few papers to date have drawn on Paulo Freire and the topic of critical literacy. There is a knowledge gap 
in this area. Incorporating critical literacy is therefore an opportunity for further research by information 
scientists in Brazil.

Standards, Indicators and Results Description
Indicator 4.2 Communicate the results of the projects, activities, or work effectively.
Result 4.2.1 Use documentation norms and formats properly to develop a project, activity or work task.
Standard 5 Individuals understand economic, legal and social issues of information use. Also, they access and use information ethically and legally.
Indicator 5.1 Understand the legal, ethical, and socioeconomic issues which involve information, communication, and technology.
Result 5.1.1 Identify and discuss issues related to open access versus private access to information and communication services.
Result 5.1.2 Understand legal questions about intellectual property nationally and internationally.
Result 5.1.3 Define and identify examples of intellectual property.

Result 5.1.4 Demonstrate knowledge of institutional policies about products and brands. Those policies are related to intellectual property to investigate a 
product in business organizations.

Indicator 5.2 Respect laws, rules, institutional policies, and guidelines related to information access and information source use.
Result 5.2.1 Use passwords properly to access information sources.
Result 5.2. 2 Respect organizations’ policies about access to information sources.
Result 5.2.3 Preserve information sources, equipment, systems, and tools which are available to access and use information.

Result 5.2.4 Know the rules of intellectual property and use them in documents. Understand issues connected to reports, manuals, and catalogs which 
guide products use and processes.

Result 5.2.5 Identify protected elements in different sources and formats. Consider authorization required to copy texts, images, and sounds.
Indicator 5.3 Indicate the information source in the communication of results.
Result 5.3.1 Use style and language appropriate to field.

Result 5.3.2 Identify elements of citation to information sources in different formats. For example: individuals should know how to investigate documents 
and mention government documents, laws, and training courses.

Result 5.3.3 Understand norms of documentation which are recommended for a task (for example: product development norms, memorandum, and 
official reports in the organization).

Source: (Adapted from Belluzzo, 2007)

Table 4. Continued
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CONCLUSION

The SLR demonstrated that despite the work of Brazilian Paulo Freire and his followers developing criti-
cal literacy, few researchers within the field of Information Science are studying this subject in Brazil. 
The papers that were retrieved explained that critical literacy and information literacy are fundamental 
to citizenship. In order to improve citizenship, individuals need to evaluate information critically and 
pursue lifelong learning.

The database BRAPCI identified only one paper discussing critical literacy. The other papers used 
the expression Information Literacy. These papers were included in the SLR. Because of this gap in the 
literature, it is recommended that Information Science researchers in Brazil should pay more attention 
to this subject.

Critical literacy is based on individuals’ critical thinking and aims to help them live in society in a 
more thoughtful and intelligent way. A critically literate person can analyze information sources’ quality 
and intentions. A critically literate society will be less likely to be manipulated by fake news.

The papers included demonstrated that social media platforms are the main means of dissemina-
tion for fake news. Users therefore need to be critical so they can navigate in this digital environment 
analytically. Furthermore, these papers also addressed the relevance of critical literacy to the field of 
journalism, libraries, education, and politics.

Figure 2. Pillars of Critical Literacy
Source: (Ottonicar, 2020)
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The government of Brazil has not yet created any public policy to fight against fake news. However, 
major newspapers and magazines have demonstrated their concerns with fake news by creating webpages 
to denounce lies and manipulation. People can consult these webpages at any time for free.

Some researchers at the University of Sao Paulo (USP) have created a tool that seeks information and 
verifies the truthfulness of facts. The user conducts keyword searches and the software finds information 
for them. Therefore, academics have also worked to fight against fake news in Brazil.
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KEY TERMS AND DEFINITIONS

Critical Literacy: The ability to access, use and evaluate information. It is also known as critical 
thinking.

Documentary Research: Research method based on relevant documents about a topic. It is frequently 
used in the field of history.

Fake News: Manipulated information to change people’s opinion about a fact.
Information and Media Literacy Standards: Guidelines and steps to help people to develop criti-

cal thinking.
Information Source: It is the source of information, for example a person, a newspaper, an organi-

zation, etc.
Information Use: The things people do with information. Information use can be learning, decision-

making, problem solving, innovation, etc.
Systematic Literature Review: A scientific method used to show the state of the art about a topic.
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ABSTRACT

This chapter explores the Spiritualist movement and its rapid growth due to the formation of mass 
media and compares these events with the current rise of fake news in the mass media. The technology 
of cheaper publications created a media platform that featured stories about Spiritualist mediums and 
communications with the spirit world. These articles were published in newspapers next to regular news 
creating a blurred line between real and hoax news stories. Laws were later created to address instances 
of fraud that occurred in the medium industry. Today, social media platforms provide a similar vessel 
for the spread of fake news. Online fake news is published alongside legitimate news reports leaving 
readers unable to differentiate between real and fake articles. Around the world countries are actioning 
initiatives to address the proliferation of false news to prevent the spread of misinformation. This chapter 
compares the parallels between these events, how hoaxes and fake news begin and spread, and examines 
the measures governments are taking to curb the growth of misinformation.

INTRODUCTION

The Victorian era saw the birth of one of the largest religious movements when the Fox sisters’ claim to 
be able to communicate with departed spirits rapidly spread across the Western world. The Victorians 
had a prominent death culture which fueled their interest in these claims and permitted them to accept 
the possibility of communicating with loved ones beyond the grave. This religious movement was an 
attractive belief system because of the high death rate experienced by both the upper and lower classes. 
This movement became known as Spiritualism, and its followers, Spiritualists. The rapid growth of the 
movement occurred as a result of the advent of mass media. The proliferation of Spiritualist followers 
can be directly correlated with the new printing technology that permitted newspapers to be printed at 
a cheaper cost, which became known as the penny press. Prior to the penny press, printing technology 
was expensive and newspapers were targeted at an upper class audience who could make regular pur-
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chases or afford subscriptions. Once newspapers could be printed at a lower cost, individuals from the 
middle and lower classes were also able to afford to purchase the paper. The entire newspaper industry 
shifted as papers began to make revenue from advertising, and as this newly tapped audience wanted 
to read stories different than those that appealed to the upper class. The penny press spawned the era 
of mass media as new newspapers were established, printed en masse, and sold. News stories of me-
diums and communication with the spirit world were frequently featured in the popular press, and the 
constant controversy about whether it was a hoax or not only encouraged the popularity and spread of 
the Spiritualist movement.

In the information era, the Internet and social media platforms are the new technologies that have 
profoundly influenced and changed mass media. The Internet and social media, such as Facebook and 
Twitter, can be argued to be today’s equivalent of the penny press. The more sensational a news story 
was in the penny papers, the more papers it sold and the more advertisers were willing to pay for run-
ning advertisements. Spiritualist mediums capitalized on this new form of media and often prompted 
controversies about their own stage shows in order to create a sensational story for the papers. Similarly, 
today, stories posted and shared on social media platforms are published with the sole intention of captur-
ing attention via sensationalized clickbait titles that encourage viewers to click the website link, which 
generates ad revenue for the site’s owner. Similar to the penny press, the Internet and social media have 
further facilitated the authoring of content and the sharing of information. Penny papers enabled new 
newspapers, publishers, and journalists to become established and allowed information to be consumed 
by more people by being sold inexpensively due to the revenue generated by advertisements. The Internet 
has done much the same, especially in the Western world. The Internet and social media have enabled 
anyone to be a publisher or author, and have allowed information to be consumed at a rapid rate by a 
large audience with revenue generated by advertisement.

Controversy, hoaxes, and sensational stories were published in the penny press to propel the Spiritualist 
movement. The promise of contacting a loved one who had passed on gained a strong following during 
a time when the death tolls of the American Civil War and the First and Second World Wars affected 
so many. Today, fake news and misinformation likewise gain traction by exploiting people’s fears and 
prejudices through the publication and promotion of stories that confirm people’s preconceptions. The 
titles of fake news stories are skillfully crafted for confirmation bias as they encourage people to click 
on a story that confirms their personal views, providing them with proof that their views are accurate. 
The ad revenue generated from fake news stories can be a profitable business for its publishers and can 
be used as an effective tool to spread misinformation to gain public support.

Spiritualism, hoaxes, and false news have all had outspoken opponents. Similar to England’s Fraudulent 
Mediums Act that legislated against mediums purposely deceiving their paying customers, governments 
around the world today are taking action against deceptive misinformation. Around the globe countries 
have set up task forces to prevent foreign influence on election campaigns and are allocating funds to 
educate the public about misinformation online. This chapter investigates how fake news is not a new 
phenomenon. It suggests that by examining our past and gaining an understanding of the motives that 
drive people to believe the unbelievable, we can better formulate how to approach similar issues con-
cerning misinformation that persist today.
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The Spiritualist Movement

In 1848, sisters Maggie and Kate Fox spurred one of the largest religious and cultural movements and 
eventual hoaxes in the Western world. 15-year-old Maggie and 12-year old Kate lived with their parents 
in their family’s rental farmhouse in Hydesville, New York. In late March of that year, rapping and knock-
ing noises began to be heard throughout the house by the family. After multiple nights of these noisy 
rappings, the sisters attempted to communicate with the strange noises. They started by mimicking the 
knocking sounds, and when the noises of the house responded, they began to ask them yes and no ques-
tions. These, in turn, were answered with rhythmic taps. The sisters refined their communication with the 
knocking noises by reciting the alphabet until the correct letter was acknowledged with a knock. Using 
this rapping communication method, which later inspired the setup of the Ouija board (Peters, 1999), the 
sisters came to learn that the noises were from a deceased peddler whose remains were allegedly buried 
in the cellar of their house. The sisters announced that they could communicate with this spirit using 
their coded rapping sounds, and their claim quickly gained the attention of neighbours. Their house was 
soon filled with people wanting to witness this alleged communication with the dead (Weisberg, 2004).

Death was a prominent cultural concern in the Victorian era, and news of the sisters’ communication 
with the dead rapidly spread beyond their neighbourhood. Maggie and Kate offered proof that there was 
life after death, and the Fox sisters were soon performing for crowds of hundreds. In just a few short years 
following the Fox sister’s discovery of their ability to communicate with the dead, other mediums with 
similar abilities began to emerge and mediumship became so common it was soon considered a profes-
sion. By 1850 Spiritualist groups were organized across the United States and there were an estimated 
one hundred mediums in New York City alone (Peters, 1999; Walliss, 2001).

The Victorian era’s relationship with death contributed to public interest in communication with 
the deceased. Communication with the dead was not a new idea, but the Spiritualist movement sprang 
from a growing popularity in healers and hypnosis; it was also, in part, a reaction to the religious pre-
destination doctrine. Regardless of one’s class, death touched every home and mourning was central 
to Victorian culture. Queen Victoria herself was known for her participation in the death culture of the 
time. For instance, every day she set up her late husband’s shaving kit until her own death decades after 
his (Peters, 1999). Victorian death culture was fueled by the high death toll of the American Civil War 
and later by the two World Wars. Spiritualists believed that the dead continued to exist in a spirit world 
and that those spirits were able to communicate with the material world through mediums. Spiritualism 
offered a form of connection to those suffering from the loss of loved ones.

Spiritualism and the Mass Media

Spiritualism spread quickly and widely across the United States, Canada, England, and parts of Western 
Europe, and became one of the first religions to become widespread because of mass media (Natale, 2016). 
The work of Peters (1999) has linked the rapid spread of Spiritualism to the development in technology 
of telegraphic communication and the formation of the penny press. In the 18th century publications 
were targeted at men in the upper classes or in influential positions. Newspapers were centered around 
politics and their contents focused on party advocacy. At this time, independent newspapers were rare 
(Baldasty, 1992). Newspapers were one of the only formats of mass communication and their price made 
the paper unaffordable to most of the population. In the 19th century, improved printing technology 
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broadened the consumer audience of newspaper publications as print materials could now be produced 
cheaply, making them more affordable to a large portion of the population.

The 1830’s penny press greatly reduced the cost of print material and the production of books, 
magazines, and newspapers increased because of this improved printing technology. Small circulation 
daily and weekly papers could now be sold in shops and on street corners (Stanley, 2016). Prior to the 
penny press, newspapers were generally associated with political parties. By the 1870’s, newspapers 
shifted from being politically driven to being commercially driven as advertising, and not political par-
ties, became the main revenue driver (Baldasty, 1992). As papers shifted from being politically focused, 
they began to include stories that covered broader topics and audiences. This shift led to changes in 
the type of stories being published as the audience of newspapers expanded beyond voters to include 
all potential readers (Baldasty, 1992). Papers continued to include traditional feature stories and infor-
mative civic announcements, but they also published thrilling accounts of local crime and sensational 
stories of mediums and communication with the dead (Stanley, 2016). The New York Herald became 
one of the best-known early penny press papers and it covered stories on business, art, theatre, scandals, 
and scoop news. Ad space in these publications offered advertisers direct access to a wide and diverse 
audience they did not have access to before the emergence of the penny papers. The urbanization of the 
late 1800’s and the advent of the penny press contributed to newspapers serving advertisers rather than 
political parties and expanding their audience beyond the male political world. The new practices that 
emerged in journalism with the advent of the penny press were not entirely apolitical, but politics was 
no longer at the centre of news content, as it had once been (Baldasty, 1992). The advent of the penny 
press propelled a shift from political journalism to a more partisan press that was reliant on running 
advertisements for revenue. Social trends, an increase in literacy, and the price reduction of a paper from 
six cents to a penny influenced these changes in the contents of the press (Baldasty, 1992).

In Britain, the papers began to mirror similar strategies as the American press. Taxes on newspaper 
ads were removed and the stamp duty on newspapers was repealed, making papers more affordable to a 
wider audience. Now, with an expansive audience base, the papers began to adopt a similar format and 
style as the American popular press and published daily news features next to stories of entertainment 
(Natale, 2016). Political news stories were now framed by product advertisements for all purpose medi-
cal remedies and with stories written for the sole purpose of entertaining the paper’s readers (Weisberg, 
2004). In both the United States and Britain, the popular press was filled with stories that either promoted 
Spiritualism or attempted to expose Spiritualist mediums as frauds.

In 1871, the American Bestsellers Guide reported that approximately 50,000 Spiritualist publica-
tions were sold every year (Natale, 2016). These publications included books, articles in weekly and 
monthly journals, news reports in the papers, and pamphlets. Spiritualist believers were encouraged to 
spread their beliefs by distributing these print materials wherever they went and to leave them behind in 
public areas to be later discovered and read by someone else (Natale, 2016). Spiritualists were able to 
connect to one another through print media. Believers across the world were able to feel unified through 
Spiritualist publications and established a sense of community even though they lived oceans and lands 
apart (Natale, 2016). The Spiritualist movement became widespread due to the invention of the penny 
press and mass media.
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Spiritualist Entertainment

Entertainment in the 19th century featured attractions of stage magic, freak shows, and museums display-
ing exhibits of oddities. Shows featuring mediums performing séances became popular in this stage show 
and exhibit culture. P.T. Barnum, showman and founder of the Barnum & Bailey Circus, had perfected 
manipulating the popular press to promote his shows. Barnum would purposely spread false stories and 
propaganda about his own shows to create controversy that would then be featured in the press. Barnum 
would often reply to the controversies he originally crafted himself, which then created a second story to 
be published in the newspapers. These stories created buzz and interest about Barnum’s shows among the 
public. Audiences enjoyed the frenzy of whether Barnum’s shows were hoaxes or real, which increased 
attendance at the shows and therefore revenue (Natale, 2016; Peters, 1999).

As more mediums emerged after the popularity of the Fox sisters, and as the public’s interest in 
attending séances grew, Spiritualists began to leverage the same advertising techniques as Barnum. 
Similar to Barnum’s shows of curiosities, séances were carefully orchestrated performances presented 
as authentic instances of communication with the spirit world. Séances featured spirit communication 
through movements of the table at which the séance was being conducted, the writing and drawing of 
messages, the levitation of objects, and the presence of unexplainable sounds in the room. The séance 
was a form of entertainment (Peters, 1999).

Mediums did not shy away from media attention or from the controversies that erupted thanks to 
debates about whether communication with the dead was real or not. Instead, they leaned into the 
skepticism and welcomed those who had questions or who were known skeptics to their shows, even 
encouraging them to participate in séances. Famous medium Eusapia Palladio was known to encourage 
the controversy that surrounded her work because the reports in the press gained the attention of the 
public and this resulted in an increased attendance at her shows, bolstering her overall fame (Natale, 
2016). The Fox sisters also used the popular press for advertising their spiritual shows by developing a 
close relationship with a journalist who would publicize their events in his paper, write articles about 
the controversy that surrounded their act, and respond directly in the sisters’ defense to skeptical claims 
that their abilities were false (Natale, 2016).

Celebrity Culture and Credibility in Spiritualism

Controversy was present from the onset of Spiritualism. Since their first appearance in Rochester, news 
stories questioned the techniques used in the Fox sisters shows. Moreover, debates about their authentic-
ity were commonly featured in press publications across the United States. The Victorian era was also a 
time of emerging science and the scientists of the day were influential with the public. British chemist 
and physicist Michael Faraday wrote articles in the press that attempted to logically explain the move-
ments that occurred during medium shows and séances as unconscious muscular actions, while paper 
editor and founder of “news journalism”, W.T. Stead, who was a believer and outspoken supporter of 
spiritualism (Natale, 2016), publicly argued the opposite. The press therefore fueled the public’s interest 
in the Spiritualist movement with these publications. The public’s piqued curiosity led to sold-out shows, 
bringing revenue to the performing mediums and to the press publishers from sales and advertisements.

Famous author Arthur Conan Doyle was also an outspoken Spiritualist believer. Doyle had lost his 
son during World War One and strongly believed in the ability to communicate with the dead who had 
passed on into a spirit world (Young, 2017). In 1920, Doyle famously published the Cottingley Fairy 
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photos in The Strand Magazine as evidence of otherworldly beings. The photos had been taken by two 
young cousins in Cottingley on the English countryside. In 1917, cousins 16-year-old Elsie and 9-year-old 
Frances took a series of photographs that depicted themselves in the woods surrounded by sprite figures. 
The issue of the magazine that featured Doyle’s story about the fairies sold out within days, and the au-
thenticity of the photos was hotly debated among the public. Some believed that the girls had captured 
proof of otherworldly beings, while others tried to detect evidence of fraud in the photographs. In was 
not until 1982 that the two cousins confessed and explained that they had created the fairy photos using 
cardboard cutouts. The images were fake and the entire ordeal turned into a hoax after Doyle published 
his article about the fairy images. The sisters had felt that, once a famous author publicly attested to his 
belief in the authenticity of their photos, they had no choice but to play along (Young, 2017).

Young girls playing with photography techniques were not the only example of alleged physical 
evidence of the spirit world. Mediums began to claim that famous deceased authors were contacting 
them and continuing to write works using them as a conduit. Mediums even published posthumous 
writings under famous writers’ names, with one medium claiming they had been communicating with 
Oscar Wilde and publishing a book allegedly written by Wilde’s spirit. Arthur Conan Doyle once again 
provided backing and merit to this physical evidence of the spirit world. He stated that the book was in 
the style of Wilde’s writing and therefore should be accepted as his posthumous work (Natale, 2016). 
The mass media had given mediums a strong voice, while the backing of prominent followers like Doyle 
appeared to substantiate and lend credibility to the claims of the Spiritualist movement.

The Fraudulent Mediums Act

Spiritualist advertising was not only featured in the popular press, but was also present in books, maga-
zines, pamphlets, and flyers that were widely distributed by believers as a method to spread the message 
of Spiritualism (Natale, 2016). The Spiritualist movement’s rapid spread can be directly linked to the 
availability of these new mass media formats. The emergence of new photography techniques, includ-
ing spirit photography, was another technological development which was used to spread the beliefs 
of Spiritualism. Spirit photography allegedly captured spiritual entities in photographs which provided 
visual proof of the spirit world. In the late Victorian era, photographers were experimenting with dif-
ferent photography techniques including double exposure which combined two separate exposures to 
create a single image. Some photographers saw these techniques as an opportunity to create photos that 
appeared to feature spirits. They convinced the public that they were able to capture ghosts and spirits 
on film and charged handsomely for these photos. In 1869, famous spirit photographer William Mumler 
was charged with fraud when some of the ghosts that had appeared in his spirit photos were discovered 
to be living in Boston. During his trial, P.T. Barnum testified and explained how Mumler altered his 
photos using the double exposure technique to convince his customers that he had captured a ghost on 
film (Young, 2017).

The borrowed advertising technique of Barnum to create and encourage controversy in the press was 
successful in arousing people’s curiosity and increasing attendance at medium stage shows and séances. 
However, it also led to a public backlash. Spiritualism came under fire for the fees mediums charged their 
patrons to communicate with their deceased loved ones. During and after the First and Second World 
Wars, followers of Spiritualism increased greatly, yet others took notice of the profit being made and 
criticized the entire movement for taking advantage of people’s mourning. In 1944, medium Helen Duncan 
was convicted under the 1735 Witchcraft Act after she conducted a séance that predicted the death of 
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a patron’s son on a warship. The fear of undercover Nazis attending séances to obtain war secrets from 
dead soldiers was a real concern of the time, and when Helen’s prediction proved to be true, she came 
under severe scrutiny and was charged under the Witchcraft Act (Walliss 2001). In 1951, the Witchcraft 
Act of 1735 was repealed and replaced with the Fraudulent Mediums Act of 1951, in an attempt to shift 
the Act’s focus from the use of magic to the false representation of abilities for which mediums charged 
a fee (Monateri, 2015). Under the Fraudulent Mediums Act, mediums could be issued a fine for “pur-
posefully deceiving a customer” (McGee, 2007). Even more recently, in 2008, the Fraudulent Mediums 
Act was repealed and replaced by the Consumer Protection Regulations which encompassed all unfair 
sales and marketing practices, not just mediums practicing with an intention to deceive (Monateri, 2015).

Barnum not only testified at Mumler’s trial but was publicly outspoken about his opinion of medi-
ums. He did not take issue with claims of communicating with spirits in a private setting but called the 
public shows hosted by mediums pretentious and ridiculous (Young, 2017). In the decades following 
the World Wars, the mourning and death culture subsided; legal acts were put in place that prohibited 
unlawful medium practices, and the following that Spiritualism once boasted faded.

The New Penny Press

Fraudulent news is not a recent phenomenon; it has existed throughout history, and examples of the 
creation and spread of misinformation can be found throughout human history. For instance, the sixth 
century historian of the ancient Greek colony Byzantium, Procopius of Caesarea, documented fake 
stories about Emperor Justinian after the emperor’s death. Although Procopius had supported Justinian 
during his reign, his book Secret History discredited the emperor. Procopius likely wrote the accounts 
as a form of protection and self-preservation after Justinian’s death (“History of Fake News”, 2017).

Fake news stories have also been part of the mass media since its advent. Barnum and Spiritualist 
mediums crafted stories and encouraged controversy in order to be featured in newspapers and draw 
attendance to their shows. People attended these museums and shows to see for themselves whether 
or not what they read in the press was all a hoax. Likewise, during the era of mass media, fake news 
broadcasts became popular and featured stories about Communist attacks and even alien invasions. In 
1926, Father Ronald Arbuthnott Knox broadcasted a story on the BBC radio describing an attack on 
London by Communists which caused a panic among the public in England. Similarly, Orson Welles’ 
1938 broadcast of War of the Worlds, which illustrated reports of aliens attacking the United States, 
caused a panic among the American public. In both of these cases, disclaimers stating these stories were 
not actual news stories were aired prior to the broadcasts, but these disclaimers were missed by many 
who tuned in to listen after the introduction. The intention of these broadcasts was not to spread fake 
news or to cause a panic among the listening audiences; however, for those who missed the disclaimer in 
the introduction, the stories seemed believable and caused the unintended consequence of public panic 
(“History of Fake News”, 2017).

The existence of fake news persists today and the technology of the Internet has offered authors of 
fake news and misinformation an endless and unregulated platform through which to publish. The early 
years of the Internet saw the publication of websites that were created with the intent to mislead and mis-
represent news and information. Partly in response to these sites, libraries began to provide instructional 
classes that taught Internet users how to identify a fake news website. A checklist of criteria was used 
to identify websites such as MartinLutherKing.org, a site created by a white supremacist group with the 
intention to mislead readers about the civil rights activist (“History of Fake News”, 2017).
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In 2018, the Pew Research Center conducted a survey which revealed that two-thirds of adults in the 
United States consumed at least some their news on social media (Shearer & Eva Matsa, 2018). On social 
media platforms, legitimate news stories are featured next to fake news posts that contain inaccurate, 
misrepresented, and sometimes made up information. This presentation of real news posted next to fake 
news has made it difficult for people to decipher whether the news they are consuming is accurate and 
from a reliable source. Revenue is often the incentive for the creation of fake news sites, as advertisers 
will pay the owner of a website to display their ads, similar to how advertisers pay to publish print ads in 
a newspaper. Websites with high traffic are attractive to advertisers because their ads will reach a large 
audience. As a result, entire websites have been built with the sole purpose of imitating legitimate news 
websites. The goal of these fake news websites is to appear as genuine as possible so readers cannot tell 
the difference between real and fake, accurate and inaccurate, and, therefore, believe the bogus stories they 
are reading and then continue to visit the imposter site, generating more ad revenue for the publishers.

One of the major issues with fake news websites is the way titles and page content are structured. 
Titles are vital to catching a reader’s attention; they must be compelling enough for the reader to click on 
the story. These sensationalized titles have become known as clickbait. Clickbait is content that has been 
created with the sole intention of piquing readers’ interest and encouraging them to click on the link to 
the publishing website. Once someone clicks on the link, they are directed to the publishing site and the 
site owners derive revenue from the ads featured on the website based on site traffic. The creator of The 
National Report, a fake news website, admitted that the writers of their stories only focused on drafting 
the first few paragraphs to sound believable and the rest of the story did not matter because people rarely 
read the entire article (BBC Trending, 2016). Snopes, the fact checking website, has identified some 
of the major issues with fake news on the internet, including clickbait titles which are often worded to 
play on public biases. People are more likely to click on a story with a title that confirms their existing 
thoughts, beliefs, and biases. This confirmation bias is dangerous because it falsely confirms people’s 
prejudices (BBC Trending, 2016). Another major issue is that these fake stories are often picked up 
by other sites and are republished over and over so that the trail of where the story originated is lost. 
Journalists and legitimate news sources have even fallen victim to using these republished stories as a 
resource in their research, thus perpetuating the misinformation (BBC Trending, 2016).

Disregarding facts, making overstatements, and distorting an opponent’s position is not new to the 
political game; however, in the 2016 United States presidential election, misinformation was presented 
as fact and created a polarization between the supporters of the two candidates, politician Hillary Clin-
ton and businessperson and television personality Donald Trump. This fueled the rise and the spread 
of outright fake news (Drobnic Holan, 2016). Websites were created with the sole purpose of writing 
and publishing fake news stories about the two presidential candidates. The clickbait headlines of these 
stories would then be featured on social media sites like Facebook to drive traffic to the website to gen-
erate ad revenue. In 2016, BuzzFeed News conducted an analysis that revealed that fake news stories 
outperformed real news stories in audience engagement, including the number of clicks, likes, shares, 
and comments they received (Drobnic Holan, 2016; Silverman, 2016). A 2016 NPR interview with the 
owner of multiple fake news websites revealed that these sites can generate between $10,000 and $30,000 
a month (Sydell, 2016). Similar to the goal of Spiritualist mediums encouraging scandalous stories in 
the newspaper to generate attendance at their séances, the owners and writers of fake news sites publish 
stories with salacious titles on social media to generate visits to their websites for ad revenue.
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Fake News and Mass Media

Britain’s Fraudulent Mediums Act was not alone in attempting to curb false advertising and misrepre-
sentation. In the United States, the 1927 Radio Act and the 1934 Communications Act both mandated 
that broadcasters were responsible for providing a fair platform for the debate of public issues, as well 
as “equal opportunity.” The “equal opportunity” obligation required that differing political views had to 
be covered on broadcast stations. If a political candidate was featured on a station, the broadcaster was 
required to provide the opportunity for all other candidates to be featured on the station for the same 
amount of airtime to ensure that a station was not favouring a single political perspective (Lefevre-
Gonzalez, 2013). These acts were precursors to the 1949 Fairness Doctrine, which further outlined that 
broadcasters must adequately cover public issues by ensuring that they were presented in a fair manner 
that accurately reflected opposing views of the topic and did not only consider issues from a single 
viewpoint (Lefevre-Gonzalez, 2013).

In 1964, a station broadcaster aired a commentary which stated that writer Fred J. Cook was fired 
from his job at a newspaper for making false claims in his most recent publication. Cook contacted the 
broadcasters and requested airtime to be able to present his side of the story and defend himself against 
the claims. When the station refused, Cook took the case to the United States Federal Communications 
Commission (FCC), citing the station’s failure to follow the Fairness Doctrine. The FCC ruled in Cook’s 
favour because, according to the Doctrine, the station had failed to provide Cook the airtime to offer a 
differing opinion than the one offered in the original commentary (Lefevre-Gonzalez, 2013). The FCC’s 
ruling was later upheld by the U.S. Supreme Court, which solidified the perspective that American 
broadcasters had an “obligation not only to air multiple perspectives but also to serve as advocates for 
social justice issues by permitting those views airtime” (Lefevre-Gonzalez, 2013). Broadcasters opposed 
the regulations of the Fairness Doctrine over the next few decades, and the Doctrine was eventually 
weakened by the FCC as the American government’s interest in economic policy shifted and corporations 
were granted the same free speech protection as individuals. Social groups fought the deregulation of 
broadcasters because the Doctrine mandated that they be given equal opportunity to present their views 
on the air, which ensured the debate on public issues would be fair and presenting opposing rather than 
singular views. However, in 1987, American President Ronald Reagan upheld the decision to abandon 
the Fairness Doctrine (Lefevre-Gonzalez, 2013).

Today, in the era of the Internet and digital media, it is argued that some form of regulation is neces-
sary to achieve diversity in broadcasting. Online news sources have been criticized for being unreliable 
and publishing unsourced stories. Traditional television news formats even recap social media feeds as 
news and have fallen into the habit of not always fact checking their sources. In the 2000’s the New York 
Times was highly criticized after they fell into these practices. The Times began to take breaking news 
stories at face value instead of conducting their own research. For example, their coverage of the weapons 
of mass destruction issue began to repeat breaking stories reported by one journalist or a single news 
source, and then publish these “facts” without researching and confirming the reports (Young, 2017).

The focus of the newsroom had become quantity over quality. Journalism has shifted toward produc-
ing multiple breaking news stories rather than taking the time to fact check before publishing. Some 
online news stories began to be published without publishers even attempting to report on the truth, as 
the Times thought it had been. Instead, publishers have knowingly published false stories with the goal 
of piquing reader interest to increase the number of clicks and reads the story received. Online fake news 
publications usually address topics related to celebrities, public figures, and controversial current events 
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in their stories, in order to increase the likelihood that the publication will go viral. These stories are then 
featured on social media platforms which link to the website that is hosting the story. Once someone 
clicks on the story, they are directed to the hosting website which has promotional ads that generate 
revenue from the web traffic. As noted in a 2016 NPR interview, traffic and resulting ad revenue can 
earn thousands of dollars for the website owner (Klein & Wueller, 2017).

The Internet and social media share many similarities with the penny press that propelled the Spiri-
tualist movement of the nineteenth century. At that time, the new affordability of print media permitted 
an influx of publications that had never existed before the penny press into the market. As in the era of 
the penny press, the Internet and social media have contributed to an exponential increase in information 
creation and distribution. 19th century advertisers leveraged printing technology to run their ads next to 
news stories, and cunning minds like Barnum created entertainment-driven news. Today, in something 
of a parallel, social media platforms feature news stories next to public opinion and commentary, ads, 
and clickbait titles.

Young (2017) argues that a hoax culture has become a part of our current news, politics, and science. 
The trustworthiness of what we are consuming can no longer be taken at face value. The current anti-
vaccination movement has been traced back to a medical article that proposed a link between the measles 
vaccines and autism. The article was published on a CNN website that permits anyone to contribute 
articles. Once the article was shared from a CNN website, it appeared to be from a reputable source and 
the story went viral and later gained influence due to celebrity backing. The story that did not go viral 
was that the article’s author had had their medical license revoked when it was discovered they were in 
the process of filing a patent for another measles vaccine (Affelt, 2019).

In the era of the Trump administration, public perceptions of facts, misinformation, and truth have 
been greatly altered. The American president openly claims that current issues such as climate change 
are nothing more than hoaxes by the Chinese. Originally, when Trump began his run for political office 
no one took him seriously as a candidate, but like, Barnum, Trump leveraged his celebrity and media 
reports to gain attention and a following. He made grandiose claims, shrewdly spoke out against his 
opponents, and even banned the press from his rallies, which only increased news coverage. Barnum’s 
technique of crafting hoax stories to create controversies in the press have echoes in Trump’s techniques 
today (Young, 2017).

Fake News Laws

In 1974, Paul G. Zurkowski coined the term “information literacy” in a report to the National Com-
mission on Libraries and Information Science. He developed the term as a way to discuss the needs of 
the emerging information age, as he recognized the increased prevalence of information seeking and 
consumption behaviours (Badke, 2010). In the era of the Spiritualist movement, the public eventually 
became frustrated with the claims of charlatans such as William Mumler and his ghost photography and 
the Fraudulent Mediums Act was created in response to the public’s frustration. Today, a combination of 
laws and information and media literacy education programs are being developed in response to the fake 
news and misinformation epidemic. The International Federation of Library Associations and Institu-
tions has called fake news publishers “charlatans, liars, and forgers”. In the United States, libraries have 
begun to take action on educating the public on media literacy through infographics featuring examples 
of how to evaluate sources and identify fake news (Klein & Wueller, 2017). However, American laws 
focused on media literacy education have only been passed on a state by state basis.
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The Poynter Institute website, which provides resources for journalists, features a guide to anti-
misinformation laws and programs being developed and enacted around the world. In Australia, the 
government has created a security task force to prevent cyber-attacks and interference in elections (Zie-
bell, 2018). Political ads must make the author and funder of the ads known, and large social platforms 
such as Twitter and Facebook must comply with notifications of illegal ads featured on their sites. The 
government has also launched a media literacy campaign titled “Stop and Consider” which educates 
voters on the importance of knowing the sources of the information they consume (Flamini & Funke, 
2019). The United Kingdom (UK) has also focused on misinformation education. In July 2019, the 
UK announced it would be adding curriculum to its education system that would teach students how to 
identify online misinformation (Dathan, 2019). In Italy, laws against misinformation and fake reviews 
led to a man being sentenced to a prison term of nine months after he was convicted of selling fraudu-
lent TripAdvisor reviews to restaurants and hotels (Flamini & Funke, 2019). Misinformation initiatives 
have also been developed in Denmark, Belgium, France, Indonesia, Brazil, the Democratic Republic of 
Congo, Pakistan, and many other countries.

Similarly, Canada has also launched a government task force and media literacy campaign. Canada’s 
Digital Charter was announced in May 2019 and features ten principles, including the insurance that 
Canadians have control over their personal data and that the government will “defend freedom of 
expression and protect against online threats and disinformation designed to undermine the integrity 
of elections and democratic institutions” (Government of Canada, 2019). Since the 1990’s, Canada’s 
MediaSmarts organization has been developing digital and media literacy programs and resources. The 
organization’s mission is to ensure that Canadian children and youth to “have the critical thinking skills 
to engage with media as active and informed digital citizens” (MediaSmarts, n.d.). In 2019, MediaSmarts 
relaunched its twenty-year-old “Break the Fake” campaign to reignite its education resources about the 
importance of thinking critically while consuming digital media. The campaign features short videos 
about the elusive house hippo and depicts the secret lives of miniature hippos that live in every Canadian 
home. The goal of the campaign is to illustrate that although the videos of the house hippo appear to 
be real, in the digital age, it can be easy to be fooled by what we see. The video’s message emphasizes 
the importance of fact checking what we see on the Internet by exercising four fact checking skills to 
determine if what has been posted online is true. First, it teaches audiences to use fact checking tools 
such as Snopes.com. Second, it encourages audiences to find the original source. Third, and relatedly, 
it encourages audiences to verify that source. Finally, it also encourages audiences to cross check what 
they see with other sources.

The overall motivation behind these initiatives is to increase public awareness and teach media literacy 
skills to identify fake news stories. Literacy skills need to be fostered among both the general public and 
news journalists. Adornato’s (2016) study of social media’s influence in the newsroom identified that 
journalists rely on social media content as a resource and found that a third of the study’s respondents 
revealed they had included information from social media sources only to discover afterwards that the 
information was false. Based on these results, Adornato argues that the current policies on using social 
media as a primary resource for news research have “not caught up with practice”. Policies, training, and 
procedures are needed to check today’s troubling trend toward quantity over quality reporting. Journal-
ists are focused on releasing a high volume of news as fast as possible to avoid missing out on report-
ing breaking news. The tradeoff is that sources, now often from social media, are not adequately fact 
checked and verified. Likewise, the public needs education initiatives like the infographics campaign in 
the United State that teaches how to evaluate sources and identify fake news. School curriculums need to 
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include critical thinking programs which teach their students the importance of research, fact checking, 
and reading multiple sources, so they are equipped to identify real versus fake news.

The fraud of Spiritualist mediums separated believers from their money and eventually required laws 
to protect the public from these false claims. The fraud of fake news stories today has led to the spread 
of medical misperceptions and disrupted elections. The stakes are significantly higher than they were 
in the nineteenth century, and laws to protect the public are only in their infancy. Today’s penny press, 
the Internet and social media, enable false news to be shared within minutes. In the digital age no one 
has to wait for the six o’clock news to receive the headlines of the day. News updates can be consumed 
immediately as they are published in online news platforms, or shared on Facebook, or posted on a 
Twitter feed. As technology continues to advance, new software can create videos of events that never 
happened by superimposing frames from one video onto another. New ‘deepfake’ videos and existing 
fake news highlight the importance of developing policies and education to combat these challenges.

CONCLUSION

In 1888, the Spiritualist movement took a severe blow when Fox sister Maggie participated in an in-
terview where she revealed that her and her sister’s communication with the dead was an act. Maggie 
explained that the rapping noises had been produced by knuckle and joint cracking and not by spirits. 
Despite the confession and the constant scrutiny of skeptics, the Spiritualist movement survived for 
decades before anti-fraud legislation caught up and began to be enacted. Spiritualist mediums tapped 
into the fear and trauma of death people experienced during the Victoria era and the early 20th century. 
Multiple wars and high death rates affected everyone and the hope of being able to contact a deceased 
loved one provided many with faith and comfort. Today, fake news and misinformation continue to prey 
on the fears and hopes of the public. The current anti-vaccination movement began because fear of vac-
cines causing autism took root after a fraudulent medical article became viral online news. Similar to 
Maggie Fox’s admission of fraud, even when the doctor who published that article was stripped of their 
medical license, the public continued to believe the misinformation.

There are many parallels between the hoaxes of the Spiritualist movement and the fake news of today. 
The penny press was a technology that spurred the creation of mass media, as the Internet and social 
media are modern technologies that have significantly propelled mass information sharing. False and 
exaggerated news stories were used to increase public attendance at performances and seances. Now, 
false news is used as a tactic to spread misinformation to sway the public’s opinion in elections and/or 
to enrich publishers and advertisers. Nineteenth century trick photography was used to produce fake 
spirit photography, as today’s video splicing technology can be used to create deepfake videos. Celebrity 
influence bolstered the nineteenth century public’s beliefs in hoaxes, and continues to be influential in 
legitimizing hoaxes today. Laws were enacted to curb mediums from knowingly misrepresenting their 
services. Today, laws are being created to prevent the spread of false information in online platforms. 
Fake news and hoaxes also continue to gain momentum by playing on the public’s fears. These common 
threads run through the Spiritualist movement of the nineteenth century and the era of fake news today.

Looking back at the Spiritualist movement’s séances, ghostly messages, and other gimmicks, it can be 
easy to judge the Spiritualist belief system and question how anyone could have paid to participate in a 
movement later revealed as a hoax by one of its own founders. However, it is important to acknowledge 
that the stage show culture of the Victorian era encouraged people to actively participate in all of the 
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hoax news and entertainment. After reading false or exaggerated news stories about mediums’ shows, 
and séances, people then attended these activities en masse and took the time to investigate what they 
had read and to consider whether the articles they read prior to the show were accurate or not. Today, 
people often simply read a clickbait headline or only read the first few lines of the linked story and then 
move on without thinking critically about the article they have read.

The American government attempted to place parameters upon how news should be published by 
requiring that different perspectives be presented by broadcasters; however, this initiative did not survive 
the political and economic changes of the later 20th century. Other countries are currently in the process 
of developing laws. Some have already enacted laws to prevent fake news, such as Italy, where there has 
been at least one conviction under its misinformation law. Policies and laws addressing fake news and 
misinformation are an important part of curbing fake news; however, they must be complemented by 
education programs. Media literacy has never been as critical a skill as it is today. Information evaluation 
skills can be taught to the public through public services such as libraries as well as integrated in school 
curriculums to educate all possible consumers of fake news. A skill set of source checking, authorship 
consideration, and recognizing personal biases can provide the public with the capability to differentiate 
between the real and the fake.
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Mass Media: Forms of communication that reach large numbers of people.
Medium: A person who claims to have the ability to make contact with the spirits of the dead and 

can facilitate communication between these departed spirits and the living.
Penny Press: Cheap and mass-produced newspapers that were named for its original cost of one 

cent per paper.
Séance: A gathering of a group or people who attempt to make contact and communicate with the 

dead through a medium.
Social Media: Internet-based platforms that allow its users to interact online with one and other and 

offers the ability for its users to create and share content.
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ABSTRACT

Fake news  and  populist  movements  that  appear  to  hold  the  fate  of  democracy  hostage  are  urgent 
concerns around the world.  The flight from liberal democracy toward oligarchy has spread out from 
the unexpected results of the 2016 American presidential elections bringing in a wave of reactionary 
populism and the beginning of a left populist counter movement. The phenomenon of fake news is often 
explained in terms of opposition public relations strategies and geopolitics that shift audiences toward 
a regime of post-truth where emotion is said to triumphs over reason, computational propaganda over 
common sense, or sheer power over knowledge. In this chapter, the authors propose something different 
in order to theorize the imaginary audience(s) and conditions of reception for fake news treated as both 
a symptom (often of injury) and a cause (at times a danger to democracy). This leads them to evaluate 
the role it plays in defining what the fields of journalism, politics, and social science are becoming and 
what it means for democracy to come.

INTRODUCTION

“Our Ukraine policy has been thrown into disarray, and shady interests the world over have learned 
how little it takes to remove an American Ambassador who does not give them what they want.” (Am-
bassador Marie Yovanovitch)

A whisper in the president’s ear and a tweet later, U.S. troops withdraw from Syria, leaving allied Kurdish 
fighters exposed. A little while later in the U.S. Congress impeachment inquiry, Ukrainian Ambassador 
Yovanovitch is asking how it could come to the point where a key official, brokering a conflict in another 
war zone, could be so easily removed by such “shady interests.” Both of these stories are widely reported 
in the press, and yet, what is true and what is false about them is in dispute. In this chapter, we ask how 
populism and fake news are bypassing mainstream journalism, democratic politics, and critical social 
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science, so that seemingly every truth claim can be parcelled, distorted or denied. How has it come to 
this, and where might we hope to go from here?

Politicians, journalists and social scientists play different though often overlapping roles in the produc-
tion of the relation between truth and democracy. Agents in each of these fields are first- level observers 
of events and each has a different approach to their sources, constituents, and/or actors, as well as to 
the relations among fact, opinion, and truth. Agents in each field are being assaulted by right populist 
media and Republican politicians, and each are responding to the attacks in kind. Right populism and 
fake news, as we argue below, are putting democracy (rule by the people) in a flight toward oligarchy 
(rule by few), away from what de Tocqueville (1988/1850) called an American “love for the condition 
of equality” (pp. 504) toward a wildly libertarian version of freedom, haunted by the spectre of racism 
and sexism. We explore how this shift is in part due to the way strengths in these three fields may have 
given way to their weaknesses.

FAKE NEWS

The phenomenon of fake news is often explained in terms of the opposition’s public relations strategies 
and geopolitics that shift audiences toward an “epistemic (or truth) crisis.” Emotion is said to triumph 
over reason, computational propaganda over common sense, or sheer power over knowledge (Peters, et 
al. 2018). For some, “the crisis is more institutional than technological” (Benkler et al., 2018, pp. 20). 
For others, fake news is more importantly understood as a state-sponsored conspiracy (for example, 
from Russia or Ukraine, depending on one’s political affiliation; Howard et al, 2019) or technologically 
determined via patented algorithms and feedback loops rather than as a development in the political 
economy of the media ecosystem (Benkler et al., 2018). Social media has proven that there are multiple 
ways of taking advantage of long simmering and often highly volatile controversies over race, sexuality, 
class and other topics (ripe for dog whistles) that seem to always lie on the fringes of what can be said 
or even thought and what cannot be in polite society. Crossing the line between the two is culturally 
discouraged and to some extent illegal (libel laws), but it is also allowed under the umbrella of rights 
related to freedom of association and speech/communication. Destabilizing the category of truth in a 
democracy for geopolitical gain (Mueller, 2019), in our view, becomes possible because democracy as 
a regime of truth allows for a great variety of controversial discourse.

Spreading outrageous and distorted information to discredit opposition or create divisiveness between 
opposing groups is not a new method in the history of propaganda. The Nazi used the term “Lügen-
presse”, the “lying press” (New York Times, 2019). However, the growth in types of fake news and the 
volume that has been disseminated since 2016 is unprecedented. This has been documented in a variety 
of official reports (House of Commons (U.K.), 2019; U.S. Congress, 2019; DiResta, 2018) that also 
shed light on the dangers posed by social media monopolies. We have witnessed officials in televised 
hearings struggling to comprehend the stakes at play in questioning social media executives. There are 
also reports from several large-scale research projects that focus on the opportunist and predatory usage 
of technology and social media techniques (“computational propaganda” via bots or automated messages 
and other means) in local and global communications systems (Wooley & Howard, 2018). Finally, the 
history of disinformation and propaganda, as well as suggestions for policies that would prevent fake 
news and curb its damaging effects, are cited as key research areas for protecting democratic practices 
in the future (Canada, House of Commons, 2019; Sauvageau et als.2018). 
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In this chapter, we propose something different from these large-scale empirical investigations and 
official reports in order to theorize the audience(s) that authors of fake news imagine and the conditions 
of reception. We shift the discussion away from the investigation of the number, legality, complexity, 
and performance of fake news toward a theory of the imaginary audience and its flight from democracy. 
There is very important and rich research on each of these types of investigation, but very few attempts 
to provide a general theory of knowledge production and of the depth of the interpretive division that 
defines our moment. We explore the relation between populism and fake news and how that relation 
impacts current regimes of truth and democracy, more specifically through the fields of politics, journal-
ism and social science that help produce them. Our main question is, how have we embarked on such a 
perilous flight and what is to come? What has happened to the understanding that journalism, politics, 
and social science are producers of knowledge and truth? This leads us to re-evaluate the effect fake 
news plays in exploiting the weaknesses in each field and what it means for democracy to come. After 
further introducing the argument below, each field is presented in a separate section, while keeping in 
mind the relations between each: 1. Journalism: Seen from the right and the left; 2. The Political: Lies 
Politicians Tell; and 3. Can sociology come to the rescue?

Populist Right 

Three types of background assumptions from the populist alt-right media (the terms right populist and 
alt-right are used interchangeably) can be postulated as a way of understanding the way audiences are 
imagined for fake news under the value of liberty and that also show a clear symbolic split from the 
democratic value of equality. The first postulate is that the political field is weakened beyond repair by 
special interests and endless spin that cannot provide liberty or security for the individual. All politicians 
who do not oppose globalists (those in favor of globalization through free trade, for example) responsible 
for offshoring the manufacturing base and who have allowed the waves of illegal immigration are branded 
as creatures of the “swamp.” This assumption combines elements from classic reactionary nationalism 
and the libertarian ideal of freedom as being eroded by proponents or strategies that promote any kind 
of global civic equity. Second, legacy journalism like science and politics are assumed covers for the 
interests of the most well-off globalists, liberals, or other equally conflicted elites against the liberty of 
“normal” middle- or working-class individuals. Opposition is seen most concretely here in the assump-
tions right wing media make, covering climate change and the advocacy for deregulating the fossil fuel 
industries and environmental protections. Climate change denial is widespread and often assumed to be 
a made-up excuse to block a way of life that has been left behind. Such an emotional denial of science 
moves beyond the neoliberal and conservative impulse toward favoring less government regulation for 
markets, and then into a deep nostalgia for individual liberty and the loss of a particular community. 
Thirdly, social science `thinkers` are also assumed to be compromised by alt-right pundits, who claim 
universities have turned toward “cultural Marxism,” and have contributed to elitist political correctness. 
The term assumes anger against systems of left-leaning ideas that embrace diversity, feminism, and free-
dom of religion. It can also be used against those who do not agree with white supremacy. This is seen in 
multiple incidents in universities, where students and faculty have been chastised for protesting against 
alt-right speakers or in violent clashes that pit antifa against neo-fascist white nationalists in demonstra-
tions. It is broadly assumed that these same elites have corrupted individual meritocratic measures in 
favor of liberal affirmative action or movements for reparation in the name of equality. 
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Each of these assumptions and interpretations can be seen in everyday reports across the spectrum 
of alt-right media, which now constitutes roughly one third of U.S. outlets (Benkler et al., 2018). There 
are very stubborn truth claims being made that need to be taken into consideration when theorizing 
how audiences interpret these assumptions and how the authors of fake news imagine them. We will 
explore some of these claims in due time, but first we need to further deduce some of the ways fake 
news imagines its audience. While state-organized practices are reported to call out the most potential 
violent opposing groups in order to provoke division, more local cynically calculating authors assume 
that the (click) audience already denies, ignores, or suspends the social facts that journalists, politicians 
and social scientists are expected to trust in order to help create democracy. The alt-right ideologues 
are simply looking to convince audiences of their belief in the damage that liberals inflict or the threats 
they pose to their lifestyles, religious beliefs, or perceived privileges. Fake news is not a symmetrical 
phenomenon. It is not used equally by both the left and the right, despite what the alt-right assumes and 
what politicians claim. Fake news has evolved within a one-sided closed loop that includes both a variety 
of social media carriers and a mainstream broadcaster, Fox News. This media sector regularly attracts 
some of the largest numbers of U.S. media consumers, an audience that mostly does not consider other 
sources (Benkler et al., 2018). Could we have this way of imagining the audience if the fields of politics 
and social science did not have blind spots, such that they could not see or anticipate the rise of right 
populism or the eventual polarity of media systems and monopolies? Alternatively, are these fields so 
well aligned in the current post truth configuration that their voices are simply more chatter? To again 
quote Ambassador Yovanovitch, “how little it takes” to erase these fields. How can we asses so many 
untrue interpretations and convictions as the strengths in social science, politics, and journalism are so 
easily exploited, name-called, and dismissed? Below, we consider in more detail the contradictory claims 
from left and right populists, from the context of each field that reveals the extent to which fake news 
has sent the symbolic regime of democracy into flight. 

Journalism: Seen From the Right and the Left

As we have discussed so far, for right populists, professional journalism, defined as a gatekeeper of 
democratic values, is simply a cover for the interests of elites and conflicted liberals. Put simply, the 
‘real’ democratic values are expressed by those media that speak to the people’s (MAGA or BREXIT) 
reality. Conservative charges against liberal media and liberal charges against conservative bias date back 
almost to the origins of broadcasting. The Fairness Doctrine, administered by the Federal Communica-
tions Commission, was introduced in 1949 to ensure that controversies of public interest would be aired 
and that one-sided political opinions would require media outlets to provide equal free time for the other 
side to respond. By the time a rapid expansion occurred in the cable television industry, the withdrawal 
of the Fairness Doctrine under the Reagan administration (lobbied by the now disgraced founder of Fox 
News, Roger Ailes) in 1987 meant the requirement for making sure that controversial political issues 
were presented in a balanced way was suspended. In turn, this opened the way for one-sided partisan 
journalism to flourish and the birth of a new wave of right-wing media began: right-wing radio talk show 
hosts, Fox News commentators, and later, extremist right or alt-right digital outlets Dailywire, Western 
Journal, and Breibart -- the top three with 300,000 combined subscriptions. In total, Newswhip (2019) 
counts four times more right-wing (373) than left-wing digital outlets (87) (pp.11). One estimate claims 
that last year Western Journal alone received 750,000,000 Facebook likes and comments, “almost as 
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many as the combined tally of 10 leading American news organizations that together employ thousands 
of reporters and editors” (Confessore & Bank, 2019). 

Commentators from the later media frequently call all other self-defined professional (nonpartisan) 
legacy newspapers, television networks and public broadcasters, as well as mainstream media outlets, fake 
news (Polletta & Callahan, 2018). This later definition, first weaponized by the U.S. President (repeated 
over 600 times since 2017) and whose usage has spread globally across more than forty governments, 
has come to mean any news, including factual news, that contradicts the movement (New York Times, 
2019). Organized partisan or fake news of the geopolitical type that is addressed to right populists or 
simply to divide the left from the right is meant to excite the audience by putting the adversary in moral 
or political jeopardy. For fake news from the right populists, it becomes believable and even legitimate 
(often even if it is known not to be true) in part because it opposes institutions that support the elites, 
but more importantly because it tells stories people want to hear or that simply entertain them. 

For the populist left, good journalism has long been defined as speaking truth to power, while bad 
journalism is about manufacturing consent (Herman & Chomsky, 2002), or trading truth for access to 
power elites (Goodman & Goodman, 2006). For the left, the professional culture of mainstream journal-
ism is corrupted economically (its corporate structure), morally (its greed), and politically (for the 1%). 
Something quite new is occurring, however, in the current context of fake news as the populist left is put 
in the position of defending “elite” journalists (as part of a resistance) in non-right legacy organizations, 
who have traditionally been seen as part of the problem. The reverse is not the case. Unlike the alterna-
tive left outlets like Democracy Now, Intercept, or The Nation, there is a sense in which the historical 
argument for the “condition of equality” along with the freedom of the press holds the stronger side of 
the democratic binary between equality and liberty. 

To sketch out how such an interpretive division could occur, we need to further locate the conditions 
that made fake news possible, i.e., fake news in the sense of actors faking stories to help the most divisive 
right populists come to power, and not in the sense of banishing any journalism that does not support 
your worldview as fake. In the Western European context of the 1980s, Pierre Bourdieu observed that 
journalism is both a weak and strong autonomous field. As a strong field, it has professional ideals that 
place high value on autonomy, accuracy, reliability, and truth. The field of journalism dominates over 
access, framing, and the tone it sets for audiences, but its strength is in turn contingent on trust that it 
tells the truth. Journalism is also a weak field in that it relies on the market to sustain its institution, and 
on other fields to provide stories. There is growing consensus that the field of journalism is becoming 
weaker as the digital economy advances. In spite of the post-truth dimension of current public culture, 
all kinds of studies of journalists suggest they continue to see themselves as responsible for telling the 
truth, maintaining autonomy, performing the craft, reproducing its codes, methods and techniques, and 
legitimizing the ideals. Journalists are also aware they cannot act without the organizational and tech-
nological infrastructures and the needed complex labor, capital, and state relations (Ryfe, 2012; 2017).

The outpaced transformation of the organizational side of the institution (its economic and ad-
ministrative crises) is putting pressure on the craft in a variety of ways. These pressures differ greatly 
across regions, types of ownership, and range from deregulation and increased corporate concentration 
to overt intervention, intimidation, and censorship in more authoritarian contexts (Halin & Mancini, 
2012). Restructuring ownership from family-run firms to corporate hedge funds, collapsing advertising 
revenue streams, changing technology due to innovation, and increasing audience fragmentation and 
infotainment, along with massive layoffs, continue to drive media platform convergence and the loss of 
local news outlets. 
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Fake news is not only happening because it is technologically possible to share any story instantly 
with large audiences but also because of the current transformation of the news industry, the creation 
of new publics, and the complex impact on politics. The emerging context leaves enormous room for 
completely new forms of everyday knowledge production, pitting social media algorithms against jour-
nalism’s editorial gatekeepers, the verification of facts before publication against posting stories to see 
what happens, and governance by clicks against professional codes and ethics councils (The Public Policy 
Forum, 2017). In this still emerging context, the chance of circulating false news is greatly enhanced, 
and so are the opportunities to manipulate populations with fake news.

We do not need to look far to discover negative influences that appear to have weakened a century’s 
worth of values committed to autonomous, balanced, fact-based, and verified reporting by the institu-
tions of “quality” or “good” journalism. In this new context, the strength in the professional culture is 
precisely what is most under attack. Most infamous and well-known examples of the new computa-
tional propaganda model are seen in the techniques used by Aggregate IQ from Victoria Canada and 
Cambridge Analytics from the U.K., paid for by the multi-millionaire Robert Mercer and brokered by 
Steve Bannon, adviser to multiple right populist politicians (Alexander, 2018). It remains untested as 
to whether the application of social science and psychological operation methods by these firms deter-
mined voter outcomes in the Brexit referendum and the 2016 American election. The evidence of fake 
news interference and voter manipulation is overwhelming, as seen in recent Washington hearings into 
social media ownership and privacy security. At the same time as reports on massive amounts of false 
information were being spread, truth organizations, such as Freedom House, Centre for Media Freedom 
and Responsibility, First Draft, and the Reuters Institute, determined that fake news was used to discredit 
unfavorable reports and to help the growing number of authoritarian right populists in power to define 
the media as the opposition to the state (Magoto, 2017).

Bourdieu’s (1996) prediction that neoliberalism, already very observable in the French media land-
scape at the time he wrote on television journalism, would be a primary threat to the autonomy of both 
the academic and political fields continues to resonate. However, the idea that television would come 
to be the dominant model for social science and politics needs a revision. Bourdieu’s 1996 book On 
Television was written at the height of the privatisation of public media organizations in Europe. While 
insisting the medium had enormous potential for provoking productive mass dialogue, bringing social 
scientists together with politicians for a better-informed public, he concludes that the potential strength of 
the medium was ultimately zapped by the economic imperatives of audience ratings and the subsequent 
mode of spectacle vs information/analysis production. The medium creates a dumbed down fast-paced 
journalism and “a circular circulation of information” among small numbers of academics, who cash in 
on celebrity (Bourdieu, 1996, pp. 23).

A little more than two decades later, and while the rise of social media initially showed much eman-
cipatory potential, it is now clear that the digital ecosystem has also led to the return of destructive forms 
of muckraking. The volume of yellow journalism and fake news alone is on such a scandalous scale 
that social media itself has become a central story in the division-- which begs the questions: “Where 
does news come from? What is true? What isn’t? What’s the agenda, if there is one, of the publisher?” 
(Doctor, 2016, pp. 1). Briefly, the television model of spectacle has given way to social media, and, in 
turn, social media has led politics back to reality TV. It is hard to see how the autonomy of journalism, 
politics and social science will adapt in the next Internet that combines cloud technology with Big Data 
analytics and the Internet of things. 
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For Vincent Mosco, we have already seen a vampire version of economics, where the top American 
based corporations in the world have redistributed journalism content without paying for its produc-
tion, and at the same time siphoned off most of the advertising revenues that have supported bona fide 
news agencies over the last century. When we consider the results of research showing that most people 
get their news from social media, we should emphasize that most of that news, if it is news, has been 
copied from newspaper organisations and/or television (Pew, 2010; 2019). The big five social media 
companies have collected, manipulated, leaked, or sold massive amounts of private data, and created 
ever newer technologies for data gathering and distributing, hence putting greater stress on the private 
sphere, while promising greater freedom and deceiving the public while promising greater democracy. 
When confronted by politicians for having contributed to massive intrusions into privacy and election 
fraud, corporate heads, as Mosco (2017) puts it, have claimed the Frankenstein defence-- we didn’t know 
we created a monster, and we promise to fix it (eventually).

The Political: Are Lies Politicians Tell Fake News?

To recap the look of the political landscape since 2016: The flight from liberal democracy toward oli-
garchy has spread out from the unexpected results of the 2016 American presidential elections, bringing 
in a wave of reactionary populism, climate-change denial, anti-“globalism,” Islamophobia, an opening 
to white supremacy, anti-immigrant, anti-refugee, anti..., the non-documented, DACA, LGBTI, and 
many other vulnerable communities. Questions need to be raised as to what role fake news plays in this 
and how much of this flight is about right populism, what kind, and how much of it is baked into white 
nationalism, a 1930’s style racism, or a reaction to decades long expansion of inequality in the West. 
But if this is not a flight from democracy toward oligarchy, then it is, at the very least, a distinct erosion 
of its principles (separation of powers, rule of law, fair elections, a free press) and a freezing out of its 
preferred legitimation operations through deliberation. Voter suppression and the crises around gridlock 
in the U.S. Congress and in the Brexit referendum definitely contribute to the flight from democracy. 
But, at the same time, there has been a parallel rise of numerous strong men authoritarian politicians, 
the globally publicized impeachment (“constitutional coup”) of the President of Brazil Dilma Rousseff, 
followed by perhaps the most spectacular election built on fake news of one more of the world’s most 
extremist politicians in Brazil (Scarabelli, 2019). All of this occurs as large swathes of children from 
the failing part of the triangle in Central America are joining caravans to nowhere, and other American 
iron cages. 

A definition of what we mean by democracy as a regime helps explain how the political field has 
become divided. Two approaches can be seen in opposition, but also as mutually reinforcing, when 
theorizing democracy as a political regime. Claude Lefort (1988) argues democracy is a form of society 
where the people (demos) rule (kratos) themselves, but that the demos is a symbolic form that makes the 
“locus of power (a bodiless) empty space, it cannot be occupied…it is such that no individual …can be 
consubstantial with it, and it cannot be represented” (pp. 17). In other words, there is enormous room 
for disassociation in how democracy can work and the kinds of struggles for truth and power that might 
occur. While populism is a threat to democracy, especially in the despotic form that denies contingency, it 
has also been a force in democracy-- such as Russian peasant coups before the revolution or the agrarian 
movements in the American and Canadian Midwest in the last century (Riley, 2018; Laclau, 2005). Fake 
news works as a supportive discourse for the authoritarian variety of the current right populist moment. 
But is this a sustainable politics? 
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Following and improvising from Lefort, Ernesto Laclau and Chantal Mouffe (2000, 1980) see the 
rise of a populist right as predictable, given how the empty space of the political is filled with all kind of 
differences that pit regimes of truth against one another. Without discursive conflict, there is no politi-
cal field, in their view. Mouffe (2018) argues that since the 1980s both the left and the right have been 
gradually forced to the center, thereby short-circuiting the antagonisms needed for politics. The center is 
disciplined by a neoliberal consensus that takes politics out of the hands of the people, and so no longer 
offers believable alternatives. The current right populist moment is a sign of the return of the political. 
She argues against a return to the center as a correction, but rather in favor of a left populism to counter 
the authoritarian version. A radicalization of a pluralist democracy would seek out equivalences between 
emerging (intersectional) identities and a deepening of the traditional critique of the labor capital relation 
without making it the determinism “in the last instance.” The point is to directly combat the rise of the 
authoritarian right populism that promotes freedom at the expense of equality. 

For the more associative approach to politics, John Rawls (2001) and Jürgen Habermas (1996) see 
democracy as a system of justice as fairness, and propose a discourse theory of democracy that draws 
on both liberal and republican traditions. The democratic form of society is founded on the rule of law, 
out of an original agreement, or one that has come about through a long process of reasoned delibera-
tion. The process results in a separation of powers, a set of rights, a market, an autonomous media, civil 
society, and a public sphere that help check and balance insurmountable differences and that enable 
the transfer of lifeworlds from one generation to another. In contrast to Laclau and Mouffe, Habermas’s 
discourse theory of democracy depends on the institutionalization of deliberative procedures and not on 
a collectively acting citizenry. For Laclau and Mouffe, the state does not provide a neutral arbiter but is 
itself composed of struggle among a plurality of conflicting antagonisms. 

Both the associative liberal and post-Marxist approaches are needed to think through a much larger 
project that I cannot elaborate on here but that would be necessary to capture the full complexity of our 
present state of affairs. I focus instead in this section on theorizing how interpretive antagonisms in the 
form of lies and distorted communication work alongside fake news and have a significant impact on 
the way left and right populists imagine each other now. 

If the political can be defined as the institutionalization of antagonisms that populate empty space, 
then politics might best be defined as turning the impossible into the possible. This means that a part 
of the politician’s role in a democracy has to lie somewhere between telling the truth and wagering 
what constituents are predisposed to hear. Politicians are in a strong position to provide journalism with 
content but are weakened at times to the point of absurdity by a dependence on spinning the truth in 
the service of party interests, but also in ways that do not contradict their constituents. Canadian jour-
nalist Daniel Dale (2017) reported in December 2017 that the American president made 1,064 false or 
misleading claims in his first year of office. Today, that number is reported to exceed 12,000 instances 
and growing (Kessler, Rizzo, & Kelly, 2019). According to one poll, 75% of republicans believe Trump 
over mainstream news media reports (Quinnipiac, 2018). Most discussions about fake news focus on 
its theatrics and capacity to manipulate public opinion. Lies told by politicians are not necessarily filed 
under the category of fake news. Only lies told by those pretending to be journalists or citizen journal-
ists are understood as fake news. For the right populists, this is just part of the game to get back at the 
wrongs that have been done for so long. For the emerging populist left, the lies politicians tell are daily 
proof of corruption and greed in the name of freedom vs equality.

A lie is the opposite of a truth and is meant to deceive. It implies intention, so that when the interlocu-
tor is confused or believes the truth is not distorted, it is not quite a lie. While all fake news is in some 
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sense a lie, not all lies politicians tell are fake news. If only one third of the time the President’s claims 
were simply made in a confused or simply misspoken mode, we could still say there are an average 
of 16.4 lies a day over 928 days, often disseminated from what might be the most centralized political 
communication medium in the history of the world ---The President’s tweets (Kessler et al., 2019). In 
any case, even a couple of lies a day, along with a misspoken or misleading claim, and just for good 
measure, a conspiracy theory every couple of weeks, is a lot of misinformation by any standard. The 
point about politics is not that the progressives or the reactionary forces do not care or cannot see the 
misdirection; it is rather that the interpretive lifeworlds are so deeply convinced the other side has been 
out-manipulating their side for so long that the motivation to hear the other has disappeared. 

Lies are not new to politics but they are antinomies to ‘good’ journalism and social science. The rela-
tion between politics and truth has a long and complicated history, in which the one needs to contradict 
the other. Hannah Arendt (1956) goes so far as to argue that lies are necessary for the politician and not 
just political demagogues but the statesman as well. To grasp the significance of this, the domains of 
truth and politics need to be separated out only to come back to how they need to be joined in conflict. 
As she puts it, “Is not impotent truth just as despicable as power that gives no heed to truth?’’ Both 
truth and politics are invested in the interpretation of facts. What appears to be extraordinarily divisive 
in the current interpretive contradiction is the extent of disagreement that is possible regarding facts. 
Intentional lies spoken by a politician are measured against facts, which in turn are interpreted and put 
in the form of opinions for public deliberation. “When the liar, lacking the power to make his falsehood 
stick, does not insist on the gospel truth of his statement but pretends that it is his opinion, the result-
ing confusion can be considerable.” For Arendt (1956), factual truth has no antagonism to opinion, but 
truths are “opposed to opinion in their mode of asserting validity.” In this sense, “truth carries within 
itself an element of coercion” (pp. 249-250). Direct lies, on the other hand, contradict facts altogether 
and leave opinions isolated from any common reference. In politics, lies get increasingly organized when 
politicians seek greater authority in government, to encourage bigger big business profits and to create 
scapegoats, all in order to consolidate power. 

Both right and left populists make the claim in different ways that the political field is weakened by 
both corrupt elites and their usage of endless spin/lies. The populist left makes its claim from the per-
spective of intersectional minorities or, more classically, from labor organizing, while the right looks to 
recover its majority white hegemony or, more classically, a national ethnic identity. Echoing Mouffe’s 
analysis of how the left in Europe moved to the center, Nancy Fraser (2017) argues that the division in 
the U.S. spread out from what she calls the progressive neoliberals stretching from Clinton to Obama 
to Clinton and the absence of an organized left, on one side, to the emergence of reactionary populism 
on the other. While progressive neoliberals adopted the progressive language on equality, anti-racism, 
and feminism over decades, economic policies did not reduce the rate of inequality that continued to 
expand, creating an ideological backlash. As if in step with the 2016 rise of right populism, a left popu-
lism emerged with an anti-neoliberal, anti-free trade Sanders-style socialism in the U.S. At the same 
time, you can see the return of left populism in the U.K. labor party under Corbyn growing to more than 
600,000 members, the largest in Europe (Mouffe, 2018). A variety of marginal ethnic nationalisms and 
strong man type despots that came to power in Eastern Europe and elsewhere have contributed to the 
epistemic division between us and them in the post-Brexit post-Trump context. With the ongoing trade 
war with China in particular and the withdrawal of the U.S. from the world’s international agreements 
like the Paris Accord, the Iran Agreement, and the Intermediate-range Nuclear Forces (INF) treaty with 
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Russia, there is now a large spread official renewal of the cold war, the official denial of the cause of 
climate change, and a renewed nuclear arms race. 

The current legitimation and motivation deficits are explained by the left as symptoms of the ongoing 
break down of neoliberal forms of capitalism and by the right as a pent-up resentment stemming from 
years of stagnated wages, exported jobs, and exclusions left behind in the long shift to post-industrial 
economies. Wendy Brown (2019) argues that most left explanations do not recognize “the disintegration 
of society and the discrediting of public good by neoliberal reason as tilling the ground for the so-called 
tribalisms emerging as identities and political forces in recent years…It does not explain how the attack 
on equality……could turn up the heat on long simmering racisms” (pp.7).

On one side are progressive social policies that embrace and advocate globalism, an improved or 
socialist welfare state, a green plan to stem the crisis in climate change, multicultural diversity, affirma-
tive action, and gender equality, and progressive social movements (pro-choice, gun control, Black Lives 
matter, #metoo). The populist left is also critical of the neoliberal progressives, who used the language 
of social movements but also deported masses of undocumented immigrants (400,000 a year under 
Obama), and, especially, have bailed out the global financial institutions with massive amounts of public 
money and the continuation of previous neoliberal economic policy favoring Wall Street. On the other 
side, the right populists promote climate change denial, deregulation, anti- globalism, anti-immigration, 
pro-life, pro-gun and anti- political correctness –in the social movements especially. It is striking, as 
Fraser points out, how labor unions as a social force are left out of both sides of the divide. For Mouffe, 
it is imperative that left populists find a new narrative to recover the imagination of workers and find a 
language that equivocates with intersectional identities, in favor of arguments for equality. 

These kinds of diagnoses give us a central but still partial sense of the interpretive division, and not 
the full sense of a motivation crisis driving progressive neoliberals (the centrists in the new political 
landscape) and left and right populists that are able to negate each other’s truth claims with such im-
munity and help set the scene for fake news. Any discovery of a new narrative that could bridge the left 
and right populists into a common political narrative needs to first recognize the blind spots that led to 
the impasse in the first place. 

Can Sociology Come to the Rescue?

In this section, we briefly review three competing approaches in media sociology and journalism studies 
that address the crisis in motivation and the broader conditions which have allowed the phenomenon of 
contemporary genres of fake news. Clearly, the theories of knowledge that media sociology are working 
from stand for a particular type of social science, but they also draw on a variety of political, economic, 
and cultural analyses that speak well to the disciplines normally affiliated with this faculty of research. 
If media and politics are in effect a big part of the problem, we are hard pressed to point out how social 
science “thinkers” have contributed to bridging the divide. A survey of the different media sociology 
epistemologies here is meant to be more exemplary than representative as a means to demonstrate this 
point. 

Our first point is that slow-moving social science most often arrives after the scene has already been 
set, but also is delayed due to long divisive debates over the relations between knowledge, truth, and 
power. To put it crudely, on one side, those who work from a critique of the fusion of power/knowledge/
truth (Marx, Foucault) make it difficult to see the actors’ point of view, discourse, or consciousness as 
valid. On the other side, those who seek to understand and explain the separation of facts from values in 
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the actor’s situation make it difficult to posit truth claims that might transcend the actor or their type of 
situation (Weber, Goffman). For positivist social science and objective (stenographic) journalists, “the 
mere telling of facts leads to no action whatever; it even tends, under normal circumstances, toward 
the acceptance of things as they are” (Arendt, 1956, pp. 251). Like politicians, social scientists are in 
a strong position to provide content for journalism and, because of their autonomy from spin and the 
market, they are expected to tell the truth with some measure of validity. 

For right populists, the social science “thinkers” are caught in their own debates that lead into the 
traps of cultural Marxism (political correctness) and globalism. Some social science also provides a 
positive critique of the power elites through biographies of damage done to the ethnic nation (Cramer, 
2016, Vance, 2016; Hochschild, 2016). Both the left and the right refer to the existential wounds that 
power inflicts. The left populists see knowledge production through intersectionality as a metaphor of 
oppression, in which each oppression is a vector, whose origins are postulated in advance and experienced 
painfully by the individual’s race, ethnicity, gender, sexual orientation, class, ability, and/or appearance. 
However, for some neo-Marxists, class is not a collection of hardships, nor is race or gender for that 
matter. Class is a position within a system of production and reproduction. Race is a relation of colonial 
exploitation. As Holly Lewis (2016) puts it, “Class is not another vector of oppression; it is the mysti-
fication of all social relations in the service of production of surplus value” (pp. 274). Identity politics 
for left populists can tend to focus on the critique of oppression and argue for the injured and subaltern, 
while eschewing a rigorous analysis of exploitation. For post-Marxism, however, overcoming the impulse 
to explain identity politics through a reduction to economic categories is a challenge that has to be met. 

For critical social science, theorizing the cultural power of the fields of politics and journalism, their 
professional ethics and relative autonomy from economic forces and from each other, means explaining 
what makes each a distinct field with a competing position, logic, and structure that reproduces itself, 
that can shape symbols of collective representation from the performances of actors/subjects. What is 
easily missed in approaches as varied as the field theory we have been loosely following (Bourdieu, 
2005; Benson, 2013; Ryfe, 2017), and competing approaches of cultural sociology (Alexander, 2015; 
2003) and Actor Network Theory (Latour, 20067; Primo & Zago, 2015), are the interpretive contradic-
tions between the subjects of news reports or the subjects of policies and the imagined demos or “normal 
people” that are addressed. Fake news like ‘The Pope supports Donald Trump, Yoko Ono had a lesbian 
relationship with Hillary Clinton’; or, ‘A city in Texas is evacuated because of a reported Ebola outbreak’ 
are not speaking to the Pope, to Yoko Ono, or to Texans, but to a third imaginary audience. Examples of 
this “super addressee” might range from a race of people, to a region, to a neighborhood, or to a broadly 
implied urban, national, or even global publics. 

This internal dialogue between the author and the imagined audience is not limited to a conventional 
exchange of ideas, as in a conversation between two speakers that can be decoded according to linguis-
tic rules. It is understood rather as the process that takes place in the imagination of the author and the 
idea, however distant or intimate, of the audience. The approach to the addressee demonstrates how 
both real and fake news contribute to the paradox of public culture, in which the voices of those being 
discussed are mostly absent. If it is true, for example, that journalism and fake news mostly speak about 
immigrants or the undocumented in the third person, it is usually about them and not with them, and 
so it is clear that the subjects of these reports are not the audience the author imagines. (Nielsen, 2009; 
2016; Jackson, Nielsen, & Hsu, 2011)

We have a good idea of how politicians imagine their address to their own parties and to constitu-
ents, and of how social scientists line up potential truth tellers and fact producers in theoretical debates. 
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However, media sociologies of journalism and politics have not yet fully problematized the way in which 
their discourse is able to imagine its audience without addressing itself to the subjects being considered. 
Bourdieu’s field analysis locates what we might call the third- person narrative ‘positioning’ of a given 
actor (journalist or politician), and the logic inside a given story in a way that is already framed in ad-
vance by the structure of the field in relation to other fields. In other words, journalism speaks about 
and not with the subjects of reports. Any reduction of fake news to a structural or organizational expla-
nation of the position and discursive logic, though, assumes a settledness that can count on a common 
interpretation of the facts (Benson, 2014). If we are in a period of motivation crisis in which at least one 
part of the audience has lost the ability to hear the other’s word as partially his or her own, if there is no 
ability to accept each other’s validity claims, if emotion and opinion get separated from facts and truth, 
it seems we are outside the possibility of a settled legitimacy and even outside the ability to control the 
dissemination of fake news. 

Jeffery Alexander probes this paradox by challenging the reductionist tendency in field theory and 
various sociologies of culture that would explain fake news as an expression of economic or political 
interest. His strong cultural sociology would look first at the actor’s horizons of meaning and affect 
through thick description of narrative performances in order to uncover the effect culture has on structure 
(Alexander, 2003; 2015). The idea that right populists are simply interpolated by fake news and alt-right 
media is put into question. The story that people embrace most expresses a deep sense of personal injury 
and is already in place as fake news and the alt-right media emerge. As Francesca Polletta and Jessica 
Callahan (2018) suggest, these are the “stories (already) told by friends and acquaintances, stories that 
substitute memory for history, stories that make the experience of others seem as if it is their own, and 
stories whose truth is relatively unimportant to their value” (pp. 56).

Fake news is organized around narratives of imaginary inclusion that are already present and exclu-
sions from “the community,” thereby creating domains of “We-dom” (the normal people, real Americans/
British, the Christians, the whites) and “They-dom” (the elites, illegals, Muslims, non-whites, uncivilized) 
(Hartley, 1992; Alexander, 2018). The boundaries of We-dom and They-dom are not always cotermi-
nous with a unified political boundary and can be drawn from a specific set of well-known normative 
binaries. Fake news helps constitute communities, but the problem with community is that it also divides 
domains of ‘us’ and ‘them.’

At the same time, cultural sociology takes into account how the meaning and affect in narrative 
also impact the institutional structure. In our case, it takes into account how much fake news upsets 
the journalist’s ‘sacred’ sense of autonomy (from markets and sources) and the larger professional cul-
ture (autonomy, verification, balance, objectivity, accuracy) (Alexander, 2015). As seen in the case of 
Cambridge Analytica, fake news does an end run around journalism and goes straight to the consumer. 
As Jacob (2018) puts it, “fake news is the new public relations” (pp. 79). It is not merely that pollsters 
misdiagnose the U.S. elections and the Brexit referendum, or that journalists underestimate the signifi-
cant role of social media, but journalism misses the story that is already circulating in the population 
coming to vote.

Bruno Latour’s version of actor network theory applied to journalism studies moves in the opposite 
direction from both critical sociology à la Bourdieu and the strong cultural sociology under the some-
what dubious assumption that social structures themselves are simply the invention of the analyst. To 
grasp the meaning of politics, actor network theory simply follows the actors, looks for group formation 
through controversies, and discovers rather than advises the processes of change. There are no pre-
determined structures that a specialized discipline can uncover and then instruct the actors in per se, 
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only associations and group formations. The ontological turn wants us to record the traces between the 
actors and material objects, whether they are active or passive agents. The association between mate-
rial and human produces a hybrid of actants, which are the source of agency in terms of intermediators 
creating change, or mediators that simply maintain the association. On the one hand, Rodney Benson 
(2014) points out, A.N.T is a useful descriptive approach, especially in unstable periods. On the other 
hand, ‘real’ patterns of inequality are empirically observable as structures and, as such, can be said to 
exist prior to their observation. 

The advantage for studying journalism and fake news in this approach is the focus it puts on what 
journalism is becoming rather than what it is, or what it should be. It looks to understand the traces and 
associations in the next Internet, and how the hybrid of human and non-human actants is being formed 
(Primo & Zago, 2015). While the approach might contribute to addressing previously uncovered parts 
of the crisis journalism and politics are undergoing, the urgency, which the two sides in the motiva-
tion crisis are expressing, suggests that the mutations may have already happened by the time A.N.T. 
researchers get to the field.

For Latour though, the idea of arriving late to the scene is not an impediment; it just means you start 
from where you are. For example, Latour, a founder of science and technology studies, now withdraws 
(at least shortly) from his approach to natural science as a social construction. He now calls for a robust 
defence of climate science against fake news, and so embraces a realist epistemology (the idea that the 
real exists independent of our concept of it). While he spent much of his career developing an anthro-
pological critique of the scientific method, he now argues that the consequence of fake news on the 
issue of climate is today’s greatest threat to democracy. For Latour, the conditions that have made fake 
news possible are defined by three phenomena that “commentators have often noted but failed to see 
their connections”: deregulation, the loss of faith in globalization, and climate change denial. The U.S. 
election, Brexit, and the rise of right populism all come from the same matrix. Latour (2018) thanks the 
right populists for a denial that creates clarity that “the climate question is at the heart of all geopolitical 
issues and that it is directly tied to questions of injustice and inequality” (pp.3). 

Our question returns for each of the three approaches as to how to explain the gap in third- person 
narratives between the subjects of reports/tweets/images and the implied or imagined audience, and how 
the subjects themselves are generally excluded as addressees. This is a deeply inherent form of address 
in acts of journalism, politics, and most social science. For journalism, there is little reason to think it 
is likely to change, despite the innovations and integration of social media into the news room, however 
decentralized they might be (come) (Deuze & Witschge, 2018). 

Where can we go from here? The larger and more difficult question is what might happen if each of 
the three fields began to address the subjects of their reports in a first-person I-you narrative, as if they 
were the imagined addressee in a public dialogue? Could it be done in a way that undoes the professional 
commitment to neutrality, objectivity, or balance in the third-person ‘he, she, they’ narrative? Does put-
ting the journalist, sociologist, or politician into the story and addressing the story back to the subject of 
the story reduce the field to the status of activism? What are the implications for a direct radical pluralist 
politics, if it were to include the political subjects being addressees as the imaginary audience? What if 
left populists spoke directly to right populists (or the reverse) rather than about them? Or does moving 
from the pragmatic to the possible, or from balance to greater commitment to the interpretation mean 
endless adversarial antagonism? Or are all these things already moving back to the center in ways that 
are almost unnoticed? 
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CONCLUSION

We have raised more questions than we can provide answers for and have only begun to sketch out a 
general theory to help explain what we can hope for, once social facts give way to ever more intense 
emotional reactions as the new political norm takes hold. I have drawn more on the U.S. case --though 
it is broadly linked to Brexit and the global context-- and have loosely revised and updated a reflection 
from Bourdieu’s earlier theory of how these three fields work with and against one another, in order to 
get a fresh look at the “what is” question regarding the effect of fake news on the two sides that have 
come to define our political moment. 

Fake news and right-wing populist movements that appear to hold the fate of democracy hostage are 
urgent concerns around the world. A political and media storm has social scientists and pundits per-
plexed as to how to explain the tenacity of deeply opposing legitimation views and truth claims currently 
threatening the stability of liberal democracies and beyond. The present legitimation crisis, to borrow 
from Habermas (1975), has been sustained long enough to enter the phase of a motivation crisis in the 
sense that the deep interpretive divisions, as we have shown across the chapter, means that left and right 
populists as well as centrist conservatives and progressives have little to no inclination to even consider 
truth claims about all kinds of social facts from their adversaries, putting democracy in a flight toward 
an authoritarian form of oligarchy. We conclude that the political and media storm around fake news 
has occurred in part because the strengths in each of the three fields under discussion have given way 
to their respective weaknesses. As fake news threatens the legitimacy of each of the three fields, there 
are nonetheless signs this is turning around (Langlois et al,2019). 

While it seems that journalism is continuing its downward spiral as an industry, as a craft it is also 
attacked on a continual basis. Caught in the motivation crisis and outflanked by its adversaries, the pro-
fessional culture appears to be working vigorously not so much for a return but for a way forward to a 
deliberative democracy that feels lost in flight. The return of the political is not necessarily about going 
back to the centre either but about moving the field forward in some new, bold direction. Responding to 
a professional calling and acting as watchdog on powerful institutions do not make journalism or social 
science an opposition to the government, and yet, in these very peculiar circumstances, they cannot help 
but become part of the resistance, despite some denial of the gatekeepers who remain determined to 
remain objective, detached, or non-partisan. Ironically, the more journalism is accused by right populists 
of being fake, the more it recovers trust.

Big questions remain unresolved for where we can go from here: Can politics resolve the divide that 
fake news and the coming communications context have already helped produce? Can slow-paced social 
science research catch up, provide analysis, and renew trust in social facts for whatever side negates 
them? Will journalism be able to shape the next Internet to fit its autonomous professional culture, which 
in turn seems to have already been both destroyed and revived by it? It appears we will not have to wait 
much longer to find out.
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KEY TERMS AND DEFINITIONS

Actor Network Theory: This is the study of the cultural traces that the material objects and human 
actors leave in the process of forming groups. Human and non-human actants are relative and none is 
more important than the other. Technological and human actants form a hybrid that can transform group 
formations or maintain them. The task of A.N.T. is to describe the process of group assemblages and 
not to advise them. New technologies like social media that propagate fake news are an example of the 
technology-human hybrid that serve as mediators. Print-journalism is caught flat footed in the shift to 
digital production and can be seen as an intermediator that helps maintain previous group formations.

Alt Right: The term is short for the alternative right. It contradicts the former neo-conservative move-
ment that emerged in the 1980’s as a strategy to gain electoral support from minorities while harboring 
traditional trickle-down economic policies like lower taxes for the wealthy and free trade. The alt right 
seeks a global movement that would reverse the effects of globalisation that left industrial labor behind 
in the shifts to the service and digital economies. The term alt right also describes groups associated with 
white nationalists, anti-Semitism, anti-immigrant, and/or climate change deniers as well as a number of 
charismatic intellectuals and media personalities who attack contemporary values of diversity.

Critical Sociology: Culture is a practice that is both a creative process and a structure of constraints. 
The goal of critical sociology is to understand and explain enduring structures of domination that con-
strain actors. It requires a first level reading of meaning from the actors but moves to a second level that 
explains the meaning in terms of larger forces that structure them. Fake news needs to be understood as 
a form of propaganda that developed over long periods of time in larger political and economic forces.

Cultural Sociology: This approach argues that culture is a form of autonomous power and that 
every action has a horizon of meaning and affect that needs to be understood in itself. It requires an im-
manent reading of the actor’s performance and that is not explained in terms of some other economic, 
technological, or political structure. Once meaning and affect are grasped on their own terms, the power 
of culture can then be seen to act on structures. Fake news needs to be understood in terms of the mean-
ing and effect of stories already being told by actors in their own contexts. Only then can the power of 
culture be discerned.

Democracy: It means rule by the people. Direct democracy requires a deliberation by the people that 
lead to decisions for the common good. In more complex contexts like mass society a representative form 
is more practical. Elected representatives are sent to legislate in the name of their constituents. In liberal 
and republican democracy, the rule of law, the separation of legislative, judiciary, and executive power, 
along with a constitution that quarantines a basic set of rights for all, a market, and a civil society—are 
all said to guide the representative process.

https://www.v-dem.net/media/filer_public/99/de/99dedd73-f8bc-484c-8b91-44ba601b6e6b/v-dem_democracy_report_2019.pdf
https://www.v-dem.net/media/filer_public/99/de/99dedd73-f8bc-484c-8b91-44ba601b6e6b/v-dem_democracy_report_2019.pdf
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Fake News: The term was first used by two reporters from Buzzfeed Craig Silverman and Lawrence 
Alexander following their discovery of a large number of intentional false reporting of pro-Trump stories 
in the 2016 U.S. election. The stories came mainly from alt right wing U.S. sources. The term fake news 
grew quickly as regular news stories picked up multiple examples of news intentionally meant to deceive 
readers/viewers. Its meaning was reversed by the President shortly after his election when he began to 
call all news and news organizations fake when it contradicted his agenda.

Populism: A political movement that can be defined as the rising up of “the people” against elites. 
Cutting across class and regional territories it builds forces that challenge existing regimes. It can be 
called right wing when coupled with conservative nationalism but can also engage a left-wing liberalism 
or socialism when in struggle against conservative forces. Both left and right tend to argue that the will 
of the people triumphs over any other measure.
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ABSTRACT

This chapter proposes an environment for the discovery of fake news and the orientation of information 
users in digital environments that correlates the cognitive authorities and the digital structures left as a 
trace. Such traces can promote the construction of a symbolic index that materializes the anatomy of lies. 
The model reached in this methodological process may function as a support for informational literacy 
in the post truth scene, as a space for fostering the informational culture in a network.

INTRODUCTION

The circulation, sharing and consumption of information in digital environments have diversified the forms 
of production and qualification of information and broadened the network of subjects that can act in the 
information production chain. However, the intensification of these processes and the diversity of actors 
involved in the production of information does not necessarily imply an improvement in their quality.
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Today it is technically very simple to disseminate informational content in digital environments in 
real time and to large audiences. In this context, verifying information quality, formerly the responsibility 
of mainstream media institutions, has become increasingly diffused and / or specialized.

In the face of the problems that false news can pose to society, specialized services have been created 
to monitor fake news in different contexts. These services are offered by fact-checking agencies that seek 
to understand, verify, and support the fight against its circulation in different domains.

Due to the complexity of dealing with this social problem, it has also become essential to invest in 
educational processes and in the development of support structures for content checking so that information 
users can become aware of the process complexity so as to avoid consuming and spreading fake news.

This chapter addresses the issue of fake news diffusion in the health field. Therefore, the concepts of 
cognitive authority, accountability, semiosis and declarative traces are presented as elements necessary 
for understanding and identifying the evidence of lies in digital environments. In addition, we suggest 
components of a semi-automatic model for detecting fake news that is evidence based and draws on the 
correlation between cognitive authorities, declarative digital traces, news and semiotics in the context of 
post-truth. The proposed model aims to provide technological support for news consumption in digital 
environments and to support the structuring of proposals for information and media literacy.

CONCEPTUAL AND ANATOMICAL ELEMENTS 
OF LIES IN DIGITAL ENVIRONMENTS

Misinformation, a repertoire term in 1950 in the USSR, has become a social phenomenon with significant 
repercussions in recent years. It is the deliberate propagation of false content aimed at influencing opinions 
or weakening individual subjects and institutional contexts. According to Huyghe (2016), misinforma-
tion involves a path (contents) and a project (actions that lead to demoralization, destabilization or the 
degradation of an understanding). Misinformation requires propagation and reception mechanisms. A 
misinformation project includes semantic, rhetorical and media-oriented components for the purpose 
of excluding certainties, means and support.

Huyghe (2016) points out that the semantic component aims at shaping a meaning to be disseminated; 
the rhetoric seeks to persuade decision-making or opinion formation; and the media researchers aim to 
transmit and propagate information based on communication techniques.

In 2017, the concept of alternative facts was proposed by Kellyanne Conway, an adviser and spokes-
person to Donald Trump. At the time, Conway defended the possibility of articulating information 
conceived as true to alternative facts and information.

Alternative facts, according to Lehtonen (2018), can be understood in two way: the diffusion of known 
false information that is presented as true, or an error or mistake that is accepted as true.

Post-truth is, as Ferraris (2019) points out, a symptom of an ongoing revolution, simultaneously 
technological, social and anthropological. Post-truth establishes epistemic relativism, which means that 
the idea of truth may vary depending on the context in which the subject is socially situated. Higgins 
(2016) explains that extreme epistemic relativism makes truth a concept that can vary from person to 
person by reducing it to the practices of reasoned arguments.

There is a tendency, in today’s post-truth context that induces the subject to believe in versions of the 
truth that reinforce his identity and point of view. In this sense, it can be assumed that there are issues 
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involving the cognitive authority (interests, experiences, perceptions) of the sender and receiver of the 
information.

However, deception is a fraud in the context of information technology-mediated presentation of 
information. It is an intentional control of information in a technology-mediated environment. (Rubin, 
Chen & Conroy, 2015).

There are several definitions of fake news, but the most striking of these defines the term as referring 
to news content in which the incorporation of informational elements is deliberately false. Bakir and 
McStay (2018) add that fake news may also have misleading content embedded in its content or context.

The construction of fake news encompasses four perspectives, according to Zhou & Zafarni (2018). 
These include: knowledge creation, publication, propagation, and credibility.

The creation of knowledge dwells within the false elements present in the produced knowledge. Herein, 
this publication explores and attempts to understand how fake news is written, and as such, references the 
titles, the body of the text, and the attributed authorship. Propagation analyzes how fake news is spread 
and its focus is on the source of information, feedback, and propagator. Finally, credibility focuses on 
the roles of document creators and propagators.

DECLARATIVE DIGITAL TRACES, ACCOUNTABILITY 
AND COGNITIVE AUTHORITY

Digital traces are identity markers produced in human-machine interaction. Traces are considered, ac-
cording to Merzeau (2009) apud Serres (2012) as a category of digital presence that is organized into: 
declarative, behavioral, documentary, and presence of others.

Declarative traces are often found on blogs and social networks, while behavioral traces are avail-
able in the register of actions performed on the Web, such as cookies. The documentary traces reveal 
an intentionality and are organized around our networked documentary production. Finally, the traces 

Figure 1.  
Source: Wardle & Derakhshan (2017)
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of the presence of others are associated with the building of personal reputation made explicit in digital 
environments.

Informational / digital identity can be understood, according to Serres (2012), as the set of digital 
documentary traces, individual or collective, that we consciously or unconsciously leave in the flow 
of our navigations and the reflection of this set of traces, remixed by search engines on the net. These 
traces can be identifiers (what I say I am), navigational (how I behave), and declarative (what I think). 
Associated with these traces is the concept of e-reputation, a set of opinions about a given social actor 
with an identifiable presence on the network.

The systematic collection and processing of these traces enables the planning and production of new 
products, services, and surveillance tools in digital environments.

Declarative digital traces are fundamental to the validation of information that is shared in a network, 
because when liking, sharing or commenting on social networks, the subject lends his cognitive authority, 
which consists of the power to influence the opinion of his interlocutors, to endorse, to dynamize and 
to circulate unaudited information in global proportions. In this case, the trust nurtured by the circles 
of intimacy contribute to the information being considered true. In addition, declarative digital traces 
allow an informational identity articulated by algorithms to become consolidated. In these terms, the 
convictions, language manifestations and cartography of interactions of a given subject create a favor-
able framework for the generation of fake news.

Accountability, on its own, is a process of social control adopted in political, administrative and 
financial contexts with a focus on mechanisms that promote transparency and ethical accountability.

Recently, the concept has gained socio-technical breadth as the adoption of accountability principles 
has been claimed in tools, products and services available in digital environments such as social networks, 
applications, algorithms and recommendation services.

According to Behrens (1994), information literacy refers to the skills required for collecting, organiz-
ing, processing and retrieving data and information for the construction of meaning and knowledge in 
presential contexts or digital environments.

Digital informational environments can be understood as semiotic scenarios. The semiotic scenario 
is a structure used for the specification and modeling of information products aimed at the production 
of meaning. It considers the semiotic project, the proposed reading pact, and the potentiality of meaning 
production actions (Stockinger, 1999).

In this scenario, it can be understood that cognitive authority is the recognition of the influence of 
certain social subjects in the learning process and knowledge production of others. For Wilson (1983), 
cognitive authority stems from the learner’s own experience and its relationship with those subjects who 
have the power of determination in the cognitive process. Cognitive authority involves credibility, under-
stood in terms of the competence and suitability attributed to the subjects invested with such authority. It 
offers reliability to shared information, enabling the necessary prerogatives to judge it true or credible.

Cognitive authority, as Wilson (1983) relates, essentially refers to two types of sociocultural interac-
tion. The first is based on the subject’s personal experiences and the second is related to their interactions 
in communities and to the construction of meanings.

From the perspective of cognitive authority, the decision about what is true is directly related to the 
meanings constructed in a given group.

All of this is now happening in a context where reporting is the result of such complex socio-technical, 
political and economic operations that it has become imperative to create methodologies that enable 
mediators and, by extension, information users to detect fake news in declarative digital traces.
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METHOD

The semiotic circuit of fake news hinges on declarative digital traces for structuring the news as plausible 
information.

The semiotic evidence of lies in circulating news, and therefore fake news, was found:

• In alarmist narratives shared within a specific social group.
• In language markers to reinforce perceptions of the content served.
• In the absence of clear auditing markers in the shared information.
• In the presumed intellectual, institutional and documentary authority.
• In mimicking the informational standard adopted in the health area.

The proposed model focuses on the context of fake news circulation related to information sharing 
in the health field, notably on the theme of vaccination. This type of information is conducive to the 
circulation of false news due to the great concerns surrounding personal interests in health control and 
the large number of electronic sources for the dissemination of information in this area.

The strategy of engaging toxic information on these topics in social networks attempts to mimic 
the discourse adopted in the scientific field and to match the reputation of cognitive authorities in the 
health sciences field. Therefore, propagators of this toxic information adopt expressions that mimic the 
context of the circulation of medical information. Thus, strategies for falsifying statements are frequent:

• References to large research institutions.
• Forgery of experts’ point of view.
• False incorporation of data and protocols.
• The use of infographics and tests based on user profiles.

In the analysis phase of fake news in the health area, content analysis and semiotics were applied to 
a sample of circulating fake news full texts on health issues.

In the second stage, the researchers sought to identify the elements of information toxicity used in 
the fake news argumentation, with reference to the concept of cognitive authority.

In the third stage, the researchers sought to identify the associated cognitive authorities and their 
plausibility in the context analyzed.

In the fourth stage, the semi-automatic fake news detection model in health data was structured. The 
elements used were the semantic components of an index and the authenticity of knowledge, in this case 
ICD 10 (International Statistical Classification of Diseases and Related Health Problems) was chosen. 
This is a discursive framework that has been adopted in fake news in the health area and a relational 
network of propagators and propagated themes.

DATA PRESENTATION AND ANALYSIS

The analysis was based on the perspective that news published in digital environments mobilizes struc-
tural elements, authority, and social dynamics.



264

Cognitive Authority, Accountability, and the Anatomy of Lies
 

Included in the structure are the metadata that enable the audit of the news, the data of the sharing 
environment, and the semiotic elements of digital news. Included in authority is the evidence of cogni-
tive authority and declarative traces. Finally, included in the social dynamics are the information on the 
sharing dynamics and, once again, the declarative traces.

The fake news selected in this study was analyzed using the following aspects: the diffusion environ-
ment; the sharing dynamics; the semiotic news markers (semantic similarity, style, news graphic elements, 
plausibility); the evidence of cognitive authorities; and the associated declarative traces. Two publicly 
recognized fake news items selected in health and associated with vaccination campaigns were selected. 
This fake news has been disseminated on social networks and in messaging applications.

In the first fake news story analyzed (Figure 3), it was found that the news had as its source the Neon 
Nettle website. This source is not specialized in health and provides links to advertisements and various 
dynamic content.

The news has links to sharing on social networks and refers to the YouTube channel of the associated 
cognitive authority, in this case a doctor, with about 600,000 subscribers.

Regarding the semiotic markers of the news we observed:

• Inclusion of testimonials linked to audiovisual media.
• Alarmist tone in communication style.
• Images alluding to death and child suffering.
• Scientific illustrations and connection with other sources of information.
• Medical authority discourse.

The main declaratory trace found was the availability of a comment hit and the orientation to share 
the news on social networks.

The narrative, which guided the construction of the fallacious argument, adopted language that was 
easy to understand, but that employed an alarmist tone, such as “just don’t ignore your symptoms though, 
which include chills, fever, headache, dry cough and aching of joints and muscles.”

Figure 2. Digital News
(Source: developed by the authors)
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The second story (Figure 4), also about vaccination, linked an allegedly deadly outbreak of influenza 
to the vaccine that immunizes the action of the virus.

The news was broadcast by Global News. Sharing dynamics have been associated with major social 
networks.

The article cites “CDC physician”, Center for Disease Control and Prevention of the United States 
as its source.

The news, which had international repercussions, is a fake news story released by the site YoursNews-
Wire.com in January 2018.

The fake news had repercussions on social networks in the USA, Canada and Brazil (translated into 
Portuguese by the site “Always distrust”). The information was denied by Global News Canada.

In this news the following elements are observed:

Figure 3. Fake News: Vaccination Campaign
Available at: https://neonnettle.com/news/3758-dr-john-bergman-flu-shots-contain-cancer-causing-ingredients-



266

Cognitive Authority, Accountability, and the Anatomy of Lies
 

• Presumed cognitive authority (reference to an alleged international health agency).
• Lack references to the primary sources of information.
• Lack of institutional authority responsible for spreading the news.
• Declarative digital traces within the propagator network (contextual sociocultural authority).

Contextual sociocultural cognitive authority is presented to the receiver of information through the 
mechanisms of content dissemination, whether social networks or messaging applications, based on 
declarative traces.

Figure 4. Fake News Vaccine
(Source: https://globalnews.ca/news/3973736/flu-shot-fake-news/)
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Synthetically, the main characteristics of fake news found in health in the analyzed news were:

• Broadcast environment: No links to original sources; inaccurate, confusing and misleading to 
readers; misleading in many ways.

• Sharing dynamics: contextual sociocultural cognitive authority - based on inner circle generated 
in social networks.

• Semiotic news markers: no links to research studies cited to support its findings; sensationalist 
narratives; articles not written in a dispassionate, scientific style.

• Evidence of cognitive authority: Poor quality of scientific citations; misunderstood and misrep-
resented data and information; wrong approach; unclear scientific evidence; no references to the 
study methodology; questionable conclusions.

• Declarative Traces: Describes personal stories and anecdotes; declarative traces (like, views, 
comments, emoticons and shares).

RECOMMENDATIONS FOR A SEMI-AUTOMATIC ENVIRONMENT 
FOR FAKE NEWS DETECTION AND INFORMATION 
USER GUIDANCE IN DIGITAL ENVIRONMENTS

This methodological proposal aims to suggest essential components for a semi-automatic model to 
provide technological support to the consumption of health news in digital environments and to support 
the structuring of information and media literacy initiatives. In the model, the conceptual dimensions of 
cognitive authority were considered: personal authority (intellectual authorship); institutional authority; 
documentary authority (nature of document); and intrinsic plausibility (content of document). The model 
seeks to organize fake news components into three major groups:

• Terminology base for knowledge authenticity in the area of detection (semantics).
• Relational base of propagators, themes and news propagation path (Social Network Analysis).
• Dynamic base of declarative digital traces taken from comments (discursive),

The model was built considering the semiotic, semantic and relational aspects of fake news circula-
tion. Due to this, it is proposed that news verification be performed in three steps or stages:

1st stage - Localization of the disease and its elements in a knowledge authenticity index. In the case of 
this study, ICD 10- International Statistical Classification of Diseases and Related Health Problems 
is proposed as the authenticity index.

2nd Step – Check associated cognitive authorities (propagators, themes, and propagation path).
3rd Stage - Check discourse markers (plausibility and coherence, sensationalism and exaggeration mark-

ers, among others).

The purpose of the environment is to establish parameters, technological filters, and guidelines for 
fighting fake news from the understanding of a semiotic circuit of lies.

In this sense, the model seeks to demonstrate that fake news can be delimited and addressed using 
three fundamental elements:
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• An understanding of its structure.
• The perception of accountability.
• Information auditing for information and media literacy.

The semi-automatic health check fake news detection model considers the need for accountability in 
digital informational environments, the strategic character of digital traces for the credibility and inten-
sification of the flow of news circulation. In addition, it considers the role of cognitive authority to be 
central to both fake news detection and informational and media literacy training.

The dynamics of fake news production and dissemination reconcile technological elements, declara-
tive information, routines and propagation pathways adopted in social networks to organize knowledge, 
style, propagation and credibility.

Information diffusion technologies need to incorporate audit filters into their systems. Such filters 
can articulate semantic, semiotic and relational aspects for information qualification.

However, it should be emphasized that in addition to the technological apparatus that assists in the 
identification of fakes news, it is essential to invest in educational initiatives that would also help combat 
post-truth. In this sense, the promotion of information and media literacy is another important strategy.

INFORMATIONAL / MEDIA LITERACY AND FAKE NEWS: IMPLICATIONS

Information literacy consists of the performance of information professionals as agents in the cultural 
processes of educational and social transformation. Dudziak (2003) explains that the library and spaces 
for access to information as a multicultural, pluralistic institution can be considered the basis of this 
transformation.

Nowadays, the responsibility of preparing users and online readers to verify the quality of the informa-
tion they access and share has become vital. In this sense, information literacy initiatives that integrate 
discussions and formative actions about digital platforms can be considered essential.

Information and media literacy are responsible for enabling the user of information on social media 
to understand the content of news or other information, the critical implications of that news or other 

Figure 5. Semi-automatic environment components for fake news detection and information user orien-
tation in digital environments
(Source: developed by the authors)
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content, and the way it was constructed. Information and media literacy also help audiences discern the 
difference between opinion and facts (Gallagher and Magid, 2017).

In this context, based on the digital elements of accountability discussed above, we propose informa-
tion / media literacy training focusing on the mapped digital footprints.

Information/media literacy can be established within the mechanisms of information diffusion: the 
digital platforms for sharing content. They may provide the basis for checking and accountability in 
auditing published news. These identifiers can be essential metadata for verifying any available news 
information: authorship, title, institution, date, format, etc. These elements must be capable of intuitive 
user realization and automatic operation by the software through which the information travels.

An important step towards a better understanding of how literacy can be applied to social networks 
is to analyze how information is presented to its users.

In online social media environments such as Facebook, Twitter, YouTube and Instagram, the goal is 
to become a one-time experience. Information that fits into each user’s profiles is shown. This selection 
of interests is made in two ways: the first is by the user himself, when he uses the tools to “follow” other 
users, entertainment pages, corporate communication channels, and other personal and institutional 
pages. The second form of personalization comes from information acquired from other websites, cook-
ies, which contain a user’s search patterns, platform usage patterns, and history. Information acquired in 
this second way is primarily used by the platform to make recommendations for new content or product 
advertisements that may fit the user’s profile.

Noting these characteristics of digital content sharing platforms is an essential part of information/
media literacy for today’s world. In social networks, in addition to receiving and viewing information, 
each user can also spread their opinion through videos, photos and texts, or by referring to or engaging 
with other content already available on the network. They can also reinforce their views by interacting 
directly with other users’ content through comments, likes, and shares. The ease of sharing associated 
with the dynamics of access to summary information can be considered one of the crucial elements in 
spreading lies in digital environments.

With information/media literacy, the information user can obtain the critical formative elements needed 
to discern the quality of the information they access, consume and share; to analyze false or untrue news; 
and to seek out trusted external sources for evidence or evidence that may refute content consumed. This 
formative model can help raise awareness of the quality of information in digital environments, thus 
fostering a critical information culture in today’s post-truth environment. But this training needs to be 
implemented in both teaching information/media literacy and in understanding and developing digital 
environments. In this sense, a semi-automatic environment for fake news detection to guide users of 
digital environments is essential.

CONCLUSION

In the last decade, the circulation of fake news has reached near-uncontrollable proportions in different 
areas, especially health information and political decision-making.

The opacity and relative absence of accountability elements in digital environments and the growing 
use of information contained in declarative traces left by social actors in different interaction processes 
have opened up possibilities for the engagement of controversial informational practices characterized 
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by deliberate diffusion of fake news with a high degree of toxicity, resulting in impaired user decision 
making, among other problems.

Due to the findings of this study, the authors suggest a semi-automatic model for detecting fake 
news in digital environments with reference to the general characteristics of digital news, focusing on 
its structure, authority markers, and social dynamics. In association with this, the semiotic circuit of 
fake news was analyzed to identify the declarative traces that compose and reinforce the plausibility of 
the falsified information circulating in the health field.

This analysis highlights the need to publicize the notion of cognitive authorities in digital environ-
ments, evident in the consolidation of a set of audit metadata to check the reliability of the news, as well 
as to develop training initiatives focused on information and media literacy.

It is believed that the proposed detection model for health information may, with future studies, 
be extended to other areas of knowledge as the semiotic dimensions of the news, the centrality of the 
declarative digital traces to user credibility, and the dynamization of spreading deliberately toxic news 
and controversial content may have application beyond this initial study.
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KEY TERMS AND DEFINITIONS

Erroneous Information: Genuine information whose purpose is to damage someone’s reputation.
Fake News: Deliberate dissemination of false announcement.
Falsification: The implication or act of false affirmation.
Hypocrisy: Dissimulation or falsifying an intention or feeling.
Insinuation: Subtle suggestion of a version of facts.
Lie: Conscious realization of a false statement.
Omission: Avoid telling the truth by deliberately mentioning only some part of the facts.
Plagiarism: Infringement of intellectual property.
Post-Truth: Socio-historical context in which people are prone to believe in alternative facts or fake 

news.
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ABSTRACT

In today’s post-truth environment, besides the increase in political polarization, the rapid spread of 
fake news infringes on society. In the struggle with fake news, fact-checking services have begun to play 
an important role. The aim of this chapter is to highlight how fact-checking services work, what their 
strategies and limitations are, their interaction with users, and the digital tools they use in such interac-
tions. Thus, the platforms Teyit.org (Confirmation) and Doğruluk Payı (Share of Truth) that operate in 
Turkey have been chosen as exemplary cases. In the study, the content analysis and the in-depth interview 
methodological approaches have been used together. As a conclusion, it has been revealed that these 
aforementioned fact-checking services increase their activities during election times, adopt the principles 
of political impartiality and economic transparency, use the practices of data journalism, interact with 
users, and try to create a digital literacy ecosystem as an ultimate goal.

INTRODUCTION

In the post-truth age, where emotions and personal beliefs have started to overtake objective reality when 
it comes to shaping public opinion, people tend to use information that supports their own position and 
reject or overlook it if it does not (McIntyre, 2018). This causes political and ideological polarization to 
intensify and, as a result, leaves facts and truth on the back burner. The fact that people are trapped in 
social media’s echo chambers, where one person cannot hear the other, poses a threat to the maintenance 
of transparent communications environments and democratic culture itself. In the digital media environ-
ment, where disinformation and fake news are a serious topic of discussion, independent and non-profit 
fact-checking services have been gaining prominence globally. Through the strategies and practices that 
these services implement, and by using digital data, software, technology, and the fundamental meth-
ods of journalism these services are active in a wide range of areas from questioning traditional media 
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and politicians to including citizens in the news production process (Wintersieck, 2017; Cheruiyot & 
Ferrer-Conill, 2018).

In this respect, the aims of the study could be summarized as to: a) highlight the working-styles and 
strategies of fact-checking services as well as the digital tools they utilize, b) understand how these 
platforms communicate and interact with users/society in terms of combating fake news, c) highlight 
the role these platforms have in increasing the digital literacy level of citizens as well as the limitations 
they face, all within Turkey, where political polarization is intensely experienced (Bulut & Yörük, 2017; 
Esmer, 2019).

In order to reach these aims, a three-stage methodological approach has been adopted. Firstly, a 
comprehensive literature review was carried out with the terms post-truth, fake news and fact-checking 
services. Thus, the Reuters Institute, the Edelman Trust Barometer, Teyit.org, and the European Union 
Commission’s latest reports were scanned in terms of trust/distrust towards social media, fake news and 
precautions taken against these issues. In the second stage, a content analysis was carried out on the web-
sites of Turkey’s two most popular fact-checking platforms: “Teyit.org” (Confirmation) and “Doğruluk 
Payı” (Share of Truth). Thus, the topics that these platforms focus on, the methodology that they follow 
in the fact-checking process, and the ways in which they present fact-checking analyses to readers were 
revealed. The statements and interviews of the founders and editors of these platforms were also scanned. 
Lastly, an interview request was sent to “Teyit.org” and “DP” via email. In-depth interviews were car-
ried out with the 3 people (Teyit.org editor, Teyit.org writer, and DP writer) that accepted the request. 
These interviews explored the aims and operations of fact-checking services, journalism practices, ways 
of combating fake news in a post-truth world and the limitations of these services. The reason why this 
method was chosen was to gather data that included more detailed and subjective experiences (Boyce 
& Neale, 2006) and to support the literature review and content analysis of the study.

BACKGROUND

Fake News and Social Media

The negative effects that may be caused by the spread of misinformation within a society are not a new 
phenomenon. Even in ancient Greece, Thucydides observed that truth could be used to manipulate public 
opinion (Garrett, 2011). News that is twisted or made up can be seen in the oldest journalism practices. 
Moreover, in times of social crises, anxiety, conflict, and transformation, this kind of news intensifies 
(Kiernan, 2017). One of the oldest examples of this in the press is the 1835 news article called the “Great 
Moon Hoax,” which the New York Sun newspaper published, and which claimed that “life was found 
on the moon” (Allcott & Gentzkow, 2017, pp. 214). Just as lying and twisting facts in communication 
between people is as old as rhetoric, large scale propaganda and misinformation are as old as persuasion 
campaigns using modern mass communication tools.

With the Internet becoming a widespread part of people’s social lives, it has been stated that manipula-
tion, online gossip, and deception could increase in tandem with the quick spread of information (Ayres, 
1999; Katz, 1998). The thing that is different in today’s world is that, because of digital platforms like 
Facebook and Twitter, which are dominant, based on interaction, and which serve as places where anyone 
can produce content, false information can be spread more quickly and to a wider audience than ever 
before (Waisbord, 2018). With social media and advanced digital tools coming into play, the phenomenon 
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of deceiving the public through fake data, or in terms of a specific political/economic aim, has gained a 
whole new significance. In today’s world, not only governments and media establishments but also large 
corporations can contribute to the fake news atmosphere through advertising to serve various economic 
interests. The scope of fake news and its effects can even reach public health matters. For example, in 
the UK, the claims that vaccines administered during childhood cause autism has caused an increase 
in vaccine-preventable illnesses and led to a public health crisis (Lewandowsky, Ecker & Cook, 2017).

Fake news is defined by Allcott and Gentzkow (2017, pp. 213) as “news articles that are intentionally 
and verifiably false, and could mislead readers.” Amaros (2018) stated that fake news is able to ensnare 
people with a striking headline, content that manipulates people’s emotions, and a so-called “trustworthy” 
appearance. Furthermore, this kind of incorrect and/or manipulative information can be more effective 
in environments where political polarization is more distinctive and where people tend toward news 
that supports their own opinions and beliefs. In this respect, the effect of fake news in the 2016 U.S. 
Elections and Brexit campaigns are still widely discussed and studies are still being conducted that will 
shed light on the matter (Allcott & Gentzkow, 2017; Bovet & Makes, 2019). This phrase became espe-
cially popular after the 2016 U.S. Elections and after a BuzzFeed news story dating from January 2017, 
which put forward evidence of the claim that Donald Trump and Russia collaborated to manipulate the 
election. Given these developments, media interest in the term fake news peaked (Media Cloud, 2019; 
Google Trends, 2019a). According to BuzzFeed, an alternative news site, in the three months preceding 
the 2016 U.S. Elections, fake news was shared more than real news on Facebook (Silverman, 2016). 
According to research conducted in the USA, segments of the population that consume media on a low 
scale, that are young, and that tend to get all their news from social media are more likely to believe in 
disinformation (Humprecht, 2018).

The phrase post-truth, defined as “relating to or denoting circumstances in which objective facts are 
less influential in shaping public opinion than appeals to emotion and personal belief,” was widely dis-
cussed in the media and academic circles following the U.S. elections (Google Trends, 2019b; Oxford 
Dictionaries, 2019). According to McIntyre (2018), the roots of the post-truth age, in which truth and 
facts started to lose significance, lie in the postmodernist approach that promotes different opinions/sto-
ries instead of a “holistic truth,” which can lead to denial of fundamental scientific facts. This approach 
has been adopted by some politicians, and, in order to win elections and/or public support, “alternative 
truths” have started to be produced.

In this respect, the trust in media channels where fake news spreads has started to decrease. According 
to research conducted by the Reuters Institute (Newman et al., 2019), in which data from 38 countries 
was gathered, trust in news decreased by 2% from the previous year to 42%. Furthermore, in the study, 
it was discovered that a 55% segment of the population was concerned about what news was real and 
what was fake on the Internet. It was observed that in countries where a polarized political atmosphere 
combined with intense social media usage (Brazil 85%, the UK 70%, Spain 69%, the US 67%, and Turkey 
63%), this ratio was even higher. In Turkey, general trust in news is 46% and the trust in social media 
news stands at 40%. Further, according to the report, the percentage of users avoiding news in Turkey 
is 55% (the 2nd highest country studied), and the percentage of users of using closed Facebook groups 
as a means of accessing news is 29%. It is stated that this situation makes media communications more 
closed off and increases political polarization. In the Edelman Trust Barometer Report (2019), which 
was conducted in 27 countries, it was revealed that 73% of the participants were worried about disinfor-
mation in the media and feared that fake news would be used as a political weapon.
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In research that the Pew Research Center (Silver, 2019) conducted in 11 developing countries where 
political polarization is widespread, attitudes of citizens towards the manipulations that occur in the 
digital environment were surveyed. Citizens stated that technology made it easier to manipulate people 
through misinformation and gossip, thus increasing the risk of politicians manipulating their own people. 
Apart from this, people also stated that discussions in digital environments widened the rift between 
people’s political views in their country and that hate speech could easily be spread via social media 
(Silver, 2019). In the study that Barbera et al. (2018) conducted with nearly 150 million Twitter posts, 
it was found that, especially when it comes to political matters, people tended to spread/share the news 
that came from sources that were more ideologically similar to their own. And in Peterson, Goel & 
Iyengar’s study (2018) about the political atmosphere prior to the 2016 U.S. elections, it was concluded 
that the Democrats and the Republicans adopted completely different media channels and that this rift 
only intensified political polarization.

The struggle against fake news and disinformation that spread via social media is taking place, not 
only NGOs, but also in governments and international organizations. A policy was developed by the 
European Parliament in 2018 to combat online fake news and disinformation. It was decided that digital 
literacy would be embraced in order to raise the awareness levels of social media users (Renda, 2018). 
Additionally, also in 2018, the European Commission prepared an action plan against disinformation that 
made member countries responsible for ensuring that the public was not harmed by fake news (EEAS 
Press Team, 2018). Thus, Germany passed laws to combat fake news (Netzwerkdurchsetzungsgesetz) 
and impose sanctions on social media platforms that did not delete hate speech and fake news (Muller & 
Denner, 2017). Efforts to combat fake news by voluntary organizations and NGOs are also ongoing. In 
this respect, fact-checking services have gained prominence thanks to their struggle against fake news.

Fact-Checking Services and Data Journalism

In an environment where the media’s trustworthiness is being questioned more and more, the fact-checking 
services and political actors of independent organizations play an important role in terms of monitoring 
corporate and alternative media establishments (Cheruiyot & Ferrer-Conill, 2018, pp. 967). Fact-checking 
services are platforms that have been founded by volunteers, independent journalists, or organizations, 
and that research the validity of the contents and claims in resources open to the public. They also share 
their findings with readers and inform people about the trustworthiness of online content. Thus, various 
texts, images, and videos are analyzed by researchers, volunteers and journalists via the help of various 
digital tools and software. The aim of fact-checking, in general, is to allow people to form their own 
opinions based on objective facts and to ensure they are exposed to disinformation as little as possible. 
As a result, the aim is to steer people properly in the digital environment and to stem the spread of fake 
news that may be a danger to democracy (Brandtzaeg, Følstad & Dominguez, 2018). Some of the most 
popular fact-checking platforms are the Pulitzer winning Politicalfact.com, the university-sponsored 
FactCheck.org, and the non-profit Snopes.com (Garrett, 2011). In today’s world, 60 fact-checking plat-
forms from 6 continents participate in the studies of The International Fact-Checking Network, which is 
a part of the Poynter Institute. Of those, thirty platforms have reached the stage of becoming members 
of the organization by signing the Code of Principles for Fact-Checkers (Poynter, 2019). According to 
Pavleska et al. (2018), as of 2018, there are 137 fact-checking services operating in the world.

İt is possible to separate fact-checking services into three categories in terms of their characteristics. 
The first of these are platforms that deal with political and public statements and generally focus on 
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politicians. Next are the platforms that deal with the gossip, deceptions, urban legends and made-up 
news that circulate online. Last are the fact-checking services that focus on only certain daily events, 
i.e. the Ukrainian conflict (Brandtzaeg & Følstad, 2017). When assessed in terms of organization, these 
platforms can generally be divided into two. The first of these is in the minority and works as a part of 
corporate media organizations. For example, mainstream media establishments like the BBC, Der Spiegel, 
and Le Monde have managed to keep up with this trend through the fact-checking services they provide. 
However, these endeavors are limited to the economic ownership of the media and to the editorial prefer-
ences that that ownership may shape or influence. The second and more common practice is the model 
that is established as an NGO and that is run by independent researchers, journalists, and volunteers. 
Because this model is non-profit, editorial preferences are more independent and objective (Graves & 
Cherubini, 2016). Despite all these differences in terms of character and organization, fact-checking 
services resemble each other in terms of the results they achieve, sharing their financial resources with 
the public and defining themselves as a part of a wider international “news trustworthiness” movement.

Whether the people that work at the fact-checking services consider themselves journalists or not, they 
use some data journalism practices. Data journalism, according to Stray’s (2011) definition, is: “obtain-
ing, reporting on, curating and publishing data in the public interest.” Today, bits of information about 
any news story flow in online and offline environments from various sources, and are either highlighted 
by users, or disregarded by them. By intervening in this data flow in the digital environment, the value 
of data journalism, which means conveying data to the reader by obtaining, curating and visualizing 
it, increases day by day. Thus, in the process of preparing news files and also in the presentation of the 
news, various digital devices (infographics, network maps, etc.) are used.

Data journalism, instead of attempting to report on breaking news first (a reflex of traditional journal-
ism), attempts to show the true face of things and to show what the news story means in a deeper context; 
these forms of journalism have started to rise to greater prominence (Gray et al., 2012). In this respect, 
instead of opinion and prediction, a journalistic style that favors verifiable data has gained prominence. 
According to Coddington (2014), data journalism and computer-supported journalism are gradually 
beginning to work in tandem with investigative journalism. For example, in The Guardian’s project in 
2009-2010, the newspaper shared a 460 000-page report on the UK’s expenses and asked its readers to 
highlight suspicious points in it. At the end of the project, reports based on the research and data regard-
ing the results were published. As a result, Parliament had to reconsider some of its operations. Thus, the 
foundations of data journalism, which are the practices of using data for the benefit of society, to curate, 
verify, analyze and synthesize the wash of data, were applied (Gray, Bounegru, & Chambers, 2012).

FINDINGS

Teyit.org: Combating the Fake News Ecosystem 
in a Politically Polarized Environment

Teyit.org is a non-profit fact-checking platform based in Turkey and established on October 26th, 2016. 
Its mission is described on its website as: “Our main aims are to prevent false information from spread-
ing online, help media consumers develop their media literacy skills, and develop methods to promote 
critical thinking.” Due to the platform’s transparency principle, all of its financial resources, contributors 
and NGOs, companies, and other collaborators can be found in detail in its online documents.
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As a part of its transparency principle, the methodology that the platform uses for fact-checking is 
available on its website. This methodology is as follows: 1) Scanning: The daily scanning of social media 
news via digital devices and software. The fake news, urban legends and the news seen as suspicious 
by readers that are in the headlines. 2) Choosing: The choosing of news according to the principles 
of Virality, Importance, and Urgency. 3) Investigation: Investigating the validity of news by using the 
fundamental journalism methods and digital tools in the “Verification Handbook” (Silverman, 2013). 
4) Results and Analysis: Publishing the results of the investigation based on data over the website and 
Twitter account. İt is stated that during all fact-checking processes, Teyit.org adheres to the principles of 
objectivity, openness, correction and economic transparency. Furthermore, after the fact-check file has 
been published, the effect is monitored to check whether the person, social media account or newspaper 
has deleted the fake news.

The platform is made up of an 11-person team that consists of a founder, an editor, writers, a project 
assistant, and those responsible for video and graphics. By scanning newspapers, news broadcasts on 
TV, social media accounts that consistently spread fake news, and suspicious news sent in by users, 
the writers prepare content. According to platform reports, between October 1st, 2017 and December 
31st, 2018, 11 518 user alerts were received. During scanning, priority is given to mainstream media’s 
news, which is characterized by higher ideological segregation. Apart from this, Teyit.org is Facebook’s 
third-party fact-checking platform, and, through the system that has been set-up, all news that is viral 
on Facebook lands on the laps of the writers. The alerts sent in by social media users are checked by the 
software Dubito, which they developed themselves, and are turned into cases that require confirmation 
from interaction editors. Apart from the collaboration between the editor and the writers in creating 
content, a network dealing with finding funds, determining long-term strategies, and designing the videos 
and graphics is also present.

During the fact-checking process, it is necessary to have accessible open sources of data; the analysis 
of this data via the use of digital tools starts the process. A Teyit.org writer (personal communication, 
June 4, 2019) indicates this by stating: “The way we reach information is not too different from the 
way normal citizens do.” The only difference is that fact-checking processes are not carried out solely 
based on individual declarations; instead, the evidence is obtained, and the platform expects at least two 
other people to confirm the statement/declaration. As a result, the process can take a long time. Just as 
there is news that can be checked within 1 hour, there are claims that take 1 month to investigate. The 
participation of users in content creation is not limited to alerts and declarations; in certain cases, us-
ers support the investigative journalism process. For example, during “Feminist Night Walk” that took 
place in Istanbul on March 8th, 2019, a claim that the azan (Islamic call to prayer) was being protested 
caused Teyit.org staff to ask their followers to join the investigative journalism process by sharing the 
images they had. The findings obtained following the investigation process that occurred through us-
ers’ reciprocal correspondence were published using data analysis and visualization techniques. Thus, 
investigative journalism and data journalism practices were used at the same time.

As of 2019, a total of 881 suspicious news stories have been fact-checked by the platform and 104 
of them flagged as “true”, 697 as “false”, 66 as “complicated,” and 14 as “uncertain”. Looking at these 
statistics, it is possible to say that the platform primarily aims to expose the fake news that circulates 
on social media. Among this fake news, political propaganda, political statements, twisted data, gossip, 
and urban legends may be found. As seen in Table 1, national security and issues in Turkey’s political 
agenda come to the forefront as the platform’s major areas of focus. The news, images and videos about 
the statements and actions of politicians, political propaganda news that stirs up society, and deceptive 
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information about national security fall within this category. When we consider that political polarization 
in Turkey is usually revealed in internal political affairs, it seems reasonable that a large portion of the 
fact-checking is allocated to this area. The editor of Teyit.org (personal communication, June 6, 2019) 
draws attention to this by stating: “In an environment where there is intense polarization especially on 
political issues, fake news increases. We pursue genuine information independently.”

During general elections, local elections and referendums, polarizing and manipulative content on 
social media that requires confirmation increases. Teyit.org editor Gülin Çavuş says this on the matter:

“A large part of society has no idea what the “others” are following. Content that has been shared 
hundreds of thousands of times in one social media echo chamber does not even reach another echo 
chamber. The point where we can sense the polarization the most is here... The relationship between 
polarization and fake news is being seriously discussed in journalism schools, media institutions and a 
few news centers just as the effects filter bubbles (echo chambers) in spreading fake news is. In Turkey, 
we benefit from the data of these investigations. We work on subjects like fake news, media literacy, 
trust in the media, and news consumption habits and soon will contribute more to the increase of Turkish 
sources in these areas” (NewsLabTurkey, November 22, 2018).

A Teyit.org writer’s (personal communication, June 4, 2019) opinions on this matter are of a similar 
nature:

“During times of crises and regarding something in the news, especially via social media, people 
are able to make viral anything that feeds their political bias. For example, during elections, we receive 
many user alerts. If we take a look at the number of analyses on the site before the elections, it’s very 
few. However, following the elections they increased... Every side is trying to share things that confirm 
what they themselves believe in.”

Apart from internal affairs, news about international politics and economic and social developments 
is monitored by Teyit.org. In this respect, an analysis of Donald Trump’s statements before and after 
the 2016 US Presidential elections comes to the forefront. Apart from this, various international news is 

Table 1. Distribution of the Teyit.org fact-checking Analyses According to Their Subject (2016-2019).

Subject Number of Analyses

Internal Politics and Security Issues 210

International Politics 92

Health Issues 39

Popular Culture 36

Economy 30

Crime News 25

Science and Technology 23

Environment 16

History 16

Immigration 14

Sports 10

Education 9

Culture and Art 6
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evaluated (New Zealand mosque attack, the social movements in Venezuela, etc.). As can be seen, the 
platform does not confine itself to national matters in terms of fact-checking, but adds global issues to 
its agenda with the intention of being part of a bigger international fact-checking network.

Apart from political news, the editor and the writers prioritize fake news that has spread on social 
media about migrants and public health issues.

“If on social media a person continually comes across disinformation about migrants, that person goes 
and votes for the party against migrants. These are contents that can risk the lives of some people, a group 
and especially groups handicapped socially” (Teyit.org writer, personal communication, June 4, 2019).

“Syrian refugees in Turkey, refusal of vaccines and matters regarding public health... We prioritize 
information that affects people’s rights and freedoms or that threatens their lives or property. A file may 
not be viral, it may not be shared a lot, however, it could be very important, it may be about a person’s life 
or it may contain news that could stir up society and cause tension between factions in society. Though 
it is not viral, it is in our area of interest” (Teyit.org editor, personal communication, June 6, 2019).

As can be seen, priority is given to “protect” the groups who are a minority and who are known as 
“the vulnerable subjects of fake news.” Beyond this, fact-checking is also conducted on various subjects 
such as the environment, science and technology, pop culture, legal cases, culture and art, economics, 
sports, education and history. The other area of interest of the platform are: to raise awareness, especially 
in environmental matters; to be one step ahead of the fake news about scientific matters, which prepared 
the path leading to today’s post-truth environment, according to Kakutani (2018); and to prevent the 
twisting of historic events for political purposes.

The founder of the platform, Mehmet Atakan Foça, has called for collaboration with other fact-checking 
platforms, various alternative media channels, academicians, students, and all media users in general by 
saying that they are “trying to create an ecosystem that combats the disinformation / fake news spread 
in Turkey” (Foça, 2019). In conjunction with “[creating] an ecosystem to combat fake news,” a sticker 
packet has been created for people to use in their Whatsapp groups. Through various stickers like “this 
information is false”, “what’s your source?”, and “did you confirm it?” Users are also encouraged to act 
against false information that can spread in closed groups (Teyit.org, May 24, 2019). One of the portals 
of this endeavor is #Teyitpedia. In this portal, ways to recognize fake news, fact-checking tools, news 
from the fact-checking world, and reports and studies about fake news are provided. Through all their 
efforts, the platform is trying to change the perception of fact-checking as the duty of a few voluntary 
platforms and NGOs, and, instead, to make fact-checking practices common throughout Turkish society. 
The Teyit.org editor (personal communication, June 6, 2019), who believes they have achieved this to a 
certain degree, states: “Sometimes users research like we do and shed light on the matter before we do.”

Similarly, in order to “create an ecosystem based on truth and accurate news”, efforts in digital me-
dia literacy in offline environments are ongoing. Thus, various panels, sessions and school/university 
visits are organized, and digital media literacy training is given to both students and citizens and also to 
various institutions and journalism unions. Fact-checking practices are also published on YouTube and 
Instagram where imagery is at the forefront.

“Doğruluk Payı” (Share of Truth): Political Fact-
Checking and Data Journalism Practices

Doğruluk Payı, Turkey’s first fact-checking service, was founded in June 2014 by “Ortak Gelecek İçin 
Diyalog Derneği” (The Dialogue Association for a Common Future, now known as “İzlemedeyiz” - “We 
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are on Watch”). DP is a member of the International Fact-Checking Network and its founder Baybars 
Örsek is a director of IFCN. DP has a 10 person team that is comprised of a director and editors. The 
platform’s main purpose is to scan all the statements, speeches, promises and claims of politicians, 
whether they are part of the ruling party or opposition party, and to check their validity through the aid 
of open sources. While choosing these claims and statements, they make sure the cases can be confirmed 
or denied and that they are relatively disputable and important. During the fact-checking stage, they 
check that the claims correspond to data in sources open to the public, and they check the quality of 
the confirmation sources as well as the context and purpose of the claim. Their main aim, however, is 
to help “citizens with access to better information and to help voters make a choice by benefitting from 
accurate information” (DP editor, personal communication, June 11, 2019). Furthermore, DP aims to 
“affect politicians with fact-checking contents and to make sure that from now on they reflect the truth 
clearly to citizens” (DP editor, personal communication, June 11, 2019).

DP adheres to 5 fundamental principles in their fact-checking process. These are: “impartiality and 
equality”; “the transparency of sources”; “the transparency of the financial and organizational structure”; 
“the transparency of the management”; and “the analyses being fact-checked openly and reliably” (Dogru-
lukpayi, 2019). News cases prepared about the claim of political figures are categorized by platform 
moderators according to their subjects and shared with readers afterward. These subject headings are: 
“Industry, Trade and Finance” (111); “Defense and Security” (26); “Economy” (100); “Social Politics” 
(119); “Public Works, Construction and Urbanization” (54); “Technology” (28); “General Politics” (98); 
“Domestic Politics” (66); “Environment” (37); “Agriculture, Forestry and Rural Affairs” (77); “Health” 
(49); and “Others” (30). Of these headings, “Economy” and areas in which pre-election promises are 
monitored via government actions were highlighted on the main page.

In order to remain impartial in a polarized environment, DP assesses both the ruling party’s and the 
opposition party’s statements. As a result of this, citizens and politicians from different political back-
grounds follow the platform (DP editor, personal communication, June 11, 2019). The “Hükümetre” 
(Government Monitor) application, however, aims to track what percentage of pre-election promises the 
ruling party has realized. This application connotes, as a fourth power, the media’s mission to regulate 
the government on behalf of citizens.

Apart from checking the statements and claims of politicians, DP has other operations in terms of 
increasing digital literacy. The employees of the platform visit different parts of Turkey and provide free 
digital literacy training to both university students and adults. In these training sessions, the history of 
fact-checking services in Turkey and the world, the way they work, and their aims are explained. Fur-
thermore, basic information about combating fake news and checking facts via data/tools in the digital 
environment is provided to citizens.

Apart from this, bulletins which bring together open source data on the political agenda, developments 
in the economy, migrants in Turkey, and issues that concern public health are published. The news cases 
and bulletins that are prepared are also shared via Twitter, Facebook, and YouTube in order to reach 
a wider audience. During the sharing of the analyses, in order to increase audiences’ comprehension, 
maintain the readers’ attention, and increase the capacity of impact, data visualization techniques (info-
graphics, tables, short documentaries, videos, etc.) are used. One reason for this is the fact that users do 
not always want/have the time to read long reports and information on the websites of institutions. DP 
editor (personal communication, June 11, 2019) explains this case as:



282

Combating Fake News Online
 

In today’s world, visual culture is more prominent than reading. Therefore, whether it be Turkey’s 
economic data or the pre-election, we explain what is occurring by visualizing it. Because YouTube is 
popular at the moment, we especially share via this channel.

As can be understood, DP’s employees are also well-informed on subjects such as data analysis and 
data visualization and continue to develop their capabilities in this area.

In particular, videos are used to raise public awareness towards certain social issues such as the 
gender-related killing of women, violence, sexual harassment, problems faced by migrants, unemploy-
ment, and digital surveillance. By creating digital content about these issues, DP aims to convey accurate 
information to the public about these societal problems; to prevent information pollution; and to raise 
public awareness of these issues. Also, statistics obtained from reliable institutions and expert opinions 
are being used in those DP videos and mini-documentaries about social problems. Another feature that 
DP offers its users is quizzes on various topics. The following are some examples of these quizzes: “Do 
you think this information is true or false?”, “Do you know the recent changes in the education system?” 
and “How much do you know about fact-checking methods?” Based on interaction, these quizzes help 
users to test their knowledge level on certain topics and to correct their false information.

Social media channels are also used to track user feedback regarding news cases and bulletins. In this 
respect, both citizens and political figures give feedback. Citizens are eager to send political statements 
whose truth they question to DP via social media and, from time to time, DP put these subjects onto its 
agenda. This gives DP the opportunity to analyze some political statements that it may have overlooked 
while also creating interaction between the user and the platform. Furthermore, a number of politicians 
from both the ruling and the opposition party can share the analyses published by the platform on their 
own social media accounts (DP editor, personal communication, June 11, 2019).

The Limits of Fact-checking Services

In the post-truth environment where truth is no longer at the forefront, there are a few difficulties, 
obstacles and limitations that services face when trying to provide accurate information to users. One 
particularly significant limitation is the challenge of accessing government-based data. Public institu-
tions, companies, or figures are not always transparent or willing to share information, which can limit 
fact-checking services’ area of influence. The fact that some sources are not open is an important prob-
lem for these platforms, whose operations are mostly based on the scanning, filtering and analyzing of 
data in open sources. This difficulty was expressed by Teyit.org editor (personal communication, June 
6, 2019), as follows:

There is a limitation in accessing information. The simplest example is Wikipedia not being accessible 
from Turkey. Of course we do not obtain information from there, however, this is the clearest example 
of the difficulty in accessing information in Turkey. In an environment like this, we find information on 
the background and try to provide people with accurate information. There is the problem of people 
and the government not being transparent. It is difficult to obtain information from government sources 
and government-based people.

Apart from institutions and establishments, the fact that from time to time media channels and journal-
ists also do not warm to collaboration is another problem for fact-checking services. In this respect, it is 
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possible to list the difficulties as: journalists not always being willing to follow the fact-checking process 
so that they can be faster than others in publishing news; the fact that even alternative media circles are 
involved in political polarization; and the fact that journalists, too, may be unwilling to listen to different 
opinions. When we consider that Teyit.org is trying to create an ecosystem in the media to combat fake 
news and is trying to provide education, a lack of adequate collaboration or support from mainstream or 
alternative media channels has been called a long-term problem for fact-checking practitioners.

Another difficulty expressed by fact-checking practitioners is managing the expectations of users in 
an environment where headlines change quickly and where political polarization is intense. Different 
users or groups seeking the latest news that supports their own opinion do not want to wait for the pro-
cesses of fact-checking services, as those can take days. There also cases that cannot be finalized because 
of insufficient data. In such cases, the “silence” of the platforms during the research process may be 
criticized by users. Replying to the latest news quickly and shedding light on the truth without making a 
mistake are big challenges that fact-checkers face. The Teyit.org editor (personal communication, June 
6, 2019), who stated, “People can get angry with us if they want, we do not publish an analysis without 
gathering all the facts”, underlines the importance of seeking truth instead of quick responses. However, 
the fake news, manipulations, and rumors that circulate on social media should be exposed as quickly 
as possible in order to allow public opinion to be formed properly.

This situation takes us to the economic issues that voluntary endeavors and alternative media chan-
nels like fact-checking services experience. The difficulties in ensuring income for continuity that 
non-commercial alternative media face (Fuchs, 2010, pp. 179) are also, to some extent, a challenge for 
fact-checking services. These platforms that do not possess capital, do not accept sponsors or advertise-
ments, and that strive to be economically transparent are trying to produce alternative income models. EU 
funds, the aid of NGOs, and individual and corporate benefactors stand out in this respect. In the Teyit.
org and DP examples, users also contribute to the financing process as well as the research process. The 
individual donations of users are also used to pay for the main expenses (office, legal fees, accounting), 
to maintain the work environment, and to expand the fact-checking staff.

Lastly, monitoring the impact of fact-checking releases emerges as a key issue. Teyit.org tries to 
monitor the social impact of the analyses it publishes and checks whether the person who made the 
claim deletes what they have shared after the fake news is exposed. However, one of the limitations of 
these platforms is that the impact of the fact-checking releases about fake news shared on many different 
accounts on social media is restricted.

Regarding the respond we receive from the users and media ecosystem... Fake news spreads quickly but 
the fact-checking file we conduct reaches fewer people and receives less interaction. We think that we 
share something about a very important topic, we spend a lot of time on it; let’s say a topic about public 
health. Not being able to completely see the impact of our work is a limitation. At times it can be a tiring 
process for us” (Teyit.org writer, personal communication, June 4, 2019).

In order to combat the aforementioned limitations, besides websites, fact-checking services take 
advantage of many different social media channels (e.g., Twitter, Facebook, Instagram, YouTube) at the 
same time, thus trying to spread their messages to as many people as possible. The fact that search engine 
Google has started to prioritize Teyit.org’s analyses (Foça, 2017) is an important step in this respect.
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FUTURE RESEARCH AND DIRECTIONS

In future research, by carrying out surveys and in-depth interviews with people who use fact-checking 
services, it would be possible to measure the social effects of these endeavors. Reception studies could 
be beneficial in terms of understanding the limitations of these platforms and in improving the process 
of combating fake news. Furthermore, a comparison between fact-checking services in other countries 
is also a possibility; such studies could explore the effect of cultural and political differences on fact-
checking processes.

DISCUSSION AND CONCLUSION

Firstly, it has been seen that in an environment where political polarization is intense, fact-checking 
services prioritize remaining impartial and protecting their economic transparency. DP and Teyit.org 
both give priority to subjects about internal politics and these platforms increase their operations during 
election periods. Furthermore, it has been observed that they give priority to subjects that involve mi-
grants and public health issues. Comparing the two platforms, it can be said that the DP mostly focuses 
on the accuracy of politicians’ statements, while Teyit.org practices fact-checking for all kinds of suspi-
cious news/information circulating on both traditional and social media. Apart from this, it has been 
found that fact-checking services use both data journalism and investigative journalism before, during, 
and after their fact-checking practice. Before fact-checking, various software is used to determine the 
subjects that stand out in the latest news and that draw public attention. During fact-checking, however, 
the data in open sources is scanned, filtered and analyzed. The results gained from this, in conjunction 
with data journalism principles, are shared to the benefit of society and made public/visible. During the 
period following the analysis, data visualization techniques are applied and the impact is monitored.

Furthermore, it has been found that the monitoring of fake news and political statements that fact-
checking services carry-out over open sources is only one part of their aims and strategies. These plat-
forms view the politically polarized environment as a problem and, in the name of solving this problem, 
they aim to deliver “truth” to all parts of society. Thus, they aim for public opinion to be formed with 
accurate information and for the false statements of political figures to be exposed. In essence, these 
platforms aim for citizens and journalists to be skeptical towards the information they access on social 
media and to become digital media readers and writers that are equipped to verify information. In this 
respect, media literacy and data journalism training are given to journalists, students and other users; 
informative bulletins are prepared; and digital tools that can be used during the fact-checking process 
are introduced.

McIntyre (2018) states that since the 90s, fact-based journalism has been sacrificed for journalism 
based on opinion and emotion. In the post-truth era, where fake news and rumors have come to be seen 
as of equal significance to the truth, revealing facts relentlessly and supporting critical thinking and 
investigative journalism has become a prerequisite for combating this environment. In the study that 
Redlawsk, Civettini & Emmerson (2010) carried out on the behaviors of partisan voters, it was stated 
that even people who have a tendency to believe in false information that fits with their political opinion 
have their limits, and that when these people are constantly exposed to correctional information, their 
opinions can change. In other words, it can be expected that these platform’s long-term research and 
information sharing in the name of truth can have an effect in forming a healthy public opinion. It can 
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be observed that the fact-checking services Teyit.org and DP in Turkey focus on fact-based journalism 
and that they constantly try to reveal the “truth” through the analyses they prepare to combat fake news. 
New communication technologies and digital tools can be used to spread lies, but they can also be used 
to spread truth (McIntyre, 2018).

According to Berghel (2017), fact-checking services are important for the public’s benefit. However, 
the effects of these services can be limited in terms of reaching society as a whole. As Teyit.org’s writer 
stated (personal communication, June 4, 2019), their main aim is to increase media literacy for both 
journalists and social media users and to teach them to be skeptical towards any information on social 
media and to show them which tools they need to check this information. Therefore, in online and offline 
environments, the establishment of continual interaction with users is essential. Users are included in the 
fact-checking and the research processes and the feedback and alerts received from them are assessed. 
In order to reach more people and increase interaction, many different social media platforms are used. 
The idea of “establishing a fact-checking school” in the future is in conjunction with the ultimate goal 
of spreading fact-checking practices throughout society and creating an ecosystem to combat fake news. 
However, traditional journalists do not want to or are not ready to join this ecosystem; it is difficult to 
reach all members and levels of society; and fake news spreads faster than fact-checked analyses. These 
all stand out as important problems and limitations of fact-checking services.
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KEY TERMS AND DEFINITIONS

Data Journalism: A journalistic style which is based on obtaining, reporting on, curating, and pub-
lishing data in the public interest.

Digital Literacy: A set of competencies that allow people to function and participate fully in a digital 
environment.

Disinformation: False information intentionally spread in order to influence public opinion.
Echo Chamber: A social setting where individuals experience only similar opinions to their own, 

and where opposing or alternative opinions are ignored.
Fact-Checking: A process of investigating an issue or a news article in order to verify the facts.
Fact-Checking Service: An organization or group of volunteers come together with the intention of 

verifying/checking facts and sharing them with the public.
Fake News: News pieces that are intentionally and verifiably false and could mislead audiences/readers.
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ABSTRACT

While fake and distorted information has been part of our history, new information and communication 
technologies tremendously increased its reach and proliferation speed. Indeed, in current days, fake news 
has become a global issue, prompting reactions from both researchers and legislators in an attempt to 
solve this problem. However, fake news and misinformation are part of the larger landscape of online 
deception. Specifically, the purpose of this chapter is to present an overview of online deception to better 
frame and understand the problem of fake news. In detail, this chapter offers a brief introduction to social 
networking sites, highlights the major factors that render individuals more susceptible to manipulation 
and deception, detail common manipulation and deception techniques and how they are actively used 
in online attacks as well as their common countermeasures. The chapter concludes with a discussion on 
the double role or artificial intelligence in countering as well as creating fake news.

INTRODUCTION

Tim Berners-Lee famously said: “I invented the Web. Here are three things we need to change to save it” 
(Berners-Lee, 2017). Specifically, the three things to be changed are, first, the loss of control over personal 
data, second, the ease of spreading misinformation on the Web, and third, online political advertising. 
In tandem, speaking at the Web Summit technology conference in Lisbon, Portugal, Berners-Lee listed 
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some of the current problems of the Web: fake news; privacy issues; collection and abuse of personal 
data; and the way people are profiled and then manipulated.

Fake or distorted news and information is not exactly anything new. It has been a part of media his-
tory long before the creation of the Web and social media. For example, in ancient Rome, Octavian (who 
became Augustus, the first Roman Emperor) conducted a propaganda campaign to smear the reputation 
of Antony, using slogans and fake news (Posetti & Matthews, 2018). However, the Web and social me-
dia allow for an unprecedentedly rapid dissemination of unsubstantiated and unconfirmed information, 
rumors, and conspiracy theories, that often produce rapid and widespread, but naive social responses, 
resulting in fake news stories spreading faster than true stories (Del Vicario et al., 2016). Analyzing 
a Twitter data set, the authors discovered that fake news was more likely to be retweeted and cascade 
down to between 1,000 and 100,000 Twitter users (Vosoughi, Roy, & Aral, 2018). To exacerbate the 
issue even further, the abundance of readily available personal data enables the micro-targeting of fake 
news to users that are most susceptible and receptive (EDPS, 2018).

Even though incorrect or misleading information may in some cases be unintentionally shared, false 
information is mainly deliberately and often craftily created and spread in order to affect public opinion 
or obscure the truth. Ultimately, whether it is for influencing people’s opinions or simply for financial 
gain (Kirby, 2016), false information is designed and crafted in order to deceive and manipulate users.

However, fake news and misinformation are part of the larger landscape of Online Deception. This 
chapter provides an overview of the landscape of online deception, since understanding the general con-
text will help provide a better understanding of the problem of fake news and how to address the issue.

In the larger context of online deception, the major factors to be considered are: the deceiver’s pur-
pose or aim; the context of the deception; the online media used; the deception technique; and the target 
or potential victim. Several aspects of deceivers must be considered: their technical skill, expectations 
and motivation. These issues have an impact on the difficulty level and possibility of success of the 
deception. Specifically, the purpose or aim, as well as the motivation of the deception can all impact 
the success and complexity of the deception. Moreover, these factors also affect the social media used to 
perform the deception, in addition to the methods used to deceive the target. The social media platform 
can likewise affect the success of the deception. For example, heightened security can decrease online 
deception by deterring or preventing attacks. However, it might also have the opposite effect by instill-
ing a false sense of security in the target users. Similarly, low security can increase online deception or 
perhaps do the opposite and decrease it by increasing the suspiciousness of potential targets.

Nowadays, numerous online deception techniques exist. However, the social media where the decep-
tion is performed; the characteristics of the targeted user (single or multiple targets, cognitive ability, 
background, etc.); and even the purpose or aim of the deception all affect the choice of the deception 
technique. Finally, the target or potential victim must be considered as well. Indeed, while social me-
dia platforms are expected to safeguard the user’s data and information, this task becomes much harder 
when human factors are considered. While the user’s ICT (Information and Communication Technology) 
literacy does help in detecting online deception (Tsikerdekis & Zeadally, 2014), other factors can play 
a role in the deception of the users, such as their cognitive biases.

Organisation of the Chapter

The chapter starts by introducing the Online Deception Ecosystem. Specifically, this section briefly intro-
duces social networking sites, since these platforms are a major scene of online deception. Moreover, this 
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section describes the personal data available online (that can be used by or against the attackers’ target) 
and defines the concept of privacy. The second section underscores the human side of online deception, 
emphasizing some of the major factors that make the potential victim more susceptible to manipula-
tion and deception. The third section defines and contrasts the concepts of influence, manipulation, 
and deception, highlighting common influence and deception techniques. The fourth section provides 
a technical overview of online deception. Specifically, the various types of online deception attacks, 
based on the aim or purpose of the attack, and the respective techniques used to conduct these attacks 
are detailed. Moreover, some current countermeasures, to detect/prevent these attacks, are highlighted. 
The chapter concludes with a discussion on the double role of Artificial Intelligence in countering as 
well as creating fake news and highlights the need for a socio-technical approach to Online Deception.

SOCIAL NETWORKING SITES, USER DATA AND PRIVACY

Today, Social Networking Sites (SNS) have become very versatile, providing users with a wide range 
of functionalities: from posting messages, photos and videos, to playing games online, shopping and 
finding a job. Indeed, they have radically changed the way people interact, and have become a predomi-
nant online service. Specifically, SNS such as Facebook and Google+ have become regular “meeting” 
places for people to socialize, stay in touch with family members and friends, reconnect with long lost 
acquaintances, or meet new people. In fact, today, more than two billion users use SNS, consuming 
social media as well as uploading and sharing hundreds of billions of data items (Such & Criado, 2018).

SNS services are usually classified based on social presence/media richness and self-representation/
self-disclosure (Kaplan & Haenlein, 2010). Social presence is influenced by the intimacy and imme-
diacy of the medium in which the communication occurs while media richness represents the amount 
of information that can be transmitted at a specific duration of time.

Another way to view SNS is based on their purpose, which could be grouped into the following 
major categories:

• Social networks (Facebook, Google+, RenRen, etc.)
• Business-focused social networks (LinkedIn, AngelList, BranchOut, etc.)
• Media sharing networks (Instagram, YouTube, Pinterest, etc.)
• Microblogging (Twitter, Tumblr, Weibo, etc.)
• Discussion forums (Reddit, Quora, Digg, etc.)
• Consumer review networks (Yelp, Zomato, TripAdvisor, etc.)

Due to the variety of SNS, the user’s information and data can vary greatly from one to another. This 
variety of SNS platforms and services, along with the broad popular appeal and extensive use of SNS, 
creates a wealth of information on users. User data can be separated into seven general groups (See 
Table 1 adapted from (Aïmeur, Hage, & Amri, 2018)). It is important to note that these categories are 
not exclusive, and that some information may transcend multiple categories.

A report by the Pew research center indicates that about 75% of the American public uses more than 
one SNS platform, and the typical American uses three of these sites (Smith, Anderson, & Caiazza, 
2018). Moreover, the report also indicates that younger adults tend to use a greater variety of social 
media platforms. However, the way information is organized and exchanged in social media helps reveal 
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Table 1. User Data in Social Networking Sites

Type Explanation Example

Personal Details Information that may identify, completely or 
partially, a specific individual

Full name 
Profile picture / Status 
Birth date / Age 
Place of birth 
Nationality 
Ethnicity 
Gender 
Religion 
Marital status 
Home address 
Personal email 
Etc.

Interests and preferences Detail what users like and are interested in

Favorite movies/books/music 
Sexual preferences 
Political affiliations/opinion 
Activities (recreational, social, etc.) 
Hobbies 
Affiliations (organisations, groups, etc.) 
Topics/subjects of interest 
Etc.

Social circle Would typically include the users’ contacts, “whom 
the user knows”

Family relations 
Friends and Contacts 
Partner(s) 
Followers / Following 
Etc.

Shared Content Consists of original content contributed by users, 
and/or re-shared content of other users

Wall posts 
Blog post 
Comments 
Opinions 
Likes / Ratings 
Sharing content 
Etc.

Locations Includes information about locations visited by 
users as well as geolocation data

Travels 
Trips 
Visited places 
Shared / Tagged Geolocation data 
Etc.

Qualifications Incorporates information that essentially forms an 
online résumé

Education (Schools/ Universities attended, 
degree, etc.) 
Professional experiences (current/previous 
employers, positions held, etc.) 
Training, certifications and skills 
Memberships in professional organisations 
Etc.

Life events Comprises the information relating to various events 
in the user’s life

Marriage / Divorce 
Pregnancy / Birth 
Retirement 
Death 
Relocating / Moving 
Graduation 
Birthday 
Etc.
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sensitive personal information (Aïmeur, Brassard, & Rioux, 2013). Actually, SNS actively encourages the 
collection and sharing of information by gradually increasing the variety and types of collected data, as 
well as by relying on more revelatory default visibility settings (Acquisti, Brandimarte, & Loewenstein, 
2015). Ultimately, one cannot deny that information technology has made it easier than ever to obtain 
a great deal of information about anyone, even about complete strangers. Yet, even in this information 
age, most of us would like to think that we can still preserve our privacy.

Privacy

Privacy is notoriously difficult to define, and can be interpreted differently by people (Finn, Wright, & 
Friedewald, 2013). In the case of information privacy, it is best defined in terms of restricted access/
limited control (Tavani & Moor, 2001). Restricted access indicates that the condition of privacy can exist 
only when individuals have the capacity to restrict their information from some people while sharing it 
with others. In addition, to ensure restricted access, individuals also need a minimum of limited control 
over their personal data. The restricted access/limited control theory indicates that an individual can-
not have any information privacy without restrictions on information dissemination about oneself and 
without some control (Spinello, 2011). However, as information technology continues to advance, the 
concept of privacy has progressed as well, to capture the complexity of privacy issues that these new 
technologies present. Specifically, Finn et al. (Finn et al., 2013) propose seven different types of privacy:

• Privacy of the person: comprises protections against physical intrusions, which also includes the 
right to keep body functions and characteristics (such as genetic codes and biometrics) private.

• Privacy of behavior and action: includes sensitive issues such as sexual preferences, political 
activities and religious practices, and involves activities in public space, as well as private space.

• Privacy of personal communication: aims to avoid the various forms of communications inter-
ception, including the use of wiretaps, bugs, pen registers, and access to e-mail and other forms 
of messaging.

• Privacy of data and image: means to ensure that individuals’ data is not automatically available 
to other individuals and organizations. This aspect of privacy is based on a social arrangement that 
addresses the balance of power between the state and the person.

• Privacy of thoughts and feelings: relates to the individuals’ right to think whatever they like, 
as well as their right not to share their thoughts or feelings or have them revealed. Such creative 
freedom benefits society but is under threat as a result of new and emerging technologies, which 
allow censorship, flaming, trolling and cyberbullying, among other things.

• Privacy of location and space: is concerned with the individuals’ right to move about without 
being identified, tracked or monitored. In addition to individuals’ right to solitude and privacy in 
private spaces, this also includes public and semi-public spaces such as the car or the office.

• Privacy of association: relates to the individuals’ right to freely associate with whomever they 
wish, without interference and monitoring. Society benefits from this type of privacy which can 
ensure that marginalized voices are heard.

In the general sense, one can consider privacy as a zone of inaccessibility that surrounds an individual, 
balancing on one side the rights of individuals to limit and control access to their information and on 
the other side the needs and responsibilities of society to gain access to that information (Quinn, 2014).
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SELF-DISCLOSURE AND THE PRIVACY PARADOX

Self-disclosure is the act of voluntarily sharing and disclosing personal information to others. Today, 
with the advent of SNS, an unprecedented level of self-disclosure activity is taking place. Indeed, these 
sites offer users several benefits, such as relationship building and self-presentation, pleasing others, 
convenience and enjoyment, and building trust and credibility among users (Osatuyi, Passerini, Ravarini, 
& Grandhi, 2018). Specifically, the act of using SNS grants people the pleasant and gratifying feelings 
of affiliation, belonging, and social support (Yu, Hu, & Cheng, 2015).

Alternatively, while users in general report a high concern for their privacy, they tend to demonstrate 
privacy-compromising behavior online. This contradiction between privacy attitudes and actual behavior 
is generally referred to as the privacy paradox (Acquisti, 2004). Specifically, despite the fact that Internet 
users claim that privacy is a high priority, they do not behave accordingly (Kokolakis, 2017).

Essentially, one would logically expect that users’ privacy concerns would restrict the voluntary dis-
closure of personal information. However, the reverse effect is observed where users tend to share private 
information in exchange for retail items and personalized services, or through their social networking 
activities (Barth & de Jong, 2017).

Various existing studies have attempted to understand this discrepancy between the users’ attitudes 
towards privacy and their actual behavior. While the users’ attitude toward manipulation does affect 
data disclosure (Aïmeur & Sahnoune, 2019), several other factors that make them more susceptible to 
manipulation and deception were identified, most of which revolve around one of the following: privacy 
calculus, social theory, cognitive biases, bounded rationality, and incomplete and asymmetric information.

Privacy Calculus

Privacy calculus theories stipulate that users perform calculations to evaluate the expected loss of privacy 
versus the potential gain of disclosure. The final decision of whether or not to disclose is determined by 
the outcome of the privacy trade-off (Xu, Luo, Carroll, & Rosson, 2011). Essentially, the main underlying 
assumption is that a rational process accounts for the privacy paradox: disclosure decisions are carefully 
considered by weighing the negative consequences against the gains of achieving the goal, trying to 
maximize benefits while minimizing the risks of information disclosure.

In the context of social interactions, rewards are mostly intangible and thus difficult to observe. As 
a result, the disclosing behavior of users often seems unreasonable and inconsistent with their privacy 
concerns. However, when one considers the intangible rewards involved, then the disclosing behavior of 
users becomes more understandable (Kokolakis, 2017). While it seems reasonable to use such a rational 
model of decision making to explain privacy and security decisions and whether to disclose or protect 
personal information, a number of other factors can affect the actual privacy and security choices of 
users (Acquisti et al., 2017).

Social Theory

Just as in the traditional face-to-face context, users of SNS engage in social interactions developing their 
relationships with others through voluntary self-disclosure, sharing intimate and personal information 
such as their current status, activities, photos and other media, locations, preferences, even their thoughts 
and feelings. In fact, the way social networking sites have been embedded into our daily social lives 
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creates strong motivations for self-disclosure, effectively forcing users to disclose information on them 
despite their privacy concerns, simply to keep up with their social circle and maintain their social lives 
(Blank, Bolsover, & Dubois, 2014).

Besides, in social networking sites, the rules of behavior are mostly implicit, and individuals gener-
ally foster their relationships and search for a feeling of belonging. In such social collectives, individuals 
are more willing to provide information and data about themselves as this is an implicit part of being a 
member of the community.

Cognitive Biases

Cognitive biases are systematic errors in judgments and behaviors (Acquisti et al., 2017). These biases 
do not necessarily entail “wrong” behavior, but rather, they refer to “deviations” from the rational be-
havior predicted by rational choice theory. The following are some of the cognitive biases that have been 
shown to affect online privacy decisions: optimism bias and overconfidence, framing effect, hyperbolic 
discounting and anchoring.

Optimism bias and overconfidence describes the tendency of individuals to confidently consider 
that they are, compared to others, less at risk of experiencing a negative event. Specifically, the optimism 
bias towards online privacy breaches negatively affects the adoption of protective behaviors, effectively 
hindering individuals from protecting themselves (Kokolakis, 2017). Moreover, individuals tend to exhibit 
overconfidence in their knowledge: a 2013 study by Brandimarte, Acquisti, & Loewenstein indicates 
that when given more control over the accessibility of their information, individuals tend to reveal and 
expose more information, hence increasing privacy risks.

Framing effect refers to how an individual’s decisions are influenced by the way their choices are 
framed through different wordings, settings, and situations. For instance, people tend to prefer option 
A (selected by 200 out of 600) rather than option B (rejected by 400 out of 600). Framing affects affect 
privacy decision making in a similar fashion when the alternatives to disclosing information are outlined 
in a positive and appealing setting.

Hyperbolic discounting is the tendency of people to favor smaller rewards, closer or sooner in 
time, at the expense of larger rewards which they would only receive further in the future. For example, 
Jentzsch, Preibusch, & Harasser (2012) conducted an experiment where individuals were offered movie 
tickets from two providers, one of which is privacy-friendly, requesting less personal information than 
the other provider. They first offered tickets at the same price, and unsurprisingly, the privacy-friendly 
provider had the larger market share. However, when the privacy-friendly provider requested a higher 
price, people preferred monetary savings (an immediate gain – closer in time) over privacy protection 
(a future gain – long-term benefit).

Anchoring involves information or points of reference individuals rely on when making decisions. 
For example, when individuals are faced with the decision to post some information on a social media 
service, they may be affected by what others post and set that as an anchor. Consequently, they may end 
up sharing that information irrespective of how they may initially feel about revealing personal informa-
tion, or of the consequences it may entail (Acquisti et al., 2017).
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Bounded Rationality

Bounded rationality refers to the notion that, when making decisions, the rationality of individuals is 
constrained by the available information, the cognitive limitations of their minds, and the amount of 
time they have to make the decision. Indeed, privacy contexts often require individuals to evaluate, in a 
restricted and short amount of time, the consequences of highly uncertain security and privacy events 
(that might or might not happen) in an often far future, with limited/incomplete information.

Such decisions may often require considerable cognitive effort and information. Consequently, in such 
cases, individuals will often rely on heuristics, or rules of thumb, which are shortcuts in decision making.

One example is the availability heuristic which refers to misestimating probabilities depending on 
the relevant points of comparison. Fundamentally, individuals may estimate the risk of disclosure by 
evaluating the probability of others disclosing personal information in the same or similar contexts. In 
fact, Buck, Horbel, Germelmann, & Eymann (2014) revealed that, when deciding on which mobile ap-
plication to download, individuals do not rely on the information provided by application vendors on the 
collection and use of personal data. They actually rely on information from their social group and the 
app store, effectively basing their decisions by evaluating the probability of others disclosing personal 
information in the same or similar contexts.

Incomplete and Asymmetric Information

Whereas “incomplete information” is self-explanatory and refers to situations where individuals lack 
information, the term “asymmetric information” refers to situations where one party has access to ad-
ditional and/or better information than other parties. In the latter situation, he/she who is better informed 
is often in an advantageous position. Such situations of asymmetric and/or incomplete information are 
typical in information security and privacy. Specifically, often individuals are unaware of what infor-
mation the data holder collects and the purposes and conditions of future use of that data. For instance, 
individuals who sign up for loyalty cards might not be aware that the information collected about their 
purchases can be used to build a customer profile, which is then sold or used in targeted advertisements. 
Another example of information asymmetry is the individuals’ lack of awareness and underrating of the 
actual monetary value of their personal data within the data-driven economy (Malgieri & Custers, 2018).

INFLUENCE, MANIPULATION AND DECEPTION

This section explains and contrasts the concepts of influence, manipulation and deception. The Cam-
bridge Dictionary defines influence as “to cause someone to change a behavior, belief, or opinion”. 
Bob Burg states that on a very basic level, influence can be defined as the ability to move a person to a 
desired action, usually within the context of a specific goal (Duncan, 2018). Influence is simply an effect 
exerted by the influencer on others, and in itself is neither positive nor negative. Rather, the outcome 
of the effect determines the type of influence. In that sense, it is somewhat similar to gravity (Duncan, 
2018). Gravity has an effect on us, and everything that surrounds us. The effect of gravity is good when 
it keeps us on the ground and prevents us from floating into space. However, the effect of gravity is bad 
when it causes mud slides or a bridge to collapse.
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With that in mind, the Cambridge Dictionary defines manipulation as “the action of influencing or 
controlling someone or something to your advantage.” Essentially, manipulation is influence with the 
intention of a positive outcome to the influencer, and a negative outcome to the influenced individual.

Alternatively, deception is defined by the Cambridge Dictionary as: “the act of hiding the truth, 
especially to get an advantage.” Essentially, both manipulation and deception share the fact that their 
goal is essentially to produce a positive outcome for the deceiver/manipulator at the expense of the 
victim. However, the main difference is in the means to achieve the goal. Basically, manipulation relies 
on influence whereas deception relies on lies and tricks. The following subsections introduce Cialdini’s 
Six Principles of Persuasion (well established influence techniques) and Dark Patterns (commonly used 
deception techniques).

The Six Principles of Persuasion

Dr. Robert Cialdini, in his prominent book “Influence: The Psychology of Persuasion” (Cialdini, 2007) 
defines six key principles of persuasion: Reciprocity, Scarcity, Authority, Commitment and Consistency, 
Liking and Social Proof/Consensus.

• Reciprocity: in essence, it is the fact that people typically give back to others, in the form of ser-
vice, gift, or behavior, what they have initially received. In other words, people are more likely to 
comply with a request if it comes from someone who has previously done something for them. If 
a colleague does you a favor first, then you owe that colleague, and are more likely to say “yes” 
when that colleague comes asking for a favor.

• Scarcity: people tend to desire something based on its perceived scarcity. Effectively, when there 
is less of something, people will value and desire it more. This principle is regularly employed by 
resellers when they advertise their “Limited Time Offer” or “48 Hour Sale”.

• Authority: basically, people are more likely to comply with authority figures. For instance, doc-
tors display their medical diplomas and various certificates on the walls in their office or consult-
ing room as a testimony of their expertise (their authority) to better persuade their patients.

• Commitment and Consistency: essentially, this point states that people tend to be consistent 
and committed to the things they have previously said or done. Specifically, consistency is usu-
ally activated by first asking for small and simple initial commitments (that can be easily made), 
and then asking for other actions that are similar to the initial commitment. For example, asking 
people about their opinion on giving donations to a certain charity will increase their commitment 
to future requests for donations to that charity.

• Liking: basically, people are more inclined to comply with people they like. In general, people 
like others they can relate to and who are similar to them, those who are nice to them and pay them 
compliments, and those who are helpful and cooperate with them towards mutual goals.

• Social Proof/Consensus: primarily refers to the fact that people rely on social cues to determine 
how to feel or act in various situations. Essentially, it is our tendency to consider what many others 
are doing, especially many similar others, as the appropriate thing to do. For example, bartenders 
often drop a few bills in their tip jars at the beginning of the evening to suggest tips from prior 
customers, effectively stimulating tipping (where an empty tip jar would not) by giving the im-
pression that it is proper behavior.
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Dark Patterns

The term dark patterns is used to define instances of user interface design choices designed to coerce, 
steer, and/or deceive users into making decisions that are not in their best interests (Gray, Kou, Battles, 
Hoggatt, & Toombs, 2018; Mathur et al., 2019). Fundamentally, dark patterns are tactics used primarily 
in websites and applications to deceive users and trick them into doing things that they did not mean to, 
such as buying or signing up for something (Brignull, 2019).

The design tricks used in dark patterns could be summarized into the following (Mathur et al., 2019):

• Asymmetric: imposing unequal weights/importance to the available choices. For example, using 
a large and noticeable button to accept cookies while the opt-out option is smaller and less visible.

• Covert: the effect of the choice is hidden from users. For instance, the decoy effect, in which 
an additional choice (the decoy) is introduced to make other choices seem more appealing: the 
Medium sized popcorn (the decoy) is used to encourage people to buy the Large sized popcorn 
(getting more popcorn for a small increase in price).

• Deceptive: the use of misrepresentations, misleading statements, or even omissions to induce 
false beliefs. For instance, offering what appears to be limited-time discounts to users.

• Hides Information: hide, disguise or even delays some information, such as hidden costs or dis-
closing additional charges only at checkout.

• Restrictive: restricting the users’ choices to a set of unfavorable options. For instance, requiring 
users to sign up with an existing social media account (which allows gathering more information 
about them).

Several existing studies (e.g. Brignull, 2019; Gray et al., 2018; Mathur et al., 2019) attempt to list 
and even categorize the different types of dark patterns. The differences between these classifications 
are not major, and in some cases are only syntactic. The following table (adapted from (Mathur et al., 
2019)), provides an appropriate summary of the different types of dark patterns.

ONLINE DECEPTION: ATTACKS AND COUNTERMEASURES

The various manipulation and deception techniques mentioned in the previous section have been exac-
erbated by new technologies and the proliferation of social media. However, the attack vector employed 
by the deceiver is largely based on the target user and the goal of the deception.

Specifically, different online deception attack goals can be grouped into 3 general categories (Aïmeur 
et al., 2018). The first category is Harvesting Information. In this case, the attackers’ aim is to collect 
as much information as possible. Ultimately, the gathered information is used to create a profile of the 
target user (which is then used for another attack) or for financial fraud (such as stealing money from 
the victim’s financial institutions). The second category is Social Influence. In this case, the attacker’s 
intent is to influence and manipulate the victims. Ultimately, there are four goals for social influence: 
Promoting Business (unlawfully and deceitfully attract more followers and subscribers); Promoting Idea 
or Agenda (deceptively spread ideas and support usually biased agendas); Influencing User Opinion 
(mislead, distort or even censor the truth); and Increasing Popularity (fraudulently increase the popu-
larity or fame of an account or product), which can be the goal in itself, or can be done for the purpose 
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of conducting other attacks. The last category is Identity deception. In this case, the attacker wants to 
misappropriate and assume the target’s identity.

The following table, adapted from (Aimeur et al., 2018), highlights the common attack techniques 
for each of the general attack goal categories. 

The following subsections highlight these attacks along with their common countermeasures. However, 
it is important to note that since these attacks exploit the vulnerabilities of the human user, a common, 
important, and crucial defence is awareness and education. Nonetheless, when detailing the typical 
countermeasures in the following subsections, we omit user awareness to avoid repetition.

Table 2. Types of dark patterns

Type Description Asymmetric Covert Deceptive Hides 
Information Restrictive

Sneak into Basket Adding additional products to users’ shopping 
carts without their consent ○ ○ ◐ ● ○

Hidden Costs Revealing previously undisclosed charges to 
users right before they make a purchase ○ ○ ◐ ● ○

Hidden Subscription Charging users a recurring fee under the pretense 
of a one-time fee or a free trial ○ ○ ◐ ● ○

Countdown Timer Indicating to users that a deal or discount will 
expire using a counting-down timer ○ ◐ ◐ ○ ○

Limited-time Message
Indicating to users that a deal or sale will expire 
soon without specifying a deadline, thus creating 
uncertainty

○ ◐ ○ ● ○

Confirm shaming Using language and emotion (shame) to steer 
users away from making a certain choice ● ○ ○ ○ ○

Visual Interference Using style and visual presentation to steer users 
to or away from certain choices ◐ ● ◐ ○ ○

Trick Questions Using confusing language to steer users into 
making certain choices ● ● ○ ○ ○

Pressured Selling Pressuring the user to accept the more expensive 
variations of a product and related products ◐ ◐ ○ ○ ○

Activity Message Informing the user about activity on the website 
(e.g., purchases, views, visits) ○ ◐ ◐ ○ ○

Testimonials Testimonials on a product page whose origin is 
unclear ○ ○ ◐ ○ ○

Low-stock Message Indicating to users that limited quantities of a 
product are available, increasing its desirability ○ ◐ ◐ ◐ ○

High-demand Message
Indicating to users that a product is in high 
demand and likely to sell out soon, increasing its 
desirability

○ ◐ ○ ○ ○

Hard to Cancel Making it easy for the user to sign up for a 
service but hard to cancel it ○ ○ ○ ◐ ●

Forced Enrollment Coercing users to create accounts or share their 
information to complete their tasks ● ○ ○ ○ ●

(Mathur et al., 2019)
Legend: ● = always, ◐ = sometime, ○ = never
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Phishing Attack

In reference to fishing, where a fisherman deceives the fish with bait, the phisher (or the attacker) attempts 
to fish for potential victims. Essentially, phishing is an online deception approach that targets unsuspecting 
online users, tricking them into revealing sensitive information. The most common forms of phishing are 
emails and websites, and attacks often follow the same approach: plan; compose the email; attack; gather 
the data; and commit the fraud (Shankar & Shetty, 2019). As a first step, the attacker plans the approach, 
choosing the legitimate entity to masquerade as; selecting the victim’s profile; choosing which personal 
data has to be gathered, etc. Next comes the process of email composition, designed to deceive and lure 
the victim. Finally, the phisher sends the email they composed to the intended target, and, if successful, 
collects the gathered data that now can be used to commit the fraud. To succeed, phishing attacks rely 
heavily on deception, exploiting human psychology and interactions to appear trustworthy and deceive 
the victim (Ferreira & Teles, 2019). There are various forms of phishing attacks most notably: Spear 
Fishing, Whaling, Vishing and Pharming.

In contrast to phishing, which is somewhat indiscriminate and does not have a certain target victim 
(similar to fishing with a net), spear phishing is more targeted at a certain victim or community. Spe-
cifically, spear phishing is designed with a specific target audience in mind. For example, the attacker is 
targeting a certain organization, and crafts the spear phishing attack to appear as if it is originating form 
an actual authority within that organization (the HR or IT department for instance). Due to their speci-
ficity, spear phishing attacks are more dangerous, but they do require an additional amount of research 
by the attacker. Similarly, whaling is a form of spear phishing where the target is a “big fish,” such as 
high-profile individuals in private businesses, government agencies or other organizations. Whaling 
attacks are highly customized and personalized. The term vishing is derived from voice and phishing; 
it is essentially a phishing attack that is performed through the phone system. In vishing attacks, other 
than attempting to manipulate the victim, the attacker might also impersonate the victim to deceive a 
certain organization, such as the victim’s bank or phone service provider. Pharming is a term derived 
from phishing and farming. It refers to a type of phishing attack that is not based on targeting and profil-
ing. Pharming attacks are based on Domain Name System (DNS) poisoning. Specifically, the Internet’s 
naming system relies on DNS servers to convert website names, such as “www.google.com,” to the 
actual IP address which is used for communicating with computer services and devices. As such, using 
a DNS cache poisoning attack, a pharmer targets DNS servers and changes the IP address associated 
with the targeted website name. Effectively, the attacker redirects the traffic from a specific website to a 

Table 3. Online Deception Attack Goal and its Corresponding Common Techniques

Attack Goal Attack Techniques

Harvesting information • Phishing attack 
• Session hijacking attack

Social Influence

• Spamming 
• Misinformation attack 
• Social-bots attack 
• Sybil attack 
• Trolling attack

Identity Deception • Phishing attack 
• Sybil attack.
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fake website, successfully sending the users to the malicious website even when these victims type the 
correct website name in their browsers (Salahdine & Kaabouch, 2019).

Countermeasures

To detect and prevent phishing attacks, the existing literature identifies a set of various approaches and 
countermeasures. Machine Learning (ML) represents one of the most common approaches to anti-phishing 
tools (Aimeur et al., 2018; Rao & Pais, 2018; Salahdine & Kaabouch, 2019). ML is a subfield of Arti-
ficial Intelligence (AI) that aims to equip computer systems with the ability to automatically learn and 
improve their performance, with little or no human intervention. In the context of phishing detection, ML 
approaches essentially rely on the analysis of malicious URLs and pages, illegitimate emails, and other 
phishing material to extract characteristics, which are then used to build a model of the phishing attack. 
The learnt model allows distinguishing and classifying websites and emails as phishing or legitimate. 
ML based techniques mainly differ in their choice of ML algorithm, and the characteristics or features 
used to build the model. These features can be based on one or a combination of the following: URL, 
images, text, etc. (Abdelhamid, Thabtah, & Abdel-jaber, 2017; Moradpoor, Clavie, & Buchanan, 2017; 
Sahingoz, Buber, Demir, & Diri, 2019; P. Yang, Zhao, & Zeng, 2019).

On the other hand, list-based techniques are another approach for detecting and blocking phishing 
sites. These approaches are usually deployed as a toolbar embedded into the browser. They are mainly 
classified into whitelists and blacklists. Whitelists contain a list of legitimate URLs that the browser can 
access, whereas blacklists contain a list of illegitimate and malicious URLs that the browser should not 
access (Barraclough & Sexton, 2016).

Session Hijacking Attack

Session hijacking, also known as cookies hijacking, is a form of Web attack that works based on com-
puter sessions, mainly active sessions. Basically, a session is the exchange of information between two 
entities over a limited time frame. Some sessions involve a client and a server, while other sessions may 
involve two personal computers. Web or HTTP sessions are common types of client/server sessions. For 
instance, consider a user who wishes to access and use his account on a Social Networking Site (SNS). 
The user must first authenticate his identity with the SNS, usually by providing a password. However, 
once authenticated, the user can interact with the SNS for an amount of time (a session), without having 
to re-establish his identity, until the user quits the SNS or logs out. In general, the SNS (or other server) 
uses a session ID to remember the user throughout the session.

As such, the term session hijacking refers to the attacker’s ability to take over an active session and 
act as one of the participants (usually the user). Session hijacking involves an attacker capturing or 
determining session IDs to masquerade as the authorized user while that session is still in progress, ef-
fectively seizing control of the user’s Web application session (Hossain, Paul, Islam, & Atiquzzaman, 
2018). There are various methods to perform session hijacking attacks; the following three methods are 
the most common ones: session sidejacking, session fixation and cross-site scripting.

Session sidejacking attacks involve the use of packet sniffing tools, which allow the attacker to 
monitor and read network traffic. Since the session ID is exchanged between the user and the server, 
packet sniffing allows the attacker to hijack the victim’s session and impersonate them, especially when 
the communication is done on a clear unprotected channel.
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In a session fixation attack, the attacker attempts to fix or set the user’s session ID to a predetermined 
value known to him. In other words, instead of trying to guess or obtain the session ID, the attacker seeks 
to trick the user and the server into using a predetermined session ID known by the attacker.

Cross-site scripting attacks consist of the attacker compromising and determining the session ID by 
crafting malicious code/script that is run at the client-side, usually in the user’s browser.

The two major variations of cross-site scripting are: stored cross-site scripting (where the malicious 
scripts are injected and permanently stored on the application server) or reflected cross-site scripting 
(where the malicious script is delivered to the victim through an alternate channel).

Countermeasures

It is no surprise that there exists little research literature on session hijacking, in general, and its counter-
measures, in particular, since this is mainly a technical problem with known solutions. For example, by 
simply using encryption, to protect all the communication between the user and the server (using SSL 
or HTTPS), or simply to encrypt the session ID, one can thwart the packet sniffing approach, since the 
attacker will be unable to decrypt the encrypted information. Moreover, implementing proper session 
management, such as generating a new random session ID after login, and securely storing and invali-
dating them after logout, can block session fixation attacks. Finally, defensive programming techniques 
and proper input validation can impede cross-site scripting attacks by hindering the delivery of the 
malicious code/script to the victim’s browser. It is important to note that while the countermeasures are 
straightforward and known, broken authentication (which includes session management) and cross-site 
scripting are still quite prevalent and are ranked 2nd and 7th in the OWASP Top Ten Most Critical Web 
Application Security Risks (van der Stock, Glas, Smithline, & Gigler, 2017).

Spam Attack

Spam is simply defined as “unsolicited bulk email” (Quinn, 2014). The main attraction of spam is its low 
cost. Traditional flyers are more than 100 times more expensive than email advertisements; the cost of 
digital spam is so low that even if only one in 100,000 recipients of the spam actually buys the product or 
service, it is still profitable (Hansell, 2003). Spam can be sent through various channels: search engines, 
wikis, instant messengers, and, most importantly, emails.

While some spam messages contain simple advertisements, spammers often use embedded links and/
or attachments to infect the victim’s system and spread to other systems using contact lists or to deliver 
malware. In general, spam can be categorized as advertising spam or scam spam.

Advertising spam is one of the most widely used forms of spam. It consists of mass mailing for 
advertising purposes. In general, advertising spam contains financial credit, online gambling, falsified 
diplomas, cracked software, etc.

Scam spam generally contains various forms of proposals claiming to be able to enrich the victim 
quickly: work at home, small stock purchase advice, etc. Ultimately, the attacker is deceiving the victim 
to embezzle money.
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Countermeasures

Similarly to phishing attacks, the main approaches to counter spamming threats are based mainly on ML 
techniques (Benevenuto, Magno, Rodrigues, & Almeida, 2010; Dada et al., 2019; Faris et al., 2019). 
Indeed, since spam attacks can vary greatly and change often and quickly, ML tools are efficient in 
adapting quickly, automatically learning and identifying spam. Moreover, ML tools can adapt to varying 
conditions and can continuously generate new rules and adjust based on their learning capacity as they 
continue in their spam filtering operation (Dada et al., 2019; Faris et al., 2019). ML-based techniques 
mainly differ in the ML approach used and the characteristics or features used, which can draw on one 
or a combination of the following: the header of an email; the content (images and text); attachments; 
number of followers/following (in the case of social media), etc.

Additionally, various technical countermeasures exist to reduce spam. One such approach is to pre-
vent email harvesting (obtaining lists of email addresses) using techniques such as address munging, 
HTML and JavaScript obfuscation, and even the use of a CAPTCHA before revealing an email address. 
Another example is the use of email authentication, which makes it much harder for spammers to spoof 
email addresses.

Misinformation Attack

Misinformation refers to the willful distortion of the truth (Vosoughi et al., 2018) and represents fake 
news, false or misleading content, hoaxes, rumors, conspiracy theories, fabricated reports, propaganda, 
click-bait headlines, and even satire that are spread in order to deceive audiences.

Today, in addition to serving as a forum to share messages with friends, family, fans, or customers, 
social media is also used to support of freedom of speech, whether in political campaigns or coordinated 
protests. However, when they are used to spread misinformation, these platforms can play a negative role 
in shaping user’s behavior and impacting people’s beliefs and opinions (Zhou, Guan, Bhat, & Hsu, 2019). 
The online spread of misinformation represents a major public concern (Grinberg, Joseph, Friedland, 
Swire-Thompson, & Lazer, 2019). Indeed, today more and more people receive and share news online 
and, consequently, misinformation can reach large audiences, spreading rapidly from one individual to 
another (Roozenbeek & van der Linden, 2019). Specifically, with the massive digital transformation 
of recent years, true information as well as false misinformation that spread over social media such as 
Facebook and Twitter have become so pervasive and persuasive that they can damage societies and 
democratic processes (Del Vicario et al., 2016). To exacerbate the issue even further, the wide avail-
ability of online content facilitates the aggregation of people around common interests, worldviews, and 
narratives that can be used to better target false news, increasing their effectiveness and their spread.

Various factors in the emergence and persistence of misinformation can be examined across three 
levels of analysis (Scheufele & Krause, 2019):

• Individual level: this level refers to the inability and/or the lack of motivation of individuals to 
recognize misinformation as well as their affective state.

• Group level: this level refers to the fact that attitudes and beliefs are persistent within homog-
enous groups and that individuals within that group can influence each other.
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• Societal/Socio-structural level: this level relates to social issues (such as social capital, social 
inequalities, and political polarization) and how communication dynamics in online media play a 
key role in shaping public opinion

Countermeasures

Among the most commonly used approaches to detect and counter misinformation are heuristics, fact-
checking, statistics, and semantics-based techniques. Heuristics are rules that are designed in order to 
solve certain problems faster, often producing satisficing solutions. For instance, Pak & Zhou (2014) 
rely on rules from social theory pertaining to behavioral expectations and structural relations to deter-
mine a deceiver (trying to spread lies) from the truth-teller. Fact checking attempts to corroborate the 
information by relying on third-party services (such as Snopes.com and FactCheck.org) or on automated 
techniques (Gupta, Kumaraguru, Castillo, & Meier, 2014; Thorne & Vlachos, 2018). The statistics-based 
approaches rely mainly on collecting quantitative data (such as the number of shares, number of posts, 
update frequency, etc.) to perform statistical analysis in order to detect misinformation (Shao, Ciampa-
glia, Flammini, & Menczer, 2016). In addition, AI represents a crucial and efficient countermeasure for 
misinformation attacks as well (Seo, Xiong, & Lee, 2019; Torabi Asr & Taboada, 2019; Zhuk, Tretiakov, 
Gordeichuk, & Puchkovskaia, 2018). For example, Natural Language Processing (NLP) tools are em-
ployed in order to classify news text into fake and legitimate instances using methods as feature-based 
approaches (such as n-grams, subjectivity and polarity markers, lexical semantic classes and syntactic 
or discourse-level features) and Deep Learning models (where large-scale training data is available).

Social Bot Attack

In the general sense, a bot is a program designed and implemented to automate generally repetitive 
tasks. While their original purpose was to be helpful, today many bots are designed with malicious and 
disruptive intent such as influencing conversations and political debates, spreading misinformation, and 
stealing the personal data of users (Stella, Ferrara, & De Domenico, 2018).

Social bots mimic and imitate real user behavior on social media platforms, automatically producing 
content or interacting with other users. Essentially, they are social media accounts that are controlled 
entirely or in part by computer algorithms which attempt to pose as or imitate humans, generating auto-
mated content and interacting with human users (K.-C. Yang et al., 2019). Social bots have the potential 
to affect public opinion and choice, especially when they spread negative and inflammatory content 
(Stella et al., 2018; K.-C. Yang et al., 2019). Specifically, they rely on human vulnerabilities, such as the 
human tendency to pay attention to and believe what appears to be popular and to trust social contacts 
(Jun, Meng, & Johar, 2017).

Simple social bots are naïve and are easily detected, since they mainly post and simply re-share a 
specific type of content. However, more sophisticated bots aim to impersonate human users. These social 
bots can therefore create realistic profiles by collecting data from existing users, copying account infor-
mation and other material (such as profile pictures). Moreover, these bots use artificial intelligence (AI) 
and natural language processing (NLP) techniques to generate automated yet realistic content, effectively 
enabling them to post on specific topics as well as comment on posts and interact with human users.
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Countermeasures

Social bot detection approaches can be divided into approaches based on social network information 
and those based on machine learning (ML) approaches (Efthimion, Payne, & Proferes, 2018; Ferrara, 
2018; K.-C. Yang et al., 2019). In the first category, the detection strategies used often rely on examin-
ing the structure of the social graph, which represents the social relations between different entities. 
The underlying assumption is that accounts controlled by bots exhibit a different social behavior than 
legitimate users. Alternatively, strategies and approaches based on supervised ML algorithms mainly 
depend on the collection of datasets (labeled as either human or bot) for learning process. Specifically, 
ML techniques attempt to learn the signature of bot behavior (as opposed to human behavior), generally 
drawing on features such as account creation date, profile, geographical data as well as the content and 
sentiment of the posts.

Sybil Attack

Sybil attack refers to the “use of multiple forged identities, controlled by the attacker, in order to sub-
vert the reputation system, falsely increasing/decreasing the reputation of users” (Aimeur et al., 2018, 
p. 1268). Essentially, Sybils are fake identities (or user accounts) created in large numbers by the at-
tacker in order to attack and subvert a certain system (Al-Qurishi et al., 2017). In fact, most, if not all, 
social networks offer a lightweight process for users to create an account, often relying on a simple 
email confirmation to validate the user identity, which makes it very easy for any person to have mul-
tiple accounts. Additionally, there are other aspects of social networks that make them appealing for 
Sybil attacks (Al-Qurishi et al., 2017). For instance, users tend to trust their social connections and are 
likely to fall into a trap set by fake social connections. Moreover, attackers usually imitate the targeted 
users, building fake accounts that are similar to and consistent with the targeted profiles, thus tricking 
the SNS’s recommender system into effectively recommending these fake accounts to the victims. In a 
similar manner, SNS reputation systems are also vulnerable, and can be subverted by the attackers using 
fake ratings and reviews. As such, various factors stimulate Sybil attacks on social networks, which are 
usually motivated by the desire to deceive users, promote certain ideas of fake news or engage in other 
fraudulent activities (Asadian & Javadi, 2018).

Countermeasures

There exists in the literature a number of approaches to counter Sybil attacks. One such approach relies on 
the analysis of social graphs in order to identify tightly connected communities of Sybil nodes (Z. Yang 
et al., 2014). Other popular approaches include immediate comparison methods and baseline methods 
(Tsikerdekis, 2018). The first of these attempts to detect either duplicate accounts (very similar), or fake 
accounts by searching for any inconsistencies and mismatches in a certain profile, for example, by cross-
referencing with information from other sources (often other social networking sites). Baseline methods 
observe user behavior and evaluate how different and distant it is from the expected legitimate user 
behavior, which serves as a baseline. The underlying assumption in that approach is that any divergence 
from this baseline is an indication of identity deception. It is essential to note that ML algorithms can 
be used to determine the baseline and the threshold parameters used to classify an unknown behavior 
as deceptive or not (Gu, Khatoun, Begriche, & Serhrouchni, 2017).



307

Understanding the Landscape of Online Deception
 

Trolling Attack

While they agree on the presence and prevalence of trolling online, different researchers use different 
criteria to describe the same phenomenon (Cook, Schaafsma, & Antheunis, 2018). In this work, trolling 
is defined as

the deliberate act of posting provocative and confrontational messages online with the intent of provok-
ing and triggering quarrels and disputes, and ultimately upsetting people to distract and sow discord 
for a specific gain (Aimeur et al., 2018, p. 1268). 

Trolling refers to other behavior as well, including online abuse, cyberbullying, or antisocial online 
behavior that impacts users’ cyber psychology (March & Marrington, 2019; Synnott, Coulias, & Ioan-
nou, 2017). The literature has identified four primary characteristics of trolling: aggression, disruption, 
success, and deception.

The exponential growth of social media usage in recent years has led, in part, to an exponential in-
crease in reported incidences of trolling attacks (Synnott et al., 2017). In trolling attacks, the troll posts 
digressive, extraneous, or off-topic messages, usually within an online community (such as a newsgroup, 
forum, chat room, or blog) with the intent of provoking readers into displaying emotional responses and 
participating in unproductive and tangential discussion, whether for the troll’s amusement or for some 
specific gain. Indeed, trolling strategies have changed from provoking others for mutual enjoyment and 
entertainment to an abusive behavior that is not intended to be humorous (flame trolling) (March & 
Marrington, 2019).

It is important to note that the anonymity the Internet offers can cause users to behave differently online 
than they would in face-to-face encounters, violating social norms with a certain sense of impunity. For 
example, researchers (Cho & Acquisti, 2013) have found that a user’s tendency to troll others and to use 
offensive language decreased as the level of identifying information available about that user increased 
(such as the use of real name accounts in comparison to pseudonymous accounts).

Countermeasures

In existing SNS, there are already some measures and functionalities to address trolling manually, in-
cluding relying on moderators as well as flagging and reporting abusive content/users by community 
members. Additionally, artificial intelligence (AI) provides efficient countermeasures for trolling attacks 
as well (Fornacciari, Mordonini, Poggi, Sani, & Tomaiuolo, 2018; Galán-García, de la Puerta, Gómez, 
Santos, & Bringas, 2014; Sadeque et al., 2019). ML and NLP techniques can be used to analyze diverse 
features of trolls (in contrast to legitimate users), using writing style, sentiment, behaviors, social inter-
actions, linked media and publication time, in order to automatically detect and prevent trolling attacks.

DISCUSSION

One cannot conclude an overview of online deception without considering the double role of AI (Ar-
tificial Intelligence). It is clear from the previous section that AI, in general, and ML techniques, in 
particular, are the most frequently used techniques in the prevention and detection of online deception. 
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Indeed, AI techniques analyze the content of messages or posts and learn to detect malicious attacks. 
Essentially, these algorithms discover and deduce patterns in malicious content and then use these pat-
terns to counteract attacks by determining how likely it is that an incoming message is spam/phishing 
or from a legitimate source, or how well a post fits with its headline or with other existing media facts 
to detect fake news. However, since the AI algorithm is learning from existing data, it will incorporate 
into its learnt patterns any biases that might exist in that data. Specifically, while learning, the AI al-
gorithm will retain any patterns it finds in the data, exposing and even amplifying certain biases that 
might exist in that data. A highly publicized example is the AI recruiting tool used by Amazon, which 
was biased against women (Dastin, 2018). Moreover, researchers at MIT tested 3 AI based commercial 
gender classification algorithms and found that race and gender biased, where all 3 classifiers performed 
best for lighter individuals and males overall, while performing worst for darker females (Buolamwini 
& Gebru, 2018). Nonetheless, there exist in the literature attempts to detect and mitigate biases in the 
training data or within the learnt models (Amini, Soleimany, Schwarting, Bhatia, & Rus, 2019; Chen, 
Johansson, & Sontag, 2018).

Be that as it may, the most significant challenge to detecting online deception is AI itself. For instance, 
the OpenAI Research Institute set out to develop a general-purpose language algorithm, one that can 
be used for a variety of tasks such as translating text, answering questions, and generating summaries. 
However, they ended up with a bot that is capable of making highly plausible auto-generated fake news 
(Knight, 2019). Similarly, today AI is actively used to create high quality fake media content referred 
to as “deepfakes”. Essentially, deepfakes are images, video, or audio that are altered using AI to make 
it appear as if individuals are doing or saying something they never did or said. Realistic alterations 
to images and videos are not new: examples can be found in Hollywood movies incorporating clips of 
historical figures, such as “Forrest Gump,” where the filmmakers edited old footage of JFK to make it 
look like he met and exchanged a few words with the film’s protagonist. However, these movie scenes 
were created by skilled artists, and required time and money. With deepfake technology, it is computers, 
not humans, that do the hard work, and that technology is evolving very quickly. Indeed, while only a 
couple of years ago it took a lot of data to create a deepfake, today one can transfer the head position 
and rotation as well as facial expressions (including eye gaze and blinking) from a source actor to a 
portrait video of a target actor (Kim et al., 2018). Likewise, deepfake makers can now simply edit the 
text transcript of a video to synthesize a convincing new video of a person speaking (Fried et al., 2019) 
or even generate talking deepfakes from a single image (Nield, 2019). With these techniques becoming 
better, more accessible, and easier to use, it is no surprise that we are beginning to see successful and 
complicated attacks being conducted. Indeed, there are already reports of successful audio attacks on 
private companies, where the attackers, impersonating a CEO by simulating his voice with an audio 
deepfake, called the financial officer requesting an urgent money transfer (Grothaus, 2019). However, 
researchers are already actively working on detecting and preventing deepfakes (Agarwal et al., 2019; 
Guera & Delp, 2018).

CONCLUSION

It is undeniable that in this age of information, more people are connecting and spending time online. 
Indeed, the World Economic Forum reports that half of the world’s population is now online (Broom, 
2019). Users spend, on average, about 6.5 hours online each day (Hughes, 2019). While the global 
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reach of ICT (Information and Communication Technology) has benefits, it also provides deceivers and 
manipulators access to an unprecedented assortment of tools and broader access to potential victims. In 
order to help provide a better understanding of this complex issue, this chapter detailed the landscape 
of online deception, highlighting the various factors and actors involved as well as the most common 
attacks and their countermeasures, and provided a discussion on the double role of AI.

While technologically based approaches are efficient at detecting and preventing deception, it is 
clear that a purely technical solution to the problem of online deception is not sufficient. Specifically, 
the section Self-Disclosure and the Privacy Paradox addresses the various factors that cause users to 
be more susceptible to manipulation and deception, where the underlying assumption is that the users 
are rational beings, aiming to protect themselves from deception. However, there are existing studies 
that reveal such phenomena as deliberate ignorance, information avoidance, or biased interpretation 
of information, phenomena in which individuals deliberately choose not to know (Golman, Hagmann, 
& Loewenstein, 2017; Hertwig & Engel, 2016). Consequently, while technological countermeasures 
can reduce the spread on online deception, they cannot entirely address the issue alone, and, therefore, 
a socio-technical approach is more desirable and efficient.

One such approach is Tim Berners-Lee’s World Wide Web Foundation and its Contract for the 
Web (www.contractfortheweb.org). Essentially, the Contract aims at saving the Internet from itself by 
establishing rules and guidelines for ethical and transparent use of the Web. The effort brings together 
governments, companies, civil society, and Internet users with the objective of laying a roadmap to 
build a Web that is a public good for everyone. The Contract for the Web provides guiding principles 
(or tasks) for each of the 3 actors. While these principles are concerned with the Web in general, many 
do apply to the problem of Online Deception. In fact, the Contract for the Web calls for governments to 
have educational policies stipulating that 70% of the individuals (10 years and older) have ICT educa-
tion which will empower them to detect online deception (Tsikerdekis & Zeadally, 2014). Moreover, 
companies are expected to develop user interfaces that are effective (which can solve the dark patterns 
deception techniques) and to develop and adopt technologies that increase the users’ security. Even Web 
users have some responsibilities which would reduce online deception, such as respecting civil discourse 
and human dignity, taking steps to protect their privacy and security and those others, and helping to 
raise awareness and educate their peers.
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Artificial Intelligence: An umbrella term that encompasses many disciplines with the unified goal 
of building technologies that mimic human intelligence.

Deception: A deliberate and intentional act meant to mislead others into a state of false beliefs.
Deepfake: Very realistic and convincing fake media content that was produced or altered using 

artificial intelligence-enabled techniques.
Fake News: Fabricated stories, hoaxes, propaganda or inaccurate information that appear to be 

genuine, generally crafted and spread to deliberately misinform and deceive people.
Machine Learning: A subfield of Artificial Intelligence, it is the pursuit of providing computers with 

the ability to acquire knowledge through the analysis of data and other interactions, and to ultimately 
apply this knowledge to new settings.

Privacy Paradox: The contradiction between the users’ reported concerns for safeguarding their 
privacy, and their actual behavior which exposes and reveals their private and sensitive information.
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http://www.europarl.europa.eu/RegData/etudes/IDAN/2018/619008/IPOL_IDA(2018)619008_EN.pdf
http://www.europarl.europa.eu/RegData/etudes/IDAN/2018/619008/IPOL_IDA(2018)619008_EN.pdf




Conclusion



THE POST-TRUTH WORLD

Fakenewsisnotanewphenomenon,asithasbeenusedbyearlyRomanEmperors;inwarpropaganda;
andaspartofthecorporatedominationofmajorpublishingoutletsinthe1920s(Lazeretal,2018),
amongotherexamples.However,therapiditywithwhichitcannowbespreadisnewandowesmuch
torecenttechnologicaldevelopmentssuchastheInternetandsocialmedia.

We seem to be living in a society that prioritizes speed over accuracy, sharing over reading, commenting 
over understanding (Leetaru, 2019, p. 1)

Fakenewsisacomplexphenomenonthatrequiresacomprehensive,multi-facetedsolutionscomprised
ofeducation,laws,andtools(includingnewerartificiallyintelligentones).

Post-Truth Literacy and Education

Onecomponentofthissolutionistobetterequippeopletodetectfakenews.Criticalinformationskills
andliteracyarenowbeingtaughtinsomeprimaryandsecondaryschools;however,itisdifficulttoassess
whetherthistrainingiseffective(Lazeretal,2018).Althoughanumberoffact-checkingorganizations
andwebsitesexist,onemajorlimitationtheyhavetocontendwithmaybeinformationoverload.The
fact-checkingservicessimplycannotkeepup.AsLaybatsandTredinmick(2016,p.205)note:

Thirty-five years ago, the controversial theorist Baudrillard suggested that ‘we live in a world where there 
is more and more information, and less and less meaning (1994, p. 79) and speculated that ‘information 
is directly destructive of meaning and signification’ (1994, p. 79).

Traditionalfact-checkingmethods,suchasthoseusedbyjournalistsandpublishers,arenolonger
adequategiventhevastamountofcontentbeingproducedquicklyandbyalmostanyonewithaccessto
theInternetandtosocialmedia.

Inaddition,thereisaverychallengingconstraintthatiscognitiveinnature.Humansdonotappear
tobeverygoodatdetectingfalseinformation.
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Four decades of deception detection research has helped us to learn about how well humans are able 
to detect lies in text. The findings show that we are not good at it. In fact, just 4% better t than chance 
(Conroy et al, 2015, p. 1).

Anothermajorreasonwhywearesobadatdetectingfakenewsisthefactthatweliveinfilterbubbles:
weliketohearotherswhoagreewithusandfilteroutthosewhodonot(DiFranzoandGloria,2017).
Thereisalsoextensiveconfirmationbias,inwhichwetendtoprefertodigestinformationthatconfirms
whatwethinkwealreadyknow(Enfield,2007).Othercognitivefactorsincluderepetitiontheory,which
statesthatwetendtobelieveinsomethingifwehearaboutitmanytimes(Hasheretal,1977).Lazeret
al(2018)notethat,paradoxically,re-readingfalsecontentonafact-checkingsitemayservetorepeat
itandthereforeincreasethelikelihoodthatthereaderthinksitistrue.Finally,informationavoidance
isaformofinformationbehaviorthatisincreasingbecausewesimplycannotdealwithinformation
overload.Wethereforepurposefullyavoidconsumingsomecontent.Lenker(2016)notesthatpeople
tendtoengageinsomethingcalledmotivatedreasoning,whichhedefinesas:

a frequently unnoticed tendency to a) avoid or dismiss new information that challenges existing beliefs 
and 2) to readily accept new information that appears to conform to prior beliefs (p. 512). 

Motivatedreasoningthuscombinesconfirmationbiaswithinformationavoidance.
Inadditiontotheseindividualcognitivebiases,thereisalsoasocialdimensiontoconsiderthatfur-

thercontributestothischallenge.Giventhatpeopletendtoassociatewithlike-mindedpeopleonsocial
networks,thismeansthatpeopleareincreasinglygettingtheirnews(fakeorreal)fromahomogenous
community.Lazeretal(2018)notethatpeopleprefertoacquirenewinformationthatvalidatestheir
existingattitudes(selectionbias),andthattheyareinclinedtoacceptnewinformationthatpleasesthem
(desirabilitybias).Thisbehaviormakessensewhenwetakeintoaccountthesheernumberofdiffer-
entchannelsthatpushinformationtousconstantlyinrealtime.Peoplelackthetimetoread,letalone
verify,allthiscontent.Itismucheasiertorelyontheirsocialnetworks.Inparallel,personalization
algorithmsonsocialmediamakeuseofartificialintelligencetorecognizeusers’preferencepatterns.
Inthisway,theprobabilitythatuserswillreceivecontenttheywillreacttofavorablyorfindinteresting
isgreatlyincreased.The“formula”seemstobethatinformationoverloadplusinformationavoidance
minustimeequalsthepost-truthworld,wherecontentvalueismeasuredbyreach(thenumberoflikes)
ratherthanvalidity.

Thefactthatmostpeoplereadnewsthroughtheirsocialnetworksandnotnewspapers,newsfeeds,or
televisionnews(over66%fromFacebook(“FB”)intheUS)createsaphenomenonofcrowd-sourced
content and“groupthink.”Socialmedia siteshavebecome theprimary sourceofnews for thevast
majorityofpeopleregardlessofage,profession,andgeographicallocation.Thesesitesalsoallowfor
amuchmorerapidsharingofnews,potentiallymakingeachindividualacreatorandadisseminator
ofcontent.Whilethisisgoodnewsforvalidcontent,italsomakestheproliferationoffakenewsthat
muchmoreefficient.Itisquickerandlessexpensivetoconsumenewsfromsocialmediathanfrom
traditionalsourcessuchasnewspapers.Thiscontentisalsoeasiertosharewithothers,tocommenton,
andtodiscusswithone’sfriendsviaone’ssocialnetwork(Shuetal,2017).Wecanthereforeextendour
“formula”ofpost-truthto:trustplussharespeedplusrepetitionequalspost-truth.

Thefastestspeedofsharingisbetweenclosenetworksoftrustedcolleagues,family,andfriends,
whichalsoleadstothemostrepetitions(e.g.likes,retweets).Thereissomeevidencethatcrowdsourced
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judgmentsaboutthequalityofnewssourcesmaybeeffectiveinidentifyingfalsenewsstories,muchlike
theself-regulatingaspectofWikipedia(PennycookandRand(2019).Theremay,therefore,bepositive
aspectsassociatedwiththefilterbubblesandgroupthinkphenomena.

Peters(2017)notesthat:

One major consideration about the shift to post-truth is the “truth-carrying capacity” of new media and 
its propensity to disseminate fake news through Facebook, Google and Twitter, and thereby to create a 
“bubble world’ where algorithmically selected news sources simply reinforce existing prejudices thus 
compromising the capacity for moral thinking (p. 564). It’s not so much that facts are futile, it’s just that 
they take a while to collect and marshal into a knock-down argument. By the time the facts are gathered 
the media moment has passed, the headline has been grabbed, and the lie can be modified, apologized 
for or replaced by another (p. 565). 

Partoftheanswerliesinimprovingusers’abilitytospotfakenews.Informationliteracyhastradition-
allybeentaughtbylibrariesandinformationschoolstohelpequiplearnerswithameansofidentifying
intentionallyproducedfakenews.Theneedfordigitalliteracyisgreaterthaneverandalleducators,
librarians,andinformationprofessionalsneedtobemorevisibleandadvocatemorestronglyinorder
toraiseawarenessandbetterserveendusers.Aharonyetal(2017)notethatallinformationconsumers
needtoknowhowtoevaluatethemeritsofthesourceoftheinformationtheyarereadingandthatthis
isacriticalcomponentforaninformeddemocraticsociety.Informationprofessionalssuchaslibrarians,
journalists,andinformationarchitectsneedtoplayamorevisibleroleintoday’ssocietytoinformand
educatecitizensabouthowbesttoselect,evaluate,anduseinformation.Thismeansthecurriculumand
professionaltrainingofinformationprofessionalsmustincludedigitalliteracyskills.

However,thisapproachisalsonolongerenoughtodealwiththepost-truthworld,wheremisinforma-
tioncanbedisseminatedsoquicklyandtosomanydifferentsitesaroundtheworld.Evenworse,many
potentialusersareunawarethatresourcessuchasinformationliteracyinstructionevenexist.

Organizational Regulation and National Legislation

There are some embryonic efforts to introduce information policies in organizations; however, the
leadersarenotprovingtobegoodrolemodels.Facebookstatesthattheyare“makingitasdifficult
aspossibleforpeoplepostingfalsenewstobuyadsonourplatformthroughstrictenforcementofour
policies”ontheirwebsite.Despitethisassertion,theyhavenotintroducedanypolicieswherebythose
whointentionallyspreadfakenewsfaceanysortofconcreteconsequence.Facebook’sapproachisthat
thisisacommunityproblemthatshouldbe“policed”bythecommunityandnottheorganization.This
appearstobethecurrentstatusquoformostorganizations.

“Anewsystemofsafeguardsisneeded”toaddresstheriseoffakenews(Lazeretal,2018,p.1094).
CompaniessuchasGoogle,FacebookandTwitterhavetheethicalresponsibilitytoimplementplatform-
basedpolicies.These,inturn,shouldberegulatedbygovernmentlegislation.Whilemanywouldprotest
thatthisisaformofcensorshipandthatfreedomofspeechorexpressionisbeingcompromised,astrong
balanceneedstobeestablishedinordertopreventthespreadoffakenews.Thereneedstobesometype
ofconsequencetointentionallyspreadingfalsecontent.Thiscouldbethroughdirectlawsorthrough
theuseoflawsuits(Lazeretal,2018).Mostcountriesthatareactivelyproducingfakenews,suchas
MacedoniaandGeorgia,donothaveanyconsequences,suchasthepossibilityofarrestorconviction.
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Theproliferationoffakenewshasledtoanincreaseinfabricatedcontentthatsuccessfullycamouflages
itselfasnews.Fakenewsdoesnothavethesamevettingandgatekeepingthatrealnewsgoesthrough
withrespecttocontentaccuracyandcredibility.PlatformssuchasFacebook,GoogleandTwitterneed
toprovideuserswithaneasymeansofquicklyascertainingthecredibilityofcontent.Forexample,
Facebookaddedaneasyfeedbacktooltosignalthatcontentisnottrue.Userscannoweasilyreportfake
newsbyclickingontheupperrighthandofapostandtappingon“It’safakenewsstory.”Oncesucha
storyisflagged,itischeckedbythirdpartyfact-checkersand,ifitisproventobefalse,thenitcannot
beturnedintoanadorpromoted1.

However,theseorganizationsneedtodomuchmore.Lazeretal(2018)advocateapartnershipbe-
tweenthesecompaniesandacademicresearchersinordertocomeupwithsolutionstobettercurbthe
spreadoffakenews.

Whileafewcountrieshaveintroducedlawsthataddressfakenews,themajoritydonothaveany
legislationthatisdirectlyonpoint.Mostcountrieshaveestablishedsometypeoftaskforce,websites
toreportfakenews,databasesofmisinformationorinformationanddigitalliteracyefforts(including
Canada).Forexample, there iscurrentlyaBritishparliamentary inquiry into fakenews toconsider
legislationonhowsocialmediaplatformshandlecomplaintstotrytoobligethemtotakeresponsibility
fortheircontent.TheanalogycurrentinBritishdiscourseisthatofaneditorbeingresponsibleforpress
adstheyprintintheirnewspaper(FigueiraandOliveira,2017).

ExceptionsincludeFrance,whereanewlawspecificallyprohibitselectionmisinformation,andGer-
many,whereanewlawaddressingillegalpostsonsocialmediacameintoeffectin2018buthasproven
challengingtoenforce.OneofthefirstcountriestointroducefakenewslegislationwasGermany,witha
lawthatdemandsthatsocialmediasitesremovehatespeech,fakenews,andillegalcontentorelseface
finesofupto$6.1m.ThislegislationcameintoeffectonJan.1,2018(Wendling,2018).

FunkeandFlamini(2018)surveythestatusoflegislationincountriesaroundtheworldandsingleout
Chinaasthecountrythathassomeofthestrictestlawsintheworldwhenitcomestomisinformation.

In 2016, the government criminalized creating or spreading rumors that “undermine economic and 
social order.” Another law in 2017 requires social media platforms to solely republish and link to news 
articles from registered news media… [in 2018] started requiring microblogging sites to highlight and 
refute rumors on their platforms.

AsecondexampleprovidedbytheauthorsisthatofSingapore:

In May 2019, Singapore became the latest country to pass a law criminalizing the dissemination of 
false information online. The law …. makes it illegal to spread “false statements of fact” in Singapore 
that compromise security, “public tranquility,” public safety and the country’s relations with other 
nations. The law punishes people who post false information with heavy fines and even jail time…On 
April 1, 2019, lawmakers first read a bill that would give them new powers to crack down on the spread 
of misinformation on platforms like Facebook, which could be fined if they don’t comply with specific 
censorship provisions. That bill passed within the month.

Anumberofothercountrieshavedraftlegislationthatmayormaynotbeimplementedinthenear
future.Unfortunately,asignificantnumberseemtohaveorareconsideringlegislationthatappearstotarget
journalistsandfreeexpression,whichwouldthwarttheintendedbenefitsofanti-misinformationlaws.
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Somepromisingapproachesincludelookingattraditionalmeansofdetectingdeceptionasinspira-
tionforsophisticatednewsolutionstotheproblemofdetectingfakenews.Torresetal(2018)offerone
example.Theylookattheepistemologyoftestimony:howtodeterminewhetherinformationprovided
byothers isvalid.Testimonycanbesharedthroughwrittentextordirectly(face-to-faceor through
audioorvideointerfaces).Whiletheauthorsnotethattestimonyisoftenassociatedwithcourtsoflaw,
wheneversomeonesharescontentonsocialmedia,theyareinfact`testifying`thattheircontentisvalid
andvaluable.Researchonknowledgesharingandtheroleoftrustpointstothepivotalroleplayedbythe
credibilityofthepersonwhosharestheinformation,ratherthanreceiverattemptstoassessthevalidity
oftheinformationitself.Inotherwords,ifwetrustthepersonsharinginformation,thenwetrustthe
contenttheygiveus,whetherthatoccursinpersonorviasocialmedia.Thistrustisdevelopedmostly
throughatrackrecordthatthepersonhasbuiltupovertime:theyhavesharedvalidcontentwithusin
thepast,thereforewetrustthem.Whilewewouldnormallyseektocorroboratethiscontentfromother
sources,theverynatureoftheInternetandsocialmediaaresuchthatwemistakenlyperceivethatthere
hasinfactbeencorroboration(e.g.,manyothersiteshavethesameinformationandmanyothershave
likedorsharedthecontentalready).

Blitz(2018)notesthatdeepfakes,whicharehighlyrealisticyetfalsedepictionsofpeoplesayingor
doingthingsinaudioorvideoformats,posenewlegalchallenges.Aredeepfakessubjecttoprotection
bytheFirstAmendmentguaranteeingfreespeechintheU.S.?Isanyfalsestatementorfactualclaim?
Thereisalongspectrum,withfreedomofspeechandexpressionatoneendandprotectionagainstintent
todeceiveattheother.

There is a strong conflict between a government’s duty to actively patrol falsehoods in the realm of com-
merce and security and its obligation to refrain from doing so in the realm of ideas (p. 72).

Theauthordiscussesaninterestingtypologyofknowledgethatincludesacceptedknowledge,anti-
knowledge,andcontestedknowledge.Acceptedknowledgeissupportedbysufficientcredibleevidence
andvettedbyexperts.Anti-knowledgeissupportedbyenoughcredibleevidenceandvettedbyexpertsto
“prove”itisnottrue.Contestedknowledgeresidesinbetweenthetwo,asthereisnotenoughevidence
toproveordisproveit.Blitz(2018)arguesthatgovernmentsshouldbeabletorestrictanti-knowledge
thatcarriesseriousrisks,suchasfalsemedicaladvice.Ofcourse,riskassessmentisnotalwayssoclear
–deepfakesareintendedtobemaliciousandcancauseseriousharmtothepersonwhosevoiceand/or
imagewasaltered.AgoodanalogyishowtheDigitalMilleniumCopyrightAct(DMCA)influenced
copyrightlaw.Computerscreatedanenhancedthreattocopyrightbymakingitmucheasierforanyone
tocopyanddisseminateadigitalmovie.Congressdidnotinventnewcopyrightprotectiontechnologies
but,instead,letprivatecompaniesdosoandthenimplementedlegalbarrierstoanyonemisusingthese
newtools.Thedelicatebalancethatgovernmentsneedtofindisprotectingindividualswhileat the
sametimenotrestrictinghowtheycanusenewtoolstoexpressthemselves–averytoughchallenge!

Technological Solutions

Ifpost-truthliteracyisnotenough,thencantechnologycometoourrescue?Anautomatedfakenews
detectorremainsaverychallengingproblem.Anumberofdiversesoftwareapproaches,suchascompu-
tationallinguistics(toattempttounderstandnaturallanguageanddetectredflags)withmachinelearning
(todetectpatternsthatareuniquetofakenewssuchasitsdisseminationspeedandpattern),willlikelybe
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required.Itisalsoverylikelythatapurelyautomatedapproachmaynotbepossible.Ahybridapproach
thatcombinesthecomplementarystrengthsofhumansandartificialintelligenceappearstobethemost
promisingpathinthebattleagainstfakenews.Forexample,automatedtoolscanhelpjournalistsintheir
fact-checkingandcanalsohelpallconsumersofcontenttobetterfilterandflagfakenews,alternative
factsandmisinformation(Conroyetal,2015).

Shuetal(2017)notethatitisparticularlydifficulttodetectfakenewsonsocialmediabecauseit
iscontentthatwasintentionallywrittentodeceive;asaresult,dataminingcannoteasilydistinguish
betweenrealandfakecontent.Fakenewsisalsoverydiverse–itiswrittenaboutdifferenttopicsusing
differentlinguisticstyles.Somefakenewscontainselementsofvalidcontent.Theauthorsalsonotethat:

Fake news is usually related to newly emerging, time-critical events, which may not have been properly 
verified by existing knowledge bases due to the lack of corroborating evidence or claims. (p. 2). 

Othertechnologicaltoolsincludeanumberofalgorithmstoautomaticallydetectfakenews.In2017,
PomerleauandRaoorganizedthefirstFakeNewsChallengetoinvitetheartificialintelligencecommunity
todeveloptechnologytodetectfakenews.Fiftyteamsfrombothacademiaandindustryparticipatedin
thechallenge.Thefocusofthechallengewastoidentifythestanceofanewsarticlewithrespecttothe
headline:doesthestanceagreeordisagreewiththeheadline;doesitdiscussthesametopic;ordoesit
discusssomethingunrelated?Examplesincludedfakenewsdetectingsoftwaremakinguseoflinguistic
analysisandmachinelearning(e.g.Conroyetal,2015);lexicaloverlapbetweentheheadlineandthe
article(Hanselowskietal,2018);andlinguisticcomparisonoflanguageusedinrealnewsanddeceptive
news(Rashkinetal,2017).

Fakenewsalsotendstoemploycertaintypesoflanguage,includingsuspensefulorsensationalistic
terminology;wordsthatareacalltoaction;celebritynames;andemotionalwordssuchas“love”and
“hate.”Sentimentoropinionpollingisaformoftextminingthatdetectstheseemotionalterms(Feld-
man,2013).Forexample,Potthastetal(2017)conductedawritingstyleanalysisusingameta-learning
approachthatwasoriginallydesignedtoidentifytextauthorship.Theirapproachprovedveryeffective
atidentifyinghighlypartisancontent,bothleftwingandrightwing,whencomparedtomoreneutral
text.Whilethisisnotenoughtodetectallfakenews,itisapromisingapproachthatcanbepartofthe
overalltoolkit.

Inanotherstudy,Jainetal(2016)alsousedsentimentandsemanticanalysistodetectmisinformation
inrealtime.Theycomparedtweetsfromthepublicandverifiednewssourcestoidentifythedegreeof
agreementordiscrepancybetweenthetwogroups.Qzvinianetal(2011)gatheredacorpusoftweets
aboutaspecificrumortodevelopageneralframeworkthatcanassesswhetheragiventweetisrumor
relatedandwhethertheuserbelievestherumor.Thereisalsoworkintheareaofrumordetectionthat
canbeappliedtothedetectionoffakenews.Rumorsorgossiprepresentcontentthathasnotyetbeen
verified–itisneithertruenorfalsebutis“unverified”(Shuetal,2017).Thismirrorsaninteresting
conceptusedintheMcElroymodelofknowledgemanagementandknowledgesharing,whereaknowl-
edgeclaimcaneitherbetrue,falseorunproven(McElroy,2003).Knowledgeclaimsareeitheraccepted,
rejected,orlabelled“notproven.”ThecommunityoftrustedusersprovidefeedbackviatheKMsystem
whentheyusetheknowledge.

Bourgonjeetal(2017)considerdigitalcuration,whichhashistoricallylookedatwaysofassess-
ingveracityorauthenticityofcontent.Theauthorsdonotbelievethatfullyautomatedfact-checking
systemsarepossiblebutarguethatahybridsysteminwhichsoftwarehelpshumansdecidewhetheror
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notcontentisfakeisfeasible.Theyalsousenaturallanguageprocessingtoestablishtherelationship
betweenheadlinesandthecontentofnewsarticles.Themoreunrelatedtheheadlineiswithrespectto
thearticlecontent,themorelikelythisistobeaformoffakenewscalled“clickbait”whichisintended
togetreaderstoclickonalink.

Finally,thereisapromisingapproachthatstemsfromanunlikelyconnectionbetweenanAIresearcher
(MartinSchenk)andthe“Godfatheroffakenews”(ChristopherBlair)2.Blairbeganfabricatednews
storiesthatcloselyresembledrealnewsheadlines.Hetookonpersonasandwroteasifhewerealiberal,
afeminist,anadvocateofBlackLivesmatteramongmanyothers,usinghissensationalistheadlines
andarticlestoprovokeextremereactions.Blairclaimstobesomethinglikeanethicalhacker–creating
andspreadingfakenewsinordertoidentifyandexposeextremistandradicalgroupswhoareattracted
tohisfakecontent.MartinSchenkisaBelgiancomputerprogrammerwhowrotesoftwarethatinitially
detectedstoriesthatweretrendingonFacebook(Trendolzer).Hethenadaptedthistodetectpatterns
thatwerecharacteristicofhowfakenewswassharedacrosstheInternet,evenaftertheinitialwebsites
andFacebookpostswereremoved.

Schenk’sgoalistobe“justaGooglesearchaway”whenpeoplethinktheyarelookingatafalse
story.Whilehenotesthereareover200fact-checkingorganizations,hedoesnotthinktheyareeffective.
Meanwhile,Blairvowstocontinuedoingwhatheisdoingandthetwoappeartobeonthesameside.
AnunlikelymeetingwasorganizedbetweenthembytheBBCin2018.

Thereisagrowingconsensusthatthebestapproachdoesappeartobeonethatcombinesthestrengths
ofbothhumansandalgorithms.

I see enormous potential in technology as an assistant and turbocharger of fact-checking. I see very 
little use in technology as a one-size-fits all universal fixer of the problem. (Alexios Mantzarlis, Director, 
Poynter Institute’s Fact-Checking Network, in Wendling, 2018).

Whileincreasingpublicawarenessisusuallyagoodidea,inthiscontextitrisksexacerbatingpublic
informationoverload.Itmayalsobesubjecttoallofthehumancognitivebiasesdescribedabove.An
effectivemeansofcombattingfakenewsmustthereforebeamulti-pronged,comprehensiveapproach.

Algorithms can help citizens sort through the deluge of information around them, identifying contested 
narratives and disputed facts, but technology alone is not a panacea. There is no magical algorithm that 
can eliminate all false and misleading information online. (Leetaru, 2019, p. 3).

Gill(2018)notesthatfakenewsis“ahumanproblemandatechnologicalone”(p.2).Wecertainly
needandshouldusetoolsbut,atthesametime,thereisagrowingneedtoincreasetheliteracyofin-
formationconsumersandsharers.Weneedtoteachthisataveryearlyage,anditshouldbepartofthe
generalcurriculum.Studentsshouldlearnabouthowtosearchforinformation,research,assesssource
credibility,triangulateinformation,andthinkabouttheveracityofinformationalmostatthesametime
theylearntoread.Thebestofallpossibleworldswouldbetousecomputersto

identify and eliminate sources of misinformation and then rely on well-informed, literate citizens to 
spread the word, blacklist and ignore the worst purveyors of falsehoods.” (Gill, 2018, p. 3) 
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Itisclearthatmorethanoneapproach,techniqueortoolisneededtonavigateeffectivelyinapost-
truthworld.Endusersneedtohavegreaterawarenessoftheexistenceoffakenews,alternativefacts,and
misinformation.Organizationsneedtodevelopinformationpoliciestodealwithinternalissueswhile
countriesneedtodeveloplawsthatenforceconcreteconsequencesforthedeliberatedisseminationof
fakenews.Lastbutnotleast,weneedtodeployaneffectivesetoftoolstohelpusdetectfakenews.

CONCLUDING REMARKS

Inapost-truthworld,wearedeliberatelylookingforfactsthatsupportourbeliefs,opinions,andcon-
clusions.Posttruthhasbeendefinedasthe“publicburialofobjectivefactsbyanavalancheofmedia
appealstoemotionandpersonalbelief”(OxfordEnglishDictionary).Thereisevenanewwordforthe
post-truthworld:agnotology(RoseandBarros,2017).Whereasepistemologyisthestudyofknowledge,
agnotologyisthestudyofignorance.Agnotologywasnamedthe2016NewWordoftheYearbythe
OxfordEnglishDictionary.Agnotologistsstudyfalseinformation,suchasindustryattemptstoobfuscate
thelinksbetweensmokingandcanceror,morerecently,pseudo-academicorpseudo-scientificreports
onhuman-basedclimatechange.

Fakenewsisnotanewphenomenon.However,theadventoftheInternetandsocialmediahave
definitelyincreaseditsgeographicreach(itisworldwide)andthespeedatwhichweshareourcrowd-
sourcedcontentwithourcircleoffriendsandfamily.Whereasinthepastonlypowerfulpeople,rulers,
billionairesormajor corporations, couldgenerate significantdoubt, today socialmedia lets anyone
present“falsenews”andpotentiallyhavesignificantimpacts.

AsKshetriandVoas(2017)note,thereisafakenewsecosystemtodaythatcanbecharacterizedby
threemaingroupsofactors.Thefirstgroupconsistsofcreatorsoffakenews.Theyneedtoputinonly
minimalinvestmenttoderivesignificantfinancialorothergainswithlittleriskofanypenaltynorguilt,
asnooneisphysicallyhurt.Thesecondgroupconsistsofconsumersoffakenews.Theycannoteasily
assesstheveracityofcontentandtheyreceivetheirnewslargelythroughsocialmedia.Thethirdgroup
ismadeupofarbitratorsandtheyarebrokendownfurtherintothreesub-groups:

1. socialarbitrators(e.g.press,governancewatchdoggroups,academics,activists);
2. legalarbitrators(e.g.misinformationlaws,constitutionalprotectionoffreespeech);
3. economicarbitrators(e.g.socialnetworkingsites).

Unfortunately,allcategoriesofarbitratorshavesofarproventobequiteweak,includingsocialnet-
workingsitesbecausetheyplacelittleimportanceonaccuracy,veracity,andreliabilityofcontent.There
arenosubstantivemeasurestocontrolthespreadoffakenews.Theauthorsrecommendathree-fold
solution:useartificialintelligenceandincreasehumanproficiencytodetectfakenews;encouragesocial
networkingsitestobanfakecontentcreators(whichwilldiminishpotentialfinancialgainthroughfake
news);andencourageuserstoputpressureonorganizationstofightfakenewsaspartoftheircorporate
socialresponsibilityortheywilltaketheirbusinesselsewhere.Thissolutionisstronglyalignedwith
themajoremphasisthroughoutthechaptersinthisbook:weneedliteracy,legislationandtechnologies
toworktogetherinordertostrengthenthisecosystem.AsSullivan(2018)notes,informationprofes-
sionalsneedtoworktogetherwithcognitivescientistsandtechnologydevelopersinordertoprovide
aneffectiveantidotetotheharmfuleffectsoffakenews.Information/digitalliteracyeducationneedsto
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includeandintegratesuchspecificbiasesinthewaysinwhichpeopleinteractwithinformation.Only
bytacklingfakenews,alternativefactsandmisinformationinaconcertedinterdisciplinarymannerdo
westandachanceagainsttheever-increasingfloodofinformation,bothvalidandinvalid,bothtrueand
false,bothcorroboratedanduncorroborated.

Kimiz Dalkir
McGill University, Canada
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