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1
Introduction

Steven French and Juha Saatsi

Quantum physics represents our best and most fundamental physical science. Our
understanding of numerous physical phenomena and our knowledge of the nature
of light, electricity, solid matter, elementary particles, and even parts of chemistry, is
rooted in quantum physics. But exactly what kind of knowledge does it provide us?
This question gains significance from weighty epistemological issues that forcefully
arise in this context—issues that are also at the heart of a more general debate on
‘scientific realism’ in the philosophy of science. This volume aims to advance both
the realism debate as well as our understanding of the nature of quantum physics by
bringing the two together in a productive dialogue.

Scientific realism was famously announced dead already back in 1984 by Arthur
Fine, an American philosopher of science. He explained that its demise “was hastened
by the debates over the interpretation of quantum theory, where Bohr’s nonrealist phi-
losophy was seen to win out over Einstein’s passionate realism,” and that its death “was
certified, finally, as the last two generations of physical scientists turned their backs
on realism and have managed, nevertheless, to do science successfully without it”
(1984, p. 261). Fine’s diagnosis appears flawed, however, as more than thirty-five years
later realism doesn’t just linger on, but thrives in discussions about quantum physics!
But debates over the interpretation of quantum theory have not become any calmer
in the hundred or so years after its inception, even though Bohr’s ideas have been
debunked many times over (Becker 2018). If anything, it is currently even harder to
find a consensus about critical interpretive issues, as the range of seriously considered
alternatives has steadily increased amongst broadly realist approaches to quantum
physics. In this state of affairs there is considerable pressure to better articulate not just
what “realism about the quantum” amounts to, but also what justifies a realist pers-
pective over alternatives that rescind one or another realist theses. This volume col-
lects together new work from the cutting edge of this active area of current research.

As indicated, the core realist intuitions about the physical sciences are resilient and
hard to deny, but what exactly does “realism” stand for? As RichardHealey explains in
his contribution to this volume, this term of philosophical trade has many meanings.
In the extensive philosophical and foundational literature on quantum theory, realism
hasmost typically signified the notion that we can specifywhat themind-independent
physical world could be like so as to render quantum theory (approximately) true.
Painting a picture of reality compatible with the truth of quantum theory is a business

Steven French and Juha Saatsi, Introduction In: Scientific Realism and the Quantum. Edited by:
Steven French and Juha Saatsi, Oxford University Press (2020). © Steven French and Juha Saatsi.
DOI: 10.1093/oso/9780198814979.003.0001
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of interpreting the theory, its mathematical formalism and models. Realists like
Einstein traditionally placed intuitive constraints on plausible pictures of reality com-
patible with quantum theory—in particular, that they should conform to a principle
of locality according to which physical systems have determinate local properties not
influenced by action at a distance.

Today’s realist interpretations are a much more motley bunch, filling more of
the space of logically coherent possible ways the world could be to make true one
or another formal variant of quantum theory. These interpretations have emerged
over decades of work by both philosophers and physicists engaged in foundational
research. This work has largely aimed to tease out quantum theory’s metaphysical
and ontological implications, but hitherto much less attention has been paid to the
concomitant epistemological issues. It is these latter issues that form the primary focal
point of the present volume, which aims to engage more directly with the relevant
epistemological questions that are also debated within general philosophy of science,
concerning the status of our best scientific theories as a source of knowledge about
unobservable reality or as furnishing representations of it.

The realist attitude towards well-established scientific theories is widely shared,
seemingly common-sensical, and presupposed by the broadly accepted idea that such
theories indeed do provide us genuine scientific understanding of natural phenomena
through explanations in terms of how the unobservable world is structured and how
it “works”. Considerations in favour of realism tend to capitalize on the empirical
success of science, variously manifested in triumphant theoretical predictions and
the way science ever-increasingly supports our ability to manipulate the world to
our liking through powerful interventions and applications that put to concrete use
quantum theoretical notions such as ‘spin’.

But while realists proclaim optimism about science’s ability to tell us how things
stand behind the veil of observable appearances, a very long tradition steadily opposes
any such optimism on the basis of varied considerations regarding science at large.
Two sources of scepticismhave been particularly pervasive. First, there are historically
driven concerns about the status of our current scientific theories’ as ‘approximately
true’, based on the historical track-record of radical and unexpected (r)evolutions in
foundational scientific theorizing. Secondly, there are general “underdetermination”
worries about the possibility of there being empirically indistinguishable—either in
principle or for all practical purposes—theories that represent the world in radically
different ways. These two broad sets of concerns have been raised time and again
against scientific realism in various specific ways, sometimes individually, sometimes
in unison.

Likemuch of general philosophy of science, the debates surrounding such concerns
have been traditionally largely conducted in rather broad and abstract terms, quite
independently of specific scientific detail. In a significant recent trend philosophers
have become increasingly troubled about the potential limitations of sweeping,
general arguments for or against realism, due to the variability of evidential, method-
ological, and explanatory contexts and practices that seem relevant for the assessment
and outcomes of these arguments. As a result, there has been increasing emphasis
within the realism debate of the importance of discipline or domain specific scientific
details. In this spirit more ‘local’ analyses of the key issues animating this debate
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have been undertaken in relation to disciplines such as, e.g. cosmology, economics,
geology, molecular biology, paleontology (see, e.g. contributions to Saatsi 2018,
Part IV).

Quantum physics of course also provides a very natural locus for such a ‘local’
analysis, as the contributions in this volume nicely demonstrate. On the one hand,
realism towards quantum physics is very easy to motivate in the light of its truly
outstanding empirical successes. On the other hand, the theory is well known for its
exceptional interpretational challenges and the resulting bifurcation regarding what
it is taken to tell us about reality. This bifurcation powerfully brings to life the kind
of underdetermination that many anti-realists have tended to worry about in the
abstract. Relatedly, many classic philosophical questions concerning the relationship
between science and metaphysics—the latter being deeply problematic according
to some prominent anti-realist philosophers—are also nicely brought into focus in
this context. In addition to throwing new light on such well-known issues, there
are also entirely new ideas to be considered that have recently emerged specifically
in the context of the philosophy of quantum physics, such as quantum pragmatism
(advocated by, e.g. Richard Healey), and quantum Bayesianism (advocated by, e.g.
Christopher Fuchs). The fourteen chapters that follow engage with all these issues
and many, many more.

* * *
Let’s now turn to the contributions to this volume. A theme running throughmany of
them is to respond to the above problems by changing the terms in which realism
is articulated. PART I presents two proposals for accomplishing this by explicitly
rethinking what scientific realism amounts to.

Carl Hoefer articulates and defends ‘Tautological Scientific Realism’ (TSR). It
eschews standard ways of defending and delineating realist commitments with regard
to Inference to the Best Explanation and considerations of what might be preserved
across theory change. Nevertheless, TSR, much like standard realism, maintains that
our current scientific picture of the world is to a significant extent correct and will
be retained through future changes at the theoretical level. But such a realist stance
is only appropriate, Hoefer argues, with respect to those areas of current science for
which we simply cannot seriously imagine future developments that would show that
we are seriously mistaken in our current ontological commitments—in the way that
we were with regard to phlogiston, for example. These ‘safe’ areas of science embrace
the core properties of atoms and the way they combine, as well as our knowledge of
electronics, for example, but not, crucially, quantum physics. Hence, Hoefer argues—
more contentiously—for a new way of delineating realist commitments, according to
which our current ‘fundamental’ theories, such as quantum mechanics and quantum
field theory, are specifically excluded from the scope of TSR. The grounds for this
are two-fold: first, quantum physics is subject to the kind of underdetermination
indicated above (and as discussed in one way or another by most of the papers
in this collection); and secondly, it is expected to be replaced by a theory capable
of unifying quantum theory and general relativity. Thus, Hoefer argues that the
appropriate attitude towards quantum physics is one of anti-realism: agnosticism
about its ontology, coupled with instrumentalism about its theories.
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Juha Saatsi also proposes an alternative articulation of realism, focusing his
discussion on the exemplary quantum property of spin. As is well-known, spin has no
classical analogue and, as Saatsi notes, it not only lies at the heart of many quantum
theoretic explanations, but has come to be understood as increasingly manipulable in
a way that allows it to feature in a number of exciting new technological developments
(e.g. ‘spintronics’). These features strongly motivate a realist stance towards spin in a
way that is, Saatsi argues, analogous to the motivations behind Hoefer’s TSR, thereby
questioning the latter’s exclusion of quantum physics from its scope. Yet spin also
lies at the heart of the ‘interpretational conundrums’ of quantum theory and spelling
out what spin is involves ‘deep’ metaphysical commitments that go beyond what
is necessary to account for any theory’s explanatory and predictive success. Here
the underdetermination that bedevils realism raises its ugly head again: even the
comparatively straightforward setup of silver atoms passing through a Stern–Gerlach
apparatus arguably comes to be characterized in radically different ways depending
on one’s theoretical approach. Yet, these different ways seem to add nothing to the
epistemic virtues of the theory—hence, Saatsi argues, they involve ‘deep’ metaphysics
that remains unjustifiable by the realist’s lights.

However, rather than abandoning a realist stance towards spin altogether, Saatsi
argues that we should step away from such deep metaphysics and modify our realism
accordingly. Thus he suggests we should give up the epistemic ambitions of what he
calls ‘truth-content’ realism, grounded as it is in notions of reference and approximate
truth. Instead we should accept and articulate a form of ‘progress’ realism which, in
the case of spin, does not commit to claims about what spin is like, but nevertheless
acknowledges that the relevant models function as representations of reality and
to that extent can be considered to ‘latch onto’ the world in ways that ground the
empirical success of the theory. This maintains a representational role for these
models and, in naturalistic terms, allows for physics theorizing itself to explain the
success of spintronics, for example. It also constrains future theorizing by pointing to
those well-known exemplars of inter-theoretic relationships that motivate claims of
theoretical progress and emphasizing that this is how physics can make sense of its
own empirical success.

PART II contains three chapters that further explore the challenges faced by realism
in the quantum context, focusing on the interconnected issues of underdetermina-
tion and interpretation. As already noted, there are well-known alternative realist
approaches to quantum theory, such as Bohmian (‘hidden variables’), Everettian
(‘many worlds’), and dynamical collapse formulations, as well as specific interpreta-
tions, such as QuantumBayesianism, the ‘transactional’ approach, andmyriad others.
Which, if any, should a realist embrace, and on what grounds? Or does the problem of
underdetermination completely undermine scientific realism in relation to quantum
theory?

Craig Callender voices a degree of pessimism about realists’ prospects for quaran-
tining the blight of underdetermination. He helpfully characterizes the different foun-
dational/interpretational approaches in terms of Lakatosian ‘research programmes’,
delineated by their hard cores and negative and positive heuristics. As he also points
out, given the flexibility inherent in each programme, no crucial experimental test
between them is likely in the near future. Furthermore, as Callender goes on to
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argue, the underdetermination here cannot be dismissed as artificial (with the various
interpretations construed as philosophers’ toys or mere notational variants); hence,
the realist faces a genuine problem.

A natural move for the realist is to try to find some common ground between these
different programmes in which she can plant her flag. Unfortunately, as Callender
spells out, all we seem able to find are small disconnected ‘islands of reprieve’.
Following a suggestion by Alberto Cordero (2001), Callender looks at basic ‘textbook
level’ cases of quantum models, to see what common ground can be found. He
concludes that insofar as quantum models of, e.g. the water molecule underwrite
incontestable claims, these claims are not distinctly quantum in nature. And much of
the distinctly quantum theoretic content of models of, e.g. quantum tunnelling or the
hydrogen atom, turns out to differ between different variants of quantum mechanics
(e.g. the Bohmian theory vs. standard textbook presentations)—a point that chimes
with Saatsi’s claim about different accounts of the Stern–Gerlach apparatus. Even
relaxing what one means by ‘quantum’ and shifting to the semi-classical level offers
little hope for the realist, as Callender shows that most of what we say about the
quantum realm is dependent on the chosen foundational perspective. And unless
the realist substantially reins in her ambitions, along the lines suggested by Hoefer
and Saatsi, for example, it seems she must make such a choice. But which? As
Callender notes, it’s not just amatter of balancing competing theoretical virtues, but of
reconciling different attitudes towards such virtues and their relationship to empirical
confirmation. In a sense, he concludes, we have a kind of philosophical gridlock.

David Wallace locates the disagreement between the different realist approaches to
quantum theory at a more fundamental level: what is the theory that one is trying to
interpret in the first place? In otherwords, when it comes to the issue of identifying the
‘best interpretation of quantum theory’, it is not just a matter of debating theoretical
virtues, or what we mean by an ‘interpretation’, but how we identify quantum theory
itself. Wallace argues that ‘abstract’ quantummechanics, with its formalism of Hilbert
space and self-adjoint operators representing observables and so on, should not be
conceived of as a scientific theory at all, but as a theoretical ‘framework’ within
which concrete quantum theories—e.g. quantum particle mechanics, quantum field
theory, or quantum cosmology—can be expressed. The latter theories have limited
applicability, depending on the type of system, the energy level involved, and so on.
(This is analogous to classical mechanics, according toWallace, where an overarching
framework, provided by Hamiltonian or Lagrangian mechanics, encompasses a wide
range of concrete theories.) These concrete theories are inter-related in various ways,
andWallace argues that in the quantum case these inter-relationships should be seen
not as establishing a hierarchy, but somethingmore akin to a patchwork (although not
necessarily a disunified one). Given this understanding of quantum theory, he asks:
what should we expect from an interpretation thereof?

The answer,Wallace argues, is an interpretive recipe that tells us how to understand
any specific quantum theory, in a manner that is compatible with the relevant inter-
theory relations. (Again, this is analogous to classicalmechanics.) Such an interpretive
recipe is arguably provided by the Everett interpretation. Other interpretational
approaches, he claims, fail to similarly make sense of the relationships between spe-
cific, concrete quantum theories. Dynamical collapse and hidden variable approaches,
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for example, typically focus only on non-relativistic particle mechanics and, further,
under the fiction that it is a fundamental and universal theory. The theoretical com-
mitments of such approaches that in one way or another modify ‘standard’ quantum
mechanics are disconnected from the actual practice of physics, and incapable of
accounting for the successes of quantum theories as non-fundamental, effective theo-
ries applicable in a given domain or energy regime. In the same spirit Wallace argues
that interpretational strategies that take the quantum state to be non-representational
(e.g. Richard Healey’s quantum pragmatism, see Ch. 7) fail to make sense of how
quantum physics captures a quark-gluon plasma, for example, involving an interplay
of many concrete quantum theories and their relationships.

J. E. Wolff adopts a broader perspective on the question of what it is to interpret
quantum theory. She contrasts a ‘naturalistic’, science-driven philosophical stance
towards theories with that of themore principled, ‘empiricist’ stance, as represented by
van Fraassen. Regarding the former, the Everettian interpretation favoured byWallace
is a clear example of an attempt to naturalistically ‘read off ’ ontology from the theory.
However, van Fraassen raises a challenge for the naturalistic stance. FollowingMaddy
(2007), a ‘naturalistic native’ is someone so deeply immersed in scientific practice that
she approaches all questions, including interpretive ones, from within that practice.
Van Fraassen questions the idea that a naturalistic philosopher can consistently regard
a paradigmatic participant of current science as such a naturalistic native. If such a
native is incapable of adopting a distinctly philosophical interpretation of her own
scientific practice, how will she cope with situations where scientists are more or
less forced to step back and reflect on their aims and methodologies? Paradigmatic
cases of such a situation were involved in the development of quantum mechanics,
and hence a naturalist philosopher must here face van Fraassen’s challenge: on the
one hand, if the naturalistic native cannot engage in such reflection, then she cannot
function as the paradigmatic participant in science, as she will be unable to handle
crisis situations; on the other hand, if she is allowed to step back and reflect, then
she cannot be really characterized as a ‘naturalistic native’. Thus, van Fraassen insists
(from within his empiricist stance) that interpreting theories necessarily requires
stepping outside of science itself, since interpreting a theory like quantummechanics
involves considering how the world could possibly be the way the theory says it is and
that involves investigating alternatives.

As Wolff suggests, the naturalist, in response, might question whether interpre-
tation necessarily involves stepping outside of science in this way. To this end she
identifies three different ‘moments of interpretation’ that arose in the development
of quantummechanics: interpretive questions that featured in that very development;
the presentation of alternative views in competitionwith the ‘orthodox’ interpretation;
and articulating what the world would be like were the theory to be true. With regard
to the first,Wolff argues that this did not require scientists at the time to step back from
their scientific practice or engage in particularly philosophical reflection, so there is
no issue for naturalism here. When it comes to the second ‘moment’, the naturalist
could maintain that the hidden-variables and the dynamical collapse approaches are
actually different theories rather than different interpretations per se. As for the third
project of interpretation, which is the one van Fraassen primarily has in mind, this
does seem to present a problem for the naturalist, insofar as it invites metaphysical
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speculation. One option for the naturalistic philosopher identified byWolff is to deny
that there is a plurality of such speculative interpretations worth engaging with. Thus
she could followWallace, for example, in adopting a ‘literalist’ line and arguing that the
Everett interpretation is the only one that takes the theory literally, thereby rejecting
the basis of van Fraassen’s challenge.

However, Wolff continues, the risk then is that the naturalist might be unable to
accommodate the way that such interpretive projects aid our understanding of the
theory. After drawing a distinction between ‘symbolic’, ‘objectual’, and ‘explanatory’
forms of understanding, she argues that the last, in particular, is not closed off to
the naturalist. Focusing on de Regt and Dieks’ contextualist approach to this form of
understanding, Wolff notes that by characterizing it as an epistemic aim of science—
something the empiricist would reject, of course—this approach would surely look
attractive to the naturalist. And in the quantum context, both the hidden-variables
and dynamical collapse approaches, for example, can be viewed as offering such
explanatory understanding. This underwrites them as appropriate for the naturalist’s
consideration, and thus the naturalistic native is ultimately not precluded from
engaging in various forms of interpretive endeavour.

PART III comprises three chapters that focus on pragmatism about quantum the-
ory, representing a step further beyond traditional conceptions of scientific realism,
but without embracing traditional anti-realism either.

Richard Healey is a key advocate of such a pragmatist interpretation, at the heart
of which lies the rejection of the ‘representationalist’ assumption that a scientific
theory can give us a literally true account of what the world is like only by faithfully
representing the world. As Healey notes, those parts of quantum physics that are
actually used in incredibly successful technological developments such as spintronics,
for instance, are independent of foundational and interpretational issues. If we think
carefully about how quantum mechanics is actually applied to physical systems,
Healey argues, we should see that the name of the game is not the representation of
quantum reality but rather to give us, the users of the theory, appropriate information
about the significance and credibility of claims regarding non-quantum physical
features associated with those systems. Thus, for example, according to Healey the
primary role of the notion of the interpretationally troublesome ‘quantum state’ is
not to represent, or describe, some system, but rather to prescribe how we should
determine the probabilities associated with various measurable eventualities (by
applying the Born rule).

However, Healey insists, this is not a form of instrumentalism or empiricism (of the
sort advocated by van Fraassen, for instance), since it does not rely on any distinction
between ‘observable’ and ‘unobservable’ features of the world; rather, various claims
about unobservable physical magnitudes are significant and true or false, depending
on how the world is. It is the function of (non-quantum) magnitude claims to
represent the relevant features of reality and ultimately it is the truth or falsity of
such claims that we care about. This is still compatible with a ‘thin’ version of the
correspondence theory of truth, in the sense of one that eschews some form of causal
account of reference, so that we’re not misled into thinking that terms appearing in
magnitude claims refer to their subject matter via some form of causal connection.
Indeed, Healey maintains, recent arguments regarding a form of the Bell inequalities
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put paid to such thinking. Nevertheless, we can still accept the existence of a physical
world that is independent of our thinking about it. What the pragmatist adds to this
conception is a broader perspective on how we gain knowledge of that world: this
is achieved not via representation per se but, in effect, by taking the theory’s advice
on how the world might be meaningfully represented and what the likelihood is
of such meaningful representations being true. Furthermore, from this pragmatist
perspective quantum theory still helps us to explain a range of otherwise puzzling
phenomena by showing that they were to be expected and also what they depend on.

The following two chapters focus on critical issues about the pragmatist attempt to
construct a ‘middle road’ between realism and instrumentalism.

Lina Jansson focuses on the issue of explanation and the close ties that it has
with scientific realism and argues that from this perspective, Healey’s pragmatist
interpretation comes with significant costs. She begins by inviting us to consider the
putative truism that genuine explanations posit true explanans. This intuitive idea has
to be immediately qualified, however, due to well-known challenges arising from the
roles of idealizations, distortions, and fictions within scientific explanations. A realist
can try to hang onto the gist of the putative truism by appropriately distinguishing the
explanatory from the non-explanatory roles played by different aspects of scientific
explanations, in such a way that the latter’s ontological commitments are tracked.
However, such moves are not open to Healey who rejects, as we have seen, the
claim that quantummodels explain by virtue of representing quantum reality, arguing
instead that they explain by virtue of telling us what to expect regarding non-quantum
magnitudes, together with what suchmagnitudes depend upon. A crucial issue is how
to make sense of this explanatory dependence by the pragmatist’s own lights.

As Jansson suggests, one possibility is to adopt a popular counterfactual approach
based on ‘what-if-things-had-been-different’ questions (in the spirit of James Wood-
ward), while also allowing for non-causal dependencies. However, without causation
to rely on, there is no straightforward way of distinguishing the explanatory theoret-
ical posits from the non-explanatory roles played by idealizations and the like. The
way to proceed, she avers, is to carefully distinguish different kinds of dependence
within the epistemic dependence approach to explanation and, in particular, to look
to what it is that allows us to make the relevant inferences about the counterfactually
robust connections between the initial input of the explanans and the explanandum.
Idealizations, distortions, and fictions can serve to do that, without acting as the
relevant input into the explanans. In Healey’s account, since the quantum state is not
taken to represent the system in question, it cannot serve as such an initial input but
it may nevertheless be indispensable to us in offering the appropriate explanations.
As a result, Jansson argues, crucial information about the physical grounds for the
appropriate assignment of such states has to be effectively ‘black-boxed’, a feature that
she highlights as one of the costs of adopting this form of pragmatist stance.

Peter Lewis also examines the costs of pragmatist approaches—here taken to
embrace also Simon Friederich’s (2015) account—not only with regard to explanation
but also when it comes to our understanding of the content of propositions. In
articulating their position the pragmatists appeal to an inferentialist account of
meaning according to which the meaning of a proposition lies with the material
inferences that it supports, rather than in its representational content. It arguably
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follows from such an account that claims concerning, e.g. quantum states, spin etc.,
are best viewed not as describing physical systems, but rather as prescribing degrees
of belief in non-quantum magnitude claims that do have descriptive content. Lewis
illustrates this by reference to a quantum state associated with a particular molecule.
This quantum state can licence appropriate probabilistic inferences regarding, e.g.
the molecule’s location upon encountering a silicon surface through the application
of the Born rule (underwritten by decoherence). A claim concerning the molecule’s
location on the surface is an example of a non-quantum magnitude claim that has
descriptive, empirical content that is worth asserting, since it supports material
inferences about, e.g. image formation in an electron microscope. The quantum state
itself allegedly does not have such content; any claim about themolecule’s location at a
diffraction grating, for example, would lead to erroneous inferences concerningwhich
slit the particle is going to go through, for instance. Hence, apart from prescribing
probabilistic inferences supported by the Born rule in situations where the quantum
state decoheres, arguably the state ascription has no content, especially when the Born
rule is inapplicable.

As Lewis notes, one might worry that the distinction between prescriptive and
descriptive content is not supported by the inferentialist account itself and here
perhaps appeals to further elements of the pragmatist toolbox must be made. More
acutely perhaps, Lewis raises the issue that it is not clear how counterfactual inferences
are to be treated on the pragmatist approach: if a diffraction grating were to be
replaced by a silicon surface, we would shift from a situation in which no credences
regarding location can be assigned, the relevant claims being taken to be devoid of
content, to one where definite probabilistic prescriptions can be made, the relevant
claims being contentful. But given that latter point, if counterfactuals contribute to
the content of quantum state attributions, then, Lewis argues, the former claims
should also be understood as having at least some content, contrary to what the
pragmatists assert. One possible response to this worrywould be to reconsider the role
of decoherence with regard to this shift in context—rather than delimiting the range
over which claims have content it should be understood as delimiting the range over
which our material inferences can unproblematically draw on our classical intuitions.
Resolving these sorts of worries, together with those concerning explanation, Lewis
concludes, will crucially determine whether this sort of pragmatist approach has
enduring advantages over its realist rivals.

PART IV comprises three chapters that focus on various issues concerning the
nature of the quantum state, standardly taken to be—in contrast to the pragmatist
approach—represented by the wave function. Indeed, advocates of so-called wave
function realism argue that this representational role should place the wave function
at the centre of the scientific realist endeavour.

Alisa Bokulich challenges this view and the ‘hegemony of the wave function’ in
general by presenting a formulation of quantum mechanics that doesn’t make use
of it. This is ‘Lagrangian quantum hydrodynamics’ according to which the state is
represented via the displacement function of a continuum of interacting ‘particles’
following trajectories in spacetime. Schrödinger’s equation is then recast as a sec-
ond order Newtonian law governing such trajectories. Although this formulation is
helpfully motivated by classical hydrodynamics, Bokulich is at pains to emphasize
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that it does not require commitment to some notion of a ‘quantum fluid’. Instead
the fundamental state entity via which one can understand the time evolution of the
system is given by the congruence of the trajectories.

As she goes on to note, the centrality of these trajectories in this formulation
suggests an obvious comparisonwith Bohmianmechanics. However, there are crucial
differences, most notably with regard to the role played by the wave function in
the latter. Furthermore, Bokulich insists, Bohmian mechanics is an interpretation,
whereas Lagrangian quantum hydrodynamics is a formulation, and as such has
entirely different interpretive ambitions (with regard to the measurement problem,
for example). Interestingly, as Bokulich outlines, this alternative formulation reveals
a previously obscured symmetry of quantummechanics, associated with the infinite-
parameter particle relabelling group, which implies the conservation of quantum
forms of circulation, density, and current. Controversially, perhaps, when transposed
to the relativistic context, the conservation law allows for the definition of global
simultaneity manifolds. More significantly, it is partly because it allows the articula-
tion of this relabelling symmetry that the Lagrangian formulation should be regarded
asmore fundamental than the apparently equivalent Eulerian formulation of quantum
hydrodynamics (associated with Erwin Madelung), which retains the wave function
representation of the quantum state.

What does this imply for the various realist projects adopted and pursued in
the context of quantum theory? As Bokulich notes, the formulation not only chal-
lenges the hegemony of the wave function, but also offers a new perspective on
experiments—such as those involving protective measurements—that are invoked as
evidence for its reality. More generally, the existence of the Lagrangian formulation
encourages us to be cautious in reading off our realist commitments from features
of the standard mathematical presentation of quantummechanics. Finally, one could
also adopt a realist stance towards this formulation itself. Here Bokulich identifies
three possible ways forward. One is to render it an interpretation of the theory, as
in the ‘Many Interacting Worlds’ or ‘Newtonian QM’ views. Another is to adopt a
‘duality’ line towards the quantum state, with the wave functional- and trajectory-
based aspects regarded as a new take on the (in)famous wave-particle duality. The
third approach is what Bokulich calls ‘inferential realism’ which urges a shift in
realist focus from asking ‘what is the world like?’ to ‘what true things can we learn?’
instead. Drawing on Ernan McMullin’s emphasis on the role of metaphors in the
realist enterprise, Bokulich insists that inferential realism is more about developing
a plurality of fertile interpretations than finding the one true picture of the world,
and both the trajectory-based and wave function-conceptions of state feature in
this plurality.

Valia Allori similarly seeks to decentre the wave function in realist approaches to
the theory. Like Bokulich she argues that we should not simply read off our realist
commitments from a given formulation, but instead start the interpretive project with
a ‘primitive ontology’ and construct our interpretation around that. In Newtonian
mechanics the primitive ontology is that of particles, for example, represented by
points in three-dimensional space and our understanding of the theory is grounded
in this. Shifting to the quantum domain, Allori argues that we should retain the
same approach, dropping the representational role of the wave function, not least
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because of the issue of how to understand superpositions. Instead, she maintains,
we should begin with a primitive ontology located in space-time, and select an
appropriate law of evolution for the relevant entities and aim to understand the
theory on that basis. Different such primitive ontologies can then be combined with
different laws of evolution, and Allori considers three kinds of the former: particles,
matter fields and ‘flashes’. This array of alternatives can accommodate a whole slew
of theories, as she sets out. Within this interpretive framework the role of the wave
function is to help implement the law that governs the spatio-temporal evolution
of whatever primitive ontology has been chosen. Thus the wave function can be
regarded as having a nomological character, a suggestion that appears more palatable
tomany if understood fromaHumean perspective, according towhich law statements
are simply the axioms and theorems of our best theoretical system, representing
regularities found in the world. Given the choice ofmodifying our conception of what
counts as ontology or that of what counts as a law in the quantum context, Allori
prefers the latter.

This general approach meshes well, she argues, with selective realism about the
‘working’ posits of the theory that are responsible for its explanations and predictions.
Here the primitive ontology would supply the working posits, the wave function
counting as a merely ‘presuppositional’ auxiliary that is necessary for the theory’s
mathematical formulation (however, see Bokulich above) but not to be understood
realistically. Nevertheless, in some of the theories canvassed here, there remains a kind
of dependence of the primitive ontology on the wave function and Allori suggests
that this yields a useful way of categorizing solutions to the measurement problem:
in theories of type 1 the primitive ontology and the wave function are independent,
as in particle theories; in theories of type 2 the two are co-dependent and these
include flash and matter density theories. Armed with this distinction Allori goes on
to explore how such theories differ with respect to their super-empirical virtues (e.g.
empirical coherence, simplicity, and relativistic invariance), arguing that Bohmian
interpretations with particles as their primitive ontology and GRW approaches with a
flash ontology should be viewed as the leading contenders, with the former, according
to Allori, just nosing ahead. More importantly and generally, she concludes that once
we get the wave function off centre stage we canmore easily explore the different ways
quantum mechanics can be made compatible with realism.

Wayne Myrvold considers a broader set of reasons for denying that quantum states
represent something physically real and argues that at best these provide grounds for
pursuing theories in whose ontologies quantum states don’t appear. Such reasonsmay
draw on certain classical ‘toy’ models in the context of which apparently quantum
phenomena can be reproduced, such as the existence of pure states that cannot reliably
be distinguished. However, Myrvold notes, these phenomena are at best only ‘weakly’
non-classical and suchmodels cannot capture theBell inequalities, for example, which
are regarded as exemplars of quantum behaviour. Likewise, he argues, the fact that
quantum mechanics exhibits classical behaviour under certain restrictions is better
regarded as a prerequisite for taking the theory as comprehensive in the first place,
rather than as evidence that quantum states are not real.

Myrvold then goes on to give positive reasons for an ontic construal of quantum
states, within the context of the information theoretic ‘ontological models framework’.
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From this perspective, he explores the importance of two theorems that constrain
the set of possible theories that could account for quantum phenomena. The first is
due to Barrett, Cavalcanti, Lal, and Maroney and shows that quantum states cannot
be construed as probability distributions over an underlying state space in such a
way that the operational indistinguishability of such states can be accounted for in
terms of overlap of the corresponding probability distributions. The motivation for
constructing an interpretation under which the quantum states are not ontic is thus
stymied. The second theorem, due to Pusey, Barrett, and Rudolph, demonstrates that
distinct pure quantum states are ontologically distinct. Crucially this assumes the so-
called Preparation Independence Postulate (PIP), which has to do with independent
preparations performed on distinct systems. Myrvold problematizes PIP in relation
to quantum field theory, and proposes that it be replaced with what he calls the
Preparation Uninformativeness Condition (PUC), which, he argues, suffices to show
that distinct quantum states must be ontologically distinct.

Given these results, he concludes, the project—which goes back to Einstein, of
course—of understanding the quantum state in epistemic terms must be abandoned.
Myrvold’s argument hinges on the requirement that the ontological lessons we draw
from a theory should rely only on premises that could reasonably be expected to be
preserved when we shift to the successor theory, in this case quantum field theory.
This raises the further question: how does realism fare when we move to consider
quantum physics beyond the realm of non-relativistic quantum mechanics?

PART V examines various responses to this question, specifically in the context of
quantum field theory.

Doreen Fraser focuses on the example of the Higgs boson as exemplifying the use
of certain formal analogies holding between mathematical structures in the absence
of any physical similarity between the relevantmodels. This, she suggests, represents a
major challenge to the support that is typically adduced in favour of scientific realism.
The construction of the Higgsmodel proceeded by drawing formal analogies with the
relevant order parameters in certain models of superconductivity: with regard to the
latter, it is the effective collective wave function of the superconducting electrons,
which distinguishes the normal state of the metal from the superconducting state,
and in the case of the Higgsmodel, this is the complex scalar quantum field associated
with the Higgs boson.

Fraser argues that the physical dissimilarities of the various elements means that
these analogies must be regarded as purely formal. Thus, for example, the internal
relationships these elements enter into in eachmodel are quite different: the transition
to a superconducting state, involving spontaneous symmetry breaking, is a temporal
process, but there is no analogue of this in the Higgs model.

What then is the explanation for the successful application of such analogies?
Fraser argues that they opened up the space of mathematically conceivable models
by showing that it was possible to incorporate spontaneous symmetry breaking into
one’s model accompanied by massive bosons. Furthermore, because of the physical
disanalogies, crucial features of the superconductivity model were open to experi-
mental investigation, allowing the formal analogies to play a heuristically useful role.

This then presents a fundamental challenge to realism, as the purely formal rea-
soning used to construct the Higgs model was instrumentally successful, yet, Fraser
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insists, the truth or falsity of the theoretical statements asserting the appropriate causal
connections cannot be relevant to explaining its success because there is no plausible
physical analogy underpinning them. Thus we seem to have an example of scientific
success that cannot be accommodated in realist terms.

Fraser concludes by noting that realists and anti-realists alike tend to draw on
diachronic sequences of theories in defence of their opposing claims. However,
she argues, what the Higgs case study demonstrates is that when it comes to the
development of specific quantum theories (and here we might recall Wallace’s point
above), it is also synchronic relationships that need to be considered, involving new
sets of challenges.

James Fraser is more sanguine, insisting that despite the challenges, we can give
a realist reading of quantum field theory. However, he argues, restricting our atten-
tion to perturbative or axiomatic treatments is unhelpful in that regard. It is the
former approach that lies behind the striking empirical predictions of the theory,
including many of those tested at the Large Hadron Collider, for example. Yet the
underlying strategy is famously problematic and has been widely regarded as lacking
in mathematical rigour, depending as it does on the removal of certain infinities in
a suspiciously ad hoc manner. Indeed, it leaves the realist unable to specify what the
theory says about the world. In desperation, perhaps, one might turn to the so-called
axiomatic approach that at least gives a clear set of theoretical principles for the realist
to work with. Unfortunately, as is well known, these principles can only be used as the
framework for certain physically unrealistic ‘toy’ models.

All is not lost, however. As Fraser notes, developments in renormalization theory
offer a way forward and here he sketches the core features of the momentum space
approach—in particular the way in which certain coarse-grained transformations
induce a ‘flow’ on the space of possible theories which offers information on the
behaviour of systems at different scales. These systems, modelled by QFT, display a
feature known as ‘universality’, whereby models that display very different behaviour
at high energies manifest very similar physics at lower energy levels. What this means
is that if the high energy degrees of freedomare removed, as in a ‘cut-off ’, this will leave
the lower energy behaviour more or less unaffected. This in turn allows the realist
to ‘bracket off ’ what the world is like at the fundamental level, while still accurately
modelling its lower energy properties.

This then helps to justify the various steps of the perturbative renormalization
procedure. Thus, for example, it justifies the absorption of the physics beyond a
certain ‘cut-off ’ point into an effective action and reveals that what this procedure
is really about is ensuring the right kind of scaling behaviour exhibited by the system
in question. Finally it pragmatically justifies taking the cut-off to infinity, which yields
significant computational benefits.

Given this procedure, Fraser argues that the renormalization group offers a way
of developing a selective realist reading of QFT, according to which we should be
realist about those constituents that underwrite a theory’s predictive success. In
particular, it reveals that certain features play no role in that success and can be set
aside as far as the realist is concerned. However, it also helps the realist articulate
the relevant positive theoretical commitments, with regard to relatively large-scale,
non-fundamental aspects of the world. It shows, for example, that they are largely
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insensitive to the details that obtain at high energies and hence can be considered
‘robust’ and thereby worthy of realist commitment.

Nevertheless there remain challenges. Thus, for example, even granted the robust-
ness of low-energy features of the relevant models, it remains unclear what aspects of
the world they are latching onto. Here, Fraser argues, the realist needs to pay further
attention to such claims about the non-fundamental and consider more carefully the
terms in which they are characterized. This is in addition to the more well-known
concerns regarding what the world is like according to quantum theory, as canvassed
in this volume, as well as the additional puzzle posed in the context of QFT by the
existence of unitarily inequivalent Hilbert space representations. As Fraser concludes,
such puzzles and concerns highlight the need for a comprehensive re-examination of
realist strategies in general.

Laura Ruetsche agrees that the development of the Standard Model and the
quantum field theory that underpins it present a range of new challenges to realism.
She focuses on one of the strategies indicated by James Fraser, namely adopting a
selective attitude as embodied in what she calls ‘effective realism’. As she notes, this
takes seriously the point that our best current theories are merely ‘effective’ in the
sense that they’re not true across all energy regimes and uses the renormalization
group as a means of motivating the core ‘divide et impere’ move of such an attitude.
Unfortunately, she points out, the action of the renormalization group is defined on
a specific space of theories and whatever the virtues are of our best current models, if
the true, final theory lies outwith that space, then, as she puts it, all bets are off.

Even more worryingly, Ruetsche notes that it is not clear how realist ‘effective
realism’ is! Through an examination of various features of effective theories, she
concludes that in order to distance herself from the empiricist, the effective realist
must approach such features in the light of certain interpretive projects. So, for
example, the effective realist might endorse particles corresponding to fields that are
robustly present in the relevant Lagrangian at a certain length scale, but to do so she
must engage in interpretive manoeuvres that are typically articulated in terms of a
theory’s truth conditions and which she supposedly repudiates.

However, Ruetsche suggests, the effective realist needn’t disavow such interpretive
work per se, as long as she is mindful of the distinction between asking what the
world is like according to a given theory, and asking why that theory is so successful.
According to the view Ruetsche labels ‘fundamentalism’, the answer to the second
question is given in terms of the answer to the first: the theory is so successful
because it accurately describes how the world is. When it comes to effective theories,
however, she argues that this intertwining of the answers is a mistake because what
explains the success of an effective theory is something exogenous to it. Recognizing
that and rejecting fundamentalism then brings effective realism closer to what she
calls a ‘humble’ form of empiricism that explains a theory’s success in terms of
its approximation to the predictions of some final theory within experimentally
accessible regimes. The humble empiricist accepts that we can give an explanation
of a given theory’s success, just not in terms of its truth and that we can entertain
the possibility of some true, final theory but that we should adopt an agnostic stance
towards a given effective theory’s set of unobservables.
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To conclude, Ruetsche suggests that whether the commitments of effective realism
actually count as realist or not depends on how they’re understood. It is better,
she maintains, to embrace a stance of humble empiricism that has the resources to
accommodate the myriad ontological subtleties of quantum physics.

* * *
This collection of chapters is thus ‘book-ended’ by attempts to shift realism away from
the traditional conception in the face of the multiple problems posed by quantum
physics. The nature and extent of that shift varies from author to author—in some
cases it involves a move away from the foundational, in others dropping the emphasis
on the truth-content of theories, and in yet others it requires some form of non-literal
‘reading’ of quantum theory. There are a variety of options ‘on the table’ and what
realists in general need to do now is not just take quantum physics seriously but to
continue articulating, defending and contrasting these epistemic alternatives along
the lines presented in this volume, which we hope will come to be seen as a significant
step in the right direction.
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2
Scientific Realism without
the Quantum

Carl Hoefer

2.1 Introduction
The purpose of this chapter is to handle one part of a larger project proposing and
defending a (relatively) new and untried form of Scientific Realism (SR). SR is the
family of philosophical views that assert that we have strong reasons to believe in
the truth or approximate truth of much of the content of our best current scientific
theories. The specific form of SR that I defend will appear to some to be a black sheep
in the SR family, since I reject many tenets central to earlier SR variants. For example,
I claim that inference to the best explanation (IBE) is not the ground on which SR
stands, nor is it a defensible inference rule in general. And I do not aim to look back
into the history of science and argue that SR was defensible prior to the twentieth
century, or that we can find a crucial type of content that has been preserved for
centuries across apparently dramatic changes in theory. Instead, I will defend only
the claim that a large proportion of our current scientific picture of the world is
correct, and that we have ample reason to believe that it will never be overthrown and
replaced in the way that important theories from earlier centuries (Newtonian gravity,
phlogiston theory, Lamarckian evolution theory) were overthrown and replaced. So
the SR I defend is ‘selective’ in the sense that it restricts its claims to fairly recent science
(from roughly the mid-twentieth century onward).
It is selective in another important sense: it excludes our current fundamental

theories of physics. That is this chapter’s main purpose: to argue for the proposition
that whatever the exact scope of the realist’s claim may be, it should exclude the
most fundamental physical theories we have right now. By this I mean: Quantum
Mechanics (QM), the various quantum field theories that form parts of the Standard
Model, General Relativity (GR), all the speculative theories of quantum gravity
and quantum cosmology (string theories, AdS/CFT theories, etc.), and their related
models (Standard Model of particle physics, �-CDM cosmological models, etc.). In
the case of GR, which I will not discuss below, the case for exclusion is simple and
is part of conventional wisdom in theoretical physics: GR treats matter only in a
phenomenological sense, treats both matter and spacetime as classical continuum
fields, and seems not to be quantizable. It also gives rise quite generically to infinities
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(curvature singularities) that are presumed to be unphysical; and even if GR is
accurate for low-energy gravitational phenomena, it is assumed that at very high
energies (corresponding to the Planck scale), its accuracy must break down and
a quantum gravity theory will be required to correctly describe the phenomena.
So GR is assumed to be empirically adequate for a wide range of phenomena,
but not to give a correct/true description of the fundamental nature of matter or
spacetime.
In this chapter I will focus on quantum theories, and argue that we have ample

reasons to exclude them from the domain of scientific knowledge that we can regard
as established, true knowledge. As part of explaining why this is the case, of course,
I will have to say quite a bit aboutmy proposed new version of SR: enough for us to see
clearly why large portions of foundational physics must still be excluded, and to see
which bits of our current quantum picture of matter can already be included. Briefly
laying out my version of SR will be the task in the next section. But I will have to leave
a full exposition and defense of the view to future work.

2.2 Scientific Realism, Revived
In my career as a philosopher of science I have mostly explored topics other than
realism/anti-realism, principally metaphysical issues such as the nature of causation,
of objective probability, or of spacetime. But I have been aware of the shifting tides of
debates about SR, and often have had to think about my own stance, in the classroom
or in reading groups. That stance was quite variable and unstable. I would tend
to lean strongly toward anti-realism after reading certain historical works, or when
I was immersed in foundations of physics discussions or looking at the plethora
of approaches to quantum gravity. But I would tend to revert to sympathy with
scientific realism when not focused on these sources of doubt, or when I reflected
on the stunning achievements of biomedicine and engineering of the last fifty years
or so. And I didn’t need to make up my mind or take sides (other than for fun,
during discussions). But in the course of a year-long reading group on SR, a few
years back, I ended up seeing a way to isolate what seemed good and perennially
attractive about realism, and separate it from the problematic aspects that make
it struggle to withstand careful historical and philosophical scrutiny. As a way of
approaching my current view, here are some lessons that I believe I’ve learned over
the years:

1. Against method. The idea that there is a thing called ‘the scientific method’
which is applied in all (or most) sciences and which leads us inevitably to the
truth (or closer and closer to the truth) is one that I gave up a long time ago.
There are many different methods that can count as scientific, and different
ones apply at different times, both within a single scientific domain and when
we look across more than one domain. Success is possible—when the world
happens to be amenable to our methods of thinking, exploring, and testing. But
complete success may not be possible; that depends on how the world happens
to be. So there is no way to argue, ahead of the game, that science can or will
‘track truth.’
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2. Don’t go back in time. In order to evade Laudan’s (1981) pessimistic induction,1
some philosophers of science, perhaps partly under the spell of the notion of the
inevitable success of the scientific method, try to find a way to convert many of
Laudan’s examples of radical theory overthrow into cases ofmerely partial theory
overthrow, with preservation and accumulation over time of the stuff that the old
dead theories ‘got right.’ I think this just doesn’t work.When one finds something
that (arguably) did get preserved from theory A to (very different) successor B,
it often is not the same kind of thing that got preserved in the replacement of
theory C with theory D. Frequently, the content allegedly preserved also (to my
eyes) looks a bit thin and superficial, or very close to the purely observational.
This being the case, why bother taking on this burden of tracing threads of truth
back into the past? Some realists have felt they had no choice but to do so, but I
will argue that this is not correct.

3. IBE isn’t your friend. The anti-realists are just right about inference to the best
explanation (IBE): it is a terrible inference rule. It will lead one astray if one
happens to possess only a ‘bad lot’ of possible explanations—as was typically
the case in science of the nineteenth century or earlier. Or if one has poor taste
in explanations. Or if the world happens to be such that the right story is one that
doesn’t feel very explanatory to us, while also being such that a false story that
feels very explanatory to us is empirically adequate. So leave IBE out, because,
as we will see, you don’t need it.

4. Focus on why you can’t help being a realist in daily life, after you stop reading anti-
realist papers. The core intuition behind SR is a feeling that it is absolutely crazy
to not believe in viruses, DNA, atoms, molecules, tectonic plates, etc.; and in the
correctness of at least many of the things we say about them. By focusing on why
and in what ways it is indeed crazy to doubt certain parts of our current science,
we will arrive directly at a justification for believing in them.

5. Leave fundamental physics out of the scope of SR’s claim. As many philosophers
have noted, in various ways, physics is different. It aims to describe the funda-
ments and the behavior of everything in the physical world, not just give us a
good story about some important but limited domain. So physics is special in
the scope of its aims. And the way physics has gone, in our world, has led to the
postulation of ever-more-severely-unobservable entities and properties. These
two factors lead to a special vulnerability to underdetermination, i.e., to the
existence of two or more possible stories about the unobservable substructures
of the world that give rise to the behaviors of material stuff that we can observe.
And quantum theories seem to illustrate precisely such underdetermination.
Moreover, physicists working toward a theory of quantum gravity seem to be
counting on the possibility of coming up with an entirely different fundamental
story that explains all that GR plus current quantum theories already get right.
So despite their impressive successes, these theories have to be placed outside the

1 Laudan reviews a number of episodes in the history of science and shows that they confound the realist
belief that science has been bringing us closer and closer to the truth. If anything, the correct induction to
make from the history of science would be to conclude that our current theories will one day be overthrown
and viewed, by our successors centuries hence, as having been very seriously mistaken.
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scope of what we can confidently endorse as true knowledge. (We will discuss
all this in more detail in the next section.)

Putting these bits of wisdom, if such they are, together in the right way, we arrive at
a form of realism that is novel to the literature, and which I think is stronger than
previous variants.2 I still don’t know what to call it, but for now the name that seems
best to me is tautological scientific realism (TSR).
Key points of TSR arise from lessons 2 and 4 above. There is a large swath of estab-

lished scientific knowledge that we now possess which includes significant parts of
microbiology, chemistry, electricity and electronics (understood as not fundamental),
geology, natural history (the fact of evolution by natural selection and much coarse-
grained knowledge of the history of living things on Earth), and so forth. It seems
crazy to think that any of this lore could be entirely mistaken, radically wrong in the
way that phlogiston theories and theories of the solid mechanical aether were wrong.
But at what point did accepted scientific lore really start to have this indubitable
character? Not, I submit, until the twentieth century, and in some cases well into
the twentieth century. So TSR is a philosophical doctrine about our current best
scientific theories (parts of them, that is), and makes no claim that a strongly realist
attitude toward any parts of science going beyond the directly observational was ever
warranted in the nineteenth century or earlier.
The claim of TSR is not that our current science is so very successful that we should

infer that it is probably true. That would be IBE, and would be wrong. The claim
of TSR is rather that certain parts of our current scientific lore are such that we can’t
conceive of any way that they could be seriously mistaken, other than by appealing
to scenarios involving radical skepticism. That is, if we try to conceive of how we
could come to think we were simply, drastically wrong in believing some chunk of
the relevant lore, we find we can’t do it by any of the normal routes of correction and
discovery that led to radical theory changes and entity-rejections in earlier centuries.
Consider the case of phlogiston theory, rejected because as more andmore distinct

experiments were conducted a coherent set of properties and behaviors for phlogiston
became almost impossible to configure, and because (later on) a more successful
and explanatory chemical theory was developed that didn’t need phlogiston and
offered testable explanations of everything that originally was thought to be explained
by phlogiston (and much more).3 Compare that with current chemistry: today, the

2 In any area as widely explored as SR, complete novelty of a philosophical view is of course impossible.
Among the authors who have defended views with some significant overlap with my proposal, I should
mention McMullin (1984), Miller (1987), Roush (2010), and Doppelt (2014). Here I will not discuss the
similarities and differences; suffice it to say that, tomy knowledge, nobody has ever put together the package
of ideas that I describe in this section.
3 Here I mean something like: chemistry by the end of the nineteenth century. Hasok Chang (2012)

has argued that the rejection of phlogiston theory in favor of Lavoisierian chemistry was premature, given
the latter’s many problems and anomalies. Even if Chang is correct about this, it does not mean that a
coherent, improved phlogistonic theory could have developed in some nearby possible world, without
evolving into something that would have been substantially the same as our chemistry (but somehow
preserving the word ‘phlogiston’ in someway or another). Chang notes that phlogiston played a role similar
to that assigned, later, to (negative) electricity, and (in other contexts) had a role similar to that of chemical
potential energy. Thismeans that we can imagine how science could have developed in a way such that stuff
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properties and behaviors of the atoms and molecules are understood in great detail
and there are no large gaps in our understanding, nor important empirical anomalies
yet to be explained. How can we imagine our current lore to be seriously wrong?
Well, we can’t do this by imagining something parallel to what actually happened

when phlogiston was rejected: the accumulation of new experimental data that puts
great new constraints on what atoms could be like, or molecular bonds, or solutions.
We can’t imagine this because, basically, the experiments have all been done already,
and current theory is confirmed by them. I am not, of course, claiming that literally
every interesting experiment that could be done in chemistry has actually already
been done. But the terrain of possibilities has been explored quite substantially, and
in particular, all ormost of the types of experiments that chemists can think of as being
possible places to look for important anomalies or unexpected results, have already
been done. Nothing remotely similar could be said in the late eighteenth century.
There just are not the kind of huge gaps in our experimental knowledge or in our
ability to offer theoretical stories and explanations about what goes on that there were
in the eighteenth andmost of the nineteenth centuries, that would allow us to imagine
future experiments that prove our current theory (seriously) wrong.
So, if we want to imagine our current chemistry one day being overthrown, we are

reduced to doing one of three things. (A) We can imagine that things start to behave
differently than they have so far, in our labs, in ways that lead us to scrap our current
theoretical beliefs. But this is to imagine the very laws of nature breaking down or
changing significantly—a form of radical skeptical scenario familiar from debates on
Hume’s riddle of induction. (B) We can imagine some super-genius coming along
and simply crafting a theory empirically near-equivalent to our current chemistry,
from scratch, with seriously different ontology and different explanations of most
phenomena. (Or perhaps we meet a much cleverer alien civilization, and they let
us read their chemistry textbooks.) This is to imagine a ‘possibility’ that we have no
reason to think is an actual logical possibility. Without fleshing out the story in detail,
i.e., without actually producing this brilliant alt-chemistry, we have nomore reason to
take this as a genuine possibility thanwedo the daydreams of amid-twentieth-century
mathematician who imagines herself coming up with a counterexample to Fermat’s
last theorem. (C) We can imagine coming to believe that we are all something like
Putnam’s brains in a vat (Putnam, 1981), or Bostrom’s computer simulations (Bostrom,
2003): beings radically deceived about the nature of the physical universe they in fact
inhabit, whose properties can be as different as one likes to those of the fake universe
we have actually been thinking was real.
In other words—and this is a key point of TSR—with respect to large swaths of

current science, we simply cannot see a way to imagine things going such that we
decide we have been seriously mistaken, in the way that we take phlogiston theory to
have been seriously mistaken. All efforts we make to try such an imaginative exercise
either have no claim to being taken as genuine logical possibilities, or wind up simply

with the properties and roles we ascribe to electricity (or chemical potential energy—but not both) might
have been called ‘phlogiston.’ It does not mean we can imagine a science as empirically successful as our
current chemistry in which phlogiston, roughly as understood by Priestly and others in the late eighteenth
century, survives and plays a non-trivial role.
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positing one or another form of radical skeptical scenario. Now, I have no problem
with philosophers thinking and working on the threats of radical skepticism. But
that is epistemology, not philosophy of science. As philosophers of science we are
entitled (and, I would say, obliged) to set aside radical skeptical doubts. Or to put
it another way: once the scientific realist forces the anti-realist into positing radical
skeptical scenarios in order to keep her anti-realist doubts alive, the game is over and
SR has won.4 Hence ‘Tautological’ Scientific Realism:We ought to believe in the truth
of those parts of contemporary science that can no longer be reasonably doubted—
where ‘reasonably’ means ‘by being able to conceive, in a non-trivial sense, of how
they might turn out to be wrong’, setting aside radical skeptical moves, as we do at
almost all times, as definitely ‘unreasonable.’ Here I am assuming that ‘One ought
to believe in the truth of that for which one has strong evidence and cannot see a
reasonable way to doubt’ is a tautology, or something near enough to one; it is, at
any rate, not something that most philosophers will reject, whether they are realist or
anti-realist.
The comparison to mathematical truths/falsehoods, and invocation of the notion

of logical necessity here, may strike the reader as implausibly strong, but I do believe
it to be justified. To be clear, my claim is not that I can see, myself, with Cartesian
clarity and distinctness, that the idea of a radically different alt-chemistry yielding
all the observable phenomena we have come to know (without resorting to radical
skeptical scenarios) involves an inherent contradiction.What I am claiming is that the
incredible variety of experimental and observational evidence we have accumulated,
whichmeshes together in complex ways, makes the existence of such an alt-chemistry
quite inconceivable for us, and thus the burden of proof lies on the philosopher who
wants us to take it as a live possibility: show us how things in chemistry could be
radically different.5
Above we looked at how impossible it is to imagine our current chemistry being

overthrown and replaced for the same sorts of reasons that led to phlogiston theory’s
rejection: the accumulation of serious anomalies in new experiments gradually mak-
ing a coherent theoretical story impossible to give, plus arrival on the scene of a clearly
better replacement. But in fact, the difficulties of imagining a coherent replacement
scenario are far greater than we’ve yet seen, because of the ways in which our current
scientific theories and technologies are intertwined and entangled with each other.
If you replace our current chemistry, you will have to revise many other areas of
science which are connected with the theoretical posits of current chemistry. Exactly
which other areas are affected depends on exactly how one tries to imagine that our
current chemistry is mistaken, and what alternative story gets proposed to replace
the mistaken parts. But let’s think about a radical change, to make vivid the point
about knock-on revisions. Suppose we try to imagine deciding that we were wrong

4 Kyle Stanford (Stanford, 2006, ch. 1) has also discussed how some attempts to undermine SR devolve
into radical skeptical scenarios, which he also takes to be impotent qua arguments against SR.
5 These remarks situate my view with respect to Stanford (2006): I disagree strongly with his conclusion

that unconceived alternatives are a serious threat to many branches of modern science, in particular to
chemistry and biology; but I agree that the threat remains serious when it comes to fundamental physics,
as we will see below.
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in thinking that stable substances are made up mostly of stable tiny bits deserving
the name ‘atoms,’ whose types and basic properties are codified in the periodic table
of elements. We then need to rewrite all of chemistry from the ground up, no small
feat. But we also would need to rewrite much of astrophysics (what is the process that
happens in stars to produce energy?), and statisticalmechanics (with its theory of heat
as molecular motion). We would need to revise all of microbiology as well (stories
about how living cells get nutrients and oxygen, for example), and our understanding
of what goes on in electron-tunneling microscopes.
In earlier centuries, the sciences were not so intimately interconnected and mutu-

ally reliant. A theory in biology could overthrow an earlier one without any impact
on physics or chemistry, and vice versa, because the theories and stories told about
processes were so sketchy and incomplete. Things are entirely different nowadays.
For many parts of our best sciences today, major revision concerning the basic
ontology and/or theoretical posits would trigger a chain reaction of necessitation
of revisions in other areas of science, whose scope would surely be very large, and
possibly encompassing most or all of biology, chemistry, engineering and material
sciences, neuroscience, and so forth. The point is not that the wholesale scrapping and
replacement of our current scientific lore would be difficult. The point is that, given
the vast swathes of experimental and observational evidence we now possess, we have
no reason whatsoever to think it is even logically possible, other than by resorting to
radical skeptical scenarios. The web of belief that Quine describes is incomparably
more complex and its parts mutually connected by multiple threads, than it was in
earlier centuries.6
Exactly which parts of contemporary scientific lore fall inside this domain of

the not-reasonably-doubtable? This is an excellent question, and one that deserves
a major interdisciplinary research program (bringing together philosophers and
scientists) to answer it. I can’t offer a definitive list of the parts of science that
have achieved indubitable status, but I can offer a set of examples that seem to me
excellent candidates, and which already show TSR to be a genuine realist position,
with commitments far beyond what standard anti-realisms endorse.

• The existence and many basic properties of the atoms of the periodic table;
• The ways that atoms bind into molecules, and how collections of them behave
(including interactions between distinct substance types) over a wide range of
temperatures—hence, much of chemistry;

• Most or all of basic cell biology and microbiology (including the basics of our
theories concerning DNA and RNA and reproduction);

• The existence of viruses and their roles in causing illnesses;
• Much of the core of astrophysics, including the processes of fusion, stellar
life phases, novas and supernovas (but excluding black holes and cosmology
theories);

6 Another way to think of our current situation is to note that each significant chunk of the scientific
lore I am talking about is a thing on which we have multiple epistemic handles. In a separate publication I
will develop the notion of our epistemic handles on scientific truths, a topic in which both reference and
manipulation or control play important roles.
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• Most of our knowledge of electricity and electronics, taking electrical phenomena
in a non-fundamental sense—committed to the existence of electrons and some
of their key properties, but not to QM or QFT per se.

It’s important to note here that in most of the above items, I am talking about ‘how’
these things occur, at a relatively crude level of description, and not about the stories
about ‘why’ and ‘how, in detail,’ stories which in many cases rely on principles of QM
and on things such as wavefunctions. It’s the level of description typically found in
high school or first year university courses that is, I claim, here to stay. For example,
that water is comprised mainly of molecules whose compositional structure is H2O;
or that a carbon atom can bond with up to four other atoms, ‘sharing’ its outermost
electrons with the bonded atoms. Deep structures or principles of quantum theory
are not presupposed by statements like these, even though working scientists would
appeal to such structures and principles if asked to explain these facts.
Two features of this list deserve to be noted, and discussed in detail in the next

section. First, the absence of fundamental physics theories: they are not there, because
we still can imagine, rather easily, coming to decide that they are mistaken in certain
fundamental ways and need to be replaced. (In fact, many philosophers and physicists
are already convinced of this.) And the imagined replacement would not provoke a
chain reaction of revisions throughout other areas of science, because of the second
feature I want to note: many parts of science onmy list depend on and are linked with
physics—but not fundamental or foundational physics. Instead, they are connected to
a sort of meso-level physics, a mix of facts (like the mass and charge of electrons),
coarse-grained or ‘effective’ descriptions (of, e.g., the sizes of atoms and how they
move, or of light, including when to treat it using classical E-M equations and
when to treat it as a ray and when to treat it as something like a particle), useful
phenomenological equations, and more. This part of contemporary physics is very
hard to describe exactly, but it definitely deserves a place on the list of the now-
indubitable. How this can be, without dragging our quantum theories onto the list
as well, we will discuss after we examine why those theories should not be on the list.

2.3 No Realism About Quantum Theory (Yet)
The case for excluding quantum theories from the ambit of the scientific realist’s truth
claims can be made fairly simply, and the reader can look at other chapters in this
volume for related discussions (e.g., Ruetsche on QFTs). Juha Saatsi sums up the core
of the issue nicely:

Firstly, as I will discuss further below, interpretations of QM, when spelt out in the level of
detail required for their defence, become deeply metaphysical due to indispensably involving
ideas about quantum reality, and its relationship to observable features of the world, that
are far removed from the actual scientific use of quantum theory to predict and explain
empirical phenomena. Secondly, assuming that the different interpretations are underwritten
by variants of QM that are all sufficiently empirically adequate, the realist faces a radical
underdetermination of the metaphysical alternatives. (Saatsi, 2019, pp. 6–7)7

7 Saatsi summarizes the problems for a realist stance regarding quantum mechanics, but then goes
on to defend a limited form of realism for the quantum realm. The sort of realist claim that he offers is
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The fundamental obstacle to realism about the quantum arises out of the measure-
ment problem (MP) and the various ways of tackling it, which lead to serious threats
of underdetermination (UD). Let’s look at the threats briefly.
Underdetermination of theory by evidence arises when two theories appear to

make exactly the same predictions for all possible observational situations (for some
appropriate sense of ‘possible’). UD is precisely what I have argued is not possible
for the various parts of current science covered by TSR, unless one resorts to radical
skeptical scenarios. The interconnectedness of the various branches of science and the
technologies of observation and manipulation we have created in conjunction with
themmake it impossible to imagine (say) a rival theory to the virus theory of illnesses
coming along that makes no different empirical predictions. (Notice that an imagined
rival ‘theory’ would need to explain why the cells of sick or dead people are full of
copies of certain viruses, even though they don’t actually cause the illness; or perhaps
explain how microscopes only seem to show us viruses, and we only seem to be able
to manipulate and grow such small things in our labs, while in reality nothing of the
sort exists; or. . . .) But the fundamental quantum realm is entirely different, precisely
because it is fundamental and assumed to be the underlying story of all physical
events. Every event that happens is, in some sense, a test case for quantum theory,
and nothing can come ‘from outside’ so to speak, from another science or domain
of phenomena, to put constraints on quantum theory’s predictions. So given one
quantum theory that seems empirically adequate to all phenomena so far observed,
if one can construct a substantially different rival theory that (apparently) makes all
the same empirical predictions, then UD is established and we have to admit that our
first theory may after all not be the right one.
This seems to be how things stand for quantum theories. Most famously, Bohmian

mechanics is a genuinely different theory when compared to any interpretation of
standard non-relativistic QM, and the same goes for GRW collapse theories, but—
for the range of phenomena in which QM is considered valid—these rivals make no
predictions that we can experimentally distinguish from the predictions of QM.
One response to this situationwould be toweaken the ontological claims associated

with QM and advocate a realist stance toward what all the variants of QM (here
including Bohm theory and GRW theories) have in common, that is, some core of
the theory that is sufficient to yield the empirical predictions. For QM this is easy
enough to specify: the Schrödinger equation and the Born rule (together with the
lore concerning how certain operators correspond to certain measurable quantities,
and the lore about how to construct appropriate Hamiltonians). But the quantum
state appears in the Schrödinger equation, so one must at least specify whether that
is to be regarded as a physically real thing, and if so, what is its nature. (If one
denies that it represents anything real, then prima facie, all one is committed to are
the empirical predictions of QM: precisely what anti-realists are ready to accept.)8

considerably weaker than that associated with the domains of TSR, in particular by eschewing claims about
which, if any, of the mathematical elements of the theory represent existing entities.
8 Healey (this volume Chapter 7; 2015) has, however, crafted a form of realism about QM that denies

the reality of the quantum state but embraces the correctness of many quantum mechanical explanations
of observable phenomena, thus committing to more than most anti-realist views are ready to accept. For
reasons of space I cannot discuss Healey’s viewpoint in this chapter.
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One must also specify the quantum state’s connection to ordinary objects in 3-D
space, how it evolves over time, and whether or not there exists something else besides
the quantum state. Answering these questions in diverse ways leads straight to the
well-known variants of QM, such as GRW theories, Bohmian mechanics, or the
Everett interpretation. For the domain of non-relativistic QM, these variants are
demonstrably empirically equivalent, at least given currently available techniques and
resources for experimental testing. Even if one thought that one of these must be
approximately true, one would have to be agnostic about which one, which is to say,
not make the scientific realist claim about any of them.
One response to the UD of standard QM is to dismiss Bohm theory and GRW

as genuine live possibilities because of their apparent inability to be extended to the
realm of quantum field theories.9 This line of response seems promising because
it is true that in the view of most physicists, the non-Lorentz-invariance of QM
and its inability to fully handle light (photons and the E-M field) indicate its non-
fundamental status compared to fully Lorentz invariant quantum field theories. From
this perspective, standard QM is a low-energy effective theory derivable, in principle,
from quantum field theories (even if the derivation is never explicitly carried out).
That the non-fundamental, merely effective theory has empirically equivalent rivals
is then no more than a curiosity. The scenario posited here would then be one
in which a non-fundamental theory does have empirically equivalent rivals. But
this is a distinct sense of ‘non-fundamental’; ordinary QM would still count as a
theory of ‘fundamental physics,’ albeit one that has been relegated to a status of mere
approximate truth for certain purposes and in certain domains. (The same is already
true of Newton’s gravity theory, and will presumably be true of GR once a better
replacement theory comes along.)
This response may appear adequate—unless, of course, QFTs themselves suffer

problems of underdetermination, as seems to be the case. At least two types of UD
regarding quantum field theories can be discerned as things stand currently.

1. Collapse/no-collapse. For those who are willing to contemplate the possible
truth of quantum theories under an Everettian interpretation, there is a sim-
ple alternative that poses an UD problem: standard quantum theory with its
assumed collapses of superpositions upon measurement. It is easy to forget
this threat because in the foundations of physics community, the proposal that
measurements in particular (unlike other physical interactions that might seem
superficially similar) provoke a sudden change of state is considered beyond the
pale. But whether it is considered beyond the pale or not by the foundations
community, the standard collapse interpretation is one that has been taught to
four generations of physicists so far and has seemed to work without running
into anything that might count as counter-evidence.

2. Particles/fields-only. The way that physicists tend to think and speak about the
theories comprising ‘the StandardModel of particle physics’ involves apparently

9 There do exist efforts along these lines, with some successes; see for example Pearle (2015) and Struyve
(2012). I think it is fair to say that the consensus among physicists, however, is that these extensions of GRW
and Bohm are unlikely to become full-blown competitors to all the existing quantum field theories.
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serious discussion about particles: their creation and destruction, their intrinsic
properties, their effective sizes (cross sections), their trajectories in detectors,
and so forth. And one way to interpret QFTs is precisely as theories about
particles; the associated quantum fields being either assigned equal reality, or
demoted to the status of mathematical tools not to be thought of as existing.
But this is now a minority stance, a majority of physicists and philosophers of
physics arguing that, strictly speaking, only the quantum fields are truly real,
particles being mere aspects of them, ‘excitations’ of the fields.10 The details of
this debate are too complex and technical to even begin to present here, and
for all I know perhaps one side has already definitively refuted the other. But
at the moment there seems, to me, to be a live interpretive question remaining
here concerning the actual ontological implications of QFTs. Even if it is one
day considered resolved, it stands as a warning example of how fundamental
theories tend to leave open issues concerning their real ontological implications,
a phenomenon we should consider likely to arise again if or when one or more
successful quantum gravity theories come onto the scene.

Finally, there is one further UD problem for QFTs that must be faced, even if one
feels the above two concerns can be set aside: almost all theoretical physicists already
believe that there is an empirically equivalent rival out there waiting to be discovered:
the long-soughtQuantumGravity (QG) theory that will bring gravity into the domain
of quantum physics. It is considered already fairly clear that gravity cannot be folded
into quantum theory by some canonical quantization leading to a new field theory
that captures gravity in the same sort of way that QED captured the electromagnetic
interactions and QCD captured the strong force. So, what many physicists expect is
that all existing QFTs will turn out to be merely ‘effective field theories’ in the domain
of lower energies, derivable (in principle) from a non-effective fundamental theory
that is valid at all energy regimes. But this is UD: two different theories, namely, our
existing QFT and the future QG, make empirically indistinguishable predictions for
all the phenomena covered by the former. Perhaps more to the point: to believe in
the existence of such an as-yet-undiscovered QG theory that will be better than our
current QFTs is to believe, already, that we have good reason to regard those QFTs as
predictively accurate but, strictly speaking, false.
Now, whether this means that we will at some point consider our current QFTs to

have been not even approximately true—the issue that matters for scientific realism—
is not something that we are in a position to judge yet. Tomymind, much depends on
how/whether the future theorymanages to solve the quantummeasurement problem,
and on how much the ontology of the QG theory resembles or fails to resemble the
ontology of our QFTs (to the limited extent that the latter is even well-defined). But
in any case, we do see here reason to think that an underdetermination problem
may exist for our current QFTs, one whose gravity is not yet clear. Agnosticism is
recommended.

10 See, e.g., Fraser (2008), Baker (2009), and Ruetsche (2011).
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2.4 The Parts We Know Are True
When I very briefly sketched, above, the sorts of knowledge that are part of our
current sciences and should be held to be true, I mentioned some things that surely
count as bits of physics: that atoms and electrons and protons and neutrons exist,
for example. I would add that we know the charges and rest masses of these types
of particle, and that they are constant over time. We know that electric phenomena
involve flow of electrons from one place to another. We know that atoms are made
up of combinations of electrons, protons, and neutrons, with the latter two types of
particles being fairly well localized in a small core compared to the electrons, which in
some sense not yet fully understood are to be found outside the nucleus.We know that
certain combinations of electrons, protons, and neutrons compose stable, electrically
neutral atoms, while other combinations display instability over time (namely, the
radioactive elements and isotopes). We also know that light sometimes behaves in a
particle-like way, and we know some ways of generating such particles (photons) and
detecting them.
The above statements aremainly ontological: they express that we know that things

of type x exist, and say a bit about the x’s. It is part of a quasi-classical picture of
matter, the sort of thing one is taught in high school physics and first-year university
courses, and there is no way we can really imagine this lore being rejected as false in
some future time.11 But it is very limited; what about all the laws and equations that
accompany this ontological picture? For example, what aboutMaxwell’s equations and
the Lorentz force law, which apparently tell us so much about what large collections
of electrons and protons do, how they affect each other’s movements? Well, these
equations are field equations, and the very existence of E-M fields, and their nature
if they do exist, is still a matter of uncertainty due to the uncertainty of fundamental
quantum physics. So a claim of literal truth (or even ‘approximate truth’) for such
equations is not yet warranted. That said, such equations can be correctly embedded
in an instrumentalist claim: ‘Maxwell’s equations and the Lorentz force law are
reliable tools for making predictions concerning most observable electromagnetic
phenomena.’ This is just a way of stating that classical E-M theory is empirically
adequate for a wide range of its intended phenomena, and is readily conceded by
anti-realists, so although we can certainly add it to the stock of certain knowledge
contained in our current science, it does not make the claims of TSR any stronger qua
form of scientific realism.
Still, it is good that we can say that we know that electrons, protons, and neutrons

exist, and some important facts about their natures and behaviors. Perhaps the class
of particles for which realist truth claims are now secure includes further particles:
positrons, mesons, perhaps even neutrinos; this is not the place to try to draw the
boundary in detail. Instead, what we need to consider is whether it is really plausible
to think that one can quarantine the quantum quagmire while preserving the pristine
certitude of intro-level physics, basic nuclear physics, electronics, chemistry, and so

11 In a separate paper withGenovevaMartí, in preparation, wewill explain whywe can be sure that future
twists and turns of fundamental physical theory will not lead us to abandon these simple ontological claims
of intro-level physics. The story has to do, naturally, with facts about how reference to natural kinds works.
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forth—areas of science that seem to rely, in some sense, on the correctness of quantum
theories.12
It seems clear to me that this can be done, by the simple expedient we saw just

above in the case of E-M theory, which, like QM and QFTs, is used in many ways
in the calculations and predictions of higher-level sciences such as chemistry or
electronics. That is: by taking the fundamental physical theory as a predictively
reliable and accurate tool for helping to calculate how certain things—e.g., electrons
in a semiconductor—in whose existence we do believe, will behave. If the theory in
question is ordinary QM, this means relying on the standard interpretation, ‘with
collapses’ wherever the need to avoid too-large superpositions arises. But neither
the ontology of that theory (wave functions, spinors, etc.), nor its equations, nor the
collapse of superposition states need be taken as existing/true in a literal sense. They
are just parts of a great big, extremely useful recipe for predicting the behaviors of
things we must believe in: electrons, atoms, currents, ionic solutions, viruses, cell
walls, and so on.
The entrenchment of QM in so many fields and applications of science may

make some philosophers suspect that instrumentalism about QM can’t really be a
defensible stance once one starts looking at certain cases in detail. For example, at
the September 2017 conference ‘Realism and the Quantum’ at Leeds University, I was
pressed concerning how I could handle the successes of spintronics, the relatively new
branch of electronics dealing with quantum spin-related effects that can be created
in solid state devices. One might think that the way to go would be to add spin, i.e.,
intrinsic angularmomentum, to the properties we can safely take electrons to possess,
such as their mass and charge. But this probably will not work given the fact that all
spin states in QM correspond to superpositions, and given the impossibility of giving
a pure ignorance interpretation of such superposition states. (Mass and charge, by
contrast, are stable intrinsic properties not subject to getting into superpositions of
distinct values.) Instead, we can simply takeQMas predictively useful when doing our
electronics, including spintronics. Since QM tells us that electrons have this I-know-
not-what sort of property with such-and-such upshots, we take this as predictively
reliable information for calculating the kinds of behaviors electrons will display in
our solid state devices—and nothing more. By being instrumentalists about quantum
theories and other fundamental physics theories, we get the best of both realism and
anti-realism: realism about the parts of science which are such that we really have no
idea how they could be false, and agnosticism concerning the part of science which is
such that we can all too easily imagine sweeping changes occurring in the future.
At this point the traditional scientific realist may be feeling agitated. How can

one admit that quantum theories have this immense predictive utility, making truly
surprising and novel predictions all over the place, and not infer that they are really
onto something, really giving us at least part of the truth about the fundamental level?
At the level of logic, the answer is simple: recall that IBE is a bad inference rule, period,
and that predictive and even explanatory success is no guarantee of even approximate
truth. At the level of psychology, it can be helpful to re-read Laudan (1981).

12 See Craig Callender’s ‘Can We Quarantine the Quantum Blight?’ in this volume, Chapter 4, for a
somewhat contrary perspective.
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One should also avoid the temptation of falling back on something structural being
true in quantum theories, as is urged by structural realists. It may be that some
identifiable structural feature of quantum theories will be present in the hoped-for
future quantum gravity/grand unified theory, in a sense that does not just amount
to empirical equivalence over a broad range of phenomena. But equally, it might not
go that way, for all we can now see. The only sort of structure we can be sure will be
carried over into future replacement theories is the structure of empirical predictions
that quantum theories currently make.13
Since I am conscious that I have been, in this section, sounding somewhat like

a scientific anti-realist, I will conclude by situating TSR in relation to the more
prominent positions found in the literature of the last forty years, and let the reader
decide for herself whether it deserves the label ‘scientific realism.’

2.5 Comparisons
TSR surely has much in common with Hacking’s ‘entity realism’, but at the same time
I neither adopt his slogan (“If you can spray them, then they are real”) nor do I focus
on entities to the exclusion of theory. I demur from the sloganmainly because it seems
nowadays that physicists make claims to being able to control ‘sprays’ of many sorts
of fundamental particles, and I am not sure that a realist attitude is warranted with
respect to all of these. Hacking’s point, however, was that when we achieve the ability
not merely to spray a putative entity, but control it sufficiently to be able to utilize it in
the production and control of other sorts of phenomena, then realism is warranted.
My stance concerning the reason for our being warranted in believing in entities such
as atoms, electrons, perhaps even positrons and neutrinos, is close to Hacking’s but
not identical. Warrant for belief arises when the epistemic handles14 that we have on
an entity have grown to be numerous and diverse enough that it is no longer feasible
to imagine a scenario where we decide that we were simply mistaken in thinking that
such an entity exists. Being able (apparently) to skillfully manipulate an entity in the
service of other ends is certainly oneway of having epistemic handles on the entity, but
not by itself sufficient to guarantee existence. Late nineteenth-century radio builders
surely thought that they were creating and manipulating vibrations in the aether in
order to produce a variety of further effects; but they were not.
Entity realism is also sometimes associated with Nancy Cartwright, who at one

point endorsed a principle of inference to the most probable cause. I consider any such

13 A proper discussion of the pros and cons of structural realism is beyond this chapter’s scope, so I will
simply quote (and endorse) Saatsi’s (2019) response:

A realist’s account of what makes Newtonian gravity empirically successful can ultimately
have little in common with her account of what makes Fresnel’s ether theory empirically
successful. In particular, I (for one) do not see any useful abstract characterisation of
structure that furnishes a unified explanatory sense in which Newtonian gravity and
Fresnel’s ether theories can both be regarded as ‘getting the structure right’. (p. 11)

14 Epistemic handles include things like: direct or indirect observations; theoretical reasons for believing
that an entity of such a type should exist; knowing how to produce and manipulate the entity; taking
the entity to be the cause of a certain observable event or phenomenon (where this is not a case of
observation), etc.
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principle to be just a species of IBE, however, and to have all the weaknesses of its
genus. Neither unobservable entities nor theoretical statements deserve belief simply
because they do one explanatory job for you; the bar must be much higher.
It is already clear from all the above, I suppose, that TSR is quite different from

Psillos’ selective realism (Psillos, 1999), or Chakravartty’s semi-realism (Chakravartty,
2007), or Worrall’s epistemic structural realism (Worrall, 1989). Each of these views
tries to limn what deserves to be believed and what should still be doubted using
a criterion meant to preserve things from the nineteenth century onward, in some
sciences at least, and not excluding fundamental physics. And each endorses IBE
in some form, rather than looking for what simply can no longer be reasonably
doubted.
What the reader may not see clearly, at the moment, is how TSR differs from

van Fraassen’s Constructive Empiricism (CE) (van Fraassen, 1980). Both decline to
engage in IBE, which some take to be the hallmark, if not the sine qua non, of
scientific realism. And when it comes to our fundamental physics theories, which is
where SR debates often focus, there simply is no difference at the moment. CE and
TSR recommend withholding belief, and at most granting empirical adequacy and
usefulness.
But that is where the similarity ends. CE tries to offer a clear dividing line between

what is to be believed and what is to be doubted in terms of what is observable, and
(in van Fraassen’s 1980 presentation, at least), gives a fairly restrictive explication of
what counts as an observation. This dividing line will make its way across most of
the sciences dealing with the very small (or the very ethereal, e.g., cosmology with
its dark energy), cordoning off large portions of microbiology, chemistry, physics,
material science, and electronics as still-to-be-doubted. TSR by contrast enjoins us
only to doubt that which is genuinely dubitable, and my claim is that this puts very
much more of the just-named sciences into the realm of that which we should take as
true than CE does. Moreover, TSR is compatible with a future development of science
in which our fundamental physics finally does deserve to be accepted as true. The
fact that physics will, it seems, always have to deal with unobservable entities, does
not entail that we can never have sufficient warrant for believing in the truth of a
theory (or theories) of the fundamental level. We just need to get to the point where
we have a theory that has no internal contradictions, tells a clear story about what
exists and how it behaves, we have multiple epistemic handles on its entities and on
the truth of its main claims, and have strong reason to think that no UD scenario can
arise without the invocation of radical skeptical maneuvers. A tall order, but some of
us still have faith that it is possible.
These differences, I submit, adequately distinguish TSR from CE or ordinary

instrumentalism about science, and show that the ‘realism’ label is appropriate.
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Truth vs. Progress Realism
about Spin

Juha Saatsi

3.1 Introduction
Spin, a theoretical concept at the heart of quantum theory, is scientifically as firmly
established as any. Spin underlies numerous explanations and predictions in physics
and chemistry, as well as a rapidly growing number of technological feats. Its central
and multifaceted theoretical role strongly motivates a scientific realist attitude: we
should be ‘realists about spin’—as much as we are realists about anything in physics.
But what does this realism amount to? I will answer this question by distinguishing in
very general terms two conceptions of scientific realism, problematizing one of them,
and articulating and defending the other. One of the conceptions I call truth-content
realism. It incorporates both ‘standard’ realism defended by, e.g., Hilary Putnam,
Richard Boyd, Stathis Psillos, as well as epistemic structural realism, construed
as a principled qualification of theories’ truth content by reference to theories’ or
the world’s structure. The other conception of realism—the one I favour—focuses
its commitments on theoretical progress in a way that renounces typical realist
claims of (approximate) truth and knowledge about the unobservable world. I will
argue that this more minimal progress realism offers a defensible positive epistemic
attitude towards a theory such as quantum mechanics, while truth-content realism
problematically involves ‘deep’ metaphysics not supported by the overall empirical
evidence.
Traditionallymuch of the epistemological debate surrounding realism (e.g. relating

to the historical record of science and underdetermination of theories by evidence)
has been conducted in highly general and abstract terms (as has been customary
in general philosophy of science), concerning all of ‘mature’ science in one fell
swoop.1 Recent years have seen growing interest in anchoring the debate much more
firmly to local, case-specific details of particular theories and their evidential support.

1 These epistemological issues should be distinguished from the metaphysical question of what is real
according to a given theory (taken as approximately true). The latter question can only be answered in the
context of specific theories, of course, and quantum theory has been an area of intense research in this
regard. See Richard Healey (Chapter 7 in this volume) for further distinctions between various realism
issues.

Juha Saatsi, Truth vs. Progress Realism about Spin In: Scientific Realism and the Quantum.
Edited by: Steven French and Juha Saatsi, Oxford University Press (2020). © Juha Saatsi.
DOI: 10.1093/oso/9780198814979.003.0003
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This support can arguably substantially vary, upon philosophical analysis, from one
theory or area of science to another, as it is prima facie plausible that the balance
between the evidence for and against realism gets settled differently for different areas
of science. Given the vast differences in theories’ explanatory presuppositions and
subject matters, there is no reason to think that theory-mediated epistemic access to
them is equally (un)problematic across different areas of successful, well-established
science as diverse as, e.g., cosmology, genetics, geology, palaeontology, and quantum
physics.2 It thus makes sense to have a good look at the details of specific areas of
science to see how the case for or against realism plays out in different scientific
domains. Quantum physics is particularly interesting in this regard, as it exhibits an
increasingly broadly recognized and scientifically serious case of underdetermination
by evidence that seems to breathe new life to a venerable challenge to scientific realism.
This underdetermination has been discussed fromdifferent angles by various authors,
including many represented in this volume. In this chapter I aim to highlight some
subtleties of this challenge, arguing that its implications are best appreciated in the
context of the broader dialectic of the realism debate and through more general
reflections on what scientific realism amounts to.
It will pay off to further zoom in on spin to bring into focus the nature of the

problematic underdetermination. For standard realism ‘spin’ is a central theoretical
term of exceedingly well-confirmed science, taken to refer to an objective feature
of mind-independent world. Traditionally realist commitments to our best theories’
(approximate) truth are bound up with such terms’ referential status, furnishing a
sense inwhichwe can gain knowledge from these theories as representations of reality,
while also expecting future revisions in these theories. Prima facie, realism about
spin is extremely well motivated by the lights of usual realist arguments, given spin’s
various theoretical roles (cursorily reviewed in Section 3.2). Briefly put: spin is at the
heart of various scientific explanations furnished by quantum physics, exemplifying
the kind of explanatory reasoning upon which standard abductive arguments for
realism capitalize. Spin is also unifying in ways that matter for many realists. Finally,
the increasingly robust theoretical handle on spin has led to myriad technological
developments over the past couple of decades, rendering spin increasingly manipu-
lable in ways that many realists have regarded as critical to justifying realism. In the
spirit of the realist’s classic ‘no miracles’ argument, we can sum this up by saying that
the multifaceted success of quantum physics would be an astounding miracle if spin
wasn’t, well, real! Regardless of whether we endorse the letter of this argument, the
prima facie case for realism about spin is forceful.
So runs a homely realist line of thought. But, as is well known, spin is also at the

heart of interpretational conundrums of quantumphysics, so it is immediately unclear
what ‘realism about spin’ is about. I will argue that underdetermination of different
candidate theories of spin—correctly understood—raises a serious challenge to the
received way of understanding what realism amounts to. Although this challenge
arises specifically in the context of quantumphysics (which is notoriously ‘weird’ from

2 For illustrations, see the various contributions to Saatsi (2018, Part IV).
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our classical point of view), it also threatens the realist outlook on science muchmore
broadly by demonstrating the unreliability of standard criteria for realist commitment
towards indispensable theoretical notions more generally, since these criteria apply to
spin just as well as they apply to any theoretical feature of science. This is one reason
why it is difficult to delimit the implications of this challenge in a principled way
to quantum physics, so as to give up on realism selectively in relation to the latter,
while simultaneously withholding realism in relation to other areas of theoretical
science.
One such strategy for limiting realist commitments has been proposed by Carl

Hoefer (Chapter 2 in this volume), who adopts a selectively instrumentalist attitude
towards all current fundamental theories of physics (including quantum physics),
while retaining a realist attitude towards science for which we “cannot conceive of any
way that they could be seriouslymistaken, other than by appealing to scenarios involv-
ing radical skepticism”. Hoefer offers various examples of epistemologically kosher
objects of realist commitment from non-fundamental physics, including, e.g., the key
properties of atoms and molecules employed in much of chemistry and statistical
mechanics, and the key properties of electrons employed in much of electronics. He
argues that realism about atoms and electrons (thus construed) can be underwritten
by the fact that science without them is in a strong sense inconceivable, due to the
ways in which the relevant scientific “theories and technologies are intertwined and
entangled with each other”.We cannot really conceive of an alternative science to ours
that does without a notion of ‘atom’, for example, whose types and key properties are
codified in the periodic table of elements.

We [would] need to rewrite all of chemistry from the ground up, no small feat. But we also
would need to rewritemuch of astrophysics (what is the process that happens in stars to produce
energy?), and statistical mechanics (with its theory of heat as molecular motion). We would
need to revise all ofmicrobiology aswell (stories about how living cells get nutrients and oxygen,
for example), and our understanding of what goes on in electron-tunneling microscopes.

(Hoefer, this volume, p. 25)

Thus, numerous higher-level special sciences are thoroughly intertwined with the
physics of atoms and electrons—both in their theories and core technologies—
rendering the potential elimination of these theoretical posits inconceivable. By
contrast, alternatives to our currently accepted ‘fundamental’ theories of physics are
clearly not similarly inconceivable. On the contrary, they are actively considered
by scientists, different quantum theories (e.g. Bohmian mechanics and dynamical
collapse theories) being an obvious case in point.
Hoefer has identified an interesting, even if somewhat knotty contrast. It does not,

however, serve to bracket off realism about quantum physics, some central notions
of which are sure to be found in the good company of atoms and electrons, on the
side of Hoefer’s realist commitments. Spin presents a prime example of this, given
its thorough entrenchment in a vast array of theories and accompanying technolo-
gies, as indicated below. Science as empirically successful (explanatory, unified, and
technologically powerful) as ours without ‘spin’ is just as inconceivable, as I will
next discuss.
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3.2 Spin
Spin, the quantum property that Wolfgang Pauli in 1925 famously described (for
the electron) very minimally as a “two-valued quantum degree of freedom”, has
become commonly known as a particle’s intrinsic angular momentum, due to the
way in which it contributes to the particle’s magnetic moment in analogy and in
combination with its orbital angular momentum. After initial attempts (by Goudsmit
and Uhlenbeck, and others) to construe electron spin in quite literal mechanical
terms as a charged spinning object—an idea quickly jettisoned as incompatible with
relativity—the physics community rather quickly learned to accept spin as a real
quantum feature that might indeed be irreducible or ‘intrinsic’: a property for which
there is no further dynamical story to be told.3 Furthermore, it is generally accepted
that there is no classical counterpart to spin: unlike its energy or orbital angular
momentum, say, there is no property in classical physics that corresponds to this
property at the classical limit (as Planck’s constant tends to zero, or whatever more
sophisticated analysis of the limit one prefers).4 In spatial terms, the issue is that if we
think of spin as a particle’s property, then it in some sense has direction but there is
no classical vectorial quantity whose components in all possible directions belong to
the same discrete set.5
Physicists’ rapid acceptance of spin as such an irreducibly quantum property was

driven by the indispensability of the new quantum degree of freedom in capturing
and accounting for various phenomena, notably the anomalous Zeeman effect—
observed deviations from the ‘normal’ Zeeman effect splitting of spectral lines for
some elements in a strong magnetic field—which troubled the ‘old quantum theory’
of Bohr and Sommerfeld. Since these early scientific success stories the physics of
spin has only gone from strength to strength, with hugely important theoretical
implications in numerous subfields of physics, from elementary particle physics to
condensed matter physics, optics, and physics of atoms and molecules (see Raimond
and Rivasseau, 2009, for a selective review). In physics without spin, a huge amount
of generally accepted theory would have to be rewritten from the ground up.
Spin also matters a great deal to chemistry and molecular biology, both disciplines

of which now share a substantial interface with quantum physics. For example, spin
is pivotal to understanding a broad range of phenomena involving electron transfer
(from one chemical species to another) and spin exchange (changing of the orienta-
tion of oppositely polarized spins), both ubiquitous in important chemical and bio-
logical processes involving isolated molecules, ions and excess electrons in solution,
electrochemical systems, and so on (see Likhtenshtein, 2016, for a review). Modern
biological understanding of phenomena such as photosynthesis thus acknowledges
the critical role of weak spin-related interactions in the relevant chemical and bio-

3 In comparison, the spin of a baseball or other macroscopic body can be dynamically reduced to the
orbital angular momentum of its constituent particles in a mechanical way. Whether or not some kind of
dynamical interpretation for electron spin is possible is an open question. See, e.g. Ohanian (1986), Giulini
(2008), and Sebens (2019).
4 See, however, Keppeler (2003) and Giulini (2008).
5 The quantum state of a spin- 12 particle (a fermion) is represented by a two-valued spinor wavefunction,

and the operators corresponding to orthogonal spin components are given by the Pauli spin matrices.
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logical processes. At a more basic level, the periodicity of chemical elements and the
notion of molecular bond—the two cornerstones of chemistry—profoundly rely on
the Pauli exclusion principle, which ‘forbids’ electrons (as fermions with half-integer
spin) fromoccupying the samequantumstate, accounting in large part for the electron
shell structure of the elements.6
Hoefer’s observation that it is impossible to conceive of chemistry or molecular

biology without atoms andmolecules thus also applies to spin: many achievements of
these disciplines, sans spin, are equally hard to conceive of. In terms of its integration
to the special sciences, spin is not relevantly different from atoms or molecules.
Spin matters greatly to vast areas of chemistry not only as a theoretical notion, but

through the technologies it has led to. The spin degree of freedom of both electrons
and nuclei is critical in many areas of spectroscopy, which study atoms’ or molecules’
interaction with radiative energy. Since its inception spin has become absolutely
indispensable to the quantum physical representation of possible particle states,
their energy levels, and the ‘selection rules’ that govern possible state transitions.
These involve, for example, details of the spin-orbit coupling—typically understood
as the interaction between the magnetic moments due to spin and orbital angular
momentum—as well as possible transitions between nuclear and electron spin states.
The two-valued character of electron spin and its coupling with the orbital angular
momentum famously explains the splitting of the main lines of atoms’ emission
spectra into two or more components—its fine structure—and the spin of the nucleus
and its interaction with the magnetic field produced by the orbiting electron explains
the further hyperfine structure.
Many modern spectroscopic techniques have important applications outside

physics laboratories. Nuclear magnetic resonance (NMR) spectroscopy presents an
important application that is vital, e.g., to modern organic chemistry in offering a
pre-eminent technique for identifying organic compounds and determining their
structure and functional groups. Molecules’ electronic structure and individual
functional groups (viz. groups of atoms or bonds responsible for the molecules’
behaviour in chemical reactions) are determined by probing the intramolecular
magnetic field, which is unique (or at least highly characteristic) to individual
compounds. What theoretically underlies such probing is a quantum mechanical
understanding of the magnetic moment of nuclear spin, and the way it precesses
in an external magnetic field. The rate of precession of the bulk-magnetization due
to the spins of particular kind of nuclei (e.g. 1H or 13C) in a given magnetic field
is directly proportional to the nuclei’s gyromagnetic ratio, which is a fundamental
nuclear constant. A given type of nuclei in a sample can absorb energy from an
electromagnetic field of appropriate (radio-length) frequency, which is dependent on
the type of nuclei in question, as well as their chemical environment.7

6 At the theoretical level the exclusion principle can be connected to spin via the spin-statistics
theorem, according to which integral spin particles obey Bose–Einstein statistics, while half-integral spin
particles obey Fermi–Dirac statistics and the exclusion Principle. First derived by Pauli, this theorem has
subsequently been proven from numerous different starting points, typically involving non-elementary
presuppositions in the context of quantum field theory. See Duck and Sudarshan (1997) for a classic review.
7 This dependence can be determined on the basis of quantum mechanical understanding of nuclear

spin and intra-molecular spin-spin interactions, and it offers the key to interpreting in chemical terms
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Given the intimate connection between spin and particles’ quantized magnetic
moment, it is unsurprising that the notion of spin is central to understanding the
magnetic properties of matter. Electrons’ intrinsic angular momentum, in particular,
is the key to ferromagnetism (of, e.g. iron fridgemagnets), which is a purely kinematic
consequence of spin and the Pauli exclusion principle (see e.g. Blundell, 2003). In
general, magnetism at the macroscopic level is an example of collective phenomena
studied in condensedmatter physics, which provides understanding also of numerous
more esoteric phenomena, such as spin waves and spin glasses, exhibited by ordered
magneticmaterials (Blundell, 2003). Theoretical advances regarding such phenomena
bear promise of technological applications in quantum computing, for example,
following the history of hugely important implications of spin and magnetism to
electronics.8 The steady growth of these technological achievements seems quite
inconceivable without spin.
The increasing theoretical grasp on GMR and other spin-dependent magnetore-

sistance phenomena, such as tunnelling magnetoresistance, constitute the basis for
spintronics. The development of increasingly varied spintronics devices evidences
how the current theoretical handle on spin enables the control and manipulation of
electric currents on the basis of electrons’ spin (in addition to their electric charge).
These devices utilize a ‘spin valve’ for controlling electrical resistance on the basis of
GMR by manipulating a spin-polarized electric current by changing the direction of
magnetic fields, aswell as other spin-related phenomena (e.g. spinHall effect and spin-
torque transfer; see Blundell, 2003).9 Such ability to employ particles’ spin in electronic
devices renders electric currents as quantum theoretic objects effectively manipulable
in the sense of Ian Hacking’s (1983) entity realism, sloganized: “if you can spray them,
they are real”. Hacking’s realist criterion is one way to understand the distinction that
Hoefer draws between (i) electrons as quantum mechanical posits, and (ii) electrons
of electronics, the manipulability of the latter being based on a broadly causal grasp
of electrons’ charge, which is largely independent of quantum mechanics. With the
advancement of spintronics we can now see spin also fitting Hacking’s realist mould,
despite it being a thoroughly quantum mechanical feature of the world.

the spectra of magnetic ‘resonance’ (viz. the Larmor frequency at which nuclear spins absorb energy).
The key theoretical notions involved in all this—e.g. spin precession and nuclear magnetic resonance—
ground many important technological applications, and the so-called Bloch equations provide a quantum
theoretic description that unifies the physics of NMR with that of electron spin resonance spectroscopy,
as well as Magnetic Resonance Imaging. From its Nobel Prize-winning inception (Felix Bloch and Edward
Purcell in 1952) the NMR theory of nuclear spins has grown to yield an incredibly powerful technology for
investigating all kinds of matter, ranging from brains, bones, cells, ceramics, liquid crystals, laser-polarized
gases, proteins, superconductors, zeolites, blood, polymers, colloids, and so on (Keeler, 2005).
8 ‘Giant’ magnetoresistance (GMR) is one momentous example, underlying modern computer hard

drives, the magnetic field sensors of which are one device amongst many based on this phenomenon,
accounted for in terms of electrons’ spin-dependent scattering from magnetized layers (see, e.g., Blügel
et al., 2009).
9 This is evenmore striking in relation to recent successes to control andmanipulate coherent single spin

states of ‘quantum dots’, nanometer scale semiconductor quasi-particles, which can be suitably localized
and isolated from environmental disturbances to ensure sufficient coherence timescales (Hanson and
Awschalom, 2008).
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At a more theoretical level, spin is central to high-energy elementary particle
physics, and efforts to understand the nature of spin itself involve deep connections
between quantum theory and special relativity. The wave equation for fermions in
relativistic quantum field theory—the Dirac equation—automatically incorporates
spin as a kinematic property of a spinor-valued field which transforms as an irre-
ducible representation of the Lorentz group. A group-theoretic analysis of relativistic
quantum theory yields the highest level of theoretical analysis of the origin of spin
in terms of symmetries that unify it with other kinematic properties of quantum
states.10
I have surveyed aspects of spin-related physics in order to evidence the claim

made above: spin presents a prime example of a notion so thoroughly in entrenched in
different theories and technologies that we cannot really conceive of science as successful
as ours without it. The amount of research that has consolidated the ‘science of spin’ is
colossal, and we have only selectively scratched its surface.11 In relation to key realist
criteria, spin surely ticks all the boxes, by virtue of being deeply explanatory, unifying,
and even effectively manipulable. Hence, we should be realists about spin, as much as
we are realists about any theoretical notion.
But what does this realism amount to?

3.3 Two Conceptions of Theory Realism
We get into a better position to answer the question above by first reflecting in general
termswhat scientific realism about theories like those of quantumphysics amounts to.
To this end I will first distinguish between two conceptions of realism, truth-content
realism and progress realism, before problematizing the former in relation to spin in
Section 3.4.
Taken at face value, realism about spin concerns the world: what exists, or is real.

(Namely, spin.) This assertion makes recourse to quantum physics, of course: spin is
a theoretical notion, and its cognitive content and epistemic access to it is through
the theories in which spin figures. Realism about spin thus confirms or declares
a positive epistemic attitude towards what our best theories say about spin-related
unobservable features of the world. Presumably our current theories should not be
regarded as providing a literally true description of spin, however, as we must leave
room for future theoretical advances and revisions. Since today’s physics should not
be taken as the final word, the realist’s epistemic confidence is better captured in terms
of our current theories’ ‘approximate truth’, or by reference to some other kind of
representational fidelity that falls short of truth simpliciter. Realism about spin (in this
way of thinking about it) is hence an assertion about the world that is made in terms
of thus circumscribed confidence regarding our current best theories.

10 See, e.g. Zee (2016, 256), whose “mathematical pragmatist” responds to the lack of “physical under-
standing” of spin (cf. Morrison, 2007) by saying that the electron is simply “a particle whose quantum state
transforms like the 2-dimensional representation of the covering group of rotations carries spin 1, period”.
Ontological structural realism capitalizes on this kind of understanding of spin (French, 2014).
11 At the time of writing this the physics preprint archive arXiv.org contains nearly 38,000 articles with

‘spin’ in their title (see https://arxiv.org/).

https://arxiv.org/
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Notoriously, the notion of ‘approximate truth’ is as critical as it is difficult to spell out
(particularly at the level of generality at which realist claims are typically expressed).
For many realists a commitment to the referential status of central theoretical terms
(e.g. ‘electron’, ‘atom’, or ‘spin’) has been a key to maintaining a sufficiently robust epis-
temic commitment towards the respective worldly features in the face of uncertainty
regarding future theoretical developments, or (in other words) regarding the exact
sense inwhich the current theoretical descriptions of those features are ‘approximately
true’. The future theories, whatever they exactly say about spin, for example, will at
least be concerned with those very same entities (e.g. ‘electron’) and their properties
(e.g. ‘spin’) to which our theories now refer. On this basis the realist can purportedly
maintain that we have scientific knowledge about what entities exist and what these
entities are like at the unobservable level: e.g. electrons exist and they have (inter alia)
spin, which accounts for various observable phenomena.
So far, so familiar, at least to those acquainted with the classic writings of Hilary

Putnam (1982), Richard Boyd (1984), Stathis Psillos (1999), and others. Truth-
content realism is an appropriate label for variations of this traditional realist
theme, the development of which is motivated by an ancient quest for knowledge
about the reality behind the veil of directly observable phenomena, whose explanatory
understanding science enables by reference to their unobservable causes. There is,
of course, much more to be said about the two key notions at play here—reference
and approximate truth—of which realists have developed various detailed accounts.
Some have offered general formal accounts of approximate truth or ‘verisimilitude’
(e.g. Niiniluoto, 1999), while others have developed these notions in more informal
and case-dependent terms (e.g. Psillos, 1999). The relationship between approximate
truth and reference can also be understood in different ways: some saddle truth-
content realism with a substantial causal reading of reference, for instance, while
others associate it with much more minimal commitments (see e.g. McLeish, 2006).
Yet others regard reference altogether unnecessary for characterizing realist com-

mitments. In particular, one natural reading of structural realism, according to which
theories only provide us knowledge of structural features of reality, is that our current
theories’ truth content is limited to their correctly representing the world’s ‘structure’
(suitably construed).12 According to many structural realists, such now-rejected
theories asNewtonian gravity or Fresnel’s ether theory of light can contain appropriate
truth content regardless of the referential status of ‘gravitational force’ or ‘ether’
(Frigg and Votsis, 2011).13 Structural realism—at least in this epistemic reading—
thus continues the quest of defending scientific knowledge about the unobservable
reality; its novelty is in incorporating a principled limitation as to what can be known:
only ‘the structure of reality’ is knowable. Structural realism (thus construed) is hence
another variant of truth-content realism.

12 This way of circumscribing theories’ truth content may seem like a radical departure from the
standard realist’s idea that theories are ‘approximately true’. But it actually only represents a natural
continuation of the selective (‘divide et impera’) strategy already initiated by the traditional realists—
especially Philip Kitcher (1993) and Stathis Psillos (1999)—for whom reference of central theoretical terms
is a key component of realism.
13 Some accounts of structural realism can be connected to the reference of theoretical terms, however.

See Schurz (2009).
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So much for truth-content realism. There is an alternative, much less ambitious
way to conceive of the realist project. One can forgo many of the central tenets of
truth-content realism concerning approximate truth, reference, and even scientific
knowledge of the unobservable, while upholding its most critical tenet: the idea
that the spectacular empirical success of our best scientific theories is due to their
faithfulness as representations of reality. According to this realist tenet, theories of
mature science, such as quantum theories, latch onto unobservable reality in ways
that are responsible for their empirical successes—both predictive and explanatory—
as recognized by scientists. Progress realism is perhaps a good label for attempts to
defend this realist tenet.
Progress realism has emerged in the debate revolving around the historical evi-

dence that historicist critics of realism have presented against the realist credo that
the empirical success of science would be a ‘miracle’ if the relevant theories weren’t
approximately true. Various realists have responded to this criticism by showing, case
by case, how it is possible to maintain that the empirical successes of past scientific
theories (concerning, e.g., luminiferous ether, phlogiston, gravitational force) can be
accounted for in terms of their representational relationship to unobservable reality, as
we see it from our current vantage point. The issue at stake in these historical analyses
concerns first and foremost our current theories’ representational relationship to
the world: do we have reason to believe that these theories’ empirical success is
grounded in their representational faithfulness? According to progress realism we do,
in the same sense as we can from our current vantage point regard the past theories’
empirical successes being due to an appropriate representational success.
We can note, as a purely conceptual point first of all, that in defending this tenet

a progress realist is not making an assertion about the world, or about what we
can claim to know. Indeed, one may wish to defend this tenet (as I do) without
defending claims about approximate truth or knowledge of the sort that truth-content
realists hanker after. Indeed, it is possible that one is only able to argue that an
appropriate representational relationship holds, without being able to tell exactly what
that relationship is like (Saatsi, 2016). Progress realism maintains that the empirical
successes of theoretical science are by and large due to theories latching onto reality
in ways that ground those successes, and that there is genuine theoretical progress in
science in how well theories’ represent reality (Saatsi, 2016).
These two conceptions of realism are hence conceptually distinct, but they are

rarely distinguished. This is unsurprising, since truth-content realism implies the-
oretical progress of the sort defended by progress realism.14 Hence, from the point
of view of truth-content realism the two conceptions are just different sides of the
same realist coin. The core commitment of progress realism in and of itself is much
weaker, however. In particular, it is possible that scientific theories’ empirical success
is due to their representational relationships to reality, and that science progresses
with respect to how its theories represent reality, without us being in a position to

14 As realists have tended to put it: as science progresses, its theories approximate the truth better and
better (or, the degree of theories’ verisimilitude increases), and their success is due to their approximate
truth (or verisimilitude). Structural realists would capture this progress differently, e.g. in terms of theories’
limiting relationships.
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reliably pin down or precisify our current theories’ truth-content in the absence of
direct epistemic access to reality.
Whether it makes sense to capitalize on this conceptual distinction and limit one’s

epistemic ambitions to progress realism depends on one’s perspective on the realism
debate at large. In particular, one can be a lumper in relation to realist analyses of
foregone scientific theories, hoping to extract from these analyses a unified story of
how the empirical success of theoretical science is grounded in truths about, e.g.,
unobservable entities’ causal powers (Chakravartty, 2007), or the world’s structure in
some broader sense (Ladyman and Ross 2007; French 2014). Or one can be a splitter,
emphasizing instead the disunity and open-ended variety of different kinds of (pos-
sible) realist explanations of empirical success. If one is a splitter (as I am), it makes
perfect sense to articulate and defend progress realism while forgoing the ambitions
of traditional truth-content realism (Saatsi, 2015). If there is no projectable unified
account to be given of the representational relationships responsible for theories’
empirical success, we cannot possibly hope to extract from a handful of diverse case
studies any kind of ‘recipe’ for identifying realist commitments towards our current
theories with respect to their truth content. If there is no such generalizable sense of
‘approximate truth’ to be had, we had better give up on truth-content realism.
Returning to the topic of spin, should we be satisfied with such a progress realist

stance towards quantum theories? Well, in the rest of this chapter I will argue that
it is the best we can have. Our overall evidence towards a quantum physical grasp
of spin—incorporating both the empirical evidence for quantum theories, as well as
the available evidence about the relationship between our best theories and the world
more broadly—supports progress realism, but goes no further. Hence, a naturalistic
philosopher who takes on board all admissable evidence should be a progress realist,
but not a truth-content realist.15 In the next section I will discuss the challenge
faced by truth-content realism, before elaborating on progress realist’s commitments
regarding quantum physics in Section 3.5.

3.4 Truth-Content Realism Challenged
Truth-content realism faces a subtle problem of underdetermination. The gist of
the problem, in relation to spin in particular, is that the colossal empirical evidence
amassed for quantum theories does not suffice to determine what we can claim to
knowabout, e.g. the functioning of a Stern–Gerlach apparatus, the causes of spin-orbit
interaction effects in atoms, or the workings of NMR- and GMR-based devices. There
is, of course, an extremely well-established body of theory of these and other spin-
related phenomena that we can undeniably trust in many ways; the problem is not
that quantum theories are not delivering what they generally claim to deliver. Truth-
content realism demands, however, that this body of theory yields knowledge about
aspects of the unobservable world, regarding spin, spin-orbit interaction, spin-valves,
and so on. In order to meet this demand a realist must provide two things: (i) a true
interpretation of the relevant parts of themathematized theory, and (ii) an empirically

15 Spelling out how to think about ‘overall evidence’ here has to be left to another occasion.
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well-grounded justification for this interpretation. A problem of underdetermination
impedes the realist from achieving (ii), and hence we cannot know whether we have
achieved (i). As a result the required kind of scientific knowledge about the world lies
beyond our epistemic reach.
That is the problem in outline. Let me now elaborate on it and then highlight some

often ignored subtleties due to the broader dialectic of the contemporary realism
debate. It should be incontestable that some interpretation of the mathematical
representation of spin (in terms of, e.g. spinor-valued wavefunction and Pauli spin
matrices) in quantum theory is required for realism. Such interpretation should,
furthermore, make reference to what there is in the mind-independent world—what
the world is really like. Physicists often regard this as an obsolete quest for the
‘meaning’ of quantum theory, insisting that knowledge about, e.g., spin requires no
such thing. This attitude risks deflating the content of the alleged knowledge about
the unobservable world, vacillating unstably between: (i) committing to quantum
states of affairs and quantum properties of entities like electrons, on the one hand,
and (ii) to just using the theory as a reliable mathematical apparatus for calculating
non-quantum features of the world and for ‘understanding’ these features in some
sense that is entirely ambiguous in terms of its realist commitments, on the other.
In order to secure a stable realist commitment with clear cognitive content, truth-
content realism about spin is unavoidably imbued with metaphysics, in the sense of
being committed to quantum theory delivering us identifiable, objective truths about
unobservable features of the world.
Mind you, a professed realist interpretation of the theory need not be given in

macro-physical terms that are somehow readily imaginable, familiar, or visualizable
to us. As Ernan McMullin (1984, 14) puts it, “imaginability must not be made the test
for ontology” when it comes to microphysics: “The realist claim is that the scientist
is discovering the structures of the world; it is not required in addition that these
structures be imaginable in the categories of the macroworld.” (McMullin, 1984, 14)
What is required, nevertheless, is that a realist interpretation of the theory yields
truths about the relevant “structures of the world”. This follows from the fact that
knowledge—scientific or otherwise—is factive: if something is known, it is true.
(Hence, a structural realist interpretation of Pauli spin matrices and such needs to
comply with this requirement as well, in as far as it defends knowledge about spin.)
The issue is not that there are no candidate theories that could contain the requisite

truths. (I use the term ‘candidate theory’ to refer to what is often called a ‘realist inter-
pretation’: a coherent formulation together with an interpretation, such as Bohmian
quantum mechanics, or quantum theory as the Everettians interpret it.) The issue is
that we have good reasons to think that no candidate theory as such is worthy of
the realist’s epistemic commitment, due to the way in which such candidates involve
metaphysical assumptions that go beyond what realists should deem responsible for
quantum theories’ explanatory and predictive successes. I have discussed this in detail
elsewhere (Saatsi, 2019), introducing the notion of ‘deepmetaphysics’ to capture those
theoretical assumptions that transcend what the realist should regard as accounting
for the empirical success of quantum physics, given the actual scientific practice of
using quantum theory to predict, manipulate, and explain things. The involvement
of such ‘deep’ metaphysics in all current candidate theories is manifested in the
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availability of several such candidates, which are all empirically adequate with respect
to various quantum systems, whilst making radically different claims regarding spin,
for example. In particular, Everettian quantum mechanics, pilot-wave theories, and
dynamical collapse theories represent well-known alternative candidate theories of
non-relativistic quantummechanics, each offering a radically different account of the
physical systems falling within their remit.
For illustration, consider an archetypal application of quantum mechanics: the

Stern–Gerlach experiment. Why does an inhomogeneous magnetic field, as in Stern
and Gerlach’s experiment in 1922, appear to deflect neutral silver atoms (with zero
orbital angular momentum), some ‘up’ and some ‘down’? Classic textbooks account
for this roughly as follows (e.g. Townsend 2000, Sakurai 1995). The silver atom has
two-valued intrinsic angular momentum that is (almost) entirely due to the spin- 12
of the ‘lone’ 47th electron in these atoms’ ‘outermost’ electron shell. The quantum
state of the atom evolves upon the magnetic moment’s interaction with the magnetic
field in a way that can be analysed as a (classical) force on the atom, deflecting its
trajectory (or, rather, the support for the corresponding wavefunction) ‘upwards’ and
‘downwards’ (or into a superposition thereof), depending on the initial spin state.16
Finally, measuring an atom’s position at the end of the experiment ‘collapses’ the
superposition exhibited by the atom’s quantum state.
The more foundational discussions of quantum theory that aim to paint a realist

picture of this kind of experiment invariably give up on the notion of collapse-
upon-measurement as codified in the textbooks’ notorious ‘collapse’ or ‘projection’
postulate. It is agreed that such a postulate cannot as such be part of a serious realist
candidate theory of quantummechanics, as it leads to the measurement problem and
theoretical incoherence. Instead, a candidate theory suitable for a realist interpretation
must somehow either do without such collapses, or it must change the fundamental
quantum dynamics itself so as to make it empirically consistent with the (apparent)
collapses of superpositions in measurement-like situations with Born-rule statistics.
The latter option leads to dynamical collapse theories (such as that of Ghirardi,
Rimini, and Weber, 1986, or Pearle, 1989), while the former option leads to either a
hidden-variable formulation (de Broglie–Bohm), or to the Everettian many-worlds
theory (which aims to interpret and make sense of standard quantum theory sans the
problematic collapse postulate).
These different candidate theories incorporate radically different understanding of

spin. Take dynamical collapse theories first. It is far from straightforward to spell out
what silver atoms and their spin physically amount to in such theories, and there
is a good deal of debate about their ontology (see, e.g. Lewis 2018; Myrvold 2018;
Tumulka 2018). A dynamical collapse theory can be read as one that fundamen-
tally just describes a wavefunction living in a very high-dimensional configuration
space, so structured as to give rise to effectively three-dimensional reality, in which
particle-like phenomena emerge from the fundamental wavefunction under suitable
circumstances, with spin being just a feature of the (spinor-valued) wavefunction.
An analysis of the Stern–Gerlach experiment looks at the magnetic field’s effect on

16 Typical ‘textbook analyses’ have been criticized in Hannout et al. (1998).
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the wavefunction, which evolves according to a fundamentally stochastic dynamical
law (instead of the deterministic Schrödinger equation), such that it is practically
guaranteed to give rise to a determinate, randomly localized particle-like result upon
its interactionwith amacroscopic location-measurement device. One can try to inter-
pret parts of the wavefunction before its stochastic collapse as effectively realizing the
(non-fundamental) ontology of a spin- 12 particle occupying a superposition state. Or
one can introduce local beables—e.g. spatiotemporal matter density or ‘flashes’—as
collapse theories’ further, ‘primitive’ ontology.17 In the primitive ontology approaches
spin is not a property of the theory’s beables at all, but rather a nomological aspect
of the world that just codifies facts about the beables’ spatiotemporal positions and
evolution.
Spelling out the workings of a Stern–Gerlach machine along these lines leads to

specific realist accounts of what it means to attribute spin- 12 to an electron or a
silver atom, so as to explain the Stern–Gerlach experiment. These accounts diverge
radically from a face-value textbook reading of quantum mechanics, according to
which electrons have an intrinsic (non-classical) property of spin- 12 , which silver atoms
also have due to the way in which electron spins quantum physically combine to
yield the atom’s total spin, which affords the atom the property of intrinsic magnetic
moment that interacts with the magnetic field to yield the observed outcome (after
a measurement ‘collapse’). Dynamical collapse theories can similarly diverge from
an Everettian account of the Stern–Gerlach set-up. The latter follows the face-value
reading of the ‘standard’ quantum theory all the way up to the employment of the
collapse postulate, which the Everettians jettison in favour of a deeper quantum phys-
ical account of the measurement process in terms of quantum decoherence theory
(leading to the emergent branches of the multiverse; see Wallace, 2012). In particular,
for the Everettians spin is not relegated to a nomological feature of the world anymore
than spatial location is, in contrast to the primitive ontology approaches to dynamical
collapse theories.
De Broglie–Bohm theory is similarly revisionary regarding spin’s status as particles’

property, and the Bohmians naturally regard spin as a feature of the wavefunction
in way that makes attributions of spin to particles contextual, and dependent on the
experimental arrangement (see, e.g. Daumer et al., 1996; Norsen, 2014). Thus, there
is no sense in which a ‘measurement’ of spin reveals some pre-existing, intrinsic
property of a particle. In this respect the de Broglie–Bohm theory is similar to
the primitive ontology approaches to dynamical collapse theories. The two differ
radically, however, in their analysis of quantum physical probabilities. In dynamical
collapse theories the outcomes of the Stern–Gerlach experiment obey the Born rule
due to the fundamental dynamics of quantumreality being stochastic in a suitableway.
In the Bohmian theory, by contrast, this is due to statistical aspects of deterministic
dynamics and suitable initial conditions (Norsen, 2018).
This glimpse into some of the foundational analyses of quantum theory suffices

to highlight the fact that different candidate theories can tell a very different story
of what’s going on with a Stern–Gerlach apparatus. The challenge to truth-content

17 See, e.g. Lewis (2006) for an opinionated review of these options.
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realism is that it seems forced to buy into ‘deeply’ metaphysical assumptions—
assumptions that are epistemologically unwarranted by the realist lights—in trying
to spell out what we can claim to know about, e.g. silver atoms in a Stern–Gerlach
machine. On the one hand, without a specific candidate theory in mind the realist
finds it difficult to specify substantial truths that ground her knowledge claims and
support a realist explanation of the empirical success of quantum theory. On the
other hand, it is hard to see how the realist can adopt any particular candidate
theory on empirical grounds, given how each of them seems to be wedded to (‘deep’)
metaphysical assumptions exactly of the sort that realists are at pains to avoid, having
taken to heart the historical lessons regarding such assumptions’ untrustworthiness
as part of empirical science (see Saatsi 2019).
A natural reaction to this challenge is to look for a common theoretical ground

at a more abstract, structural level. What substantial shared structural commitments
can be found between the different candidate theories, however? We should not
be content to just talk about abstract mathematical features of the quantum state
attribution, since truth-content realism is concerned with the ontology represented
by the mathematics. But without an ontological specification of what the relevant
quantum states represent, it is hard to see how truth-content realism can provide a
serious account of quantum theory’s empirical success or the claimed knowledge of
the unobservable reality. Realism about the structure of quantum reality in the spirit
of truth-content realism requires that ‘structure’ can be explicated in a way that is
compatible with all the candidate theories. It seems unlikely that this can be done
by reference to these theories’ dynamics or state-spaces, for example, as Ruetsche
(2018, 300) notes:

[I]t is not at all clear [these candidate theories] have in common any structure of interest for
realism. Contender interpretations attribute QM different types of state spaces (for Everett, it’s
a Hilbert space; for Bohm, a space of particle configurations) and different types of dynamics
(deterministic Schrödinger evolution, stochastic collapse, deterministic guidance equation).

Amoremetaphysical, modal characterization of ‘structure’ can be developed (French,
2014), but this risks opting for just another line of ‘deep’ metaphysics, beyond the
bounds of the realist’s epistemological humility (cf. Saatsi, 2019).
The problem of underdetermination thus is that none of the candidate theories

seems worthy of the realist’s epistemic commitment, given their involvement of
metaphysical assumptions that go beyond what realists should deem responsible for
quantum theories’ explanatory and predictive successes. Calling these assumptions
‘deeply’ metaphysical is not derogatory, but just highlights the fact that practising
physicists who successfully deal with, e.g. spin and magnetic fields, by and large do
not (and seemingly need not) care about these candidates for making predictions,
building instruments, or even explaining various phenomena. The theoretical details
that seemunavoidable for spelling out the commitments of truth-content realism only
play a role at the foundational and interpretational level of theorizing, which so far has
not led to any empirical successes of the sort that realists (by their own, demanding
lights) should regard as eliciting a realist commitment. In as far as realism is driven by
a desire to account for the established empirical and explanatory successes of science,
the realist should focus her commitments on those theoretical aspects of quantum



OUP CORRECTED PROOF – FINAL, 25/1/2020, SPi

truth vs. progress realism about spin 49

physics that can be regarded as responsible for those successes.18 And these aspects
are strikingly independent from the foundational-cum-interpretational research on
quantum theory, as Healey (2017; this volume, Chapter 7), for example, has forcefully
emphasized.
There are a couple of subtleties about this underdetermination challenge that are

worth emphasizing. First, note that I have framed it in terms of the metaphysical
nature of the existing candidate theories of quantum physics (the problem being that
their metaphysical ‘depth’ transcends the scientific realists’ commitments). The alter-
native theories of non-relativistic quantum mechanicsmanifest the underdetermina-
tion, but the challenge to realism does not depend on the (historically contingent)
fact that such alternatives have actually been developed. Even if we only had the
de Broglie–Bohm theory on the table, say—not having conceived of the dynamical
collapse or Everettian alternatives—a realist should want to be able to recognize upon
rational reflection this theory’s metaphysical ‘depth’ in relation to the theoretical
commitments that are actually required for achieving the empirical successes of
quantum mechanics.19 The challenge rather depends on there being evidence of
such metaphysical ‘depth’ in the current candidate theories, such that no substan-
tial truth-realist commitments towards spin remain after bracketing the ‘deeply’
metaphysical assumptions. I have argued that we have such evidence in the relative
independence of the empirical and explanatory successes of actual quantum physics
from the theoretical assumptions that specify each candidate theory’s ontological
content.
Secondly, note that I have not claimed that the current candidate theories are

evidentially on a par with respect to their: (i) prima facie metaphysical plausibility;
(ii) metaphysical plausibility in relation to non-quantum physics; (iii) potential
involvement of ad hoc assumptions; or (iv) prospects for providing a unified
interpretation of all empirically successful quantum physics.20 Such a further claim
would be a red herring regarding the challenge at stake. The challenge is not that we
have developed alternative theories each of which the realist would happily regard as
delivering truths about unobservable aspects of reality (according to their preferred
realist ‘recipe’), were it not for the availability of an evidentially comparable competing

18 One should also appreciate the considerable degree of humility of contemporary realist commitments
in the broader dialectic of the realism debate (cf. Saatsi, 2019).
19 Assume, for the sake of the argument, that in the scenario envisaged heremost physicists are Bohmians

about quantum mechanics, and that relativistic and field-theoretic extensions of Bohmian mechanics are
the hottest area of research around. Such broad allegiance to Bohmianism should not convince the realist,
since the commitments of truth-content realism are not read off from scientists’ beliefs. This is comparable
to how an enlightened realist shouldwant to be able to recognize the unduemetaphysical depth of the ether-
laden construals of Maxwellian electrodynamics in the nineteenth and early twentieth centuries, given the
role played by ‘ether’ in the actual physical theorizing by, e.g. the Cambridge Maxwellians around the time
(cf. Gooday and Mitchell 2013).
20 Expert opinions widely differ regarding (i) and (ii). Regarding (iii), the dynamical collapse theory risks

being somewhat ad hoc. And regarding (iv), arguably Everettian quantumphysics gets the upper hand here,
for reasons laid out by Wallace (this volume, Chapter 6). Regarding spin, in particular, it is admittedly not
the case that for any (or even formost) spin-related phenomena there are different candidate theories on the
table, since many spin-related phenomena require relativistic treatment for which no adequate extension
of, e.g. Bohmian mechanics, has been developed.
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theory for which the realist’s ‘recipe’ delivers different commitments. The challenge
rather concerns the fact that each candidate theory in and of itself indispensably
involves ‘deep’ metaphysical commitments that are epistemically unjustifiable by the
realist’s lights.

3.5 Progress Realism about Spin
We can avoid getting sucked into “deep” metaphysics by defending only progress
realism about spin, while giving up the epistemic ambitions of truth-content realism.
Progress realism about spin defends the claim that physics’ astonishing empirical
success with respect to various spin-related phenomena is due to its theories’ and
models’ representational relationships to reality, and that this area of science has pro-
gressed and continues to progress with respect to how well its theories represent the
unobservable reality. Progress realism maintains that we are warranted in believing
this claim on the basis of the empirical evidence enjoyed by the relevant theories and
models, and what we know about physics and its history at large.
Progress realism does not defend knowledge about what spin is like or what we can

claim to know about the properties of electrons or some kind of worldly wavefunction
(as in the currently fashionable ‘wavefunction realism’; see Chen, 2019 for review).
What it defends is the idea that the models and theories of quantum physics stand in
a robust enough representational relationship to reality to ground its empirical suc-
cesses: new predictions, increasing explanatory understanding, and manipulations of
quantum systems. It is an attitude towards the success-yielding theoretical practices
of quantum physics in its own terms: since these do not require foundational-cum-
interpretational assumptions about what the quantum wavefunction or Pauli spin
matrices represent, such ‘deeply’metaphysical assumptions should not need to be part
of the scientific realist account of the empirical successes of quantum physics either.
Such assumptions belong to the metaphysical foundations of quantum theory, which
is an extremely well-motivated and important endeavour, but one that the realist need
not engage with in articulating her epistemic commitments.
Thus expressed, such commitments may immediately appear much too insubstan-

tial and unsatisfying. And wholly unsatisfying they are, of course, if one is simply
unwilling to give up on the idea that realism is a matter of defending knowledge of a
certain sort and identifying theoretical truth-content underwriting that knowledge.
As to the charge of lacking substance, what matters is how progress realism can
be clearly differentiated from anti-realist or non-realist stances towards quantum
physics. Progress realism aims at offering, along with physics itself, an account of the
empirical successes of quantum physics, in terms of how our theories are latching
better and better onto reality. Paradigmatic anti-realist positions see no role for such
an account. For instance, van Fraassen’s (1980) constructive empiricismmaintains that
a simple Darwinian story suffices, of science “red in tooth and claw” with theoretical
representations’ “fitness” measured entirely in terms of their degree of empirical
adequacy. Likewise with instrumentalists of various stripes, such as Kyle Stanford’s
neo-instrumentalism, which acknowledges that there is probably some reason why
‘foundational’ theories (e.g. in quantum physics) are empirically successful, but main-
tains that nothing of substance can be said of these reasons.



OUP CORRECTED PROOF – FINAL, 25/1/2020, SPi

truth vs. progress realism about spin 51

Such anti-realist attitudes towards the realist’s preoccupation with the success of
science are in striking discord with physicists’ own substantial accounts of their
theories’ and models’ empirical success and ongoing attempts to further understand
them. Consider spintronics, again, whose devices usually involve magnetic materials
exhibiting various spin-related phenomena involving very large numbers of con-
stituents. Magnetism and many relevant collective phenomena can be represented
in classical or semi-classical terms (e.g., the direction of magnetism or spin-current
is a classical vectorial quantity), which in models of spin-valves and such appear to
represent interesting new physical properties (e.g., spin-currents and spin-waves),
which have led to various novel predictions and experimentalmanipulations. (Indeed,
some physicists are calling the ongoing ‘quantum engineering’ phase the second
quantum revolution!) How can these models be so incredibly successful?
The basic realist idea is that their success is down to their representational faith-

fulness. For a naturalistic philosopher this idea can be motivated just by pointing out
that the successful practice of spintronics is premised on this very idea. Regardless of
what exactly it is that quantum physical models capture at the ‘fundamental’ level of
individual electrons—a foundational-cum-interpretational issue on which spintron-
ics research very rarely takes a stand—this area of research at large is premised on the
idea that there is a detailed physical theory to be given of the relationship between
particles’ quantum physical spin (which has no classical analogue) and the collective
‘classical’ spin phenomena at themacro-level. Physicists’ answer to the above question
(in italics) can be thus summed up: because the world at the ‘fundamental’ level
is quantum, involving quantum states and features that we effectively capture with
e.g. the Pauli spin matrices, which are sufficiently well represented by quantum
mechanics to enable the theoretical notions of spintronics, which capture collective
quantum phenomena, to represent the relevant emergent features of semiconductors.
Anti-realists may be sceptical towards the notion that physics’ theorizing itself

could be genuinely explanatory of spintronics’ success. Is the progress realist begging
the question here? It is not clear what naturalistically respectable reasons there are
for such scepticism, however, in the face of the established status of spintronics
research, the central notions of which go back more than seventy years. By contrast,
progress realism respects physicists’ authority in thinking that an account of the
empirical success of spintronics can be worked out by studying the relationship of
quantum physical representations of single electrons and of macroscopically large
collections thereof. Although this account is still inmanyways in progress, substantial
scientific understanding has already been established regardless of the foundational
‘black boxes’ that have to be drawn at the more fundamental level. As a part of this
commitment a progress realist (along with the physicists) regards quantum notions
like spin no less representational than any other notion in physics (while being
quiet about what these notions actually represent).21 This stands in contrast with the
recent non-representationalist interpretations of quantum physics—such as quantum

21 This is not in any way specific to quantum physics. The progress realist does not want to commit to
representational truths about, say, the electromagnetic field and its polarization either, but just to the idea
that that the relevant theoretical representations are latching onto reality in ways that are responsible for
their theoretical success.
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pragmatism of Richard Healey (2017; this volume, Chapter 7)—which aim to account
for the empirical successes of quantum physics in terms that leave no representational
role for any distinctly quantum notions.
In addition to there being a clear contrast between progress realism and established

anti-realist views, progress realism also places substantial constraints on the kinds
of developments in science that we can rationally expect, while being open to the
possibility that future science will develop in radical, presently unforeseeable direc-
tions at the level of its (currently) foundational and ‘deeply’ metaphysical notions. In
particular, it expects quantum physics to evolve in ways that make increasing sense
of how current physics is latching onto the world in ways that make it successful, so
as to complement and not profoundly revise our current understanding of the past
theories’ empirical success.22 As to how physics can make increasingly good sense of
its own empirical success, progress realism points to much studied exemplars of our
best foundational studies of domain-specific inter-theoretic relations, between, e.g.
classical and quantum physics, ray optics and wave optics, Newtonian and relativistic
theories of mechanics and gravity, old quantum mechanics and contemporary quan-
tum theory, and so on. These well-established exemplars of such realist understanding
of how science theoretically progresses are provided fromour current vantage point—
where else?!—but they are not expected to be overthrown in the fullness of time.
This places considerable constraints on our rational expectations regarding future
scientific developments, yielding one kind of knowledge of how science progressively
‘latches onto’ reality. This, however, is quite different from truth-content realism.
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4
Can We Quarantine the
Quantum Blight?

Craig Callender

4.1 Introduction
The science fiction novel Quarantine portrays a world wherein interaction with
human observers is necessary to collapse quantum wavefunctions. The author, Greg
Egan, amusingly puts the emphasis on the observers being human—aliens can’t do
it. Aliens are therefore at a tremendous disadvantage. As we gaze at the night sky,
we are constantly collapsing alien worlds, depriving them of their branch diversity.
Whole civilizations are being snuffed out by our observations! Understandably the
aliens grow tired of this. In response they erect an impenetrable shield around the
solar system, one that blinds us to the outside universe. This shield protects the rest
of the universe from harmful human observation, locking humanity into a starless
Bubble.
When confronting scientific realism with quantummechanics, many philosophers

advocate the theoretical counterpart of this fictional strategy. Quantum mechanics is
beset with notoriously difficult interpretational challenges. Different interpretations
of the theory are compatible with present data. Only the most unreconstructed pos-
itivist thinks these different interpretations (different theories, really) are notational
variants, i.e., different representations of the same facts. Scientific realism holds that
most of the statements of our mature scientific theories are approximately true; but
this claim is threatened by persistent underdetermination of theory by evidence, for
one theory isn’t better confirmed than its rivals. Faced with this threat, some try to
lock the quantum interpretation problem into a theoretical Bubble, cordoning off the
interpretational blight and leaving the rest of the world safe for scientific realism.
My goal in this chapter is to pop this Bubble. No shield can really protect the poor

aliens in Egan’s story, nor can any theoretical membrane protect scientific realism
from dealing with the quantum measurement problem. One may be able to erect
barriers around the observable or classical, preserving a realism about tables, chairs,
and the like, but there is no safety zone within the quantum realm, the domain of our
best physical theory. The upshot is not necessarily that scientific realism is in trouble.
That conclusion demands further arguments. The lesson insteadmay be that scientific
realists ought to stake their case on particular interpretations of quantum theory.

Craig Callender, Can We Quarantine the Quantum Blight? In: Scientific Realism and the Quantum.
Edited by: Steven French and Juha Saatsi, Oxford University Press (2020). © Craig Callender.
DOI: 10.1093/oso/9780198814979.003.0004
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In any case, the realist can’t ignore the interpretational issues plaguing quantum
mechanics.

4.2 The Quantum Blight
Quantum theory is one of the most successful sciences we have ever developed.
It is a rigorous formalism attached to rich experimental practices. Together, the
formalism and experimental practices allow us to make bold and novel predictions
that have been confirmed time and again for over ninety years. Unfortunately, it’s
not clear what world is being described by this theory. We need to know the ‘word-
world’ connections. What do the terms in the formalism represent in the outside
world, if they represent anything? For example, does the wavefunction represent our
knowledge, a real field evolving in a high dimensional space, a complicated field on a
low-dimensional space, an aspect of a law of nature, or what? The question isn’t solely
directed at the quantum state. It applies to everything in the theory—the q’s, p’s, σ ’s,
and more.
Word-world questions arise with every theory. Does classical particle mechanics

portray a world with forces, with three equal types of mass (active, passive, inertial)
or one type? Options exist. The main difference with the situation in quantum theory
is that quantum theory, unlike classical mechanics, suffers from the infamous mea-
surement problem. The measurement problem in effect shows that the word-world
connections offered by the standard ‘Copenhagen’ interpretation are inconsistent—
or at the very least, lack theoretical virtues that we normally expect of a theory (see,
e.g., Bell, 1987). It’s a huge flag calling attention to the need for clear and consistent
representational connections for quantum mechanics.
Answers exist. Toomany. There are Bohmians, followers of Bohm (1952), who hold

that quantum mechanics is incomplete and supplement it with additional ontology.
There are advocates of Collapse, like Ghirardi, Rimini, and Weber (1986), who
propose modifications to the linear wave evolution. There are Everettians who posit a
kind of multiverse (Everett, 1957). Hybrids of all three theories exist. For instance,
one can divide Collapse interpretations into ‘Everettian Collapse’ and ‘Bohmian
Collapse’ theories, depending on whether the theory posits beables in addition to
the wavefunction (Allori et al., 2008). A similar claim can be made for Everett, as
one can interpret Everett as positing a matter density distribution like GRW (Allori
et al., 2011) or even create a kind of Bohmian multiverse (Sebens, 2015b). Answers
with a more ‘pragmatic’ or ‘instrumentalist’ flavor exist, including Healey’s recent
pragmatic view and Fuchs’ Quantum Bayesianism (see Healey, 2017 and this volume,
Chapter 7, for discussion and references). The diversity ofworlds possibly described by
quantummechanics is shocking. Onemight stubbornly insist that the difference with
classical mechanics is one of degree, that both theories have unresolved word-world
questions. Fine, but the number of degrees is huge. Nothing compares classically, for
example, to the contrast between the sparse ontology of GRW (with ‘flash’ ontology)
and the generous ontology of Everett.
The interpretations describe dramatically different ontologies, but more than that,

they typically offer different laws of nature and different core theoretical edifices. Col-
lapse theorists modify the linear dynamical evolution of the wavefunction. Bohmians
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offer a guidance equation for their particles or fields. It’s hard to find a theoretical core
that they all have in common such that we can regard them all as different interpre-
tations of that core. Even the operator algebra that is taught in every quantum text is
contested: for instance, for Bohmians, Hilbert space and the operator algebra are an
emergent measurement formalism having no place in the fundamental description
of nature, whereas for Quantum Bayesianism, that formalism is the core. For these
reasons the many ‘interpretations’ are clearly different theories.
A clearer picture is painted by conceiving these ‘interpretations’ as different

Lakatosian research programs (Lakatos, 1978). A research program is a series of
theories sharing a ‘hard core’ of temporarily unimpeachable theoretical posits.
Quantum mechanics is a live theory, one being extended to new forms and realms.
The non-relativistic theory of 1925 is applied to new systems daily, from ever more
sophisticated treatments of helium to the recent discovery of non-equilibrium time
crystals. The theoretical structure was also transformed into QED, QCD, and the
standard model, and we hope to integrate cosmology and gravity with the quantum.
The interpretations typically have something to say about all these developments.
Often how they respond changes the laws and ontology posited by the theory, e.g.,
as we’ll see, Bohmian quantum field theory may posit a different ontology than non-
relativistic Bohm theory. With so much different, in what sense can we speak of an
interpretation or theory? The answer is that each ‘interpretation’ is really a research
program.
Lakatos’ ‘negative heuristic’ is that which is unrevisable in each program and

defines its ‘hard core’: Everettians all hold that macroscopic superposition indicates
multiplicity; Bohmians all postulate ontology guided by a new equation hooked up
to a wave equation; advocates of Collapse all modify the wave equation to produce
a unified story of the macro and micro realms; Quantum Bayesians are committed
to the idea that wavefunctions represent the amount of information one has about
a system. These hard cores are carried along when each ‘interpretation’ is applied to
some new domain or theory. Lakatos’ ‘positive heuristic,’ by contrast, is that which
is revisable within each program. Bohmians can propose new choices of ontology to
be guided by the wavefunction if they are better suited to the pheneomena, Collapse
theorists can tinker with the size, timing, and triggers of collapse. Thus understood,
even dramatic departures, such as Collapse approaches to semi-classical quantum
gravity (Okon and Sudarsky, 2015) and Bohmian approaches to superstring theory
(Weingard, 1996), are easily recognized as descendants of the original families.
Carve answers to the measurement problem into four broad research programs.

Little hangs on this division, and I’m happy to acknowledge that different parti-
tions and hybrid theories exist. Using one reasonable partition, we find four active
research programs: Bohmian, Everettian, Collapse, and Pragmatist/Bayesian—each
very broadly construed. The last of these programs doesn’t aspire to characterize
or represent a complete physical reality. These views are often accused of being
instrumentalist interpretations. Whether this accusation is fair or not, this last set of
programswill not be relevant to realism and the present worry of underdetermination
because it doesn’t offer us a representation of physical reality. We therefore have three
live research programs (Bohm, Collapse, and Everett), each portraying dramatically
different realities (for accessible discussions of each, see Maudlin, 2019).
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Confined to nonrelativistic quantum mechanics, experimentally there is no way
to confirm one over the other. Bohm and Everett use precisely the same algorithm
for extracting predictions (the Born rule). Collapse typically uses a slightly modified
one that differs negligibly in the macroscopic realm from what Bohm and Everett
use. Philosophers sometimes raise the distinction between pairs of theory being
‘in principle’ undermined by data and other pairs merely being ‘in practice’ so
underdetermined. Collapse and Bohm/Everett, they might say, are then in principle
empirically distinguishable, unlike Bohm and Everett. But as we know from Laudan
and Leplin (1991), it’s not clear that the ‘in principle versus in practice’ distinction
is itself an in-principle one. And when comparing research programs as opposed
to artificially frozen theories and fixed empirical domains, it’s not clear that this
distinction is so useful. There are plenty of experiments we can imagine that would
provide a crucial test of Collapse against other theories. Collapse posits two new
constants of nature, the collapse width and the collapse rate. Some choices of these
parameter pairs have already been ‘falsified’ by experiments involving spontaneous
x-ray emission. Had the original GRW theory chosen such a pair, the theory would
now be demonstrably false. However, with room remaining in the ‘unfalsified’ param-
eter space, an advocate of Collapse in that scenario could simply shift to a new
parameter pair, saying that he or she had learned better. The Collapse research
program can survive falsification of some particular parameter pairs. For this kind of
reason, no Popperian crucial test between research programs is likely in the foreseeable
near future.1

4.3 Dialing Up Underdetermination
Underdetermination of theory by data is a phenomenon that can happen, as the
phrase suggests, when the empirical data do not narrow down the space of acceptable
theories to one. As a logical matter, left at this, this situation is guaranteed to always
obtain. We know from the curve-fitting problem that a finite number of data points
can be connected via an infinity of curves. If we treat each curve as a theory, then
we always face massive underdetermination of theory by data. In the philosophy of
science, however, we curiously restrict the available theories to properly ‘scientific’
ones. I say this is curious because philosophers of science, of all people, know that the
label ‘scientific’ is notoriously vague. What is meant?
Imagine a dial (Figure 4.1) that we can set to more or less ‘scientific.’ Admittedly

oversimplistic, we might think of the settings as measuring increasing theoretical
virtues. The lowest setting might be mere logical consistency. When the dial is set
there all sorts of wild and intuitively ‘unscientific’ theories count. Skeptical nightmares

1 Detractors of each program may object to what I’ve said here. Critics of Everett will insist that
Everettians cannot recover the Born rule predictions due to the theory’s well-known problem with
probabilities, so we don’t know if it’s empirically adequate. Critics of Collapse will raise worries about the
tails problem and related threats to the available parameter space (Sebens, 2015a). Critics of Bohmwill point
out that it hasn’t been fully extended to quantumfield theory and is therefore not empirically adequate in the
relativistic realm. Each worry is very serious. I explicitly tackle the last in Section 4.6. However, for present
purposes, because I’m discussing programs as opposed to static theories, I’m inclined to be generous and
hope that each can overcome their challenges, especially the ones they’re actively working on.
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Figure 4.1 The Scientific Dial

like Descartes’ demon theory and Putnam’s brain-in-a-vat theory count as scientific
because they are consistent. In terms of curve-fitting, this setting allows even themost
‘wiggly’ of curves. The result of this theory is massive underdetermination. Turning
the dial up winnows down the number of contending research programs. Suppose
we insist not only on consistency but also on the theory being predictively useful to
human beings, unified, consilient, simple, etc. Thenwhenwe turn the knobDescartes’
demon theory drops out because it isn’t predictively useful to human beings. In
principle, being super strict with what we mean by ‘scientific’ could winnow the
acceptable theories down to one. Let’s not go that far. The philosopher of science
dealing with underdetermination instead sets the dial at a sense of scientific that a
consensus would agree upon as genuinely scientific, a sense that would separate good
scientific theories from pseudoscientific claims (e.g., evolution from creationism).
What happens?
Arguably, at a sufficiently coarse-grained level, such a setting in biology restricts the

available theories down to one, namely, the modern synthesis of molecular biology
and Darwinian selection. No serious scientific rivals exist, although of course at a
finer scale all manner of controversy erupts. By contrast, if we focus on quantum
phenomena, we are left with our four programs, three of which describe in detail very
different worlds. Although many of the terms used are a bit vague, still the contrast
between the situation in quantum mechanics and modern biology is striking.
The three quantum research programs pose a prima facie threat to scientific

realism. The realist holds that most claims about observable and unobservable facts
made by a mature scientific theory are true or approximately true. Agree for the
moment that Collapse is mature and successful. One can’t defend a belief in collapses
if one at the same time admits that the evidence equally well supports a theorywithout
them.
Are we really in this situation? Prima facie, yes. In a perceptive paper John

Norton (2008) attacks the idea that underdetermination is guaranteed. The artifi-
cial playthings of philosophers that serve to justify a state of permanent general
underdetermination fail, he thinks. I agree. There is no automatic proof of general
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underdetermination. It’s not easy meeting the demands of the dial when it is set
high. However, Norton also hints that most cases, general or not, are probably not
threatening. Is that the case here? Consider two theories underdetermined by the data,
T and T*. Let’s examine the three cases he envisions.
First case: T and T* predict the same observational evidence E and they are inter-

translatable about unobservable content. That is certainly not the case for our three
programs. There are no translations of a Collapse swerve nor a Bohm particle into
their rivals, respectively.
Second case: T* is parasitic upon T, but T* is epistemically inequivalent to the

original. Suppose T implies E and that T* = T&H. Then, as Norton points out,
good theories of confirmation do not automatically agree that if E confirms T it
also confirms T* = T&H, where H is some arbitrary hypothesis. Again, none of our
three research programs are parasitic upon one another in this sense. One encounters
the claim that Bohm is Everett ‘in denial.’ The thought is that Bohm simply adds a
hypothesis about which Everett ‘branch’ is occupied by particles. However, no one
would claim that this is parasitism in this cheap ‘&H’ sense. If it were, it would be
trivial to generate successful field extensions of Bohm—but it’s not. So if parasitic, it’s
not in this automatic sense. In any case, the ‘in denial’ charge is in my opinion wrong
for many reasons and on some interpretations not remotely plausible (see Callender
2015 and references therein).
Third case: T and T* are not inter-translatable but ‘similar,’ and Norton thinks,

therefore likely to be theoretically identical. Norton doesn’t say why similarity makes
identity likely, but let’s grant him that it does raise the suspicion. He suggests that
Bohm and Copenhagen are in this relationship. It’s hard to understand the reason
why, as Copenhagen isn’t consistent, or if it is, it seems to fundamentally cleave the
world into classical and quantum regimes according to fuzzy rules—neither of which
is the case in Bohm. Nor are the theories similar structurally, as the Hilbert space
formalism that is central to Copenhagen isn’t a crucial part of Bohmian mechanics.
Unless similarity is understood as simply empirical equivalence, there is little reason
to take the three research programs considered here to collapse into one.
With these research programs, it seems that we face the realist’s nightmare. Many

philosophers suspected that the threat of underdetermination is artificial, confined
to excessive flights of imagination and not genuinely scientific theories. However,
these three programs are neither philosophers’ toys nor notational variants (on any
remotely reasonable semantics) and are clearly ‘scientific’ in letter and spirit. Quantum
underdetermination is the real deal.

4.4 Underdetermination within Underdetermination?
Quantum underdetermination may be worse than just characterized. I described
three programs, but there is potentially a lot of underdetermination within each too.
My hope, however, is that many of these empirically equivalent theories will turn out
to be uncontroversially epistemically inequivalent. The normal process of scientific
discovery will weed them out. Onemight say the same about the underdetermination
we just confronted—i.e., hope that it goes away—but what I have in mind at present
are relatively uncontroversial choices dictated by theory development.
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Consider Bohmian mechanics. Central to the theory is the choice of a beable (e.g.,
particles) and a guidance equation describing the dynamics of that beable. There is
some freedom in both choices. Let’s take a look.
Bohmians provide a dynamics for their beables to ‘surf ’ wavefunctions. Wave-

functions evolve according to linear wave equations in quantum mechanics, such as
the famous Schrödinger equation. Bohm’s theory relies on a crucial feature of such
equations, namely, that they imply a continuity equation, a local form of conservation.
What is conserved is the probability density through time. That density determines
the chance of finding a particle at a location at a time. Bohmian mechanics is based
on the simple insight of using this conservation and its associated conserved current
to define the velocity guiding the beables, just as one does in fluid mechanics and
elsewhere. Supplemented with the claim that the particles are initially randomly
distributed, the theory is empirically adequate in the non-relativistic regime.
Many other choices of guidance equation also prove to be empirical adequate. Add

any divergence-less vector field (divided by the probability density) to the original
velocity. The continuity equation does not ‘see’ this addition.Hence this newmodified
velocity will also be empirically adequate. Yet this additional vector field is arbitrary,
characterizing indefinitely large and potentially wild deviations from the original
Bohm velocity.
This case may be a benign form of underdetermination. When discovering sci-

entific theories, scientists use a variety of non-empirical issues as guides. Some, like
simplicity, raise worries because simplicity may be in the eye of the beholder, but
other considerations seemuncontroversially ‘scientific’ and are a poor basis for serious
worries about underdetermination. Such considerations may constrain the form of
the Bohm velocity. Dürr, Goldstein, and Zanghì (1992), for instance, claim that the
original choice is the unique Galilean-invariant velocity (but see Skow, 2010). Peruzzi
and Rimini (2000) claim that it is the unique choice that works also for the center-of-
mass of the Bohmian configuration, a desirable feature for many reasons. So there is
plenty of reason to expect the form of the velocity to be whittled down by ordinary
scientific reasons encountered in discovery.
Turn to the choice of beable. Consider two cases, one, the choice in the original

theory, and two, the choice when we move to field extensions. The usual choice in
the non-relativistic particle theory is to choose particles with determinate positions
as the basic ontology. There are good reasons for this choice, as other choices
such as momentum don’t solve the measurement problem. However, it’s well-known
that one can add additional beables to the theory, such as spin. In fact, there is a
general recipe for adding new ‘basic’ properties to Bohm particles (see Holland, 1993).
These additions do seem akin to Norton’s parasites. The measurement outcomes are
recorded in position (‘up,’ ‘down,’ and so on). The wavefunction and particle positions
together entail the spin vector representing the spin beables. Absent an independent
reason to exploit the spin vector, it seems that Occam’s Razor will quickly remove the
basic spins from the Bohmian particles—and with them this alternative formulation.
Turning to quantum field theory, matters really open up (see Struyve, 2011 for an

excellent review). Bohmians face choices between adding particle or field beables.
In his original paper, Bohm proposed a field beable for the electromagnetic field, an
actual field configuration corresponding to the transverse part of the vector potential.
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One can do something similar for other boson fields, but this approach is hard to
extend to fermionic fields. A radical response to this trouble is just to get rid of
fermions altogether. Measurement results will get recorded in bosons, so in some
sense they are ‘enough’ for empirical adequacy. On this ‘minimalist’ approach, there
are no fermions but the wavefunctional carries a label representing what would be
their degrees of freedom—so the boson field behaves as if therewere fermions around.
One can dress up the bosonic fields via the method used for spin vectors mentioned
above, providing a sense in which there are fermions, but Occam’s Razor will slice
these properties away as quickly as it would the above spin properties. The other way
to go is with particles rather than fields. Ironically, the particle picture works well for
fermions but less well for bosons. In Bell (1987) fermion particle number is defined
but there is no configuration for bosons. We can also entertain a hybrid theory, one
treating fermions as particles and bosons as fields, which is howwe treat electrons and
photons in classical electromagnetism. In sum, we have choices between particles or
fields and even whether bosons or fermions exist! Then again, the overdetermination
here may be overstated. Right now approaches are getting eliminated or favored for
normal reasons of physics, e.g., no natural measure for Grassman fields, Euler angles
not solving the measurement problem.Work is ongoing, and as theories are extended
they meet more constraints. It would be premature to say that quantum field theory
yields rampant underdetermination for Bohmians.
I’ve concentrated on the Bohmian case, but the other two research programs

face similar issues. If Collapse posits non-wavefunction beables (e.g., matter density,
flashes), one will face similar questions about what is the right beable. There are also
additional choices: the hit rate and collapse width, the ‘trigger’ for collapse (particle
number,mass,Weyl curvature, Riemannian curvature), andmore. Everettian theories
likewise need to choosewhether to add a beable (e.g.,mass density) or not. Even if not,
questions remain that can possibly lead to numerous theories, such as determining
the microscopic ontology of the Everettian world. Wallace and Timpson (2010) make
one proposal (spacetime points with properties) but there are alternatives. As in the
Bohm case, I suspect that most of these decisions will be decided by normal theory
development and not cause widespread underdetermination. That said, given the
uncertainty, we enjoy no guarantee that this will be the case.

4.5 Quarantine
If what I’ve argued is on the right track, then we have serious scientific underdeter-
mination of theory by data striking right at the heart of our most basic successful
scientific theory of the world. One natural reaction is to quarantine this underde-
termination to some specific regime and free some theoretical claims from epistemic
danger. The intuition behind the quarantine strategy is that the disagreement between
these camps is isolated to esoteric bits of the theory. These esoteric bits are where
physicists have little confidence; instead, what they are confident about are the
core explanations of typical quantum phenomena, and on these, each camp agree.
Where the three camps agree on some theoretical claim, that claim is not subject to
underdetermination. On its face this position strikes me as tempting and plausible.



OUP CORRECTED PROOF – FINAL, 25/1/2020, SPi

can we quarantine the quantum blight? 65

Let’s spell the position out slightly more carefully. To be interesting, the claims that
the quarantine strategy must protect are

1. theoretical
2. not merely mathematical
3. specifically quantum.

Let me explain. Demand 1 should be uncontroversial. We’re focusing on attempts to
rescue realism. We already know that all three programs get the observables right—
that’s what it is to solve the measurement problem. Demand 2 should also be uncon-
troversial. We’re after scientific realism, not mathematical realism. All the research
programs agree that 2+ 2= 4. Yet that doesn’t tell us much about unobservable con-
tingent physics. Demand 3 is imposed because we’re interested in whether realism can
reach into the quantum realm. Just as the three programsmay agree on the observables
associated with macroscopic objects, they may also agree on some unobservables for
some systems as we move into the classical limit. Quantum decoherence is a process
whereby interactions among constituents of a system and its environment lead to
the suppression of quantum interference. This process occurs in all three programs.
The issue is tricky, but arguably after decoherence all three programs will agree on
much. But that’s not so satisfying if we want to know whether we should be realists
about coherent quantum systems. Decoherence may provide a defensible quarantine
strategy that frees some claims about unobservables, but hopefully we can do better
than secure realism only in the classical domain of quantum theories.
The rules are set. Are there substantive claims about the specifically quantum realm

that are shared by all three of our research programs?We know there is massive agree-
ment from above: they all agree on the observables, perhaps even the classical limits.
They all disagree way down below: for instance, we won’t find continuous Bohmian
particle trajectories in Collapse or Everett. What about in between? Although the real
world and real theory of it are way more complicated, Figure 4.2 provides a toy model
of the setup.

4.5.1 ‘Textbook’ quarantine zone
In a little discussed paper, Alberto Cordero (2001) offers what I think is one of the best
ways of finding a quarantine zone. His idea, as above, is that the three camps overlap
considerably. In his own words:

the underdetermination at hand is clearly of limited scope . . . all the mentioned competitors
associate the quantum state with a peculiar physical field, all include the Schrödinger equation
centrally in the dynamics, all endorse a strong form of ontic-structural nonseparability, and
all agree on geometrical relations between subsystems (internal molecular shapes, atomic and
quark structure, etc.). By contrast, divergence between the competing models is peculiarly
confined to certain specific respects and degrees of precision, with clear significance limited to
some fundamental questions . . . So, although the case makes for an intense ontological debate,
its corrosive power on belief seems confined to just some aspects of the full narrative. The
encountered underdetermination does strike realist theorizing from a certain depth down, but
then again only along certain lines of inquiry. (p. 307)
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Figure 4.2 Quarantine Zone

Having provided examples of convergence amongst our three programs, Cordero
concludes that many hypotheses about the quantumworld are safe from the quantum
blight.
Cordero mentions many areas where the programs converge, but I want to focus

on what I’ll dub textbook quantum mechanics. By this I mean the narratives found in
quantum textbooks about what’s going on in quantum systems. Here I’m thinking
about Cordero’s claim that the research programs agree on “geometrical relations
between subsystems (internal molecular shapes, atomic and quark structure, etc.)”
but also similar examples he gives throughout, e.g.,:

Take, for example, the basic quantum mechanical model of the water molecule, with its atom
of oxygen bonded to two atoms of hydrogen, the latter making with the former an angle of
about 103* in “normal” thermodynamical conditions. Stuff like this is contained in approximate
partial models shared by all the viewed theories. . . . [M]uch in the quantum mechanical story
about water molecules and their interaction seems at least as credible as the most ordinary talk
about, say, cats and common objects. (p. 309)

Cordero doesn’t associate his position with textbooks, so he shouldn’t be saddled with
my interpretation. If preferable, we can say this idea is inspired by Cordero’s examples
and not his position. In any case, I want to focus on this claim because it strikes me
as new and interesting. Textbook physics seems interpretation neutral. We feel that
we can trust what they say about typical quantum systems (e.g., claims about orbits,
molecular structure, the behavior of energy, tunneling phenomena, and so on) while
bracketting themeasurement problem.At a certain ‘depth’ trust runs out, e.g., whether
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the theory is deterministic or based on particles. Yet these are deep metaphysical
questions that do not touch quantum textbook claims.
In fact, I think the conjecture about what I’m calling textbook quantummechanics

is more plausible than his initial claims quoted above. Tease apart what I’m call-
ing the textbook claim from his initial claim that “all the mentioned competitors
associate the quantum state with a peculiar physical field” and so on. That initial
claim about the quantum state might strike readers as true—but at best it’s only
approximately true. The normalization one does in Collapse will slightly change the
state used, and differences in decoherence might imply slightly different Bohmian
effective wavefunctions from the wavefunctions associated with branches in Everett
(the analogues of the quantum state assigned to sub-systems in each program).
More importantly, the agreement may only exist at the mathematical level. What the
quantum state represents can vary dramatically amongst research programs. Similar
claims can be made about the dynamical equation, although here the differences
between Collapse and the rest are starker. Themostmathematically sophisticated ver-
sions of Collapse, continuous spontaneous localization theories, propose stochastic
nonlinear wave equations; the stochastic modifications are crucial to the theory and
have huge structural ramifications (e.g., regarding norm preservation). Structurally
they are importantly distinct from the Schrödinger equation. For these reasons I want
to reject Cordero’s first set of claims.
Proponents of structural realism (McKenzie, 2017) may insist that all three pro-

grams share substantial core structure, namely, the structure of Hilbert space, the
operator formalism, commutation relations, Born’s rule, and more. Structural realists
modify realism by retreating to the mathematical or structural relations in a the-
ory. But the claim of a common structure here would be overblown. The operator
formalism—for all three programs—is simply ameasurement formalism, a tool added
to the core theory, not the theory itself. For the Bohmian, for instance, experiments
definemaps from initial wavefunctions to distributions of particle positions. Bohmian
commitments imply this map is bilinear. Bilinear maps are equivalent to positive
operator valued measures and the traditional quantum operators are particularly
simple expressions of these (Daumer, Dürr, and Zanghì 1996). Bohmians could in
principle just speak of the particle distributions directly and skip all of this—at least
as far as fundamental theory goes. The same goes for the Everettian but regarding the
quantum state. The conventional ‘word-world’ connection used by Copenhagen is
abandoned. That interpretation understood the operator formalism as being a guide
to the ‘properties’ of a system (a system has a property associated with an operator iff
its state lives in the subspace that the operator projects the state onto). But none of the
programs we’re looking at employ this connection. Stripped of its connection to the
unobservable quantum world, what’s left behind is a useful algorithm for predicting
measurement outcomes and nomore. True, at some emergentmeasurement level that
algorithm is shared. Yet that level is observable and therefore not relevant to rescuing
any kind of realism. The operator formalism is the wrong place to look for substantial
physical overlap.
Back to quantum textbooks. Cordero’s claim, disentangled from structural realism,

is independently attractive.Whenwe probe it, however, it faces trouble. Recall that for
realism to be interesting in this context, theoretical claims must satisfy at least three
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demands. Theymust be non-mathematical, theoretical, and specifically quantum. Do
Cordero’s examples meet these criteria? Do other quantum textbook claims? I think
it’s pretty clear that these claims are not held in common amongst programs, not with
each other, and not with what textbooks say. Divergent physical pictures emerge as
soon as we peek into anything quantum. Extracting ‘what textbooks say’ can be a bit
of an art, but I suspect my readings agree with conventional wisdom. I’ll typically
focus on the Bohm case, as it provides many worked out physical systems that diverge
sharply from the quantum textbooks, and crucially, the other interpretations; but this
focus is for convenience only.

4.5.2 Water and bonds
Let’s begin with the assertion quoted above about water, its bonds, internal angles,
and so on. These propositions are non-mathematical and about the unobservable
level, but are they quantum? Not necessarily. Claims about the composition of water,
derived from stoichiometry, go all the way back to Lavoisier! Crystallography and
x-ray diffraction then added to our knowledge of water’s structure, but this was based
on theoretical work by G.N. Lewis and experimental work by van Laue—both safely
pre-quantum. The currently used angle of 104.5 degrees is based on crystallography
experiments. Cordero may respond that the experimental value is often considered
a confirmation of quantum effects, as a simple textbook quantum treatment puts the
value at the nearby 109 degrees. But we could still say what Cordero does about water
had neither Schrödinger norHeisenberg ever existed. Experiment plus someminimal
non-quantum theory would have been enough.
The danger of confusing insights from experiments for quantum posits exists even

with water’s subcomponents. Peeking at hydrogen (more in a moment), note that the
accepted bond strengths and bond lengths are based entirely on classical physics and
experiment. Other claims about orbits, deriving from the famous Bohr model, are
based upon semi-classical theories. Claims from such theories are not quantum. A
fully quantum treatment of hydrogen will include specifically quantum effects. I grant
that a vague boundary exists between what is quantum and what is not in chemistry.
Linus Pauling’s famous work on the chemical bond is probably the beginning of a
fully quantum treatment, although I’m no historian and I’m happy to concede the
boundary to Cordero.
In any case, our first lesson is that many plausibly ‘safe’ statements about bonds and

angles are not truly quantum.

4.5.3 Tunneling
Tunneling is without doubt a purely quantum effect, one studied in every quantum
textbook. It was used by Gamow and Gurney and Condon to explain the emission of
alpha particles from unstable nuclei. Because the attractive potential of the nuclei is
much larger than the kinetic energy of the alpha particles, such observed emission is
impossible classically but possible quantum mechanically.
Textbooks typically explain how tunneling is possible by treating a system of

particles of energyE incident from the left beamed at a one-dimensional potential step
of height V , where E < V . An approximate plane wave solution to the Schrödinger
equation is given, where the wavefunction to the left of the barrier is supposed to
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represent a superposition of a wave going to the right toward the barrier and a
reflected wave going to the left, and the wavefunction to the right of the barrier
represents a wave that is transmitted through the barrier. Textbooks calculate the
probability of transmission by showing that it is a function of the incoming and
reflected fluxes, demonstrating that for certain ratios this probability is non-zero—
hence demonstrating the possibility of tunneling.
Given this wavefunction, one can work out the Bohmian trajectories that are then

implied. Assuming it is a case of tunneling—and therefore that the incident wave
is bigger than the reflected one—it follows that the probability current is positive.
Because the probability density is positive, the velocity of the particles is therefore
positive too. Hence there is nothing reflected at all. The alleged ‘particles that reflect’
actually all have positive velocity toward the right! So there is no reflection even
when the reflection coefficient is non-zero and the transmission coefficient is not one.
The reflection/transmission coefficients used in the textbooks don’t have anything
to do with the actual Bohmian motion. Here we have a massive departure from the
physics promoted by the textbooks. You might reasonably have hoped that all the
interpretations would agree with the minimal implication found in the textbooks on
the most canonical system, namely, that something is reflected to the left. That is not
the case.2

4.5.4 Hydrogen
This case is simple but instructive. The hydrogen atom was the first system treated
quantum mechanically and is a staple of every textbook. The electron is said to orbit
the nucleus—or sometimes something vague about a ‘probability cloud’ extending a
certain distance from the nucleus’s center is mentioned. But in Bohmian mechanics,
as is well known, stationary states such as ψ = |1s > and ψ = |2s > have constant
phase and therefore the electron is at rest with respect to the nucleus. (In the quantum
potential approach to Bohm, what happens is that the so-called ‘quantum potential’
Q balances the classical potential V , holding the electron a fixed distance from the
nucleus. Q thus provides the quantum ‘pressure’ keeping the electron from crashing
into the nucleus as predicted classically.) Here we have no orbits at all, contrary to the
textbook picture!
This situation can happen even when the orbital angular momentum quantum

number (l) is greater than zero. One can have (a kind of) momentum without
motion. The lesson is that “[q]uantum numbers do not directly represent dynamical
properties” (Holland, 1993, 156). This is an important point, as the textbooks mostly
assume that quantum numbers do reflect properties of a system. An advocate of the
quarantine strategy might hope for that much. If we briefly turn to collapse theories,
note that on a ‘flash’ ontology picture a lone hydrogen atom is most likely literally

2 I admit that this example is an artifact of an inadequacy of the textbook treatment of tunneling.
The normal textbook treatment via plane waves is flawed: it’s not clear how such stationary states justify
talk of entities moving from the left and so on; worse, these waves are not renormalizable, so they aren’t
physical. A better treatment is possible (see Norsen, 2013). Nonetheless, this case is a nice one to use
here because this (albeit flawed) textbook treatment of tunneling is so common and the straightforward
Bohmian consequence is so at odds with it.
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nothing. The world is populated with flashes only when collapses occur, but we would
in all likelihood have to wait thousands of years for a hydrogen atom to collapse. On a
mass density interpretation, by contrast, themass ormatter will be smeared out across
all components of the superposed atom.
Bohmians and textbooks don’t agree about hydrogen until the observable level.

Agreement exists because the observables require an experiment, and hence a physical
interaction, one that changes the state of the hydrogen atom (and in particular, gets
the electrons towhere they need to be). Below the surface of the observable, Bohmians
also disagree with Collapse and Everett about the behavior of hydrogen atoms.

4.5.5 Two-path experiments
Consider the sort of typical two-path interference experiment commonly found in
textbooks. A spin-1/2 particle enters a Stern–Gerlach device oriented so as to separate
x-up from x-down particles. Depending upon its initial position, the Bohm particle
either follows the upward wavepacket or the downward one. Deflectors are added
to the setup that deflect the upward wavepacket downward and the downward one
upward. The wavepackets meet at location I, symmetric between the up and down
paths, and then continue on their way, the initially upward wavepacket heading
downward to A’ and the initially downward wavepacket heading upward to B’. Mea-
surements can be made at A’ and B’.
Textbooks describing such a case of course do not assume that there are particles

traveling definite trajectories. Often we’re told that because the particle is in a super-
position it simultaneously travels both paths. Whatever is going on, it is assumed that
if the particle is measured at A’ then it came from A and if it is measured at B’ then it
came from B. Something is traveling from A to A’ or B to B’ or both.
What happens in Bohm’s theory? Because the Bohm velocity equation is first order

and deterministic, trajectories cannot cross in configuration space. That fact, coupled
to the additional fact that spin is a feature of wavefunctions and not particles, forces
Bohmian trajectories sometimes to behave in highly non-classical and surprising
ways. In the experiment at hand, due to the symmetry of the setup, trajectories would
have to cross at I for a particle from A to go to A’ or from B to go to B’. Hence
the probability of finding a Bohm particle at the exact line of symmetry intersecting
what would be the intersection point is zero. In terms of the quantum potential, what
happens is that it grows infinitely large at that point in configuration space, pushing
all particles away. The result: Bohm trajectories bounce at I! Loosely put, a particle
from A will ‘ride’ that wavepacket until location I, but there, where the x-up and
x-down wavepackets overlap, the particle will jump ship and hitch a ride with the
originally downward wavepacket, creating the bounce. Particles found at B’ originate
at A and those found at A’ originate at B, just the opposite of what is normally assumed
(Figure 4.3).
Youmight reply that the standard textbookdoesn’t clearly commit to someontology

traveling from A to A’ or B to B’. I agree that, ontologically speaking, the standard
interpretation says little that is clear. Yet conventional quantum wisdom here is not
ambiguous. In fact, the understanding that what is found at A’ came from A is so
strong that it was a central premise in an attempt by Englert et al. (1992) to falsify
Bohm’s theory. In the so-called ‘surrealistic trajectories’ debate, beautifully diagnosed
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Figure 4.3 Two-Path Setup

by Barrett (2000), the main issue was that Englert et al. assumed that they knew, from
quantum theory, that the ‘real’ trajectories didn’t bounce.

4.5.6 Bohr orbits
Perhaps I’mmissing Cordero’s point. Cordero suggests that there are layers of models
that exist in quantum physics. The ideamight be thatmany of thesemodels are shared
in common amongst quantum programs. Although not purely quantum, there is,
for example, the Bohr model of the atom, and the BCS model of superconductors.
There are also whole theories and interpretations of this ‘middle layer,’ such as
semiclassical mechanics and the semiclassical interpretation. Again I find myself
drawn to Cordero’s position. His picture of physics as complex sets ofmodels covering
different regimes ismuchmore realistic than that ofmany philosophers. Onewouldn’t
be surprised if Everett, Collapse and Bohm, ever the enemies, end up holding hands
in peace at the semiclassical level. Alas, I don’t think that is so either. Let’s agree
to relax what we mean by quantum. Now we just want significant claims about the
unobservable that aren’t purely in the classical domain. That might not be enough to
justify a realism about the quantum, but it would be a start.
Start with Bohr orbits. Consider hydrogen again and now its orbits. In the Bohm

theory, when the electron is not at rest it orbits the z-axis with constant speed and
radius and is independent of mass. In the Bohr model, by contrast, the electron traces
out orbits in the equatorial plane and the radius is a function of mass. The orbits are
around different axes and one is a function of mass yet the other isn’t. (See Fortin,
Lombardi, and González, 2017 for this case and more.) They’re different and it’s hard
to see how one approximates the other in any way. Again, at the measurement level,
the Bohmian will be able to explain why the Bohr model worked as well as it did; but
the reason isn’t that Bohm particles travel the same orbits.

4.5.7 Semiclassical particle in a box
A field known as semiclassical physics (associated with the physicist Gutzwiller)
develops and examines connections between classical orbits and quantum fluctua-
tions. In this area, a system is understood to be ‘semiclassical’ if the classical action
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is large compared to quantum h̄. One finds semiclassical trajectories in this approach
as one deals with chaos and other topics in dynamical systems theory. A tempting
thought is that we’ll find that as we approach the observable level, there will be
agreement below the surface of the observable on the semiclassical trajectories.
However,Matzin andNurock (2008) show that semiclassical orbits differ dramatically
from Bohmian orbits.
A simple example of the difference is the particle in a box. Using the typical

wavefunction for such cases and assuming one dimension and fixed energy, the Bohm
particle will just sit still (unless you pull a wall away rapidly (Callender andWeingard,
1998)). The semiclassical orbits, by contrast, give two classical orbits at each position in
the box, one going in each direction, i.e., particles bouncing back and forth. Matzin
and Nurock display other examples of divergence too, including (not surprisingly)
hydrogen. Bohm’s theory suggests a physical picture demonstrably at odds with the
trajectories used in a semiclassical treatment.

4.5.8 Summary
Most of what we say about the quantum realm is ‘interpretation’ dependent. The
research programs described here portray radically different worlds from top to
bottom, agreeing on little more than what is observable. I provided some examples
but could multiply them easily, e.g., Bohmian Fermi–Dirac particles are not always
repelled nor Bose–Einstein particles always attracted (Holland, 1993, 310). I could also
have used more examples from Collapse or Everett, so the response that these cases
just show that Bohm is weird or unusual isn’t sustainable. I cannot prove Cordero
wrong. I have not gone through all of quantum mechanics and shown that there
is nothing safe from the blight. Some models and systems may be safe. But these
would be more like small disconnected islands of reprieve, not anything like a full
quarantine zone.

4.6 Reaction: There Can Only Be One?
If I am right, there are at least three major research programs that each portray
different worlds but that are compatible with the current empirical evidence. This
situation poses a threat to the epistemic ambitions of the realist, someonewho believes
that mature successful theories are well confirmed and approximately true. We can’t
say one program is well confirmed and approximately true if we know that there are
two others, equally well confirmed, that contradict its hypotheses.
Before considering realist reactions, note that the situation isn’t horribly dire. We

hardly have guaranteed underdetermination by an indefinite number of theories.
Three is a small number. We could apportion our degrees of belief over these
three programs and not be at a complete loss when it comes to claims about the
unobservable quantum world.3

3 Could we repartition our programs and narrow down to two? What I have in mind is focusing on
ontology and tipping theories into wavefunction-only and wavefunction-plus camps. Some versions of
Everett and Collapse will then join Bohm in the wavefunction-plus camp, as they add a beable to the
wavefunction in their basic ontology. I’m not a big fan of this repartitioning as it obscuresmajor differences.
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Quantum underdetermination isn’t, therefore, a disaster for realism. It is still
disappointing. Can we do better? Ultimately there are two options, fight or flight.
Realism could retreat by restricting its ambitions to claims that are interpretation
neutral, asHoefer (this volume,Chapter 2) does.Quarantineworks if thewall is placed
around the observable level. Arguably, it also works in the potentially unobservable
classical domain sector of quantum theory—although this is a tricky question and I
havemy doubts. Alternatively, we can fight this judgment by turning up the ‘scientific’
dial. That is, we can use traditional realist features such as simplicity, unification,
explanatoriness, and so on to decide which research program is best. We agreed that
there are at least three options when the dial is set at ‘scientific.’ That might be too low
a standard. None of the programs are cheap philosophical playthings, but that doesn’t
mean they are all equally well confirmed.
Let’s briefly explore the more aggressive option of turning up the dial. I began

the essay with a metaphor based on Greg Egan’s clever and sophisticated book,
Quarantine. I end with one based on a terribly acted and weakly plotted fantasy
film, The Highlander (1986). In the film a group of (nearly) immortal warriors battle
through history, dying only through decapitation. The last remaining will win the
Prize. Warriors get stronger each time they kill one of their own. They know that,
in the end, there can only be one. While I don’t expect proponents of the different
research programs to go away any time soon—and I certainly hope that they don’t
resort to Highlander-like tactics—it may be that when we turn up the dial, only one
remains.
But which one?
Wallace (this volume, Chapter 5) asserts that there is no underdetermination in

quantum mechanics, that there is only Everett. His argument is that Everett and only
Everett has been successfully applied to all of current physics. Bohm and Collapse lag
behind, slogging their way through the history of quantum theory. Specifically, those
research programs must develop relativistic and field-theoretic versions of quantum
theory, whereas it takes no time at all to make these versions Everettian. Put in
terms of research programs, the idea is that the Everettian program is ahead of its
rivals. When the dial is set to include empirical reach or size of domain, there is no
underdetermination serious enough to cause alarm.4
Some proponents of structural realism also claim that there is no underdeter-

mination; indeed, some motivate this type of realism via its ability to overcome

For instance, Wallace (2014) shows that the branches corresponding to wavefunction-only GRW tails are
qualitatively different from their Everettian counterparts, so the wavefunction-only camp includes very
different worlds. More importantly, scientific realism is not only about the ontology but also the laws of the
theory, and this partitioning ignores that fact.
4 To be clear, the issue is more subtle than just described. There are indeed plenty of Bohmian field

theories. There are also extensions of the theory to quantum gravity, quantum cosmology, superstring
theory, quantum chemistry, and more. If Bohmian or Collapse answers to problems in new realms can’t
be reproduced by Everett then it’s not clear who is more progressive. The Bohmian answer to the problem
of time in canonical quantum gravity, for example, is not replicable in an Everettian framework, nor is the
Collapse approach to the information loss paradox. The reason I put these points aside for the moment is
that, overall, I agree that quantum field theory as a target dwarfs these examples in importance, and it’s also
fair to say that Bohmian or Collapse versions of the standard model of particle physics are a ways off.
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quantum underdetermination. Since the mathematical structure of Collapse, Bohm,
and Everett differ so markedly, how could such a position ever get off the ground?
In at least one case, the answer is that such realists deny that Collapse and Bohm
merit consideration! Ladyman and Ross (2007), in their polemic against unmoored
speculative metaphysics, claim that any response to the measurement problem that
takes standard quantum mechanics to be an incomplete description of reality is an
example of extravagant epistemically irresponsible metaphysics rather than good
metaphysics or science (p. 181). We can understand this as turning the dial to a very
specific (and odd) setting.5
For a quite different judgment, consider the position of Jean Bricmont (2016)

when confronting quantum underdetermination. He argues that “there is no existing
alternative to de Broglie–Bohm that reaches the level of clarity and explanatory power
of the latter” (p. 228). Bricmont sees the threat of quantum underdetermination and
adopts the Highlander move of eliminating alternatives. Unlike Wallace or Ladyman
andRoss, he opts for Bohm as the last one standing, a judgment based on emphasizing
explanatory virtues. We might understand Bricmont as employing confirmation
understood as inference to the best explanation (Lipton, 1991). According to such
theories, for T to be confirmed by E, T must not only imply E but T must be the best
explanation of E. Bohmians feel that the nuts-and-bolts accounts the theory provides
of the stability of matter, uncertainty relations, interference, apparent wavefunction
collapse, tunneling phenomena, and more, is a major reason to adopt the theory. In a
note added to the paperback edition of his Bohmian masterpiece, Holland stresses
that the primary virtue of the Bohm program is its “quality of explanation” (1993,
xix), much like that he finds in Darwinian reasoning. If this is right—and it certainly
fits with my thoughts on the matter—one can imagine a Lipton-style argument to
the effect that Bohm is better confirmed than its rivals. We turned up the dial once
and eliminated the Cartesian demon. We turn the knob again and the same kinds of
explanatory virtues leave only Bohm.
The debate between Wallace and Bricmont isn’t likely to be settled anytime soon.

The reason is that the very features that allow the Everettian interpretation its easy
extension to new physics are precisely the same features that invite its problems and
whose solutions by other programs lead to their explanatory virtues. Collapse swerves
and Bohmian beables make probabilities relatively straightforward in these theories,
for instance, whereas understanding probability is massively problematic in Everett.
Moreover, it’s these beables and swerves that allow the nuts-and-bolts explanatory

5 I cannot fully respond to this charge here due to the editors’ demand for polite, professional language.
I’ll just note that the following people have developed ‘completions’ of quantum mechanics: Louise de
Broglie, John Slater, Erwin Madelung, Albert Einstein, Nathan Rosen, Jean-Pierre Vigier, David Bohm,
Hans Freistadt, and John Bell. This list includes some of the top physicists who have ever lived. Scores of
mathematicians and physicists the world over continue this work, e.g., Peter Holland, Sheldon Goldstein,
Detleff Dürr, B.J. Hiley, Nino Zanghì, and Roderich Tumulka, and publish rigorous advances in the best
physics journals, e.g., Physical Review. Bohm’s original paper has over 5000 citations. Appeal to authority
is an improper argument form, I agree, but we can use it as a shortcut to a longer case I could make and
ask: given the extrinsic markers of epistemic quality just listed, which is the more likely to be extravagant
metaphysics, or a progressive research program—the work of Einstein, Bell, and others in our best physics
journals, or ontic structural realism?
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narratives that attract Bohmians (and presumably, Collapse theorists). Yet it’s these
very swerves and beables that demand new physics to be developed when quantum
theory is applied to new regimes, making extensions hardly automatic. The Everettian
program is a ‘minimalist’ one, littlemore than the quantum formalism itself coupled to
a new rule for reinterpreting our definite empirical outcomes. So it is little wonder that
it can be ‘successfully applied’ to new physics. To someone engaged in a competing
research program, trumpeting Everett’s easy application to new physics sounds like
a thief bragging about how little they had to work for their reward. After all, the
Copenhagen interpretation—andCartesian demon theory, for thatmatter—canmake
the same boast, yet many would agree that Copenhagen—and Cartesian demon
theory—are so theoretically deficient as to take themselves out of the running. They
earn their empirical progressiveness at the cost of providing a decent theory.Naturally,
the Everettian sees matters precisely the other way around. Why are these ‘nuts-
and-bolts’ explanations, whatever they are, so great, and in particular, relevant to
confirmation? Absent a compelling reply, and failing to see Everett as theoretically
unsatisfactory, the choice for the empirically more progressive program is to them a
no-brainer.
My own sympathies lie with the more ‘nuts-and-bolts’ approaches. The point

I want to make, however, is that we’re pretty close to philosophical bedrock at this
point. The Everettian and Bohmian described above aren’t merely disagreeing on the
correct dial setting, but they are disagreeing on the nature of the dial. Put somewhat
simplistically, the Everettian uses a dial that represents size of empirical domain
whereas the Bohmian uses a dial that represents explanatory virtues. The choice of
research program therefore hangs on deep, hotly contested and familiar matters in
philosophy of science—in particular, the relationship, if any, between explanatory
virtues and confirmation.
In sum, we have serious scientific underdetermination. The nightmare of scientific

realists is real. We’re unlikely to secure any quarantine zone that retains much one can
trust in the quantum realm. Because the differences between programs are so stark, it’s
tempting to go into Highlander mode and declare that there can be only one. But that
debate—who remains standing—won’t go away soon because its resolution hangs on
philosophicalmatters that are gridlocked.Welcome, scientific realists, to the quantum
foundations.
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On the Plurality of Quantum
Theories: Quantum Theory as a
Framework, and its Implications for
the Quantum Measurement Problem

David Wallace

Philosophy is what you do when you don’t yet know what the right questions are
to ask.

Daniel Dennett1

5.1 Introduction
As of 2017, the debate about the correct interpretation of quantum theory seems
largely deadlocked. There is a reasonable consensus within philosophy of physics on
what the main viable interpretative strategies are, which goes something like this (see
subsequent discussion for references):

1. ‘Realist’ strategies, dominated by:
(a) Hidden-variable theories, most notably the de Broglie–Bohm theory (aka

Bohmian mechanics);
(b) Dynamical collapse theories, most notably the Ghirardi–Rimini–Weber

theory and Pearle’s continuous-state-localization theory;
(c) The Everett interpretation, in its modern (decoherence-based) form.

2. ‘Non-realist’ strategies, notably (but not exhaustively):
(a) The (various forms of the) Copenhagen interpretation;
(b) Physics-is-information approaches, most notably the ‘Quantum Bayesian-

ism’ or ‘QBism’ of Chris Fuchs and co-workers;
(c) Healey’s quantum pragmatism.

1 Blackmore (2005), 91.
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The debate over realist-vs-non-realist strategies has been fairly cursory in recent
discussions and has largely turned on general disagreements about the legitimate aims
of science: Maudlin (1995), for instance, simply takes as read that quantum theory
ought to have a representational role, while according to Fuchs and Peres (2000a;
2000b) or Healey (2012; 2017b), a central lesson of quantummechanics is that it does
not have such a role and needs to be understood more as some kind of predictive
or calculational tool. In the bulk of philosophy of physics (in particular in its more
metaphysically inclined corners), indeed, the non-realist strategies are set aside almost
without comment.2

Meanwhile, comparative assessment of the realist strategies has tended to turn
on relatively detailed, and fairly metaphysical, concerns with those strategies. Can
the Everett interpretation explain probability? Is Bohmian mechanics just Everett in
denial? How do dynamical-collapse theories resolve the problem of tails?3 The form
of the discussion normally takes as read that these various approaches would succeed
in ‘solving the measurement problem’ if only these metaphysical problems could
be resolved. Indeed, it is common (see, e.g. Cordero, 2001; Egg, 2014; Lewis, 2015;
Lyre, 2010) to describe the choice between realist interpretations as a classic case of
underdetermination of theory by data, with Bohmianmechanics, theGRW theory, and
(sometimes) the Everett interpretation all on a par empirically and to be distinguished
only by assessments of ‘extra-empirical virtues’, again of a largely metaphysical nature:
preservation of determinism, avoidance of ontological extravagance, conformity with
intuition, conformity with the spirit of relativity. If so, there seems to be little realistic
likelihood of consensus, or even significant progress, on the interpretation of quantum
mechanics any time soon. But perhaps we can console ourselves that even if the final
answers to the questions of quantum interpretation will continue to elude us, at least
we have a clear understanding of what the questions are andwhat the space of possible
answers looks like.

But in philosophy, most of the work, and most of the controversy, lies precisely in
stating and understanding the questions, and so apparent consensus on how to frame
a problem is often a sign of hidden assumptions and communication failure.4 And so
it is in quantum theory (I shall argue). Advocates of different interpretative strategies
differ not just on technical details of those strategies, or on assessment of whether and
how those strategies overcome their own specific problems, but on basic questions
of philosophy of science: notably, on how theories confront experiment and on how
they represent physical facts. And (relatedly) they differ on what the theory is that we

2 Productive debate is not helped by the fact that most critics and defenders of what I here call ‘non-
realist’ strategies regard ‘realist’ as a virtue term: witness in particular Fuchs’ (2017) plea to critics not to call
QBism anti-realist, but also Healey’s description of his position as a ‘third way’ between realism and non-
realism. I don’t myself think the label is particularly helpful (I will later argue that ‘non-representationalist’
is a more neutral description); my summation here is intended as descriptive of the sociology of the field.

3 See Wallace (2008) for references in each case.
4 For examples elsewhere in philosophy, consider free will, or the mind-body problem. In the former

case, careful formal proofs to the effect that we do or do not have free will tend to pack most of the
philosophical work into apparently uncontentious premises (Dennett, 1984, 3); in the latter case, even
deciding to frame the issues in terms of an ‘easy’ and ‘hard’ problem (Chalmers, 1995) concedes most of
the ground on which hardline functionalists will want to fight (Dennett, 2005, ch. 6).
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are supposed to interpret: to a first approximation, advocates of different strategies
are trying to interpret very different theories in the first place. Put succinctly, if the
central question in philosophy of quantum theory is ‘what is the correct interpretation
of quantum mechanics’, then as well as open disagreement about the assessment of
‘correct’, there is hidden disagreement about the meaning of ‘interpretation’ and, even
more so, of ‘quantum mechanics’.

To expand slightly, the case I will make is that:

1. Quantum theory is a framework theory, under which many specific quantum
theories stand. These theories are related by different (and only partially under-
stood) instantiation relations (where the instantiation relation holds between
two specific quantum theories, describing the same system at different levels
of detail) but a satisfactory interpretation of quantum mechanics must be a
strategy for interpreting each of these theories in its own terms. No satisfactory
interpretation can be an interpretation of the ‘fundamental’ quantum theory,
partly because we do not have any such theory to interpret at present but mostly
because the way in which quantum theory makes contact with experiment is
through this plurality of different theories and cannot be cleanly described in
the vocabulary of any one quantum theory, however fundamental.

2. Neither the so-called ‘non-realist’ interpretations (I will argue that ‘non-
representationalist’ is a fairer name), nor the strategies that aim to modify or
supplement quantum theory, adequately deal with the theory as it is actually
used and tested in science. Rather, they attempt to interpret either the abstract
framework (in a way which is not at present adequate to recover the empirical
success of particular instances of that framework), or else they interpret a partic-
ular theorywithin that framework, under the fiction that it is by itself adequate to
all quantum phenomena (and as such rely on a once-and-for-all account of how
quantum theories make contact with empirical data which is again not adequate
to recover the full empirical successes of quantum theory). Only the Everett
interpretation attempts to provide a general recipe to interpret the various
particular quantum theories in a way that is compatible with their interrelations.

These conclusions are not neutral: they give strong support for the Everett inter-
pretation, of which I have been a longstanding advocate. That’s not a coincidence:
this chapter is a codification and development of what I have long thought to be
the strongest reasons for that interpretation (building on preliminary versions of
these arguments presented in Wallace (2008, 83–5) and Wallace (2012, 33–5)). But
I hope even readers sceptical of this particular conclusion might be persuadable of
the general point that the deadlock in discussions of interpretation can be broken—
or at least, our understanding of the problem can be deepened—by focusing less
on specifics of the particular interpretative strategies, and more on what we should
reasonably require of a solution to the measurement problem in the first place.

The structure of the chapter is as follows: in Section 5.2 I develop the idea of
quantum theory as a framework, and in Section 5.3 I consider how to think about
inter-theoretic relations between concrete theories in that framework. In Sections
5.4–5.6 I consider, sequentially, Everettian quantum mechanics, so-called non-realist
strategies, and strategies that try to supplement or modify the quantum formalism,
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and explore how each fits into the conception of quantum mechanics developed in
Sections 5.2–5.3. Section 5.7 is the conclusion. The physics I discuss in this chapter
is for the most part standard and well established, and I do not attempt to give
original references.

5.2 Quantum Theory: Frameworks and Instances
Asked what ‘quantum theory’ is, two initially plausible answers might be:

Abstract quantum mechanics: A quantum theory is specified by:
1. A Hilbert spaceH (the rays of which represent possible states of the system);
2. A collection of self-adjoint operators on H which represent the observables

of the system (this is a term of art; a more neutral term might be ‘physical
quantities’).

3. A preferred observable ̂H, the Hamiltonian, which generates the system’s
dynamics via the Schrödinger equation

ih̄
∂

∂t
|ψ(t)〉 = ̂H |ψ(t)〉 . (5.1)

Physical content is extracted from the theory by the Born rule, which states
that the expectation value, onmeasurement, of the observable corresponding
to operator̂O, if the system’s quantum state is |ψ〉 is

〈̂O〉ψ = 〈ψ |̂O|ψ〉. (5.2)

Quantum particle mechanics: The quantum theory of N particles of mass
m1, . . .mn is specified by a function ψ from the 3N-dimensional configuration
space of those N particles to the complex numbers, satisfying the Schrödinger
equation

ih̄
∂ψ

∂t
(x, t) = −

∑

1≤i≤N

h̄2

2mi
∇2

i ψ(x, t) +
∑

1≤i<j≤N
Vij(|xi − xj|)ψ(x, t) (5.3)

where Vij is the interaction energy between particles i and j, x represents,
schematically, the N-tuple of coordinates x1, . . .xN on configuration space, and
∇i is the gradient with respect to xi. Physical content is extracted from the theory
by the Born rule, which states that the probability density, on measurement, of
finding the particles in configuration x at time t is

Pr(x; t) = |ψ(x, t)|2. (5.4)

As accounts of quantum mechanics as a scientific theory, both accounts are for
different reasons very deficient (even before we address more philosophical con-
cerns like the quantum measurement problem). To begin with ‘abstract quantum
mechanics’: in an important sense this is not really a scientific theory at all. By itself it
makes no predictions and explains no phenomena; by itself it cannot be tested or
falsified. It is a framework within which concrete quantum theories can be stated:
a given theory within the framework is specified (typically) by a specific choice of
Hilbert space, a specific choice of dynamical variables (represented by self-adjoint
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operators), a specific dynamics (represented by some choice of Hamiltonian) and
often a specific decomposition into subsystems. These specific, concrete theories can
of course be tested, and those tests can indirectly confirm or falsify the viability of the
framework, but without being supplemented by a particular concrete realisation of
the framework, it can do only very little scientific work.

When we recognize this, we can also see what is deficient about ‘N-particle
quantum mechanics’: it is only one example of a quantum theory, and one of quite
restricted applicability. Indeed, strictly speaking there is to my knowledge only one
small class of applications of wave mechanics in this form: to the hydrogen atom,
and to other ions with only one electron. If the theory is modified to include identical
particles, backgroundpotentials, and spin, its applicability becomesmuchwider:most
of atomic physics, and most of quantum chemistry, and a large part of solid state
physics falls within its remit, taking the ‘particles’ to be electrons and the nuclei of
atoms. But even there, the theory rarely suffices to describe all the relevant phenomena
of a system: for instance, atomic energy levels are calculated within this theory, but the
theory cannot incorporate the de-excitation of those energy levels by photon emission
which is the main route by which we test the theory’s energy-level predictions.5

A really satisfactory description of ‘quantummechanics’ would have to characterize
it as a large collection of theories, each fitting (more or less) within the abstract
framework, and each applicable to different systems and at different energy- and
length-scales. One of those theories would be N-particle quantum mechanics. Or
more accurately: many of those theories would be different forms of N-particle
quantum mechanics, with different numbers and statistics of particles, different
background potentials, and different interpretations of the ‘particles’. (Sometimes they
are electrons, sometimes ions, sometimes the centers of mass of larger bodies—even
moons or planets (Zurek and Paz, 1995).) Others would be quantum field theories of
various kinds, applicable to various situations involving light, collective excitations of
solid bodies, or relativistic effects. Others still would be discrete theories with finite-
dimensional Hilbert spaces, applicable to the internal degrees of freedom of certain
systems whose spatial degrees of freedom can be idealized away.

It should not be surprising to find that ‘quantum theory’ needs to be characterized
this way. After all, the same is true for ‘classical mechanics’. There we could have
tried to characterize the theory as the abstract form of Hamiltonian or Lagrangian
mechanics, or as the theory of point particles interacting under long-range forces.
There, too, the first characterizes a framework for dynamical theories rather than a
concrete theory; the latter characterizes a theory which captures only a small part of
classical mechanics (failing to capture, for instance, electromagnetic effects, or the
physics of rigid bodies or fluids). And classical particle mechanics, like quantum
particle mechanics, is best thought of not as a single theory but as a wide class of
different theories, characterized by different particlemasses, interactions, background
potentials, and interpretations of the ‘particles’. (Recall that in the most famous
application of classical mechanics, the ‘particles’ are the centers of masses of the Sun
and planets.) If we were to set out to ‘interpret classical mechanics’, our task would not

5 The theory is also somewhat misrepresented in the form I have given it by its focus on configuration
space and on the position representation, but that can more readily be fixed.
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be completed either by trying to interpret the abstract formofHamiltonianmechanics
as a concrete theory (whichwould simply be a category error), or by trying to interpret
classical particle mechanics (which has no univocal interpretation, and in any case is
only a small part of classical mechanics).6

At least prima facie, the same would seem to apply to quantum theory. Before
developing this point, though, I need to develop further the picture of quantum theory
I have sketched by considering how different versions of quantum theory relate to one
another.

5.3 Quantum Theory: Inter-Theoretic Relations
A tempting and popular picture of inter-theoretic relations is that of a tower of
theories, each approximating the theory below it in the appropriate limit.7 For physics,
at the bottom of the tower would lie the Standard Model of particle physics (perhaps
with its base shrouded in mist to leave room for the hoped-for theory of quantum
gravity that it approximates). Above it, perhaps, would be quantum electrodynamics;
above that, the quantum theory of photons and nonrelativistic atoms; above that,
nonrelativistic quantummechanics; above that, perhaps, classical particle mechanics,
and then classical fluid mechanics.

But this picture is badly misleading. It implies there is some unified class of
phenomena all simultaneously describable by the Standard Model, some subclass of
that class simultaneously describable by quantum electrodynamics, and so forth. In
reality in physics, modelling is local. A given system—say, the electrons of a metal,
or the electrons and nuclei of an ion—might be describable by quantum particle
mechanics, but it does not follow that in anything but the most formal sense there is
a single system comprising both of these that is describable by it. Indeed, sometimes
the same system is described by the same theory at different levels: for instance, the
electrons in the metal might be treated as evolving against a classical background
potential which, at a deeper level of description, is produced by a lattice of ions. Nor
is there any consistent hierarchy of theories: in classical mechanics, for instance, a
collection of lattices of masses connected by stiff springs could be describable at one
level by point-particle mechanics (with the ‘particles’ being the lattice elements), at a
higher level by rigid-body mechanics (with the ‘bodies’ being the lattices), and at
a higher level still by point-particle mechanics again (with the ‘particles’ being the
centres of masses of the lattices).

So a better picture is more like a patchwork than a tower: for any given system
there are various levels of description at which various theories are applicable. And
since the notion of ‘system’ is itself theory-laden, there is no theory-free starting
language with which we can describe this picture. For instance, one ‘system’ is
composed of the centres of masses of the bodies in the Solar system, but ‘centre of
mass’ is itself theory-laden and theory-relative. (Again, see Wilson (2013) for further
development of this point in the classical context.)

6 Mark Wilson has developed (essentially) this view of classical mechanics in much more depth; see, in
particular, Wilson (2013).

7 The classic statement of this view is Oppenheim and Putnam (1958).
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What do inter-theoretic relationships look like on this picture? If they exist, they
would have to look like this: if theory X describes a system at some level of description,
and theory Y describes that same system at a more detailed level, then the description
from theory X can in some sense be derived from that of theory Y. And if several
systems S1 through Sn can be described separately by theory X at a higher level,
and collectively by theory Y at a lower level, we can derive from theory Y both
the applicability of X to the systems separately and the validity, at that level, of the
decomposition into subsystems. Ultimately we might hope to find a sufficiently fine-
grained level of description at which the whole Universe can be jointly regarded as a
single system, and the applicabilities of all of the higher-level theories derived directly
or indirectly from it.

It is not a priori obvious that things must work out this way: Nature could be
inherently disunified, with many different descriptions on different lengthscales and
no systematic relations between them. Cartwright (1983, 1999) has argued, based on
careful study of case studies in physics and other areas of science, that indeed this
is the case. But (although there is far more to say here than space permits) this
kind of disunified picture—whatever its metaphysical coherence or incoherence—
does not seem to give adequate weight to the great many cases in which physicists
have actually succeeded in constructing local inter-level relations. Most of solid state
physics, for instance, andmost of non-equilibrium statistical mechanics, andmuch of
particle physics and astrophysics, is concernedwith deriving higher-level descriptions
from lower-level ones, and there are a great many successes that have led to novel
empirical predictions, albeit they often involve approximations and assumptions, and
contain conceptual puzzles of their own. And the progress of physics does seem to
be a progression towards greater unification: the many different solid-state systems
are all instantiations of the same nonrelativistic quantum theory; the physics of stellar
interiors and of stellar atmospheres seem to be derivable from the same underlying
physics under different assumptions. We have reached the point where one theory,
the Standard Model of particle physics (with the spacetime metric treated as one
more quantum field) is at least a candidate to underlie all the various applications of
high-level physics, and to provide the basis for explanation of all physical phenomena
outside the extremes of the early universe and the singularities within black holes. So
notwithstanding Cartwright’s criticisms, I will continue for this chapter to assume—
tentatively—that the various applications of physics are indeed interrelated by locally
valid derivations, and ultimately that all can be underpinned by the Standard Model.

If we want to interpret quantum mechanics, then, should we simply interpret the
StandardModel, and regard every other quantum theory as derivative upon it, or even
just as useful calculational tools? There are two problemswith so doing. Firstly, almost
all our evidence for quantum mechanics is in the first instance evidence for some
higher-level quantum theory, not for the Standard Model directly. In most concrete
applications we do not have an explicit derivation of that higher-level theory from the
StandardModel; even in the most favourable cases, we have a long and indirect chain
of derivations. As such, the way in which the Standard Model confronts experiment
is almost exclusively indirectly, via tests of higher-level theories.

For instance, quantum theory allows us to calculate the heat capacity of a crystalline
insulating solid at low temperatures: it scales with the fourth power of the temper-
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ature. That prediction cannot even be stated, much less derived, in the Standard
Model, where ‘crystalline insulating solid’ is not a well-defined term. Other quan-
tum predictions concern the spectral lines of excited atoms, or the conductivity of
metals, or the phase transitions of superfluids, or the neutrino emissions of stars;
again, these cannot directly be stated, let alone tested, within the Standard Model.
To understand quantum mechanics well enough to recover its empirical success,
we need to understand the various different quantum theories and their theoretical
content. That understanding might in principle be derivative on some understanding
of the Standard Model, but it cannot simply be skipped—not if our goal is to
understand quantum mechanics as it is in fact used and tested.

Secondly, the standard model—like almost all empirically relevant quantum field
theories—is an effective field theory. What this means, in outline (see Wallace (2011;
forthcoming) for a more detailed discussion) is that while the theory is formally a
continuum field theory defined on arbitrarily short lengthscales, in fact it must be
‘cut off ’ below some short lengthscale, which represents the point at which the theory
breaks down and ceases to be accurate. (For the Standard Model, defined as I have
to include the spacetime metric, that lengthscale is the Planck length.) Effective field
theories are by their nature not candidates for a fundamental theory; indeed, they
are not really theories at all in the philosopher’s usual sense, but equivalence classes
of theories, with different cutoffs and different implementations of the cutoff, but
the same larger-scale structure. Insofar as the interpretation of ‘quantum mechanics’
ought to be concerned with a single well-defined, universal theory, that theory cannot
be the Standard Model but would have to be the yet-unknown theory of quantum
gravity which, we hope, underlies it. But since we do not have that theory, it would
be premature to try to interpret it, and more premature still to conflate the task of
understanding that theory with that of making sense of quantum theory.

5.4 Interpretative Recipes and the Everett Interpretation
Given this account of quantum theory—or rather, given this account of the many
quantum theories and the system-local, not-fully-hierarchical relations between
them—what should we expect from an ‘interpretation’ of quantum mechanics? Here
is one natural answer: we should expect an interpretative recipe, a set of instructions
which tells us, for any given quantum theory, how to understand that theory.
Furthermore, the recipe must be compatible with inter-theoretic relations: if theory
X instantiates theory Y in certain regimes, our understanding of theory X ought to
tell us how to understand theory Y , and it should deliver the same understanding
as we would get by applying the recipe to Y directly. (I use ‘understanding’ here as a
term neutral between pure interpretations of the quantum formalism, and strategies
which supplement it with additional variables or modify its equations.)

The interpretation of classical mechanics has exactly this ‘recipe’ form. The inter-
pretative recipe says, simply: interpret the classical phase space as a space of possible
states that a physical system is in, so that a system with dynamical history x(t)
has, at time t, the physical features represented by x(t). At this level of abstraction,
there is little more to be said: in particular, it would be a category error to ask for
‘the’ ontology of classical mechanics. For any particular classical theory, we can ask
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for the ontology of that theory (and at that level, there is space for controversy
as to interpretative matters even in classical physics: the substantivalist/relationist
dispute is such a controversy, for instance). But that answer will have to be fairly
structuralist, because the ontology of a theory instantiated by another theory must
be compatible with the ontology of the latter theory, and inter-theoretic relations in
classical mechanics are cashed out in terms of structure and dynamics and don’t fit
into (for instance) any standard mereological form. If there were a classical ur-theory
underlying all other classical theories, we could regard ontological questions about
that particular theory as questions of ‘fundamental classical ontology’ and see the
ontologies of all other classical theories as derivative from it; but there is no such
theory, and so all questions of ontology in classical physics will have a somewhat
local, scale-dependent nature. (For further development of these points see Wallace
(2016a).)

Turning back to quantummechanics, the Everett interpretation also has the recipe
form. To be more specific, by ‘the Everett interpretation’ I have in mind here the
interpretation in its modern form, with decoherence understood as providing an
emergent branching structure for the macroscopic degrees of freedom, with higher-
level ontology understood in structural terms, and with no modification of the
quantum formalism, as developed by, e.g. Gell-Mann and Hartle (1989; 1993), Saun-
ders (1993; 1995; 1997), Zeh (1973; 1993), Zurek (1991; 1998), andmyself (Wallace, 2003;
2010; 2012). (The extent to which this conforms to Everett’s own views ismoot, though
see Barrett (2011a; 2011b), Bevers (2011), and the commentary in Everett (2012) for
some considerations.) Indeed, at this level of abstraction the Everett interpretation
is pretty much the same as the interpretation of classical mechanics: the formalism is
left unchanged, the state space of a system is interpreted as a space of possible physical
states for that system, and the evolution of the quantum state under the Schrödinger
equation is interpreted as describing the change over time of the system’s physical
properties. The ‘emergence of the classical world from quantum mechanics’, in any
particular physical situation, is just a special case of inter-theoretic reduction. (And
to ask about ‘the’ ontology of Everettian quantum mechanics is again to commit a
category error.)

Of course, this level of abstraction hides subtlety and controversy. Applied to
microscopic systems, the Everett interpretation delivers an ontology that is not readily
described in the categories of ordinary experience. Applied tomacroscopic systems, it
describes the state as representing not one, but an indeterminately large multiplicity,
of classical states (and it represents each of them only approximately and emergently).
And to connect to experience in the latter case, we must interpret the branch-weights
assigned to the classical states probabilistically. Each of these contains philosoph-
ical subtleties sufficient to allow a sceptic to reject the interpretation, even before
any weight is given to the ontological extravagance of Everett-interpreted quantum
theory.

But this is not the place to explore the viability of the Everett interpretation.
(I defend it in extenso in Wallace, 2012.) My point here is more modest: because the
Everett interpretation has the recipe form, it is at least a candidate for an interpretation
of quantum mechanics suitable for physics as we find it. Among the commonly
discussed alternatives to the Everett interpretation, none has the recipe form, and so—
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I will argue—none is actually in a position to explain quantum theory as it is in fact
used in physics. I begin with the so-called ‘non-realist’ strategies.

5.5 Non-Representational Approaches to Quantum
Theory

As a starting point to understand the common core of ‘pragmatist’, ‘Copenhagen’ and
‘information-based’ approaches to quantum theory, consider the classic Schrödinger-
cat state

α |live cat〉 + β |dead cat〉 (5.5)

which unitary quantum theory can straightforwardly produce. If the quantum state
can be understood representationally—that is, if distinct quantum states correspond to
distinct objective ways a physical system can be—and if the theory is unsupplemented
by hidden variables, then it looks as if such a statemust somehow represent a cat that is
simultaneously alive and dead, or perhaps neither alive nor dead. Quite apart from the
weirdness of such a thing, it seems in conflict withwhat quantummechanics itself tells
us, via the Born rule, that we should expect to observe given a system in such a state:
namely, either a live cat, or a dead one, and with probabilities |α|2, |β|2 respectively.

But there are other roles than representation for a piece of mathematical formalism
to play. Consider the probability distributions of classical statistical mechanics, for
instance: mathematically they are functions on phase space but different such func-
tions correspond not to different states of the actual world, but to different probability
distributions over the possible states of the world (however the notion of probability
is to be understood here).8 And in particular, distributions can have nontrivial
support on regions of phase space corresponding to macroscopically distinct states
of affairs: for instance, the probability distribution that statistical mechanics assigns
to a ferromagnet cooled below its critical temperature is, in the first instance, an
equally weighted sum of distributions describing the magnet with magnetization in
all possible directions. But this does not represent a ferromagnet in some weirdly
indefinite state of magnetization, but merely a magnet with equal probability of
being magnetized in each possible direction. Non-representational strategies take the
quantum state as playing a role at least somewhat akin to the statistical-mechanical
distribution: as encoding the various probabilities associated to a physical system.
Different strategies differ in the way they understand those probabilities: as encoding
our information about a system, or our partial beliefs about it, for instance, or as
providing a practical guide to how to use and interact the system. And just as it would
be misleading to call classical statistical mechanics non-realist simply because the
distribution function does not play a representational role, so would it be misleading
to call these approaches to quantum theory non-realist simply because in those
theories the quantum state does not play a representational role either.

8 I have in mind here classical statistical mechanics as it was understood before the quantum revolution:
that is, on the false view that classical physics was exact. I argue elsewhere (Wallace, 2016b) that even
supposedly classical systems in the actual universe should not be understood in purely classical terms:
rather, they should be understood as quantum-mechanical states (mixed or pure) in the decoherent limit.
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However, we can reasonably ask: if the quantum state does not represent the
physical state of a system, what—if anything—does? Classical mechanics provides a
straightforward answer to its analogous question: the points of phase space represent
physical states, and the classical observables—those functions that correspond to
position, momentum and the like—represent the physical properties of those states.
In doing so, classical statistical mechanics also offers a straightforward answer to the
question of what the probabilities are probabilities of : they are the probabilities of
the system being in one physical state or another. And this representational story will
vary from one classical-mechanical system to another, and in each case the theory
itself will provide the representational machinery. In this way, an ‘interpretation’ of
classical statistical mechanics in terms of probability distributions straightforwardly
is compatible with the idea of classical statistical mechanics as a whole being a
framework theory: it provides, for each concrete instantiation of statisticalmechanics,
an interpretation of the distribution function in that instantiation. In the classical
dilute gas it represents probabilities for the particles to have various positions and
momenta; in a classical model of the ferromagnet it represents probabilities for the
individual magnetic atoms to have one orientation or the other; and so forth through
the indefinitely many physical systems to which classical statistical mechanics can be
applied. (Note that this interpretation of classical statistical mechanics has the ‘recipe
form’ which I discussed in Section 5.4.)

In the dawn of quantum theory it was possible to imagine essentially the same story
playing out. Quantum systems are equipped with algebras of ‘observables’ that corre-
spond to the dynamical variables that describe a physical system, and the quantum
state provides—and, conversely, is completely characterized by its description as—
a probability distribution over those variables. So it would be extremely natural to
suppose that the physical state of any quantum system is given by some definite value
of each of its observables and that the quantum state is a probability distribution
over those physical states. Such an interpretation would seem to be a very natural
generalization of classical statistical mechanics (and, again, to have the recipe form).
A shame, then, that such an interpretation is impossible: von Neumann’s original
no-hidden-variable theorem (von Neumann, 1955) shows that it cannot be done
straightforwardly, and the Kochen–Specker theorem (Kochen and Specker, 1967)
rules it out pretty much completely. So any viable non-representational account of
quantum mechanics will owe us another account of what the probabilities encoded
in the quantum state are probabilities of, of what the physical features of systems are.
Or, put inmore pragmatic terms: what the non-quantum features of a system are such
that the quantum state is a tool for answering questions about those features.

In the heyday of theCopenhagen interpretation, the standard answer (made explicit
in, e.g. Landau and Lifshitz, 1977) was: the physical description of a system is a classical
description; quantum mechanics cannot be understood except against a background
of classical mechanics. This line is quite rarely defended in modern physics,9 for
familiar reasons: separating off ‘classical’ from ‘quantum’ physics is not at all trivial
in an era where the quantum–classical transition is a major topic of theoretical

9 A notable exception is Peres (1993).
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and empirical study, where the classification of a system as ‘classical’ or ‘quantum’
has become a matter of degree, and where the language of experimental physics is
rich with terms—‘laser’, ‘superconductor’, ‘LCD’, whose very definition is quantum-
mechanical.

Richard Healey (2017a), in discussing his ‘pragmatist’ interpretation of quantum
theory (developed in more detail in Healey, 2012; 2017b; this volume, Chapter 7), is
keenly aware of this issue:

A successful interpretation must explain how quantum mechanics may be formulated as
a precise physical theory and unambiguously applied to real-life physical situations . . . by
applying quantummechanics we become able better to describe and represent those situations
in non-quantum terms. I say ‘non-quantum’ rather than ‘classical’ to acknowledge that the
progress of science naturally introduces novel language to describe or represent the world
(Bose-Einstein condensate, Mott insulator, quark-gluon plasma). (Healey, 2017a)

But how does science ‘naturally introduce’ this novel language? Take ‘quark-gluon
plasma’, for instance. I can give you a verbal gloss on what that means—it’s a state of
matter so hot that protons and neutrons—normally made up of three tightly bound
quarks—break up into individual quarks. But that verbal gloss isn’t the real physical
description—it is a metaphor at best, a fiction at worst. Let’s see what happens if we
ask for a proper (albeit still a bit simplified) account of ‘quark-gluon plasma’.

Q: What’s the quark-gluon plasma?
A: It’s the state of a quantum-chromodynamics (QCD) system above a certain

temperature, at which a phase transition occurs to a state where the fermionic
elementary excitations are associated to the quark field rather than to colour-
neutral products of that field.

Q: Slow down. What’s ‘temperature’ in QCD?
A: A quantum system, including a field-theoretic system, is at (canonical) thermal

equilibrium when its quantum state is

ρ(β) ∝ exp(−β̂H) (5.6)

where ̂H is the Hamiltonian and β is a real number. For a system at thermal
equilibrium—or that is reasonably close to thermal equilibrium—its tempera-
ture T is given by β = 1/kBT.

Q: And what’s an ‘elementary excitation’?
A: Generally in quantum field theory, we can analyse systems in states reasonably

close to the thermal equilibrium state as gases of weakly interacting particles.
Those weakly interacting particles are the elementary excitations.

Q: ‘Particles’ as in classical point particles?
A: Not really. ‘Particles’ as in subsystems whose Hilbert space bears an irreducible

representation of the Poincaré group, at least in the interaction-free limit.
Q: So the quark-gluon plasma is associatedwith one sort of particle, colder systems

with another. Shouldn’t I be able to say what the ‘particles’ are once-and-for-all?
A: Not in quantum field theory: the optimal choice of particle depends on the state

of the system. Hot systems are described most naturally in terms of quarks,
colder systems, in terms of protons and neutrons.

Q: Can’t I just think of a proton or neutron as an agglomeration of three quarks?
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A: Only heuristically. The more precise way to explain the relation between the
protons and quarks is at the field level: the proton is associated with a certain
triple product of the quark field.

Q: How is a particle supposed to be associated with a field?
A: If a quantum system is in thermal-equilibrium state ρ(β), the ‘two-point

function’ of that system with respect to field ̂φ(x) and that state is

G2(x − y;φ,β) = Tr(ρ(β)̂φ(x)̂φ(y)). (5.7)

If the Fourier transform of that state has a pole, there’s a particle associated with
it.

Q: That’s a weird postulate.
A: It’s not a postulate; it’s something you derive, by looking at the dynamics of states

obtained by excitations of the thermal-equilibrium state. Where there’s a pole,
there’s a subspace of states which can be interpreted as superpositions of singly
localized excitations and which is preserved under the dynamics.10

Q: What’s a ‘plasma’, anyway?
A: In ‘quark-gluon plasma’ it’s a bit metaphorical. This phase of QCD has a lot in

common with ordinary electromagnetic plasmas, which are characterized by
screening of the Coulomb force, or equivalently by the photon acquiring mass.

Q: I thought the photon was massless?
A: The mass of a particle depends on the quantum state. If the state is the vacuum

or some small excitation of the vacuum, then yes, photons are massless. But in a
state that’s an excitation of a hot, high-density system of protons and electrons,
the photon acquires mass.

Q: What do you mean, ‘acquires mass’?
A: It’s a dynamical statement about elementary excitations again, derived from

looking at the plasma dynamics. There’s again a formal statement in terms of
poles of two-point functions.

It doesn’t matter if you followed all of the details of the above; they’re not the main
point. (I could have carried out essentially the same exercise with ‘Bose–Einstein
condensate’ or ‘Mott insulator’.) The main point is that I have not the faintest idea how
tomake sense of any of this without taking the quantum state of the QCD system, and
its dynamical evolution under the Schrödinger equation, as representational. (Even
the claim that the system has temperature T is a claim about its state.) I don’t know
how to begin eliminating representational uses of the state from my account of the
quark-gluon plasma—and, to the best of my knowledge, neither does Healey.

If Healey departs from Copenhagen-style use of classical physics in order to seek a
broader conception of objectivity in physics, the ‘quantum Bayesianism’ (or QBism)
of Chris Fuchs and co-workers moves radically in the opposite direction:11

10 Experts will recognize this as (a corollary of) the Callan–Lehmann representation of the two-point
function; see, e.g. Peskin and Schroeder (1995 ch. 7) for the details.
11 For presentations, see, e.g. Caves, Fuchs, and Schack (2002), Fuchs (2002) or Fuchs, Mermin, and

Schack (2014).
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the primitive concept of experience is fundamental to an understanding of science. According
to QBism, quantum mechanics is a tool anyone can use to evaluate, on the basis of one’s past
experience, one’s probabilistic expectations for one’s subsequent experience.

(Fuchs, Mermin, and Schack, 2014)

Taken at its most straightforward, quotes like this seem to suggest that the
probabilities of quantum theory are probabilities of agents having certain experiences.
It can be tempting for more conventionally inclined physicists or philosophers to
argue against such a view on the grounds that science should give us something more
objective, less apparently solipsistic—but the real place to object is more mundane.
Namely: the formalism of any particular quantum theory doesn’t say anything about
experiences. In any concrete instantiation of quantum theory, the observables over
which probability distributions are defined are particle positions, field strengths,
collective spins, and the like. The only way to say anything non-circularly about
an agent’s experience in quantum mechanics is to characterize it externally, as an
experience of something describable in a more physical language. And then the
problems confronted by the Copenhagen strategy, and by Healey, reappear.

It’s reasonable then to ask how it is that Fuchs et al. (and Healey, for that matter)
actually manage to develop and apply a non-representational version of quantum
mechanics. (And it would be unfair not to recognize that they do indeed demonstrate
a significant number of applications.) The answer is that the explanations they provide
of quantum phenomena are (I think without exception) explanations of features of
quantum theory in the abstract—Bell inequality violations, EPR effects, quantum state
tomography and the like. They treat measurement as primitive and make no use of
details of any particular quantum system (sometimes a two-state system is described
using spin variables but even then there is no particular connection to the physics
of spin).

Non-representational strategies, we might say, provide an interpretation of the
abstract framework of quantum theory. They do not appear to provide a method—at
least at present—to interpret any particular instance of that framework. Explanations
of, say, superconductivity, or the heat capacity of crystals, or the thermodynamic
features of the quark-gluon plasma, or the colour of gold, or any of the thousands
of concrete applications of quantum theory that form its real empirical base, seem out
of reach for QBism, or for pragmatism, at least as they are currently stated. From this
perspective it is unsurprising to find that advocacy of these approaches within physics
is predominantly found in quantum information, a field whose power indeed comes
from studying those features of quantum theory that are common to all instances of
the theory, rather than those physical explanations which are irreducibly quantumbut
which require engagement with the features of one or other specific quantum theory.

Let me close this section with an observation drawn frommore general philosophy
of science. The non-representationalist strategy—interpreting some large part of the
content of physics not as representing things in themselves but as an inferential or
pragmatic tool used in describing some smaller class of physically-real phenomena—
is not new, nor is it specific to quantum theory. It is, rather, the central idea in
the logical-positivist and logical-empiricist pictures of science (see Creath, 2017 and
references therein for historical details). There, we make a principled distinction
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between the ‘observation language’ in which our observations are described, and
the ‘theory language’ in which the non-observational parts of our scientific theories
are stated. The observation language is to be understood literally, but the theory
language is not; rather, it is an inferential or pragmatic tool to help us derive truths
stated in the observation language.

It is almost universally accepted today that these approaches are not viable. But the
predominant reason, historically, that they fell from grace was not some awakening
realization among philosophers of science that scientific theories ‘should’ give a
more robust account of the unobservable.12 It was the increasingly clear realization—
notably (though by no means exclusively) by Kuhn (1962) and Quine (1951) and in
the recognized failure of Carnap’s project in the Aufbau (1928)—that observation is
theory-laden, that there is no clean separation of the vocabulary of science into a part
which represents our observations, or the macroworld, or ‘medium-size dry goods’,
and a part which does not. And so no actual scientific theory can be analysed as the
logical positivists propose.

Non-representationalist strategies at least seem to be committed to making the
same division, whether the analogue of the ‘observation language’ is Copenhagen’s
use of classical mechanics, or pragmatism’s ‘non-quantum’ description, or QBism’s
appeal to direct experience. The problem with these approaches, as with positivism,
is not that making such a distinction is unreasonable or illegitimate, but that—at least
at present—we do not know how to do it.

5.6 Modifications of Quantum Theory
Non-representational strategies continue to have a significant following among physi-
cists, but philosophers have generally given them short shrift. Their general attitude
is well captured by Tim Maudlin’s paraphrase of Hume:

[W]e can be clear on the questions that must be asked of an interpretation. Is it an additional
variables interpretationwhose dynamics guarantee solutions to the problemof statistics and the
problem of effect? Is it a collapse theory that leads to appropriate outcome states with the right
probabilities, and whose fundamental terms all have clear physical significance? If the answer
in each case is “no”, then commit it to the flames, for it can contain nothing but sophistry and
illusion. (Maudlin, 1995)

To a substantial degree, philosophers of quantummechanics have followedMaudlin’s
line, focusing on solutions to the measurement problem that either (a) augment
quantum theory with additional ‘hidden’ variables whose task it is to represent the
physical world, or (b) modify the Schrödinger equation to introduce ‘dynamical
collapse’ and so remove macroscopic superpositions (there is, perhaps, increasing
willingness to consider the Everett interpretation alongside these two strategies).

In principle, either strategy could fit the ‘recipe model’ I laid out in Section 5.4.
A hidden-variable theory would be a fairly general recipe to assign additional vari-
ables to a quantum system, presumably picked out in some way in terms of the

12 Which is not to say that arguments of this sort played no role in the fall of logical positivism: Putnam
(1962), for one, gave arguments of this kind. (I am grateful to an anonymous referee for the observation.)
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observables and the dynamics of that system; a dynamical collapse theory would be a
recipe formodifying the Schrödinger equation given the same inputs. For the recipe to
be consistent, it would have to behave properly in cases of inter-theoretic reduction:
if h(X) is the hidden-variable theory associated with quantum theory X, and some
particular quantum theory X1 instantiates higher-level quantum theory X2 in some
regime, then hidden-variable theory h(X2) would have to be derivable from h(X1)
in the same regime (and similarly for dynamical-collapse theories). For the recipe
to solve the measurement problem, it would have to handle the quantum–classical
transition correctly: in those regimes where quantum theories reduce formally to
classical theories, the hidden-variable or dynamical-collapse theory would need to
reduce to the appropriate classical theory in a way which properly predicts unique
classical outcomes.

There is even a concrete class of hidden-variable theories that actually aspire
to realizing this picture (I don’t know of any dynamical-collapse strategy which
aims to do so). The modal interpretation13 really does give a general recipe for
hidden variables, applicable to any quantum system, and which at first sight does
reproduce definite outcomes in the classical limit. The generally (not universally)
accepted failure of that approach, conversely, can be attributed in large part to a
mixture of (a) its failure to tell a fully consistent story at different levels of description
(the hidden variables depend sensitively on the details of the system/subsystem
decomposition: Arntzenius, 1990, 1998; Clifton, 1996) and (b) the failure of its account
of the quantum-classical transition to handle the necessary approximations involved
in that transition (Bacciagaluppi, 2000; Bacciagaluppi, Donald, and Vermaas, 1995;
Donald, 1998). (See Wallace, 2008, s.2.6.3 for further discussion.)

But the bulk of discussion of dynamical-collapse and hidden-variable theories takes
a very different form. It is almost entirely concerned with theories which supplement
or modify one specific quantum theory: non-relativistic particle mechanics. Indeed,
it is almost entirely concerned with two specific such theories: de Broglie’s and
Bohm’s pilot-wave theory, aka Bohmian mechanics (Bell, 1987; Bohm, 1952; Bohm
and Hiley, 1993) and the ‘GRW’ collapse theory (Ghirardi, Rimini, and Weber, 1986),
sometimes with lip service paid to the need to modify the latter along the lines
of Pearle’s ‘CSL’ theory (Pearle, 1989) in order to account adequately for identical
particles.

Furthermore, the way Bohmian mechanics, and GRW theory, are normally dis-
cussed in philosophy of physics (especially in more metaphysical contexts) is sharply
at odds with the relatively humble role nonrelativistic particle mechanics plays in real
quantum theory (where, recall, it is a useful model to describe various particular
systems of nonrelativistic particles in the absence of radiation, normally with some
phenomenologically understood background fields and potentials). The only way
I know to make sense of (most of) this literature is to interpret it as discussing
nonrelativistic quantum particle mechanics under the fiction that it is a fundamental
and universal theory. The literature is too large to demonstrate this exhaustively, but

13 Originally proposed by van Fraassen (1991) and developed by many authors; see Dieks and Vermaas
(1998) and references therein.
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here are some illustrative recent examples (all drawn from Ney and Albert’s recent
anthology, The Wave Function, 2013):

1. Albert (2013, 53) describes the dimensionality of configuration space as ‘three
times as large as the total number of elementary particles in the universe’, despite
the fact that most such particles are not describable in the configuration-space
formalism in most regimes.

2. Lewis (2013, 111) follows Albert: ‘quantum mechanics represents the state of the
world via a 3N-dimensional wave function, where N is the number of particles
in the universe’.

3. Allori (2013), in her discussion of ‘primitive ontology’—of which more later—is
explicit (in her title, no less) that she is discussing ‘the structure of fundamental
physical theories’, and then proceeds to apply her framework to nonrelativistic
particle mechanics.

4. North (2013, 184–5) is refreshingly explicit: ‘[T]he fundamental structure of a
world’s space(time) may bemore properly given by a relativistic theory. Still, it is
plausible that the fundamental theory of our world will be quantummechanical.
So it is worthwhile to think about what the world’s fundamental space would be
if [nonrelativistic quantum particle mechanics] is its fundamental theory.’

But why work under this fiction? I think the most charitable assumption (which
assumes authors realize that it is a fiction14) is that it is a warm-up exercise: ‘nonrela-
tivistic quantum particle mechanics’ is a standin for the real fundamental quantum
theory, and we hope that as many as possible of our conclusions carry over to
hoped-for hidden-variables or dynamical-collapse theories formulated for the real
fundamental theory.

In previous work, I have taken the referent of ‘real fundamental quantum theory’
to be something like the Standard Model, and have argued that this strategy is
problematic both (i) technically (Wallace, 2008, 83–5; 2012, 33–5), because it is much
harder than is generally recognized to construct a quantum-field-theory version of
Bohmian mechanics or GRW theory and so confidence that such a theory even exists
is premature, and (ii) conceptually (Wallace, 2016a), because most of the features of
nonrelativistic quantum theory appealed to bymetaphysicians of quantummechanics
are emergent approximations at best in QFT. But from this paper’s perspective, these
criticisms do not get at the heart of the problem: that any strategy that works only
when applied to a universal and fundamental theory does not seem to have the
resources to explain the success of quantum mechanics in general, which is mediated
through a very large number of explicitly non-fundamental physical theories. Absent
any strategy for systematically constructing hidden-variable or dynamical-collapse
versions of higher-level theories from lower-level theories, any hypothetical Bohmian
or dynamical-collapse version of the standard model has a gap when it comes to
connecting quantum theory with phenomenology and empirical confirmation.

14 Philosophers of physics mostly do so realize, I think; certainly, all the authors I cite above do. But the
very fact that the fiction is rarely spelled out explicitly creates a real risk of confusion, especially in more
mainstream metaphysics discussions which get their physics second-hand from the philosophy of physics
literature.
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Can the gap be filled? Doing so would seem to require us to find a way to
provide information, directly in the language of the fundamental, about what can be
observed. And the current thrust of work in the metaphysics of hidden-variable and
dynamical-collapse theories aims to do exactly that. A particularly clear example is the
‘primitive ontology’ strategy of Allori (2013; this volume, Chapter 11) and Allori et al.
(2008) (Maudlin’s 2013 ‘primary ontology’ is a close relative; Esfeld et al., 2017, adopt
essentially the same framework). The idea is that to any purportedly fundamental
theory must be associated a primitive ontology of spatially localized matter (point
particles or extended continua), such that the macroscopic world is identified with
composites of the primitive ontology. (A table, for instance, is by definition a collec-
tion of primitive-ontology elements arranged in a table shape—the mereological sum
of that collection, in metaphysical parlance.) We are assumed to have direct empirical
access to at least coarse grainings of the primitive ontology, and so the condition
for empirical success of a fundamental theory is that it generates a distribution
of primitive-ontology elements whose coarse grainings match our observations of
macroscopic matter. Non-primitive ontology might also be admitted to our theory
(the electromagnetic field is supposed to be a classical example of non-primitive
ontology; the quantum state represents non-primitive quantum ontology) but it has
no direct role in empirical confirmation: we learn of it only indirectly, through its
dynamical effect on the primitive ontology. Primitive ontologists seldom discuss non-
fundamental theories, but so far as I can see, in their framework these are of purely
instrumental value, providing calculational techniques to extract information about
the primitive ontology but having no ontological significance of their own.

Four observations follow naturally. Firstly, although advocates of primitive ontol-
ogy often write as if theirs is an unproblematic account of the physics-world relation
before quantum mechanics (usually cashed out in terms of a primitive ontology of
classical point particles), they do not provide historical arguments for this and it looks
most implausible. The ‘particles’ to which classical particle mechanics was applied
historically were typically the centres of mass of large bodies (planets, moons, and
comets in celestialmechanics, in particular).Other applications of classicalmechanics
were directly to extended objects like fluids and rigid bodies.Whatever the hopemight
have been that these large bodies could be understood as swarms of smaller bodies,
that hope was never realized, and we now know that it could not be realized: classical
microphysics does not support stable matter, and systems like comets or liquids (pace
Allori, 2013) cannot be analysed as agglomerates of classical particles.

Secondly, if we want to look for a primitive ontology for extant physics, presumably
we had better look in the StandardModel. But the task of finding a characterization of
the macroscopic within the basic vocabulary of the Standard Model looks monumen-
tally difficult. Most of the connections between the Standard Model and experiment
are fantastically indirect, proceeding through layers upon layers of only-partially-
understood emergence—so indirect, indeed, that philosophers like Cartwright can
deny that the predictions of higher-level physics are grounded in the Standard Model
at all with at least prima facie plausibility. Even those predictions which are ‘direct’
results of the Standard Model—the Higgs boson, say—are not stated in anything like
a primitive ontology: the experimental signature of the Higgs boson is a certain
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resonance in the cross section for hadron–hadron scattering, and of course
‘resonance’, ‘cross section’, ‘scattering’, and ‘hadron’ are all highly theory-laden terms.

(Does the primitive-ontology strategy succeed in defining the observable in terms
of the microscopic in non-relativistic particle mechanics, under the fiction that this
theory is universal and fundamental? Never mind why the question is of any interest;
it is not even well posed. For beings like us (who, inter alia, make most of our
‘observations’ using electromagnetic radiation) could not exist under the assumptions
of that fiction. They who do not exist, do not observe.)

So the primitive ontologist is committed to forging a direct link between high-
energy physics and observation, with little or no help from actual physical practice.
And (my third observation) the task is made still harder by features of quantum field
theories in particular. Recall that the StandardModel, like prettymuch any empirically
relevant quantum field theory, is an effective field theory, regularized by some short-
distance cutoff. The physics at the cutoff lengthscale is far fromnegligible, but it is pos-
sible to absorb its effects via ‘renormalization’, whereby those degrees of freedom that
describe the quantum field theory at large lengthscales are redefined in a complicated,
cutoff-dependent way that absorbs most of the effects of the short-distance physics.
(See Wallace, forthcoming, and references therein, for a more detailed discussion
from a conceptual point of view and for further details.) This means that the relation
between the ‘fundamental’ and the empirically relevant in quantum field theory is
complicated, indirect, dynamically mediated and cutoff-dependent. It is very hard
to see how this could be made compatible with the primitive-ontology approach, or
indeed with any approach committed to a description of a theory’s empirical content
directly in its microphysical vocabulary. It is notable that none of the various extant
suggestions for Bohmian quantum field theories—based on associating the hidden
variables to fermion number density (Bell, 1984; Colin, 2003; Colin and Struyve,
2007), or particle number (Dürr et al., 2004), or field-configuration-strength (Struyve,
2007; Struyve and Westman, 2006; 2007)—have discussed renormalization, or given
more than a qualitative verbal plausibility argument for how these theories recover
the macroworld. The acid test of such a theory is to demand a full model of how some
nontrivial quantum-field-theoretic prediction—say, the cross section for electron–
electron scattering, calculated to loop order where renormalizationmatters—actually
plays out as a physical process, but no such theory is currently close to passing
that test.

The considerations of effective field theory are really just a reminder that even
though the StandardModel is the closest we have to a fundamental physical theory, it
is not such a theory, and could not be: its emergent, approximate status is built into its
characterization as an effective field theory. And this bringsme to the last observation:
if the primitive-ontology strategy makes a direct connection between fundamental
physics and observation, and higher-level, emergent physics is to be treated purely
instrumentally, what—beyond idle curiosity—is the point of trying to develop such
an approach until and unless we have a physical theory which we have reason to think
is fundamental? (Not that I am sanguine about the prospects of developing a primitive
ontology for that theory either: its ‘observational’ claims are likely to be even more
indirect and theory-laden than the Standard Model’s.) Even in its own terms, the
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primitive-ontology strategy seems to be a strategy for postponing the measurement
problem until the dust of fundamental physics has otherwise settled.

There is something rather ironic about this situation. Advocates of hidden-variable
or dynamical-collapse theories are normally ardently committed to some form of
scientific realism; to compare them to the logical positivists would be a killing insult.
But what are the advocates of primitive ontology looking for, if not something like
the observation language that the logical positivists sought in vain?15 And again, the
problem with this strategy is not so much that the metaphysical distinction between
primitive and non-primitive ontology is ill-defined or unmotivated; it is that we do
not know how to make it, for realistic physics, in a way that achieves the task it is
supposed to perform.

For expository clarity I have focused here on primitive-ontology strategies, but
I believe the observations generalize. The mainstream modificatory approaches to
the measurement problem are committed to (1) developing modifications specifically
to ‘fundamental’ quantum theory with only an instrumentalist attitude to non-
fundamental quantum theories; (2) finding a direct way to characterize the obser-
vational evidence for that fundamental theory in its microphysical vocabulary. These
commitments disconnectmodificatory approaches from physics as it is practised, and
leave it opaque at best how they can hope to account for the empirical predictions of
quantum theory writ large.

5.7 Conclusions
I have argued that when we recognize the real structure of quantum theory—an
abstract framework realized by indefinitely many concrete theories that are real-
ized by indefinitely many concrete systems and whose relations one with another
are complicated and not really hierarchical—then most extant approaches to the
quantum measurement problem should be recognized as inadequate to that real
structure. Of currently extant approaches, only the Everett interpretation, in its
modern decoherence-based form, provides the interpretative recipe to make sense of
the multiplicity of quantum theories in a self-consistent way. Other approaches either
try to make sense of the abstract structure of quantum theory and thus fail to give an
adequate account of scientific representation in concrete applications, or else analyse
one particular quantum theory as if it alone could exhaust the theoretical content of
the subject, and as if all experimental predictions could be described directly in its
vocabulary. If this is correct, there is no underdetermination in quantum mechanics:
either the Everett interpretation is viable, in which case it alone provides an adequate
interpretation of quantum theory; or else it must be rejected for some philosophical
or technical reason, in which case there is at present no adequate interpretation of
quantum theory.

15 The parallels extend to attempts to treat the non-primary ontology as lawlike (Dürr, Goldstein, and
Zanghì, 1997; Goldstein and Teufel, 2000; Goldstein and Zanghi, 2013), or to eliminate it entirely at the
metaphysical level via a Humean account of laws (Esfeld et al., 2014; Miller, 2014). See Dewar (2017) for
further discussion.
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To the reader who resists this conclusion, there is a straightforwardway to proveme
wrong. Take any moderately complicated, moderately concrete application of quan-
tum theory in a regime that is not fully covered by nonrelativistic particle mechanics:
take the BCSmodel of superconductivity, for instance (with electromagnetic radiation
present), or take the quark-gluon plasma, or take the Higgs mechanism, or take the
colour of gold; come to that, take the photoelectric effect, or the (photon) two-slit
experiment. Explain, in reasonable detail, how that application is to be described,
understood, and tested inside your preferred interpretation of quantum mechanics.
And check, in particular, that your preferred interpretation can be used to make
the quantitative calculations whose match with experiment is the reason why those
applications are deemed successful. The Everett interpretation can do this, at least
if its account of probability and the structuralist notions of emergence that it relies
on are deemed adequate, simply by working through the standard accounts of these
applications in physics and interpreting each particular version of quantummechan-
ics appealed to in Everettian terms. If your preferred alternative to Everettian quantum
mechanics cannot do it, you have not yet solved the quantummeasurement problem.

This might seem like cheating. What I have called an ‘Everettian’ way of making
sense of concrete quantum applications is, after all, really just the explanation of
those applications found within mainstream physics. But this simply underlines the
fact that Everettian quantum mechanics—ontological extravagance at the macro-
level notwithstanding—is a modest, conservative project, aimed at legitimating and
making sense of the ordinary practice of quantum theory. Other approaches to the
measurement problem, by and large, are less conservative: the ordinary practice of
quantum theory is fundamentally confused and in large part needs to be reformulated
or replaced, not ‘made sense of ’. But the great virtue of modesty and conservatism, in
this context, is that itminimizes the need to redo from scratchmuch of the last century
of physics.

Let me finish, as did Maudlin (1995), by paraphrasing Hume: We can be clear
on the questions that must be asked of an interpretation. Does it provide a way
to legitimate and make sense of the actual practice of quantum physics, across the
various interrelated domains to which quantum theory has been applied? Does it
set out to reform the practice of quantum physics, and does it provide evidence
that this is more than a bluff by actually doing the hard work in some non-trivial,
concrete examples across multiple instantiations of the quantum framework (and
not just in an abstract quantum-information setting, or in nonrelativistic particle
mechanics)? If the answer in each case is ‘no’ . . . , well, maybe don’t hastily commit
it to the flames, as it may contain valuable insights and be the seed of a yet-to-be-
completed research programme, but don’t kid yourself that it is at present a viable
interpretation of quantum mechanics, and maybe be a bit cautious exploring all its
metaphysical implications until you’ve done some more work to see if it plausibly
might be made viable.
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6
Naturalism and the Interpretation
of Quantum Mechanics

J. E. Wolff

6.1 Introduction
Quantum mechanics is a theory notoriously ‘in need of an interpretation’. Providing
and assessing such interpretations of quantummechanics and other physical theories
has become a central task of philosophy of physics. Being able to contribute to
such interpretive endeavours would accordingly seem to be of great importance to
philosophical naturalism, which places science at the heart of inquiry and views
philosophy as continuous with science. Interpreting physics is commonly regarded
as good strategy for arriving at a naturalistic ontology (Ladyman and Ross, 2007). It
is hence surprising that Bas van Fraassen has recently made the case that naturalists,
unlike empiricists, are unable to make sense of interpretive tasks (2015). Indeed, he
claims that resistance to the project of interpreting science is a characteristic feature of
philosophical naturalism. To make matters worse, van Fraassen further suggests that
this refusal poses a problem for philosophical naturalism as a view of science, because
the interpretation of scientific theoriesmakes a key contribution to our understanding
of these theories. If van Fraassen is right, then naturalism would seem to be a rather
unattractive philosophical position vis-à-vis the sciences.
The question I will pursue in this chapter is whether there are interpretive projects a

naturalistmight be able to engagewith, and if so, whether these are of a sort that would
permit naturalists to respond to van Fraassen’s challenge. I will argue that naturalists
can improve their understanding of scientific theories just like empiricists can, but
that they will not do so by engaging in an explicitly extra-scientific or philosoph-
ical project of interpretation. The key difference between van Fraassen’s empiricist
interpreter and more naturalistic approaches is that naturalists take understanding,
including explanatory understanding, to be an epistemic aim of science and scientific
practice, whereas van Fraassen treats it as an aim of some further, philosophical
activity.
For van Fraassen, to interpret a scientific theory is to ask, “under what circum-

stances is this theory true? What does it say the world is like?” (van Fraassen, 1991,
242) The model of interpretation he puts forward is that of interpreting a text and
its relation to us and to the world; we improve our understanding of the text by
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offering a range of competing interpretations. While van Fraassen is right to point
out that his kind of interpretive project is hard to make sense of from a naturalistic
viewpoint, I will argue that naturalists can achieve understanding, including explana-
tory understanding, by means other than interpretation in the empiricist’s sense.
Naturalists and empiricists disagree over what it takes to understand a theory. Van
Fraassen’s argument hence succeeds as a diagnosis of the difference between empiricist
and naturalist stances, but it is less compelling as a critique of naturalism, as it is
unlikely to sway committed naturalists, who reject the idea that we need to engage
in interpretation to achieve understanding.
The chapter is divided into threemain parts. First, I present van Fraassen’s challenge

to naturalism (Section 6.2). Then I look closely at the case of quantum mechanics as
a paradigmatic physical theory subject to diverse interpretive projects (Section 6.3).
Finally I show how the difference over interpretation between naturalists and empiri-
cists results from a disagreement over what it takes to understand a scientific theory
(Section 6.4).

6.2 Van Fraassen’s Challenge
Some terminological housekeeping is in order to set the stage for van Fraassen’s
challenge. Both naturalism and empiricism will be treated as stances, not as theses.
A stance, unlike a philosophical thesis or dogma, involves both belief-like elements,
and non-belief elements.1 Treating broad philosophical positions as stances is a way
of acknowledging that there is no entirely neutral ground from which to evaluate
philosophical positions and that there is an element of voluntarism in adopting or
rejecting a particular such stance. Stances may be criticized, but such criticism will
typically have to show how a stance fails by its own lights, not that it is incompatible
with, or unattractive from, the point of view of a competing stance.
Naturalism is further characterized by epistemic anti-foundationalism and

fallibilism—any belief or theory is potentially subject to revision, and no source
of beliefs or method of inquiry is regarded as incorrigible. Science plays a central
role in this epistemic stance: our best current science provides the starting point
for all inquiry and is typically regarded as the only conceivable model for inquiry.
This form of naturalism has been developed especially clearly in Penelope Maddy’s
Second Philosophy (2007), where second philosophy is the activity of an idealized
inquirer, the Second Philosopher. Unlike ‘first philosophers’, the second philosopher is
deeply immersed in the practices of current science, and she approaches all questions,
including ‘philosophical’ questions, entirely ‘from within’ scientific inquiry. The
second philosopher, as Maddy describes her, is “from birth” a busy sailor on Neurath’s
boat (Maddy, 2007, 85). As a result of her position embeddedwithin scientific practice,
she rejects certain philosophical questions and projects as unintelligible or as of
interest only from a perspective outside of science, which is a perspective the second
philosopher does not adopt.

1 For more discussion of the notion of a stance, see van Fraassen (2002) and Rowbottom and Bueno
(2011); for naturalism as a stance, see Wolff (2015).
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Empiricism is also to be understood as a stance, as anti-foundationalist, and as
a view that takes science to be central to inquiry. Given these similarities, it is
important for empiricists to distinguish empiricism fromnaturalism, and to show that
empiricism is a more viable stance. Since both views are treated as stances, however,
it is particularly important that naturalism must be shown to be unsuccessful by its
own lights; it won’t do to show that from an empiricist point of view naturalism does
not look attractive.
Van Fraassen sets up his challenge to Maddy’s naturalism by drawing a distinction

between the ‘naturalistic native’, who is Maddy’s ideal inquirer, and the naturalistic
philosopher, who, like Maddy, offers the naturalistic native as a paradigmatic partici-
pant of contemporary science. This distinction is important for van Fraassen, since he
suggests that Maddy’s strategy for rejecting certain types of questions relies crucially
on sliding back and forth between the position of the naturalistic native and that of
the naturalistic philosopher (van Fraassen, 2015, 69). To treat the naturalistic native
as the paradigmatic participant in the scientific enterprise is to offer an interpretation
of what science is. A problematic feature of naturalism is that this interpretive stance
(often) remains unacknowledged as such; in particular, the possibility of alternative
interpretations of what it means to be a paradigmatic participant in science is denied,
or engagement with these alternatives is refused. Just as the naturalistic philosopher
puts forward her naturalistic native as the paradigmatic practitioner in scientific
practice, an empiricist or pragmatistmight put forward differentmodel inquirers (van
Fraassen, 2015, 78).Who one takes to be amodel participant will reflect what one takes
to be the aims and methods of scientific inquiry. The conception of an ideal inquirer
is not neutral between different philosophical stances onemight take towards science.
At the very least this non-neutrality needs to be acknowledged by the naturalists,
even if one grants them the right to take such a stance without first offering a stance-
independent defence for it, as van Fraassen does.2
Instead,Maddy and other naturalistic philosophers seem to refrain from defending

their take on science against possible alternatives. Maddy’s criticism of ‘first philos-
ophy’ (which addresses a wide range of viewpoints, including van Fraassen’s empiri-
cism) typically takes the form of rejecting the philosophical concerns that motivate
these alternative views of science from the perspective of the ‘second philosopher’.
The second philosopher, Maddy argues, sees no need for a philosophical stepping
back from scientific practice, and she struggles to understand what might possibly
motivate others to take such a step (Maddy, 2007, e.g. 308–9). From an empiricist
perspective, however, this refusal to engage with philosophical questions already
betrays a particular outlook on science.

[T]he fundamental Naturalistic impulse is not so much to take science for granted as to take
for granted a particular but unacknowledged philosophical view of what science is. Precisely
if that is the case, the stance is not taken consciously and explicitly, but seen as unavoidable or
inherent in what it is to be scientific at all. (van Fraassen, 2015, 80)

Failure to acknowledge one’s own position as a stance is to fail to acknowledge that a
choice was involved in adopting it, and that other choices are possible.

2 Granting this right is part of van Fraassen’s stance voluntarism (van Fraassen, 2002).
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Could the naturalist simply respond by acknowledging that she has taken a stance?
The cost of doing so would be to admit van Fraassen’s distinction between the
naturalistic native as the ideal scientific practitioner, and the naturalistic philosopher
as the philosopher who puts forward the naturalistic native as an ideal inquirer. The
second philosopher, as conceived of by Maddy, is both a paradigmatic practitioner
in scientific practice, and a plausible candidate for a successful philosopher. But
while the paradigmatic practitioner in scientific practice may indeed be oblivious to
certain kinds of philosophical questions, it is implausible for a philosopher to fail to
understand such questions, precisely because she needs to acknowledge that her view
is one stance among several others. In failing to acknowledge her stance as a stance,
the naturalist philosopher is failing as a philosopher, even though the naturalistic
native could perhaps carry on with her practice without taking any philosophical
stance at all.
But is the naturalistic native even a plausible candidate for being an ideal inquirer

in scientific contexts? The naturalistic native, van Fraassen argues, is not only just one
among several candidates for the paradigmatic participant in science; as portrayed
by the naturalists, she is not even a particularly plausible one. The naturalistic
native is unable and unwilling to take an interpretative stance towards her own
scientific practice. Yet the history of science suggests that even within science there
are situations in which scientists need to be able to ‘step back’ from the practice at
hand and reflect on the aims, methods, and content of the science they usually engage
in. So the naturalistic native, as a paradigmatic participant in science, cannot be as
oblivious to interpretation as the naturalistic philosopher makes her out to be, or else
she will fail in such situations.
The situations van Fraassen seems to have in mind are cases of Kuhnian ‘crisis

science’—situations in which established methods and theories fail, and practitioners
are forced to step back from the practice at hand to reflect on their presuppositions,
aims, and methods. A paradigmatic case of such a situation is the development of
quantummechanics, where the need to interpret the newly developing theory became
especially clear. If the naturalistic native is indeed unable to engage in such reflective
and interpretive endeavours, she cannot be regarded as a paradigmatic participant,
as she will be unable to handle situations of crisis. To handle a crisis, van Fraassen
suggests, she would have to be able to engage in a stepping back of just the sort
the second philosopher earlier claimed was so alien to the naturalistic native that
the questions and concerns raised by typical philosophers were unintelligible. Van
Fraassen hence poses a dilemma for naturalists: “(a) to be in a position to share a
point of view from which the sciences can be discussed, bracketing our beliefs about
to what extent they are true, or (b) to be in no position even to survive as aNaturalistic
Native in times of trouble” (van Fraassen, 2015, 85).
The dilemma hinges crucially on the claim that there are situations in which

practising scientists must be able to step back from their work and reflect critically
on it in the same manner that would also force the naturalistic philosopher to reflect
critically onher stance towards science and on the naturalistic native as a paradigmatic
inquirer. I will come back to this distinction below when discussing understanding,
but first let’s turn to the case of quantum mechanics.
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6.3 The Case of QuantumMechanics
Quantum mechanics is a paradigmatic case of science itself demanding an interpre-
tation, both because when it was first developed, physics was ‘in trouble’ in the sense
of a Kuhnian ‘crisis’, but more importantly because the theory as developed seemed
difficult to understand. Unsurprisingly, van Fraassen chooses quantum mechanics
as his example when he insists that theories are open to interpretation, and that a
failure to engage in such interpretation is therefore a failure not just of the naturalistic
philosopher, but of the naturalistic native as a paradigmatic participant of science.

Theories are formulated, their formulation is investigated in the context of the alternatives
that are open: for example, quantum mechanics is understood better now that we have seen
Bohmian mechanics and the GRW theory [as alternatives to ‘orthodox quantum mechanics’].
We could see all three, and compare them, discuss agreements and possible disparities in the
empirical predictions, try to imagine at least thought experiments in which their differences
would become manifest . . .We could much more clearly, because of the displayed contrasts,
address the question what the world could possibly be like if it were as quantum mechanics
says it is. What could I call this except a ‘level of analysis above that of science’?

(van Fraassen, 2015, 83)

Van Fraassen here connects three ideas: (i) that greater understanding of quantum
mechanics was achieved through the development and investigation of alternatives,
(ii) that this investigation allowed us to address the interpretive question of ‘what the
world could possibly be like if it were as quantum mechanics says it is’, and (iii) that
interpreting theories in this sense involves stepping outside of science proper. The
reason for this last step is that van Fraassen claims that to investigate alternatives
requires treating our best science as open to re-interpretation; it requires bracketing
what we think we know (van Fraassen, 2015, 84). In calling this interpretive endeavour
a ‘level of analysis above that of science’, van Fraassen poses a challenge to the
naturalist: if her naturalistic native is unable to engage in interpretation, she has to give
up on understanding (or on improving her understanding) of the scientific theories
she takes for granted; but if she can and does engage in such interpretations, even the
naturalistic native is engaged in stepping back from science, and there is hence no
reason for the naturalistic philosopher to refuse to do so as well. We are right at the
dilemma set out above.
A naturalist might wish to respond to this challenge by questioning, on the one

hand,whether the interpretive activities described require a level of analysis above that
of science, and on the other hand the move from offering interpretations of particular
scientific theories to taking an interpretative stance towards science as a whole.
Both points make interpretation out to be distinctively philosophical in character,
whereas the naturalistmight want to suggest that there are forms of interpretation and
understanding that are not beyond the native’s reach. Indeed, there seem to be three
different moments of interpretation arising in connection with quantum mechanics:
interpretive questions in the development of quantum mechanics, the development
of alternative viewpoints in competition with ‘orthodox quantum mechanics’,3 and

3 The term ‘orthodox quantum mechanics’ is itself problematic; for discussion, see Wallace (2019).
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finally the project of articulating what the world is like if quantum mechanics is true.
When van Fraassen speaks of interpretation, he primarily has inmind this last project.
It will nonetheless be worthwhile to talk about all three forms of interpretation,
since what counts as an interpretation and what counts as understanding gained
through the project of interpretation are not neutral ground between empiricists and
naturalists. I now turn to these three interpretive projects, beginning with the initial
development of quantum mechanics.

6.3.1 The development of quantum mechanics
The development of quantum mechanics is notorious as a tumultuous and exciting
period in the history of science (Beller, 1999), and it is clearly a case where questions
of interpretation arise fromwithin science. On the one hand, a new theorywas needed
to make sense of a range of experimental results and effects, and on the other hand,
newly developed approaches needed to be compared, assessed, and understood. Can
naturalists make sense of these debates? Responding to empirical data by developing
new bits of theory, comparing and evaluating potentially competing theoretical pro-
posals, and deriving new empirical predictions from the proposals under discussion
are all part and parcel of what it means to engage in science. Even in the especially
excited debates over quantum mechanics, many of the activities in question simply
look like (theoretical) physics and the debates are just what one might expect at the
cutting edge of research.
It is nonetheless fair to describe these debates as involving interpretive questions.

To acknowledge the mismatch between extant theory and experimental phenomena,
andmore specifically, to assess this mismatch as so significant as to warrant the devel-
opment of an entirely new theory, requires entertaining the possibility that the theory
that served as a starting point is not entirely true or possibly false altogether. That is to
say, acknowledging that a scientific paradigm is in crisis requires stepping back from
it to some extent. Moreover, once a new candidate paradigm has been proposed, it
too seems to require interpretation: its concepts and principles are unfamiliar, and its
relation to existing theories needs to be clarified. This was of course especially true
for quantum mechanics, with the measurement problem, superpositions, and non-
locality posing particular challenges.
It is correct, then, that science itself gives rise to interpretive questions of some

sort, and that a good scientist needs to be able to respond to such situations of crisis.
But this alone does not yet show that an appropriate response requires explicitly
philosophical reflection, or rising ‘above’ the normal practice of science. Debates
over interpretation were vivid, precisely because there was a plurality of viewpoints
among scientists. It doesn’t seem as though we need to describe these debates as
involving active ‘bracketing’ of what particular individuals took to be true, nor did it
involve stepping back to a different, non-scientific activity altogether. Far from being
bracketed, the different theoretical proposals were vehemently defended. The appeal
to thought experiments or methodological principles in the course of these debates
should not distract us from the fact that the ultimate goal was to develop an adequate
physical theory, not a metaphysical world view.
We should also note that the (re-)solution of these disputes was not a unified

metaphysical picture of the world according to quantum mechanics. Instead we find
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a package of technical solutions, the consolidation of results, and a redirection of
physics away from foundational disputes towards the development of quantum field
theory and applications of quantum mechanics. It is also clear that philosophers do
not think that the debate over the interpretation of quantummechanics was resolved
at this point, and of course difficulties, like the relationship of classical to quantum
mechanics, remained unresolved (Bokulich, 2008). We need to acknowledge, how-
ever, that closing off further interpretive questions helped physics to move beyond
the state of crisis science and to return to normal science under a new paradigm. Not
only do scientists need to be able to respond to crisis by stepping back from their
beliefs and practices, as van Fraassen rightly observes; they conversely also need to
be able to close debate after a new theory emerges. The question, to which we shall
return below, is whether naturalists have to side with the scientists who closed off
these further questions, or whether they can engage with interpretive questions that
arise even after the new paradigm has been established.

6.3.2 The development of alternative theories
A more serious challenge arises for naturalism with respect to theories like Bohmian
mechanics and GRW (after the developers: Ghirardi, Rimini, and Weber, 1986).
Bohmian mechanics is a form of non-local hidden variables theory of quantum
mechanics, whereas GRW offers a spontaneous collapse theory. Both views were
primarily developed after the initial consolidation of quantum mechanics, and they
were offered as alternatives to orthodox quantummechanics.4 Van Fraassenmoreover
points to these two views in particular as interpretations that aided the understanding
of quantum mechanics. What motivations might naturalistic natives have to engage
with either of these viewpoints?
On behalf of the naturalist one might say that both Bohmian mechanics and GRW

are in the first instance alternative physical theories, not (philosophical) interpreta-
tions of theories. Just like naturalistic natives could engage in the development of a
brand new theory, we should expect them to be able to develop and assess possible
rival theories even where one theory is already established. While doing so requires
the ability to step back from a particular set of beliefs, it doesn’t require stepping
outside the framework of science altogether.
The question whether Bohmian mechanics and GRW are alternative theories or

interpretations of quantummechanics is contested. Van Fraassen offers the following
distinction (van Fraassen, 1991, 9): an extension of a theory offers new empirical
predictions, whereas an interpretation of an extant theory preserves all the predictions
of the theory, and does not add any additional predictions. Since both Bohmian
mechanics and GRW are developed (in the first instance) to match standard quantum
mechanics in the realm of phenomena for which quantum mechanics was first
developed, they would seem more like interpretations than like rival theories.
On the other hand, the Bohmian formalism differs from standard approaches to

quantum mechanics. Some versions of Bohmian mechanics, for example, treat the

4 The origins of Bohmianmechanics date back to de Broglie (1928), but the versions currently discussed
as competitors to orthodox quantum mechanics were developed later.
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Born rule as a theorem, not as an independent postulate (Dürr, Goldstein, andZanghì,
1992; Valentini, 1991). Moreover, it is not clear what a Bohmian version of quantum
field theory should look like (Dürr et al., 2004; Wallace, 2012). So the theory differs
both in the role played by certain propositions, and its relation to other theories.
Those are relevant theoretical differences, even if no new empirical predictions were
forthcoming.5 Indeed, the apparent lack of prospects for a Bohmian quantum field
theory provides a strong reason for physicists to remain sceptical about Bohmian
views and a disincentive to take the theory seriously as a rival to quantummechanics.
Similarly, GRW is an extension of sorts, since it aims to offer a unified dynamics

for microscopic and macroscopic systems. Like Bohmian mechanics, it is offered
as a theoretical improvement over standard quantum mechanics. Where Bohmian
mechanics seeks to improve upon ‘orthodox’ quantum mechanics by offering a
deterministic theory that permits (some forms of) causal explanation, GRW aims to
address the ‘measurement problem’ by offering a dynamics that does not single out
measurement processes as primitive elements of the theory.
Neither theory, then, is an extension in the sense of (primarily) offering new

testable empirical hypotheses, but each can nonetheless be viewed as a new theo-
retical development in physics. To make matters even more complicated, not only
were Bohmian mechanics and GRW themselves motivated by dissatisfaction with
the orthodox interpretation of quantum mechanics, there now also exist further
competing ‘interpretations’ of both Bohmian mechanics and GRW (e.g. Allori, 2013;
Egg and Esfeld, 2015; Suárez, 2015). These interpretations are usually interpretations in
the third sense (discussed below): they are attempts to find metaphysically palatable
ontologies for Bohmian mechanics and GRW respectively. It seems that in whatever
sense either Bohmian mechanics or GRW is to count as an interpretation of quantum
mechanics, there is also a sense in which they are themselves theories open to
interpretation. The distinction between a rival theory or an interpretation of an
existing theory does not seem to be clear-cut in these cases, then. I shall argue below
that whether these alternatives should be viewed as interpretations or as rival theories
depends on how we think understanding of scientific theories can be achieved.
Whether naturalists can plausibly engage with either Bohmian mechanics or GRW

depends heavily on how we think these views should be evaluated. If we take them to
be interpretations, rather than rival theories, then their evaluation would seem to be
a matter of extra-scientific considerations, and hence not something a naturalist can
easily engage with. If they are rival views or theoretical developments of an existing
theory, on the other hand, theywill be evaluated along the same lines as other scientific
theories, and insofar as naturalists are not bound to adhere strictly to the theories
they ‘grew up with’, they can certainly entertain and evaluate competing proposals on
the same standards they apply to all scientific theories. Unlike the debates during the

5 The extent to which the theories make differing predictions is controversial. For the sake of the
argument I’m willing to restrict the empirical differences to the original domain of quantum mechanics,
where GRW and Bohmianmechanics aim to match the predictions of orthodox quantummechanics. If we
instead include the differences in compatibility with relativistic settings among the empirical differences,
then both GRW and Bohmianmechanics do differ empirically from orthodox quantummechanics and the
naturalist’s suggestion that these are just different physical theories would seem to be evenmore convincing.
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development of quantum mechanics, engagement with rival views to extant theories
requires a certain amount of ‘stepping back’ from the currently accepted theory. But
what needs stepping back from here is not science as a whole, but only a subset of
beliefs in a particular field. Naturalists may be dogmatic about their stance towards
science, but that does not mean they also have to be dogmatic about any particular
scientific theory.

6.3.3 The ontology of theories
The third project of interpreting quantum mechanics looks more distinctively philo-
sophical: it is to provide a kind of fleshed-out metaphysical picture of what the
world would have to be like, if quantum mechanics were indeed true. This is of
course the sense of interpretation van Fraassen has in mind, first and foremost. It
is this project that both constructive empiricists and realists can engage in when it
comes to scientific theories, because both take the semantics of science to be broadly
realist—they differ merely in their epistemic attitude towards the theories in question
(van Fraassen, 1991, 4). A key feature of interpretations in van Fraassen’s sense is that
they go beyond the theory on offer, butwithout being alternative theories. All parties to
the dispute already accept the theory in question, yet disagree about its interpretation.
Since this project explicitly addresses theory–world relations, it poses the most

severe difficulties for the naturalistic native. The naturalistic native is happy to ask
whether the evidence speaks in favour of any one of several hypotheses, but questions
about how theories in general relate to the world, or what possible overall ontologies
a theory might suggest, are precisely the sorts of questions she wants to resist. Just as
she doesn’t understand the (on her view) sceptical perspective offered by empiricism,
she equally doesn’t understand the realists’ ‘footstamping’.6 To her, the latter does not
add anything over and above the evidence available from within science, and it is on
the basis of this evidence, not on account of any global attitude towards science, that
she is able and willing to engage ontological questions at all. Maddy suggests that the
secondphilosopher can ask “what does this [successful bit of science] tell us about how
the world is?” (Maddy, 2007, 397). But for the second philosopher, the answer to this
question will typically be straightforward, with allowances for anything resembling
‘interpretation’ made only for idealization and mathematization. For Maddy’s second
philosopher, there is no general problem of how to understand scientific theories, nor
is there a general, extra-scientific criterion for what there is, or even for what there is
according to a particular theory. Instead there will be a long list of particular answers
to particular existence questions, based not on ‘what science tells us there is’, but based
on the strength of the evidence offered up for the existence of the putative entities in
question (Maddy, 2007, 397).
The second philosopher believes that particles like electrons exist on the basis

of specific evidence, not because she is in general committed to believing in the
entities ‘our best science’ says there are. Upon inspection she might, for example,
decide to withhold belief in the Higgs boson, if she finds the LHC results insufficient.

6 For a detailed account of the relationship betweenMaddy’s naturalism and scientific realism, seeWolff
(2015).
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At the same time she is unlikely to demand interpretation or ontology beyond what
is currently offered by the relevant scientific theories. If quantummechanics suggests
that electrons are particles, but that particles do not follow determinate trajectories,
and she is persuaded by the evidence in favour of quantum mechanics, then this is
the view of particles the second philosopher will adopt, without insisting that we
need something else in addition to having a proper interpretation or ontology for
the theory.
With this piecemeal approach in mind, it is hard to see how she can find questions

as towhether the ontology of quantum theory involves particles (and particles only) in
its (primitive) ontology, worth engaging. Similarly, she will be puzzled by questions as
to what the ontological status of the wave-function is, or whether quantummechanics
requires a formof holism incompatiblewithHumeanmetaphysics. These do seem like
extra-scientific considerations and questions. They also seem like considerations that
may ultimately rely on different views of science or different backgroundmetaphysical
commitments, neither of which the naturalistic native is supposed to have. So it seems
van Fraassen is right to suggest that this is an interpretive enterprise the naturalistic
native will likely reject.
There is a second type of naturalistic response to van Fraassen’s interpretive project.

Even a naturalist sympathetic to the idea that we should interpret a theory in the
sense of providing an ontology for it might disagree with a key element of van
Fraassen’s characterization of such interpretations. From an empiricist perspective,
interpretations are added to the original theory, but make no empirical difference—
otherwise they would be alternative theories. Nonetheless, empiricists clearly expect
there to be substantive disagreements over the interpretation of theories, at least for
theories like quantum mechanics. A naturalist, by contrast, might reject that there
really is such a plurality of equally plausible interpretations.
This seems to be David Wallace’s understanding of the Everettian ‘interpretation’:

“[T]he unmodified quantum theory can be taken as representing the structure of the
world just as surely as any other theory of physics. In otherwords, quantummechanics
can be taken literally. The only catch is that, whenwedo take it literally, theworld turns
out to be rather larger than we had anticipated: indeed, it turns out that our classical
‘world’ is only a small part of amuch larger reality” (Wallace, 2012, 13). Such ‘literalism’
with respect to quantum theory is of course anathema to van Fraassen’s interpretive
project. For Wallace, quantum theory is no different from other scientific theories.
We expect scientific theories to provide explanations in addition to predictions, so we
should not adopt instrumentalism as an outlook on science in the light of quantum
mechanics. Moreover, quantum theory, as Wallace sees it, has no more need for a
special interpretation than any other scientific theory: “The ‘Everett interpretation
of quantum mechanics’ is just quantum mechanics itself, ‘interpreted’ the same way
we have always interpreted scientific theories in the past: as modelling the world”
(Wallace, 2012, 38). At least in Wallace’s hands, then, the Everett interpretation is not
an interpretation in van Fraassen’s sense, even though it arguably provides an ontology
for quantum mechanics, because for the Everettian, the competition isn’t between an
Everettian metaphysics for quantum theory and some other metaphysical reading of
quantum theory. Instead, the competition is between a literal reading of the quantum
formalism provided by the Everett reading, or else either a revised stance on what
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we expect from scientific theories (some form of instrumentalism), or an alterna-
tive physical theory along the lines of Bohmian theories or GRW. The alternatives
between which we have to decide are not alternative ‘interpretations’, but alternative
theories.
Some naturalists, hence, refuse to engage in the project of providing ‘an ontology’

for scientific theories altogether, as seems to be the case for Maddy’s second philoso-
pher. Others provide ontologies for particular theories, but suggest that doing so does
not involve an empirically underdetermined choice among equally good alternatives,
but instead involves a literal reading of the theory, as Wallace proposes is the case
for the Everettian reading of quantummechanics. Both reactions are rejections of van
Fraassen’s interpretive project, since they seem to presuppose that a privileged, ‘literal’
reading of the theory is a available, which is of course precisely what a constructive
empiricist would want to deny.
Rejecting the interpretive project as van Fraassen understands it does not by itself

pose a problem for naturalism. It is a problem for naturalism only insofar as the
benefit derived from interpreting theories is not otherwise available to naturalists
and insofar as these benefits are worth having. Since the main purpose or aim of
interpretation is greater understanding of scientific theories, we need to ask what kind
of understanding one might hope to obtain from the kind of interpretive projects
described here. If there is understanding to be gained, and gained only by way
of evaluating a range of different candidate ontologies for a given theory, and this
understanding is arguably an aim of science, then the naturalistic native will indeed
fall short of being a model participant in the scientific enterprise. For then there
would be a cognitive achievement not available to her, but available under a competing
conception of what it means to be a model participant. On the other hand, if there is
no such understanding forthcoming, or if such understanding is not within the remit
of science, then it seems the naturalistic native is not losing out by failing to engage in
this form of interpretation and can hence not be said to fail by her own lights (or by
the lights of the naturalistic philosopher, who offers the native as a stand-in).

6.4 Interpretation and Understanding
6.4.1 Understanding theories
Themain purpose of interpreting theories was to increase our understanding of them.
We should ask, then, whether naturalists can achieve understandingwithout engaging
in explicitly interpretive projects of the third type as van Fraassen conceives of them,
or whether they might have reasons to reject the understanding allegedly provided by
such projects as spurious. What do we mean by ‘understanding’?
While there is no unique way of classifying understanding, a distinction is

commonly drawn between symbolic, objectual, and explanatory understanding
(Baumberger, Beisbart, and Bru, 2017, 4). The first refers to understanding in the
sense of understanding a language, ormore broadly a type of symbolic representation;
the secondmeans understanding a particular domain or subject matter, and the third
is to understand why something is the case. The relationship between these different
forms of understanding is somewhat controversial, but at least prima facie they are
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quite different. The question is, therefore, which forms of understanding naturalists
might aim for, and how they might do so.
Since quantummechanics is in the first instance treated as a mathematical formal-

ism, understanding quantum mechanics seems to require symbolic understanding
(Baumberger, Beisbart, and Bru, 2017). It seems fair to say that the symbolic under-
standing of quantummechanics has increased since its first inception in Heisenberg’s
and Schrödinger’s seminal work. All three forms of understanding were initially
absent, which perhaps explains the sense of crisis and the intense engagement in
interpretation in the early days of quantum mechanics. Once Heisenberg’s and
Schrödinger’s formulations had been shown to be equivalent, a passable level of sym-
bolic understanding had been achieved and the standardization of presentations of
quantum mechanics using Hilbert spaces helped to spread a unified understanding
of quantum mechanics as a formalism.
After such symbolic understanding had been achieved, it became possible to

reject other interpretive projects as superfluous; it was now possible to calculate,
and hence possible to ‘shut up’ about other forms of understanding one might
hope to achieve. The attitude many physicists adopted in this period was to accept
symbolic understanding as the only understanding necessary for doing physics, and
to reject the demands for other forms of understanding as not within the remit of
physics. If physics only provides symbolic understanding, then any questions aimed at
explanatory or objectual understanding are left unanswered. With this sharp division
between symbolic understanding as the only task of physics and all other forms
of understanding relegated to ‘mere’ philosophizing, van Fraassen’s suggestion that
interpretation involves analysis at a level above science seems quite plausible.
Accordingly van Fraassen sometimes seems to think of the naturalistic native as

a scientist who only aims for symbolic understanding, and who, in virtue of being a
‘native speaker’ of the language of the theory, cannot even comprehend what it would
mean to treat the theory as open to interpretation (van Fraassen, 2015, 82). If this is the
right way to think of the naturalistic native, naturalists would lose out on two forms of
understanding ostensibly provided by interpreting scientific theories: explanatory and
objectual understanding. Naturalists might want to reject the claim that such inter-
pretations provide any genuine or useful understanding at all, but to do so requires
an independent argument and it is not clear that such an argument can be given. So
we might agree with van Fraassen that naturalists would be missing something. Van
Fraassen likens this type of naturalistic native to a fundamentalist about scripture (van
Fraassen, 2015, 82). For a fundamentalist about scripture, understanding doesn’t go
beyond faithful recitation of words on the page, and any doubts or questions about
the ‘text’, in this case, about the quantum formalism, are suppressed and extinguished.
In particular, a fundamentalist can neither ask how we relate to the ‘text’ or how the
‘text’ relates to the world. Even asking for a different kind of understanding is to be
made illegal. A fundamentalist literalist of this type will not strike most philosophers
as the ideal participant in scientific inquiry, and would indeed seem lost in situations
of scientific crisis.
A naturalist, who is already committed to the view that science and philosophy are

continuous, might take a different stance. She might suggest instead that explanatory
understanding was simply unavailable at the time and that scientific methods were
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insufficient to choose a more specific theory—one that settled certain explanatory
questions—based on the evidence available. So it was reasonable in that context to
continue work based on a purely symbolic understanding, bracketing all questions of
explanation. She might nonetheless suggest that explanation is in principle an epis-
temic aim of science, and that providing explanatory understanding is a distinct virtue
of a scientific theory. That is to say, she might accept that historically ‘shut-up-and-
calculate’ was the right strategy, while acknowledging that explanatory understanding
is still missing. Unlike van Fraassen’s empiricist, and unlike the shut-up and calculate
physicist, however, she does take such understanding to be an aim of future science.
If so, naturalists may not have to forgo explanatory understanding altogether, but will
have to achieve it by means other than interpretation in van Fraassen’s sense.
The contextualist approach to explanatory understanding suggested by de Regt and

Dieks (2005) is particularly helpful for developing this naturalistic response. They
suggest that explanatory understanding is contextual in the sense that what particular
features of a theory are considered explanatory is highly sensitive to historical context.
They show, for example, that whether a mechanistic explanation or an explanation
involving action-at-a-distance forces counts as a paradigmatic case of an explanatory
theory is highly dependent on the historical context. This contextual account is
developed in more detail by de Regt (2017). Crucially de Regt insists that understand-
ing, including explanatory understanding, is a central aim of science itself, despite
its pragmatic character. De Regt offers the following criterion for understanding a
phenomenon: “A phenomenon P is understood scientifically if and only if there is
an explanation of P that is based on an intelligible theory T and conforms to the
basic epistemic values of empirical adequacy and internal consistency” (de Regt, 2017,
94). Understanding of a domain or phenomenon is hence gained by developing an
intelligible (or more intelligible) theory of the domain and by acknowledging that
explanation is an epistemic aim of science. Intelligibility of a theory is defined as “the
value that scientists attribute to the cluster of qualities of a theory (in one or more
of its representations) that facilitate the use of the theory” (de Regt, 2017, 40). What
makes a theory intelligible can hence vary from context to context.
Naturalists will find the contextual approach to explanatory understanding con-

genial for two reasons. First, it does justice to the wide range of demands for
understanding that are made of scientific theories, and it does particularly well
in cases like quantum mechanics, where not just one, but multiple standards for
understanding were invoked to evaluate the different proposals. Quantummechanics
posed a challenge to understanding in numerous ways: the lack of anything like a
causal-mechanical story, non-locality, and surprising principles like the uncertainty
relation and superposition. Unsurprisingly, then, orthodox quantum mechanics has
not been treated as an intelligible theory in the sense given by de Regt.
Second, it makes understanding an epistemic aim of science, despite its acknowl-

edgement of pragmatic aspects of understanding. This is important for naturalists if
they want to acknowledge that understanding is important without committing to
a further, extra-scientific project of interpretation as a means for providing under-
standing. Understanding can be achieved as part of developing a scientific theory,
not (only) through offering interpretations of the theory. Given that understanding
phenomena depends on having an intelligible theory of them, de Regt seems to
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prioritize explanatory understanding over objectual understanding.We gain the latter
by having a theory that provides us with the former. If we think of explanatory
understanding as an epistemic goal of science, we should expect that we understand
a particular phenomenon or aspect of the natural world by developing a scientific
theory for it.Mere symbolic understanding of the quantum formalismwill not provide
explanatory or objectual understanding, but if explanatory understanding is an aim of
science, and objectual understanding is achieved through explanatory understanding
of a relevant scientific theory, then both objectual and explanatory understanding are
within reach for a naturalistically oriented scientific inquirer.
Bohmian mechanics, and to a lesser degree GRW, can be seen as later attempts

to improve upon orthodox quantum mechanics, precisely by offering explanatory
understanding in addition to merely symbolic understanding of an empirically suc-
cessful theory. Both theories are supposed to be more intelligible than orthodox
quantummechanics, albeit in different ways. In the context of ‘shut-up-and-calculate’,
explanatory understanding is regarded as a purely philosophical goal, and hence
these views continue to be regarded, both by physicists and philosophers, as being
‘philosophically’ motivated. But the allocation of labour here is secondary; the more
important point is that these theories aim to do better than quantum mechanics by
offering explanatory understanding in addition to empirically adequate predictions.
For a naturalist not trapped in the shut-up-and-calculate paradigm, this means that
these theories can be evaluated according to their overall virtues. Since they aremeant
to be effectively empirically equivalent to quantummechanics in its original domain,
a naturalist will turn to non-empirical virtues to choose between them. Intelligibility,
however it may be cashed out in a given context, will be among such virtues for the
naturalist. But there are others to be considered as well: simplicity and fruitfulness, for
instance. It is with respect to fruitfulness that Bohmianmechanics andGRW fall short
in the eyes of many physicists, because they are restricted to non-relativists settings.
Crucially, these virtues will be treated as epistemic reasons for accepting or rejecting
the theory, not merely as pragmatic reasons.
Now it begins to look as though naturalists might have a route to understanding

that does not involve interpretation of scientific theories ‘from the outside’, as it
were. Assessing what is gained by accepting a more intelligible theory is traded off
against the fruitfulness or simplicity of the theory. These decisions involve pragmatic
elements, but they are not merely pragmatic and are taken by the naturalist as being
a normal part of what scientists do when developing and assessing new theories.
This naturalistic response seems a lot more attractive than the dismissive attitude
towards explanatory understanding seemingly displayed by the naturalistic native
understood as a follower of shut-up-and-calculate. For the naturalist, there will be no
sharp distinction between a theory and its interpretation, and no division of labour
between developing a fruitful theory and an intelligible one.7
This does not mean that naturalists will engage in exactly the same questions as

the philosophers who offer interpretations of physical theories. Merely arguing that

7 Maddy seems to agree; she approvingly cites Marc Lange’s rejection of a sharp division between theory
and interpretation (Lange, 2002, 250). See Maddy (2007), 409.
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a particular theory is or is not compatible with a preferred metaphysical outlook
does not by itself enhance the intelligibility of the theory. Instead the naturalist will
demand that scientific theories offer explanations, and combine this demand with a
‘literalist’ reading of the theory’s formalism. This may mean adopting new elements
into the ontology, but it doesn’t mean stepping outside the practice of science.
Perhaps we should then think of the naturalistic native not as rejecting all forms of
understanding besides symbolic understanding as lying outside the scope of science,
but instead as somebody who takes explanatory understanding as an epistemic aim
of science and who hence treats intelligibility as an epistemic virtue of a theory. This
contrasts of course with van Fraassen’s view, who suggests that explanation, and hence
presumably also explanatory understanding, are too pragmatic to be properly among
the epistemic goals of science (1980).8 And it is here, perhaps, that we find the real
difference between naturalism and empiricism when it comes to the interpretation of
theories.

6.4.2 Interpreting science
Naturalists, then, can aim to understand scientific theories, even if not by means
of extra-scientific interpretations. There is another interpretive project van Fraassen
asked naturalists to engage in, namely the project of taking a stance towards science as
an activity: “an interpretive stance is open to us and indeed, is needed to understand
our own situation properly” (van Fraassen, 2015, 85). Whereas the former project was
aimed at understanding a particular scientific theory, the latter is aimed at under-
standing our relationship to particular theories and, more importantly, to science as a
practice or activity. ‘Our situation’ here would seem tomean the human condition as a
whole, not just the particular qualitative picture appropriate for quantummechanics.
Nothing in what I’ve said so far shows how a naturalist can engage in this second
project of interpretation. One reason for this might be that the two projects, pace van
Fraassen, can come apart. A theory can be intelligible to a scientist, and hence confer
understanding of a phenomenon in the sense of de Regt and Dieks, even while the
same scientist is not particularly reflective of her engagement in scientific practice.
As philosophers, by contrast, we indeed often aim for understanding not only of a
particular phenomenon, but of entire practices, like science. What seems puzzling
about Maddy’s second philosopher is how uninterested she seems to be in questions
aimed at this second interpretive project. But that doesn’t mean her portrait of the
ideal inquirer is inadequate as a portrayal of the model empirical scientist. If second
philosophy is dissatisfying as a philosophical stance, it is not dissatisfying because of
its view of science and its aims, but because of its view of philosophy and its aims. To
say so will not do as an argument against naturalism as a stance, since it would beg
the question against the key naturalistic commitment—that philosophy is continuous
with science—but it helps to explain the dissatisfaction non-naturalists have with that
stance.

8 Compare also: “The reason [questions of interpretation] are often difficult to answer is, in my opinion,
that scientific discussion is so thoroughly focused on the question of empirical adequacy alone” (van
Fraassen, 1991, 242).
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6.5 Conclusion
I’ve distinguished three different interpretive projects with respect to quantum
mechanics and considered three types of understanding we might hope to gain
from scientific theories. The first interpretive project occurs in the context of
developing a new theory or paradigm, and it involves arguing over different
standards of intelligibility for scientific theories, where intelligibility is considered
one among several virtues a theory ought to possess. In this context, even symbolic
understanding of the new theory is tenuous. The second interpretive project arises
after the consolidation of the new theory and after symbolic understanding has been
achieved. It aims at a greater explanatory understanding and is pursued through the
development of alternatives like Bohmian mechanics and GRW. While empiricists
will be inclined to treat these as alternative interpretations, naturalists will see them
as alternative theories and evaluate them on their overall theoretical virtues. The
difference between naturalists and empiricists here comes down to the question
whether explanation is an epistemic aim of science, or instead a philosophical
add-on. The third type of interpretive project addresses the question of what the
world is like if a given theory is true. Answering this project involves providing an
ontology for the theory in question. The type of understanding provided by such an
interpretation would be something like understanding a domain or subject matter,
although it is questionable whether such understanding can be achieved solely by
providing an ontology. Instead it seems that having a theory that satisfies criteria of
intelligibility and that explains features of the domain in question would be what
provides understanding of the domain. While empiricists see a theory as open to a
range of different candidate ontologies, naturalists will assume a certain literalism
with respect to these theories: there is a preferred ontology for a given theory, and
the question whether we should accept the ontology just comes down to whether we
should accept the theory. No special philosophical criteria for accepting or rejecting
ontological commitments need be employed to gain the understanding the theory
provides of its domain.
There are, then, interpretive projects that a naturalist might engage in, although she

will typically not conceive of them as distinctively philosophical endeavours. Instead
she will pursue them as part of building and evaluating scientific theories, which for
her always aim at more than empirical adequacy. In particular, any understanding
an empiricist might hope to gain from distinctively philosophical interpretations,
naturalists will hope to achieve as part of developing scientific theories. With respect
to quantum mechanics, naturalists will not think of it as being more in need of
interpretation than any other scientific theory.
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7
Pragmatist Quantum Realism

Richard Healey

7.1 Introduction
Quantum theory has long presented a challenge to a would-be scientific realist who
maintains that the historical sequence of successful theories in a mature science
like physics offer increasingly accurate representations of a physical world that is
largely independent of our observational abilities and practices. Over the past century,
quantum theory has amassed an unparalleled record of successful applications over
an increasingly wide field of science. But heated controversy continues over whether,
and if so how, it represents the world as distinct from our observations of it.

Many philosophers seeking to secure the relation between scientific realism and
quantum theory have recently adopted overly narrow conceptions of both relata. The
general goal of this chapter is to enrich the discussion by noting alternative ways of
understanding the project of reconciling quantum theory with scientific realism. My
more specific aim is to argue that a pragmatist view of quantum theory facilitates just
such a reconciliation.

I begin by building a framework in which to set alternative ways of understanding
quantum realism. Besides helping to orient readers who haven’t encountered them
all, I use this to motivate the pragmatist realism described and defended in the bulk
of this chapter. Section 7.3 locates a novel form of physical realism recently advocated
by Chris Fuchs within this framework, at the same time explaining why his QBist
understanding of quantum theory is appropriately regarded as anti-realist.

Then in Section 7.4, I briefly sketch key features of a pragmatist view of quantum
theory I have been developing recently. Scientific realism is often taken to be a view
or attitude toward how far, and how well, a scientific theory represents the world. But
ultimately it is we, as users of theories, who represent theworld. In the case of quantum
theory, we do so by applying mathematical models to the world. This application
involves claims about a target system that are appropriately evaluated for truth and
representational accuracy. But, in this pragmatist view, quantum theory itself makes
no claim of this form: and scientific realism, broadly construed, does not require a
theory to claim that the target system is (more or less) faithfully represented by the
model being applied. Section 7.4 argues that this is not howmodels of quantum theory
are applied.

Richard Healey, Pragmatist Quantum Realism In: Scientific Realism and the Quantum. Edited by: Steven
French and Juha Saatsi, Oxford University Press (2020). © Richard Healey.
DOI: 10.1093/oso/9780198814979.003.0007
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One symptom of the poverty of recent discussion of scientific realism (at least in
the quantum context) is the implicit assumption that any view of a scientific theory
is either (narrowly) realist or instrumentalist. In Section 7.5, I review reasons why the
pragmatist view just sketched is not instrumentalist. In the following sections of the
chapter I argue for a conception of scientific realism that deems this pragmatist view
realist. Realism about the quantum domain is often taken to require provision of an
ontologicalmodel. In Section 7.6, I argue that quantum theory does offer such amodel
in the pragmatist view, despite an unsatisfying incompleteness that may motivate
attempts to construct a successor theory.

Section 7.7 argues that quantum theory offers genuine explanations in the pragma-
tist view. In Section 7.8, I consider but reject the view that scientific realism involves
a thick notion of correspondence truth that is unavailable here.

Section 7.9 illustrates the limitations of correspondence truth using an interesting
recent argument that the universal applicability of quantum theory is incompatible
with the assumption that each quantum measurement has a unique, objective out-
come. I defend this assumption by appeal to a pragmatist inferential (rather than
referential) account of the content of basic representational claims that issue from an
application of quantum theory. This account plays a key role in the pragmatist view of
Section 7.4 by showing how to eliminate talk ofmeasurement from a precise statement
of quantum theory’s Born rule without running afoul of ‘no-go’ theorems that refute
a naive realist interpretation of quantum theory.

Some follow Putnam in viewing scientific realism as an empirical hypothesis
supported by the history of science. Section 7.10 offers quantum theory as evidence
against this hypothesis, suggesting instead that improved symbolic representation of
the world be viewed as a long-term scientific aspiration. In conclusion I review the
form of quantum realism associated with the pragmatist view of Section 7.4, pointing
out where it diverges from what others have taken quantum realism to involve.

7.2 What is Quantum Realism?
7.2.1 Realism
In approaching the varieties of quantum realism, I’ll start with realism in general:

(Realism) The world is the way it is (almost) no matter what anyone may think
about it: the only exceptions are processes involved in thinking our thoughts.

A realist about the world of mathematics believes that numbers and their properties
exist independently of the existence or thoughts of mathematicians or anyone else.
Some mathematical realists take them to exist and have their properties necessarily,
so (for example)

5+ 7 = 12

would have been true even if there had been no thoughts and even no physical world
at all. But if the world contains thoughts, then at least some of its features will depend
on whatever is involved in thinking them—hence the qualification.
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Quantum realism is concerned with the physical world, not with the world of
mathematics. So this gives us

(Physical Realism) The physical world is the way it is (almost) no matter what
anyone may think; the only exceptions are physical processes involved in thinking
our thoughts.

Our thoughts affect the physical world at least through the actions to which they lead,
and this is one way in which physical processes are involved in thinking them (as
when my thought of a drink prompts the raising of my glass). For a physicalist this is
not the only way, since he believes there is a sense in which our thoughts are physical
processes.

7.2.2 Scientific realism
Physical Realism is a metaphysical thesis. But we ordinarily assume we learn a lot
about the world through science. This adds an epistemological, or at least axiological,
component to a scientific realism that incorporates Physical Realism. According to
Bas van Fraassen, scientific realism is the view that

Science aims to give us, in its theories, a literally true story of what the world is like; and
acceptance of a scientific theory involves the belief that it is true. (1980, 8)

Such a scientific realist (unlike van Fraassen himself!) takes science to be guided by an
epistemic aim that would be achieved only if scientists arrive at literally true theories.
Even if the world is ultimately physical, a science like psychology or sociology is
not primarily concerned with its purely physical aspects: but physics is. Applied to
quantum theory, this kind of scientific realist maintains that

Physics aims to give us, in quantum theory, a literally true story of what the physical
world is like; and acceptance of quantum theory involves the belief that it is true.

In accordance with Physical Realism, such a literally true story would say what the
physical world is like: it would have nothing to say directly about anyone’s thoughts
or experiences of it. Quantum theory is undoubtedly very successful: there are no
empirical reasons to withhold acceptance. This leads to one way of characterizing
quantum realism:

(Quantum Scientific Realism0) Quantum theory gives us a literally true story of
what the physical world is like.

Scientific realists have a positive epistemic attitude toward the content of our best the-
ories, but the history of physical science cautions against overoptimism. So contem-
porary scientific realists often restrict their epistemic commitment to the approximate
truth of our best theories, despite the obscurity of this notion of approximate truth.
Such caution suggests this alternative expression of realism about quantum theory:

(Quantum Scientific Realism) Quantum theory purports to give us a literally
true story of what the physical world is like, and we should believe that story is
approximately true.



OUP CORRECTED PROOF – FINAL, 28/1/2020, SPi

126 richard healey

But what is that story? A would-be Quantum Scientific Realist must answer the
question ‘How could the world possibly be the way quantum theory says it is?’: she
must provide an Interpretation of quantum theory.1 Notoriously, this has turned out
to be very difficult. Easy answers have been shown to be inadequate, and today the
field is littered with a proliferating variety of competing Interpretations of quantum
theory in various states of health.

7.2.3 Naive realism
Many years ago I formulated arguments against what I called Naive Realism, which
tells the following story (Healey, 1979). The quantum domain is supposed to be
determinate in that magnitudes always possess definite values on any quantum
system. It is held to be objective in that measurement is taken to be merely our way of
getting to knowwhat some of these values are. The theory is probabilistic, on this view,
because in even the most favorable circumstances there are magnitudes whose values
on a given system at a given time are not derivable from the appropriate quantum
mechanical description of the system at that time, while this description does yield
probability distributions over sets of distinct values. This simple and inviting form of
quantummechanical realismmay be reasonably associated with the names of Popper
(1967) and Einstein (1949). It may be defined by principles of Precise Values and
Faithful Measurement:

(PV) For any quantum system s, and any dynamical variable A pertaining to s, if t
is a time lying within the lifetime of s, then A has a unique real value on s at t.
(FM) If successful, a measurement of a dynamical variable A pertaining to a
quantum system s reveals the pre-existing value of A on s.

The arguments were not wholly original: they were based on work by Kochen
and Specker (1967) and by Bell (2004b). The arguments rested on two implicit
assumptions.

(Value Independence) The precise value of a dynamical variable is independent of
what variable or variables are to be measured.
(Fair Sampling) The probability of success is independent of the value of the
measured variable.

The Einstein–Podolsky–Rosen (1935) argumentmay be seen as an argument for Naive
Realism, based on their famous Reality Criterion:

If, without in any way disturbing a system, we can predict with certainty (i.e. with
probability equal to unity) the value of a physical quantity, then there exists an
element of physical reality corresponding to this physical quantity.

In recent discussions of so-called loophole-free tests of local realism the term ‘realism’
is often equated to Naive Realism, with or without some of these other assumptions
(Giustina et al. 2015; Hensen et al. 2015; Shalm et al. 2015).

1 I capitalize the initial ‘I’ to distinguish attempts to answer this question within a broader category
of attempts to say how quantum theory should be understood. It is a substantial representationalist
assumption that the only way to understand quantum theory is to understand how the world could be
the way quantum theory says it is.
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The refutation of Naive Realism is not a death-blow toQuantum Scientific Realism,
since Naive Realism is an overly narrow understanding of realism about quantum
theory. Would-be scientific realists have implicitly recognized this by investigating
the prospects of alternative forms of Quantum Scientific Realism.

7.2.4 Wave function realism
One alternative has become known as wave function realism. The name is unfortu-
nate. A wave function ψ is a mathematical, not a physical, entity. (Einstein preferred
the more abstract term ‘ψ-function’ while Schrödinger used ‘representative,’ in each
case to highlight the object’s status as a piece of mathematics.) What a wave function
realist is realist about is not this mathematical entity, but some physical entity she
takes it to represent. Albert (1996; 2013) takes ψ to represent a physical field in a
multi-dimensional configuration space; an adherent to the eigenstate–eigenvalue link
might identify the physical referents of ψ with the eigenvalue possessed by each
variable represented by a self-adjoint operator forwhichψ is an eigenvector; a collapse
theorist might take ψ to represent mass density (Ghirardi, 2006), or alternatively
flash-propensity (Tumulka, 2006); and so on.

The Wave Function (Ney and Albert, 2013) offers a sampling of recent philo-
sophical work in this tradition that reveals a proliferation of ways of developing,
advocating, and criticizing it. As its subtitle reveals, the primary focus of the volume
is on metaphysical issues, especially the nature and dimensionality of the space in
which the wave function is defined. These are not issues with which physicists are
much concerned. As Wallace notes in his contribution to that volume, discussions
of the metaphysics of wave function realism are often conducted on the basis of
assumptions that are hard to square with the way physicists understand currently
fundamental forms of quantum theory. Of course there are those who believe that
current formulations of these theories are inadequate, so that the term ‘quantum
theory’ as it appears in the thesis of Quantum Scientific Realism must be treated as
open to negotiation in the interests of securing the truth of the thesis.2 But to arrive at
a charitable understanding of the quantum theory we have it seems wise not to adopt
a procrustean attitude to that theory in order to fit it to the Interpreter’s bed.

7.2.5 Spacetime state realism
Contemporary formulations of quantum theory do not take the wave function to be
the only way to represent a system’s quantum state. Even pure states are typically
represented by Hilbert space vectors or rays, while mixed states are represented by
density operators. In C*-algebraic formulations states are represented not in Hilbert
space but by positive, normalized, linear functionals on algebras of observables,
and the pure/mixed distinction (differently defined) is supplemented by a further
distinction, between normal states and non-normal states that cannot be represented
by density operators on a Hilbert space (Ruetsche, 2011).

After raising objections to wave function realism, Wallace and Timpson (2010)
instead advocate what they call spacetime state realism as a form of realism about
quantum states that better accords with physical practice. For a quantum field theory
on a fixed background spacetime, a quantum state is defined on each open region of

2 The work of John S. Bell has been particularly influential in this regard: see Goldstein and Zanghì
(2013).
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spacetime, including arbitrary unions of disjoint regions. Ignoring non-normal states,
the state of each region may be represented by a density operator on a corresponding
Hilbert space. For a quantum spacetime state realist, to specify the state of every open
region of spacetime in this way is to give a complete fundamental physical description
of world history.

It is not easy to recognize our familiar world in this description, and a proponent
of spacetime state realism has his work cut out to convince critics that it can
be reconstructed from such spare and unfamiliar materials. Wallace and Timpson
propose to do this by appeal to decoherence within an Everettian multiverse. But they
acknowledge other possible routes, following alternative Interpretational strategies
based on hidden variables or dynamical-collapse theories.

7.2.6 Should a realist about quantum theory be a quantum scientific realist?
This section has briefly explored a variety of proposed views of quantum theory,
each designed to answer the question ‘How could the world possibly be the way
quantum theory says it is?’ They by nomeans exhaust the Interpretations currently on
offer, and we can confidently expect new additions. Notoriously, these Interpretations
take quantum theory to offer mutually incompatible stories of what the physical
world is like. For a constructive empiricist like van Fraassen this presents a problem
for physics only to the extent that different Interpretations fail to be empirically
equivalent. But the would-be scientific realist cannot be so sanguine. If quantum
theory cannot give us a single, literally true story of what the physical world is like
then Quantum Scientific Realism cannot be true. To defend realism about quantum
theory it seems that one must develop an Interpretation and convince everyone of
its superiority over all others, largely if not completely without appeal to experiment.
While the arguments have improved over the years, so have the objections against
every proposed Interpretation. Perhaps we should think again about what it means to
be a realist about quantum theory?

7.3 Participatory Realism
By identifying realism about quantum theory with what I called Quantum Scientific
Realism we were led into the morass of rival Interpretations of quantum theory. If we
retrace the steps that led us there we arrive once more at what I called

(Physical Realism) The physical world is the way it is (almost) no matter what
anyone may think; the only exceptions are physical processes involved in realizing
our thoughts.

Frustrated by attempts to label his QBist view of quantum theory instrumentalist or
anti-realist, Chris Fuchs has recently classified his view as a form of participatory
realism, along with a number of other views of quantum theory.

These views have lately been termed “participatory realism” to emphasize that rather than
relinquishing the idea of reality (as they are often accused of), they are saying that reality ismore
than any third-person perspective can capture. Thus, far from instances of instrumentalism or
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antirealism, these views of quantum theory should be regarded as attempts to make a deep
statement about the nature of reality. (Fuchs, 2016)

By inserting a first-person perspective into the heart of physics, Fuchs portraysQBism
as honoringWheeler’s vision of a participatory universe inwhich ‘particles’ and agents
jointly create a universe whose external reality is manifested by the unpredictable
experiences that result from each agent’s interactions with it.

I see participatory realism as a novel formof Physical Realism.While the physicalist
locates my thoughts as ultimately just elements of physical reality, the participatory
realist sets them apart in a way that resists inclusion within any merely third-person
perspective. So this is not just a novel form of dualism. It is reminiscent of Putnam’s
(1981, xi) (subsequently repudiated) internal realist metaphor

The mind and the world jointly make up the mind and the world.

Taken literally, Fuchs’s participatory realism is no metaphor, but the radical
metaphysical thesis that reality admits of no third-person view—neither materialist,
idealist, nor dualist. As he puts it,

these views of quantum theory should be regarded as attempts to make a deep statement about
the nature of reality (2016, 1).

But need a quantum realist accept this, or any similar, metaphysical thesis? Science-
based arguments for metaphysical conclusions are notoriously controversial, and in
this case so are the arguments for QBism or other participatory-realist views of
quantum theory.3 By retreating so far from the morass of Interpretations our would-
be quantum realist has backed himself into a dark metaphysical corner!

Moreover, a QBist who endorses this novel form of Physical Realism has totally
repudiated the Quantum Scientific Realist demand that quantum theory tell us what
the physical world is like. For a QBist, rather than describing the physical world,
quantum theory is merely a tool each individual may take up and use to better
anticipate that individual’s experiences when acting in the physical world. Even after
abandoningQuantumScientific Realism, a scientific realist should expect the practice
of quantum physics to yield more substantive information about an independently
existing physical world. Surely there’s a better way to be a quantum realist?

7.4 Representation and a Pragmatist Alternative
Van Fraassen’s formulation of scientific realism arose in the course of his attempt to
avoid metaphysics in an account of scientific practice as directed toward epistemo-
logical goals. He went on to propose constructive empiricism as a less metaphysically
loaded alternative. Recall the way he formulated scientific realism:

Science aims to give us, in its theories, a literally true story of what the world is like; and
acceptance of a scientific theory involves the belief that it is true. (1980, 8)

3 Healey (2017a) provides an introduction to the controversy, including references to relevant literature.



OUP CORRECTED PROOF – FINAL, 28/1/2020, SPi

130 richard healey

He inserted the word ‘literally’ to disqualify positivist and other non-literal accounts
of theoretical truth. Van Fraassen endorsed the so-called semantic conception of a
scientific theory as defined by a class of models, and identified the truth of a theory
with the truth of the statement that the world is faithfully represented by some model
in this class.

Quantum theory in its various forms is naturally understood to involve a family of
mathematical models, some non-relativistic, others relativistic; some used to model
systems of particles, others to model systems of fields, and so on. Following van
Fraassen’s lead, one could then say that, for a scientific realist, to accept quantum
theory is to believe that it is literally true—that some model in this family faithfully
represents the world. But to say that is to commit once more to the perilous Interpre-
tative quest pursued by the Quantum Scientific Realist.

Here is where pragmatism can offer the would-be quantum realist a better way,
by querying the representationalist assumption that a scientific theory can give us a
literally true story of what theworld is like only by faithfully representing theworld. At
first sight the realist may see no alternative to this assumption. But an alternative will
emerge once we focus on howmathematical models of quantum theory are applied to
the world. The key is to see how, in application, amodel can guide us toward a literally
true story without itself telling it.

I begin with some seemingly pedantic remarks. It is scientists, not science, who
create theories even while pursuing scientific aims. And representation is something
scientists and other people do with a model, not something the model does by itself.
In pursuit of the aims of science, scientists do many things with the theories they
create. They apply theoretical models to the world in various ways, including using
a model to represent the world or, more typically, a system of interest in the world.
Even in a representational application, the model is almost never claimed to offer a
faithful representation of the target system, but only to represent it well enough for the
purposes at hand. So claims based on application of a theory are almost never given
to us by, or in, that theory.

It is distinctive of quantum theory that, when applied to a target system, its models
are not applied to represent that system. As I see it, the role of the wave function (or
other mathematical representative of a quantum state, a phrase I shall not repeat) is
not to describe or represent some physical magnitude, entity, or law, but to provide
good advice to any user of quantum theory about the significance and credibility of
magnitude claims about physical systems. This is how a quantum model guides us
toward the literal truth of some such claims when the model is applied. Certainly a
target system is assigned a quantum state, but the primary role of that state is not
to represent the system or its properties: it is to permit application of the Born rule
to determine what probabilities to assign to various eventualities involving this and
similar systems.

I call this the state’s primary role because that is the main use of quantum states in
physical practice. Physicists usually say that the resulting Born probabilities concern
possible measurement outcomes: the demise of naive realism shows they cannot be
uniformly understood as probabilities of possessed properties.

But we can and should avoid any talk of measurement by using quantum models
of decoherence when determining which properties may be meaningfully ascribed to
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a system in an application of the Born rule. Ascription of a property to system s is
through a magnitude claim of the form s has Q ∈ �, where Q is a magnitude such as
energy, or a component of position, momentum, or spin, and � is a Borel set of real
numbers. Models of decoherence may be applied to show that Naive Realism’s (PV) is
false because there is no physical situation in which, for every such property Q ∈ �,
s may be meaningfully said either to possess, or to lack, that property.

In this way a quantum model can play an important preliminary role by advising a
user onhow significant is eachmagnitude claim about a physical system in a particular
situation. To assess its significance, the user may apply (unitary) quantum theory to
that system in interaction with its environment. In a quantum model of a system and
its environment, an initial wave function assigned just to the system would typically
evolve extraordinarily rapidly and robustly into a (reduced state) density operator that
is extremely close to diagonal in some ‘pointer basis’ determined by the nature of the
interaction Hamiltonian.4

Only claims concerning each magnitude represented by an operator near-diagonal
in the pointer basis are thereby selected as having enough content to be assigned
a Born probability, resulting in significant sets of mutually exclusive and jointly
exhaustive magnitude claims suitable for application of the Born rule. Anyone who
accepts quantum theory should set credence (only) in each significant magnitude
claim equal to its Born probability, confident that exactly one claim in the set for
each such magnitude is true while the others are false. No magnitude claim that lacks
significance in that environmental context is worthy of credence—such meaningless
claims cannot even be entertained.

It is on significant magnitude claims that a quantum realist can base a literally true
story ofwhat part of theworld involving the target system is like, thoughwhich story is
true will depend on which eventualities actually come to pass. Quantum theory does
not tell that story. But we can use quantum theory to reassure ourselves that there is
some true story to be told, in terms of true significant magnitude claims and other
statements whose truth these claims determine, such as Bell’s (2004b, 52) settings of
switches and knobs on experimental equipment, the currents in coils, and the readings
of instruments. And we can use quantum theory as a source of good advice on what
to expect the true story to be.

The reader will have noticed a certain ‘fuzziness’ in my statement of the pragmatic
rules governing the use of the wave function. This is as unproblematic as it is
inevitable. Bell began his “Against ‘measurement’ ” (Bell 2004a) with the complaint
that surely by now we should have an exact formulation of some serious part of
quantum mechanics. This may be achieved simply by dropping von Neumann’s
notorious ‘projection postulate’ (collapse of the wave function on measurement) and
removing any reference tomeasurement, observation, apparatus, classical system, etc.
from a statement of the Born rule in the way I have indicated.

Pragmatic rules governing the use of the wave function should not appear in the
resulting exact formulation: They concern the application of the theory so formulated.
No matter how exactly or precisely a scientific theory is formulated, its application

4 For further details, see Healey (2012a).
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always requires skill and judgment that cannot be made fully explicit. Any pragmatic
rule guiding that application remains subject to interpretation by the skilled prac-
titioner. A good physicist is able to judge when it is permissible to apply the Born
rule even without deploying a model of environmental decoherence—fortunately,
because environments are typically complex open systems for which there are few
tractable quantum models of decoherence, and even in these few, completely robust
and irreversible diagonalization of system density operator is never more than a very
good approximation.

7.5 Is this Instrumentalism?
There are realists who will dismiss the pragmatist view briefly introduced in the
previous section (and developed further in Healey, 2012b; 2017b) as an unacceptably
instrumentalist view of quantum theory. Before going on to argue that this pragmatist
view offers a novel form of quantum realism, I’ll first respond to this charge of
instrumentalism.

According to current usage, instrumentalism in the philosophy of science is the
view that a theory is merely a tool for systematizing and predicting our observa-
tions: For the instrumentalist, nothing a theory supposedly says about unobservable
structures lying behind but responsible for our observations should be considered
significant. Moreover, instrumentalists characteristically explain this alleged lack of
significance in semantic or epistemic terms: claims about unobservables are mean-
ingless, reducible to statements about observables, eliminable from a theory without
loss of content, false, or (at best) epistemically optional even for one who accepts the
theory.

But the pragmatist view sketched in the previous section makes no use of any dis-
tinction between observable and unobservable structures, so to call it instrumentalist
conflicts with current usage. In this pragmatist view, quantum theory does not posit
novel, unobservable structures corresponding to quantum states, operators, and Born
probabilities: these are not beables represented in quantum models. Nevertheless,
claims about them in quantum theory are often perfectly significant, and many are
true. This pragmatist view does not seek to undercut the semantic or epistemic status
of such claims, but to enrich our understanding of their non-representational function
within the theory and to show how they acquire the content they have.

As we saw in Section 7.4, wave function realists take the wave function to represent
a novel physical structure—the quantum state—whose existence is evidenced by the
theory’s success. In this view, a wave function represents a physical structure that
either exists independently of the more familiar physical systems to whichmagnitude
claims pertain or else grounds their existence and properties. From this realist
perspective, it may seem natural to label as instrumentalist any approach opposed
to that account of the quantum state.

But a pragmatist should concede the reality of the quantum state—its existence
follows trivially from the truth of quantum claims ascribing quantum states to sys-
tems. What he should deny is that a quantum state assignment is true independently
of or prior to the true magnitude claims that (in his view) provide the backing
for it. Note that any such state assignment is relational, since these are the claims
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about values of magnitudes accessible from the physical situation of an actual or
hypothetical agent that would make this the correct quantum state to assign, relative
to that situation. But although they are relational, quantum state assignments are
perfectly objective, since this agent-situation is physical and not merely epistemic.
(Relational) quantum states could exist even in a world without agents, as long
as that world contained physical situations that some agent might have occupied.
Under a reasonably expansive conception of agency that will include most or all
spatiotemporal worlds.

The truth of a quantum state assignment trivially implies that a wave function
represents something we call a quantum state. It does not imply that this quantum
state is a beable of quantum theory—a purported element of physical reality that it is
the job of the wave function in a quantum model to represent. The previous section
described the non-representational roles a wave function plays when a quantum
model is applied. In its primary role the wave function offers advice on how strongly
to believe magnitude claims. But when a model of quantum theory is applied it is the
function of magnitude claims to represent elements of physical reality. These are the
claims that underlie statements about the outcomes of quantum measurements, and
they play a crucial role in representing what quantum theory is used to predict and
explain.

A radical pragmatist might deny that representing reality is ever the primary
function of any claim. Such a radical pragmatist could reject the representationalist
presupposition of this realist/instrumentalist dilemma—the assumption that mere
representation could be a (key) function of an element of theoretical structure that
figures centrally in an account of its content. The pragmatist view of quantum theory
briefly sketched in Section 7.4 does not require this denial or rejection. But as we’ll see
in Section 7.9, acceptance of this view of quantum theory does require re-examination
of what it is for a magnitude claim to represent physical reality.

Not only does quantum theory inform us about the unobserved: it helps agents
improve their beliefs about microscopic phenomena that are often considered
unobservable. Many magnitude claims are about properties of systems that are
unobservable by unaided human senses. This is to be expected, since quantum theory
was initially developed as a theory of the microworld, where classical physics was
first seen to break down. For the pragmatist, unlike the constructive empiricist or
traditional instrumentalist, the observable/unobservable distinction is of no special
semantic, epistemic, or methodological significance. The use of quantum theory to
adjust credences in magnitude claims about microscopic phenomena is not only
compatible with the present pragmatist view, but plays an important role in helping
us explain regularities they exhibit (see Section 7.7).

Some may concede that the present pragmatist view of quantum theory is not
instrumentalist in the classical sense because it abjures any observable/unobservable
distinction. But they may wish to count it as instrumentalist in a more general sense,
because it relies on a parallel distinction between quantum and classical, or between
quantum states and themagnitudes about whose values these are taken to offer advice.

Certainly, in this pragmatist view, quantum theory itself distinguishes between
these magnitudes and quantum states. But the distinction is functional, not epis-
temic or semantic: and it does not rely on any problematic notion of classicality.
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The progress of physics has revealed magnitudes unknown to classical physics such
as strangeness and (the value of) the Higgs field. Quantum states may offer advice on
these magnitudes as well as classical magnitudes such as position and momentum.
In an application of a model of quantum field theory, a quantum state can also offer
advice on the circumstances in which it is legitimate to make claims about entities,
such as Higgs particles or the Higgs field as well as photons and the (classical)
electromagnetic field. But quantum states are themselves neither magnitudes nor
entities, even when they are real (as follows from the truth of the corresponding
quantum state assignments).

Here is how quantum theory relates to the physical world, in the present pragmatist
view. In accordance with Physical Realism, the physical world exists and has its
properties (almost) independently of the existence, thoughts or activities of human
or other agents situated within it. Because of their physical situation, agents like us
lack a great deal of information about the world, and especially about how it will
develop in our future. By creating physical theories we have been able to improve
our imperfect epistemic situation. A theory in classical physics was characteristically
applied in claims to the effect that mathematical structures in its models represented
physical structures in the world (well enough for the purposes at hand). In this way,
the theorywas itself taken to represent theworld, as containing entities with particular
values of physicalmagnitudes. But an application of amodel of quantum theoryworks
differently. The goal is still improved beliefs about the values of physical magnitudes
on physical entities, but the theory itself does not represent magnitudes as having
values. Instead, it offers advice on which entities can meaningfully be assigned values
for particular magnitudes, and what credence should be assigned to possession of
different possible values for those magnitudes.

The wave function in a quantummodel plays its primary role in issuing this advice
by serving as input to the Born rule when the model is legitimately applied. The
resulting advice is good just when the correct wave function is assigned, in which
case the wave function represents the real quantum state of the system to which it
is assigned. But correctly representing the quantum state of the system is incidental
to the purpose of providing good advice to physically, and so epistemically, limited
agents on the values of magnitudes on physical entities. To put it metaphorically,
quantum states, though real, would be of no particular interest to an omniscient God
with direct epistemic access to the values of all magnitudes on all physical entities
throughout world history.

7.6 No Ontological Model?
Even if the arguments of the last section convinced you that the pragmatist view briefly
sketched in Section 7.4 is not instrumentalist, youmay be unwilling to call it realist. In
recent foundational discussions, realismhas been cast in the framework of ontological
models. Here is an example from one recent paper.

(Single-world) Realism: The system has some physical properties, a specification of which is
called its ontic state, denoted λ. Ontic states take values in a (measurable) set called the ontic
state space. (Leifer and Pusey, 2017, 6)
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In non-Everettian versions of wave function realism, a system’s ontic state is specified
by its wave function ψ . In the more general ontological models framework λ may
or may not include ψ , but it may include ‘hidden’ variables (as Bohmian mechanics
includes position variables). Themotivating thought here is that a realist must be able
to tell a story about what is going on in the world in situations where quantum the-
ory makes correct predictions, even though no such story emerges from quantum
theory itself (as usually understood).

For one who takes the pragmatist view of Section 7.4, there is a meaningful story to
be told about the values of various magnitudes in circumstances when the content of
claims about them is well enough defined. But these magnitudes are not always well
defined, and so there is no ontic state space in which even one of them always has a
precise value. So this view permits only a ‘gappy’ story of what is going on in the world
that does not conform to (Single world) Realism. For example, when Bell inequalities
are violated in photon experiments there is nothing significant one can say about the
polarization properties of each entangled photon prior to detection.

But how reasonable is it to impose (Single-world) Realism as a condition on
anything that could count as quantum realism? A ‘gappy’ story is still a story about
what the physical world is like, independent of the existence or activities of agents
or observers. Accepting this view of quantum theory does not commit one to the
belief that the world is mind-dependent in any way that would conflict with Physical
Realism.

The story provided by Newton’s theory was not rejected as anti-realist despite the
fact that it included no mechanism filling the gaps between the sun and the earth
on which it exerted a gravitational attraction. Admittedly, its successor (Einstein’s
theory of general relativity) gave a more complete story with its dynamic spacetime
permitting continuous propagation of (now confirmed) gravitational waves. A realist
may hold out the hope of a similar completion of the ‘gappy’ quantum story, perhaps
involving a kind of retrocausation that would undermine the independence condition
required to rule out Naive Realism (Price and Wharton, 2016).

7.7 Is this Pragmatist View Explanatory?
For a realist, the demand for an ontological model is closely associated with the
need to provide genuine understanding. Bell, for example, maintained that only if
reformulated precisely in terms of a clear ontology of ‘beables’ could quantum theory
supply the kind of explanations we need to understand the big world outside the
laboratory. How genuine is the understanding provided by a ‘gappy’ story that is all
quantum theory permits on the pragmatist view?

As I have argued elsewhere (Healey, 2012b; 2015; 2017b), in this pragmatist view
quantum theory helps us to explain a host of otherwise puzzling phenomena by
showing that they were to be expected and what they depend on. The primary target
of explanation is not individual events but what I call probabilistic phenomena. A
probabilistic phenomenon is a probabilistic data model of a statistical regularity.
To explain a probabilistic phenomenon using quantum theory one locates it within
a general class of similar phenomena and shows how the probability distributions
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in each case are a consequence of a similar legitimate application of the Born
rule to a quantum state that is correctly assigned to the systems concerned. This
unifies all phenomena in this class by providing something close to what Railton
(1978) called a deductive-nomological probabilistic (DNP) explanation of each
phenomenon.

Here are my reasons for the qualification. Unlike Railton, I consider the primary
explanandum in each case to be not an individual chance event but the probabilistic
phenomenon such events manifest. For Railton, a DNP explanation of an individual
event must allude to a (probabilistic) causal mechanism that gives rise to that event.
But while use of quantum theory to explain a probabilistic phenomenonmust display
an appropriate dependence of eventsmanifesting it, the form of that dependence need
not be causal; and even when it is, the term ‘mechanism’ does not seem apt. Here are
two examples to illustrate each point.

That individual hydrogen atoms are stable against spontaneous collapse is a (prob-
ability 1) example of a probabilistic phenomenon. We can use quantum theory to
explain this phenomenon by showing that the expectation value of a hydrogen atom’s
energy has a finite lower bound, so the probability is zero for it to have the arbitrarily
large negative energy associated with collapse. No causal mechanism is appealed to in
the explanation. That hydrogen atoms manifest this phenomenon (by not collapsing)
does not depend on a causal mechanism that produces it but on their constitution:
each is constituted by an electron and a proton interacting through an electromagnetic
potential.

A violation of a Bell inequality is a probabilistic phenomenon.We can use quantum
theory to explain this phenomenon by deriving the relevant probability distributions
from the Born rule, legitimately applied to the appropriate polarization-entangled
state of photon pairs whose detection manifests the phenomenon. The events of
polarization detection in an individual pair depend causally on whatever events
(described by magnitude claims about preparation devices) back the assignment of
that entangled state, since interventions on those devices would alter their proba-
bilities. But the distant events of polarization-detection in each instance are causally
independent. Moreover, quantum theory has nothing to say about any continuous
causal process mediating the causal dependence of an individual detection event on
its backing conditions, and Bell’s theorem shows that these events can be produced by
no causal mechanism of a kind we have previously encountered.

Some realists may not be satisfied by such explanations on the grounds that they
yield only partial understanding. But this is not sufficient reason to reject the view of
quantum theory that lay behind them as not realist. In this pragmatist view, quantum
theory helps us explain these phenomena by appeal to what is going on in the physical
world with no reference to observers, agents, or minds. A realist who hankers after
more may be compared to Newton, who remained dissatisfied with explanations
using his own theory of universal gravitation and continued to search fruitlessly
for ‘the cause of gravity.’ Over 200 years passed before Einstein’s general relativity
permitted the reconceptualization that since gravity is not a force it needs no ‘cause.’
Dissatisfaction with the good explanations quantum theory helps us to give is not a
reason to reject the pragmatist view of quantum theory, though it may motivate the
search for a theory that can help us give more satisfying explanations.
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7.8 Truth
In this pragmatist view, quantum theory helps us describe the physical world bymeans
of magnitude claims, on whose significance and credibility it offers us advice. These
are what we use to make statements about physical reality when applying a quantum
model, and their truth or falsity is what we ultimately care about. Realism is often
associated with a correspondence theory of truth, so it is important to address the
objection that the way the pragmatist view treats magnitude claims is incompatible
with correspondence truth and therefore also quantum realism.

Recall that, in this view, the significance of a magnitude claim about a system
depends on the system’s environment. Consider the claim C: s has Q ∈ �. This
attributes property Q ∈ � to s. As Tarski insisted, C is true if and only if s has Q ∈ �,
and that will be so just in case ‘s’ refers to s and s satisfies ‘Q ∈ �.’ The pragmatist
readily assents to this Tarskian demand, and if that is all that correspondence truth
comes to then correspondence truth is part of this pragmatist view. But some scientific
realists demand more of correspondence truth. Field (1972) further demanded a
physicalist reduction of reference relations, and even self-avowed pragmatist Philip
Kitcher once argued that

Reference relations are causal relations between mind-independent entities and linguistic
tokens. (2002, 347)

However, there seem to be cases in which linguistic tokens succeed in referring to
mind-independent entities incapable of bearing causal relations, as when I use the
word ‘one’ or the numeral ‘1’ to refer to the number 1. Of course nominalists deny
the existence of numbers and other non-physical entities. But one who adopts this
pragmatist view of quantum theory is already committed to the reality of quantum
states and Born probabilities to which we succeed in referring even though these don’t
enter into causal relations.

I agree with Stephen Leeds (2007) that a quantum realist can and should reject a
‘thick’ notion of correspondence truth that requires reference to be understood as a
causal relation in favor of a more minimal account of truth and reference. This is not
the place to survey the several deflationary options currently on offer. I merely insist
that whatever version ofminimalism is adopted should be accompanied by an account
of the wider function of attributions of truth and reference capable of explaining the
importance of these concepts in our discourse. This seems especially important in an
era of ‘alternative facts’!

In quantum theory, claims about quantum states andBorn probabilities guide belief
about themagnitude claims that are basic to the theory’s use in predicting, explaining,
and controlling phenomena. From this perspective it is natural to think that terms
appearing in magnitude claims refer to their subject matter in a way that is somehow
more immediate or concrete than terms like ‘probability’ or ‘wave function.’ But I
think it would be a mistake for a realist to be misled by this thought into adopting a
causal account of how reference works in the case of magnitude claims. Indeed, in the
next section I will show how a recent argument undermines any such ‘thick’ notion
of correspondence even for claims about the outcomes of quantum measurements
whose truth some true magnitude claims determine.
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7.9 The Limits of Quantum Objectivity
Realists may disagree about whether wave functions represent something physically
real, whether electrons have precise positions and momenta, and whether the world
is non-local. But on one point all (except Everettians) agree: quantum measurements
each have a unique, physically real outcome and their statistics are correctly predicted
by quantum theory. A recent argument by Frauchiger andRenner (2016) seeks to show
that this assumption is inconsistent with the universal applicability of quantum theory
itself. The original argument is too long to repeat here, so instead I shall sketch a
simpler version I first heard in a talk by Matthew Pusey.

Consider the following (completely unrealizable!) thought-experiment. Suppose
that Alice and Bob decide to conduct measurements of various polarization com-
ponents on a large number of pairs of photons, where each pair is correctly assigned
the same polarization-entangled state. Being lazy, they do not at first perform any
measurements themselves, but delegate that task to their friends, Carol and Dan
respectively, each of whom performs the required measurements in his or her oth-
erwise completely physically isolated laboratory. For each pair of photons, Carol
measures polarization of one photon with respect to axis c while Dan measures
polarization of the other photon with respect to axis d. By assumption, each of their
measurements has a unique, physically real outcome (as registered in their notebooks
or stored in their computers): and quantum theory correctly predicts the correlations
between these outcomes from the joint probability distribution P(c,d) calculated by
application of the Born rule to the entangled state assigned to the pairs (where c, d are
random variables whose values indicate the outcome of the respective polarization
measurement).

After each photon pair is measured by Carol and Dan, instead of asking them what
outcomes they observed, Alice and Bob apply very carefully tailored interactions to
the entire contents C, D of their respective laboratories (including Carol and Dan
themselves). They do this repeatedly, for each photon pair independently. Quantum
theory then predicts the effect of these interactions is to restore each photon pair to
its original entangled state and to restore each lab+occupant C, D to its state prior
to the polarization measurement, thus permitting Carol and Bob to continue their
measurements. Finally, Alice measures polarization of one photon in each pair with
respect to axis a while Bob measures polarization of the other photon with respect to
axis b.

By assumption, each ofAlice’s andBob’smeasurements also has a unique, physically
real outcome (as registered in their notebooks or stored in their computers): and
quantum theory correctly predicts the correlations between these outcomes from the
joint probability distribution P(a,b) calculated by application of the Born rule to the
same entangled state assigned to the pairs. Given our working assumption, quantum
theory also correctly predicts the correlations between Carol’s outcomes and Bob’s
from the probability distributionP(b,c), and betweenAlice’s outcomes andDan’s from
the probability distribution P(a,d), each of whichmay again be calculated by applying
the Born rule to the same entangled state assigned to the pairs.

If the entangled photon state and the axes a,b,c,d are chosen appropriately, the
probabilistic correlations predicted in this way by quantum theory will violate a
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Bell inequality (the so-called CHSH inequality). But since they constitute a joint
distribution over all four measured variables the statistics of these assumed real
outcomes will always conform to the inequality. We have a contradiction. So the
assumption is false: quantummeasurements do not always have unique, physically real
outcomes whose statistics are correctly predicted by quantum theory. But predictions
of quantum theory have always been confirmed by the statistics of measurement
outcomes. So we cannot assume that these measurement outcomes are uniquely
physically real!

For one who adopts the pragmatist view of Section 7.4, a quantum measurement
has a unique, physical outcome. A statement about that outcome has a determinate,
mind-independent truth-value: its truth hinges on that of magnitude claims about
physical systems involved in the measuring apparatus. This pragmatist view not
only escapes refutation in the imagined scenario, but also receives support from its
deeper analysis. The key point is that, in this view, acceptance of quantum theory
modifies the content of a statement about the outcome of a quantummeasurement by
restricting what inferences may legitimately be made from its truth. The restriction
effectively relativizes that content to the environmental context of the system to which
quantum theorymay be applied. That content then becomes a function of the physical
environmentwithinwhich the system is located. Theway content depends on physical
environment may be modeled by a quantum model of decoherence.

In all practicably realizable circumstances the environmental context is appro-
priately modeled by massive decoherence of the relevant quantum state, so that all
physically situated agents (not only human agents like Alice, Bob, and friends) are able
to neglect the fact that contentmay depend on environmental context and successfully
attribute a context-independent content to a statement about any measurement out-
come. But in the (completely practicably unrealizable) circumstances described in the
thought-experiment this is not so, since Alice, Bob, and friends do not share a single
environmental context. In these circumstances it is investigators’ labs that provide
the relevant environmental context. Here context-relativity can be indicated by an
appropriate subscript. For example, the content of a magnitude claim M reporting the
outcome of one of Carol’s measurements on a system in her lab C may be represented
as [M]C. In their situation they (and we) may continue to agree that there are true
statements about their unique physical measurement outcomes with objective, mind-
independent content. But that content is not context-independent since it does not
license reliable inferences between different environmental contexts.

Decoherence confined to each of their individual laboratories models the environ-
mental context underlying the content of each claim about the outcome of a measure-
ment in that lab. For Carol and Dan physically to have exchanged information they
would have had to physically combine their environmental contexts to form a unified
context C ∪ D into which their statements about their outcomes could have been
reliably exported. Alternatively, either Carol or Dan might have physically exchanged
information with Alice or Bob without first exchanging information with each other,
permitting each reliably to export statements about his or her outcomes into that
incompatible larger context. But in fact no such physical interactions occurred in the
imagined scenario, in which the environments C, D remained sealed off from each
other and also from the environments A, B of Alice and Bob. The upshot is that while
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the content of each statement about the unique outcome of every measurement on
each of an entangled pair of photons may be treated here as perfectly well defined
within an environmental context, there is no such context in which a statement about
all these outcomes has well-defined content.

WhenAlice and Bob combine their results in their physically unified joint environ-
ment A ∪ B, statements of the outcomes a,b modeled by the joint distribution P(a,b)

are significant in A ∪ B, and the Born rule may legitimately be applied to (correctly)
predict this joint distribution. But the absence of the required unified contexts renders
illegitimate any application of the Born rule to predict the joint probabilities P(c,d),
P(b,c), P(a,d) that also appear in a statement of the CHSH inequality. Indeed, by
applying quantum theory in this scenario we can see that the CHSH inequality cannot
be derived here since there is no environmental context in which its constituent
probabilities are all well defined. So statements of the unique, contextually well-
defined, physical outcomes of all quantum measurements in the imagined scenario
violate no legitimately derivable Bell inequality.

There is a common philosophical view of how content depends on context that
may appear to be in tension with the idea that content can depend on context in
this way. In this view, a statement has significant content if and only if it expresses
a determinate proposition. While what content a statement expresses may depend on
the context to which it relates (loosely, to the context in which it is made), context
merely determines what proposition a claim expresses. Any variation of content with
context can be represented by a function from context into proposition expressed.

In this view, an adequate analysis of a statement’s content must then supply an
account of the content of each proposition in the range of that function in a referential
semantics that provides its truth conditions: if the function is only partial, the claim
has no content in a context in which it expresses no determinate proposition. So
an adequate analysis of the content of a statement S reporting the outcome of a
measurement will either assign it some specific content (varying from context to
context) or no content at all (in other contexts). It follows that no analysis is adequate
according to which what varies with context is not simply the specific content of the
statement but also how much content it has.

This philosophical view provides an idealized model of content that is helpful in
elucidating the meaning of indexicals like ‘I’ and ‘now,’ for which the context in which
a statement is made seems readily specifiable (by saying who made it and when). It
becomes problematic in circumstances where contextual elements are harder to pin
down. As an example, consider the statement K, when uttered on a road trip across
Kansas

K: Kansas is flatter than a pancake.

What determinate proposition does this express? K may be taken literally or as a
metaphor for the literal claim

V : Kansas is very flat.

Taking it literally, intrepid researchers compared a geographic profile of the state based
on a digital elevation model provided by the United States Geographic Survey to
the profile of a particular pancake from the International House of Pancakes using a
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confocal laser microscope (Fonstad, Pugatch, and Vogt, 2003). They chose as a mea-
sure of flatness the deviation from sphericity of an ellipsoid, and estimated this in each
case from a best fit to two chosen orthogonal transects of the surface. On thismeasure,
Kansas proved to be much flatter than the pancake. The authors concluded that:

The calculated flatness of the pancake transect from the digital image is approximately 0.957,
which is pretty flat, but far from perfectly flat. Kansas’s flatness is approximately 0.9997. That
degree of flatness might be described, mathematically, as “damn flat.”

The latter claim presumably establishes the truth of V . But on an alternative, qualita-
tive local measure of flatness the authors commented that

When viewed at a scale of 50 mm, a pancake appears more rugged than the Grand Canyon.

One might quibble that Kansas cannot be flat since its elevation varies from 4039
feet to 679 feet above sea level, or that (as noted in one YouTube video taken from
a speeding car) you can see the curvature of the earth. You see the problem: When
uttered on a road trip across Kansas, the context fails to pick out any well defined
proposition expressed by statement K, even though that statement clearly conveys
something that is both significant and true.

It may be tempting to dismiss such difficulties in specifying the context of utterance
for claims like K and V as arising from their vague or metaphorical language. But
on closer examination the same kind of problems afflict even the paradigm case of
the indexical ‘now.’ For what exactly is it to specify the time at which a statement
is uttered? Any actual utterance is not an event but a process extending over an
interval of time. But even precisely to specify an instant within this process either
(falsely) presupposes a universal absolute time or (assuming relativity theory) requires
a further specification of a state ofmotion associatedwith a local inertial frame and/or
a spacelike hypersurface including some point-event in the utterer’s vicinity.

One committed to a propositional model of content might acknowledge the result-
ing indeterminacy in exactly what proposition is expressed by utterance of a sentence
including the indexical ‘now,’ while maintaining that essentially the same content is
conveyed by the utterance for every admissible way of resolving this indeterminacy.
But that would commit her both to a non-propositional notion of content and to
the task of explaining why the contingent circumstances of human communication
render this propositional indeterminacy harmless. Such contingencies have been
explored by both philosophers and physicists.

Butterfield (1984) notes the importance of several physical features of the environ-
ment in which we generally communicate, including the proximity of the parties and
the slow rate at which the timely topics of their communication change, compared to
the speed of their communication. By considering relativistic physics, Hartle (2005)
and Penrose (1989, 392–3) note the further importance of the slow relative speed of
communicators. Any attempt precisely to specify what proposition is expressed by
utterance of a sentence including a temporal indexical like ‘now’ would require careful
application of physical theories to the environment of utterance. But an account of its
content does not require this. Even a qualitative analysis generally suffices to explain
how such a tensed utterance is able to convey content that is sufficiently well defined
for practical human purposes.
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Returning to the imagined scenario of the thought-experiment, what proposition is
picked out byAlice’s statement that the outcome of the 100th of hermeasurements was
a detection of a photon horizontally polarized with respect to axis a? In the pragmatist
view of Section 7.4, the truth value of this statement in context is determined by that
of some magnitude claim of the form M: s has Q ∈ �. One can give an account of
the truth conditions of a claim of the form M: s has Q ∈ � but this is trivial. For
example: M is true if and only if the system to which ‘s’ refers has a value for the
magnitude to which ‘Q’ refers that lies in the set of real numbers to which ‘�’ refers.
Once the (tensed) claim is somehow(!) indexed to a time, these truth conditions are
independent of context, since the claim contains no explicit indexical elements.

The problem with this referential approach is not that it is wrong but that, once
one has despaired of a physicalist or causal account of reference, it is too shallow to
be helpful. The approach fails to illuminate the different ways a claim of the form
M functions when s is in different environments. The claim functions within a web
of inferences, and the extent of its content depends on the context provided by the
presence of other claims in the web—here, an assumption about s’s quantum state is
required in assessing the content of a claim of the form M about s, since assignment
of a (reduced) quantum state reflects the extent and nature of environmental deco-
herence in a quantum model of Alice’s environment A.

The referential approach to content sometimes provides a useful analytic model of
content, but it lacks the resources to account for how content accrues to a statement.
To understand quantum theory one needs to adopt a better account of what gives
a statement content. By modifying inferential relations involving magnitude claims
quantum theory affects their content, rendering this contextual. Philosophers cus-
tomarily regard a claim as meaningful if and only if it expresses a definite proposition
whenmade in an adequately specified context: otherwise it is taken to bemeaningless.
An improved pragmatist inferentialist approach to the content of an empirical claim
accepts a role for context but replaces this “digital” view of content with an “analog”
view (Brandom 1994; 2000). Content accrues by degrees as links are added to the
inferential web within which statements are located. By making the content of a mag-
nitude claim about a system a function of the environment, acceptance of quantum
theory cautions one against taking that claim to attribute an intrinsic property to an
object independently of environmental context, even while insisting on the objective
content of the claim.

It is only because the situation of agents like us in the physical world is such that
we will always inevitably share a single ‘decoherence environment’ that we are able
to ignore the implicit dependence on our physical situation of the contents, not only
of statements about the outcomes of quantum measurements, but of practically all
claims about macroscopic, and most claims about microscopic, systems.

7.10 Scientific Realism as an Empirical Thesis
Hilary Putnam (1978; 2012) viewed scientific realism as an empirical hypothesis that
we should accept as the best, if not the only, explanation of the success of science. He
endorsed a formulation of Richard Boyd as influencing his conception of scientific
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realism—that terms in a mature science typically refer, and theories accepted in a
mature science are typically approximately true. His famous ‘no miracle’ argument
took the success of science and the preservation of terms like ‘electron’ through
scientific theory change as evidence for scientific realism, so conceived. The realist
explanation of these features of science (success and reference preservation) is that
scientists mirror the world—in the sense of constructing symbolic representations
of their environment—and that science succeeds in the way it does because these
symbolic representations become increasingly accurate as science progresses.

Faced with potential counterexamples from the history of science, this empirical
hypothesis has been clarified or modified in two ways. Some have sought to distin-
guish terms for a theory’s working posits, whose successful reference is supported
by its success, from other non-referring terms. Supporters of structural scientific
realism have taken refuge from apparent counterexamples in an appeal to theoretical
preservation of representations of structure, rather than (the nature of) objects, with
the progress of science. A recent paper by Steven French adopts this perspective
toward quantum theory.

Which features of a scientific theory should a scientific realist take to represent the world?
Answer: those features that are responsible for the theory’s explanatory successes. When the
theory is quantum mechanics, the wave function is surely one of those features. (2013, 76)

But, in the present pragmatist view, what is distinctive about the success of quantum
theory is precisely that it is not due to introduction of new symbols (for beables) to
represent novel structures in the physical world. Quantum theory introduces terms
like ‘wave function’ and ‘observable’ with a different function. They are not intended
to mirror the physical world but to guide scientists and other situated agents in better
deploying representational resources they already have or are engaged in developing.
Even if an important long-term scientific aim is improved symbolic representation
of the physical world, science may at times progress faster by introducing key terms
without that representational function. Language and other symbolic systems provide
scientists and the rest of us with wonderful tools for achieving our goals. But these
tools don’t always function in the same way. Perhaps the central pragmatist moral of
quantum theory is that scientistsmay find newways of furthering long-term scientific
aspirations by creating theories whose key terms do not function as representations
of physical reality.

7.11 How to be a Quantum Realist
I have advocated a certain conception of scientific realism and argued that by taking a
pragmatist view one can see that quantum theory fits this conception. A scientific real-
ist should at least accept the existence of a physical world that is largely independent of
howwe think of or observe it. So scientific realism incorporates what I called Physical
Realism.Quantum theory is compatible with Physical Realism, in the pragmatist view
of Section 7.4. While agreeing that there is a physical world whose existence is inde-
pendent of how we think of it, a Fuchsian participatory realist takes its development
to be sensitive to our thoughts through our intentional actions that precipitate an
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unpredictable observed response.While I see this as a novel form of Physical Realism,
others may count it a rejection of this minimal scientific realist requirement.

As an epistemological optimist, a scientific realist should further maintain that
through our best science we have learned a lot about what the physical world is like,
including many of its features that we cannot observe through our unaided senses.
Applications of quantum theory have certainly led to successful predictions and
explanations of physical phenomena, many of which are in this sense unobservable.
The pragmatist view of Section 7.4 helps us understand howwe apply quantum theory
in deepening our knowledge of these phenomena without taking wave functions
or other elements of its mathematical models to represent beables. But for a QBist,
quantum theory has taught us little or nothing about what the physical world is like:
it hasmerely provided each agentwith a tool that is valuable in anticipating that agent’s
future experiences when acting in the physical world.

The most direct way a scientific theory could teach us about the physical world is
by itself describing it, or offering mathematical models by which to represent it. For a
Quantum Scientific Realist, that is the only way we could learn from quantum theory
about the physical world. Adopting this restricted conception of quantum realism has
led to a proliferation of rival Interpretations of quantum theory, each eager to extract
a literally true story of what the physical world is like from quantum theory itself.
But pragmatism encourages a wider perspective on how we might gain knowledge of
the physical world. A pragmatist who takes the view of Section 7.4 rejects Quantum
Scientific Realism. She sees quantum theory as a radically different kind of theory
that teaches us about the world not by offering models by which to represent it, but
by advising us on how it may meaningfully be represented, and how likely is each
meaningful representation to be true. This is how quantum theory has taught us a lot,
not only about what the world is like but also about the scope and limitations of our
representations of it.

A scientific realist should reject a ‘thick’ correspondence view of truth in favor
of a deflationary account, and regard referential semantics as offering an analytic
model of content rather than a substantive account of its origins. These pragmatist
attitudes to truth and reference underlie Section 7.4’s pragmatist view of quantum
theory. By adopting an inferentialist account of how content accrues to a statement,
this pragmatist view shows how to eliminate all Bell’s (2004a, 215) proscribed words
from a formulation of quantum theory with no measurement problem while yielding
a statement of the Born rule compatible with the “no-go” theorems of Bell (2004b),
and Kochen and Specker (1967). It also shows how to reconcile the existence of a
unique, objective, physical outcome of each successful quantum measurement with
the argument of Frauchiger and Renner (2016).

William James presented his pragmatism as a conciliatory view in philosophy.
I think of Section 7.4’s pragmatist view of quantum theory as offering to reconcile
the views of Bohr and Einstein. If Bohr was right that acceptance of quantum theory
requires acknowledgment of the limits this puts on our abilities to speakmeaningfully
about the physical world, perhaps Einstein was right to hold out the hope that these
limitsmay be transcended as quantum theory is succeeded by an evenmore successful
theory that gives us an approximately true, literal story of what the physical world
is like.
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8
Can Pragmatism about Quantum
Theory Handle Objectivity about
Explanations?

Lina Jansson

8.1 Introduction
The idea that one of the aims of science (and one that the sciences sometimes succeed
in) is to offer objectively correct explanations of phenomena by accurately (enough)
representing the system of interest has close ties to scientific realism. The connection
is twofold. First, realism is often formulated in opposition to instrumentalism where,
tellingly, the primary epistemic goal of science is not explanation but prediction.
Second, a common form of scientific realism has a commitment to inference to the
best explanation and arguments from explanatory indispensability at its core.1

Healey’s (2017) pragmatist approach to quantum theory takes the role of quantum
theory to be one of guiding an agent’s beliefs, instead of representing quantum states
and their properties:

The most significant break marked by acceptance of quantum theory is a novel, indirect use
of models to further the aims of fundamental science. This, above all else, is what makes
quantum theory radical . . . Quantum theory is revolutionary not because it represents new and
unfamiliar physical things and processes in the universe, but because of the way it improves
our use and understanding of representations of the universe we could offer without it. (121)

This would naturally seem to be classified as an instrumentalist attitude towards
quantum theory. However, Healey also takes quantum theory to be able to objectively
explain phenomena, fitting a more typically realist attitude. When explanation is
addressed within anti-realism, it is typically taken to be a pragmatic virtue (e.g.
van Fraassen, 1977; 1980). In the debate over realist versus anti-realist approaches to
quantum theory, we similarly find arguments that the crucial question hinges on the
availability of objective explanations (e.g. Timpson, 2008). If a position that holds both

1 Chakravartty (2017) calls the strand of realism that emphasizes explanatory indispensability expla-
nationism. I use the term here to cover realist arguments that proceed from explanatory commitment to
ontological commitment generally. Saatsi (2018) discusses the centrality of explanatory reasoning to realism
(and its limitations).

Lina Jansson, Can Pragmatism about Quantum Theory Handle Objectivity about Explanations? In:
Scientific Realism and the Quantum. Edited by: Steven French and Juha Saatsi, Oxford University Press
(2020). © Lina Jansson. DOI: 10.1093/oso/9780198814979.003.0008
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that the role of quantum theory is to guide agents’ beliefs and that quantum theory can
offer objective explanations can be maintained, it occupies a middle ground between
explanation seeking realism and prediction focused instrumentalism. Moreover, it
is an attitude that could be very attractive since it seems to sidestep many of the
traditional interpretative challenges for realist approaches to quantum theory without
subscribing to an ideal of scientific success that sidelines scientific explanation.

In this chapter I will argue that there is such a middle ground to be had. However,
it comes with some significant costs. In order to outline the difficulty, let me turn
to the aspect of the (typical) realist attitude towards explanation that is the source
of the problem. Namely, that an aim of science is to offer an accurate account of
the world, and, in particular, that successful scientific explanations offer accurate
representations of systems of interest.2 Here we seem to have an immediate conflict
with Healey’s pragmatist approach. Quantum theory is not, on this view, in the
business of representing the phenomena of interest (accurately or otherwise). It is in
the business of providing advice about what to believe. In Section 8.2, I will spell out
the realist requirement that explanations offer accurate representations and briefly
consider its plausibility. In Section 8.3, I will raise a challenge to the pragmatist
approach to quantum theory that stems from giving up the requirement of accurate
representation in providing explanations. I will suggest a way to tackle this problem
that allows for (a limited use of) arguments from explanatory indispensability and
inferences to the best explanation in Section 8.4. Finally, in Section 8.5, I will illustrate
how this suggestion, while offering a middle way between instrumentalism and
realism, carries real explanatory costs.

8.2 IBE, Explanatory Indispensability, and
a Putative Truism about Explanation

Many realists argue for our commitment to the existence of at least certain
entities, facts, or structures based on inferences that assume a putative truism
about explanation: falsehoods do not explain. For example, we find this truism
behind inferences to the best explanation, in the reliance on objective explanatory
dependencies, and in arguments from explanatory indispensability.3 The idea is that
statements of genuine explanans have to be true and that truth is to be understood in
a non-deflationary way.4

For example, here is Leng’s (2005, 173) particularly clear summary of explanatory
indispensability arguments (that she does not endorse) for the existence ofmathemat-
ical objects. Here the truism appears as part of P1 (coupled with a non-deflationary
account of truth).

2 I am purposefully leaving it open how accurate a representation has to be in order to count as accurate
(enough). I explain why I think that this issue can be left unsettled for the purpose of this chapter at the
end of Section 8.4.3.

3 See, for example, Baker (2005), Berenstain and Ladyman (2012), Colyvan (2001; 2012), Kitcher (1993),
and Psillos (1999).

4 This is common inmany accounts of explanation. See, for example,Hempel (1965) and Strevens (2008).
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(P1) Genuine explanations must have true explanans. In particular, then, the objects posited
by those explanans must exist.

(P2) There are some genuine mathematical explanations of some physical phenomena.
Therefore

(C) The mathematical objects posited by these explanations must exist.

The same style of argument could be given from scientific explanations of physical
phenomena to the existence of the unobservable entities or structures posited in those
explanations.5

One of the reasons why (P1) is a putative truism is that it accounts for why a whole
range of putative explanations fail to be genuine explanations. Consider for example
why the examples below fail.

1. Why did the candle in the jar stop burning? Answer: the air was unable to absorb
more phlogiston.

2. Why does Mars display retrograde motion? Answer: the epicycles in the orbit of
Mars means that it periodically ‘reverses’ direction.

3. Why did children in Salem display strange behaviour? Answer: they were
afflicted by the casting of malicious spells by witches.

4. Why did I go to the fruit stall? Answer: I wanted to buy durian fruits.

In all of these cases we can—if we accept the putative truism—give the same simple
answer as to why these explanations fail to be genuine explanations. The explanantia
in question are false. Moreover, the truism seems to give the correct prediction of
when we would be inclined to retract our endorsement of an explanation. I cannot
both claim that the explanation of the behaviour of the children in Salem is that they
have been afflicted by spells cast by witches and that there are no witches and no such
spells. If I previously endorsed the explanation of the behaviour of the children in
Salem above, once I come to believe that there are no witches and no malicious spells
I must retract my endorsement.

This might seem to make the case overwhelming in favour of the putative truism.
However, there are also strong considerations that push in the other direction. This
is why statements of the putative truism are nearly always followed by a weak-
ening clause (even if little attention is given to its importance). For example, the
description of the laws that an explandum phenomenon depends on have to be true
or approximately so, and the causal mechanisms that we describe have to be true
causal mechanisms or approximately so, etc.6 At least some theories are in common
explanatory use even after they have come to be regarded as (strictly speaking) false.7
For example, take the putative explanation of why the escape velocity on the surface
of the earth is roughly 25,000 mph. A standard explanation of this makes use of
conservation of energy and Newton’s law of gravity. Yet, we do not take Newton’s law
of gravity to be strictly true.

5 I think that the realist’s case is best put in terms of an argument from a commitment to the genuineness
of certain scientific explanations to a commitment to the existence of the unobservable entities or structures
posited in those explanations. However, I think that Leng’s summary better captures the state of the debate.

6 See, for example, Craver (2006), Hempel (2001), and Woodward (2003, section 3.3).
7 And, depending on our attitude towards our current best scientific theories, we might take them all to

be, strictly speaking, false.
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For a realist who argues from explanatory commitments to ontological commit-
ments these types of examples raise a challenging question: how can we defend such
arguments in light of the seemingly indispensable use of idealizations, distortions, and
fictions within scientific explanations?8

For those who deny the putative truism about explanation a different challenge
looms large: what distinguishes acceptable uses of idealizations, distortions, and
fictions in explanations from unacceptable ones (e.g. in 1–4 above)? Or, when is
accurate representation of the system of interest not required for explanation?

A realist who accepts some version of the explanationist strategy has a particularly
difficultmiddle road to steer here. For example, inferences to the best explanation lose
their force if accurately representing the target system is not among the features that
makes an explanation the ‘best’ of the alternatives. If, in comparing competing expla-
nations, we can judge one that we take to less accurately represent the explanatory
target as better than a more accurate competitor, then the plausibility of inference
to the best explanation has been undermined. If the truism has to be modified, it
has to be modified in some way such that what distinguishes explanatory from non-
explanatory uses of idealizations, distortions, and fictions is (i) recognizable in the
internal workings of explanations, and (ii) tracks ontological commitment.

For example, arguments from explanatory indispensability would lose their force
if explanatory indispensability (suitably understood) did not track ontological com-
mitment, or if the only way to spell out what ‘suitably understood’ explanatory
indispensability is forces us to rely on resources not recognizable internal to the
explanation. If we have to appeal to criteria external to the explanation then it is not
explanatory indispensability that is doing the work in determining ontological com-
mitments. Similarly, in inferences to the best explanation, the comparison between
competing explanations has to be such that we can make it without appeal simply
to ontological commitments independent of the explanations at hand (since this
would undermine the need for the inference to the best explanation). Moreover, the
relevant notion of explanatory goodness has to track ontological commitment. If we
can distinguish explanatory from non-explanatory uses of idealizations, distortions,
and fictions in a way that is internal to the explanations in which they occur and
such that ontological commitments are tracked, then we have opened up a strategy
for reinstating explanationist arguments for realism.

However, there is one family of accounts of explanation where this precisifying
project looks particularly unpromising. On pragmatic approaches to explanation, it is
natural to take the difference between explanatory and non-explanatory uses of ideal-
izations, distortions, andfictions to vary by context in away that resists generalizations
based on criteria internal to explanation. This is, for example, Bokulich’s (2012; 2016)
view. These types of accounts do not naturally support explanationist arguments for
realism. On these views, what distinguishes explanatory from non-explanatory uses
of idealizations, distortions and fictions is neither recognizable internal to explanation
nor such that it tracks ontological commitment. The project of precisifying the

8 Maddy (1992; 1995) has long noted that idealizations, distortions, and fictions pose a challenge for
indispensability arguments. Here that challenge is extended to explanatory versions of indispensability
arguments.
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relevant explanatory goodness or the relevant explanatory indispensability cannot get
off the ground.

If Healey’s pragmatist approach to quantum theory is to strike a middle road
between instrumentalism and realism (of the explanationist type), then a new solution
to the two challenges above is needed. Moreover, it cannot come from drawing on
pragmatic approaches to explanation. Of course, it is possible to reject the arguments
from explanatory commitment to ontological commitment and instead adopt another
reason for accepting (aweakened version of) realism.However,Healey does not adopt
a pragmatist account of explanation and this leaves open the possibility that standard
explanationist arguments for realism could apply (but in a more restricted form).

In the rest of this chapter, I will argue that there is a way forward available to the
pragmatist about quantum theory (albeit at a cost) that keeps the standard realist
inferences from explanatory commitment to ontological commitment intact (but
restricted). The key to a solution lies in distinguishing different explanatory roles.9

8.3 Pragmatism about Quantum Theory without (Pure)
Pragmatism about Explanation

A distinctive aspect of pragmatism about quantum theory is that quantummodels are
not taken to have the task of (accurately or otherwise) representing quantum features
of physical systems. This is not to deny that applications of quantummodels to target
systems take the systems modelled to be real. Rather, the idea is that the role of a
quantum model is to prescribe how an agent should update their beliefs regarding
non-quantum features.

I’ll call the system(s) to which quantum theory is applied in any instance the target of that
application. The target is physical, and any actual (rather thanmerely hypothetical) application
takes it to be real—an element of physical reality. Recall how Bell introduced beables as what
a theory takes to be physically real . . . But it does not follow that the quantum model applied
represents the target of its application or that the target is a beable of quantum theory …Things
whose physical existence is presupposed by an application of quantum theory deserve a name
of their own: I’ll call them assumables.

The target of any actual application of quantum theory is clearly assumable in this sense,
whether or not the model applied is taken to represent it. Whatever entities and magnitudes
back assignment of a quantum state in this model are also assumables, such as experimental
equipment including Bell’s settings of switches, knobs, and currents. …The readings of instru-
ments recording such outcomes must also be counted among quantum theory’s assumables.
Clearly the application of a model of quantum theory assumes a lot about how the physical
world can be represented. But examination will show that no element of a quantum model has
the function of representing any beable that is novel to quantum theory. (Healey, 2017, 127–8)

9 The need to distinguish different explanatory roles is also the general suggestion that Baron (2016) and
Saatsi (2016) make in recent work. However, the focus of Saatsi’s work is to survey how different accounts
of explanation interact with arguments from explanatory indispensability. I will provide a solution to one
of the problems that Saatsi notices for broadlyWoodwardian accounts. My account will differ from Baron’s
in providing a criterion internal to explanation.
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In a first departure from the traditional realist/anti-realist debate, the assumables do
not have to concern observable aspects or quantities nor do they have to be capable
of being described classically.

When it comes to explanation, a quantum model explains by telling us what to
expect and what the explanandum depends on. The Born rule plays a crucial role in
this by relating the mod square of the amplitude of the wavefunction to probabilities
of outcomes. This gives us a way to move from features of the quantum model
to information about what we should expect (see, e.g. Healey 2017, 138). The Born
probabilities are also given a pragmatist interpretation. They do not, for example,
represent physical propensities and are not physical magnitudes on this view. Rather,
they are guides for how an agent should adjust her credences.

To illustrate this feature of the pragmatist approach, let us consider the situation in
an EPR-style set-up. For example, let us say that Alice and Bob are in two spacelike
separated regions 1 and 2 (respectively) measuring the linear polarization of photons
from a source where each photon pair is assigned an entangled state |η〉. Alice and
Bob can both manipulate the settings of the polarization measurement (a and b,
respectively) and can be taken to set the measurement parameter just before some
period of time T during which the measurement events take place. The measurement
is recorded by some outcome event A at 1 and some outcome event B at 2.

In this set-up the probability of some outcome A is not identical to the probability
of A conditional on B. However, on the pragmatist approach this simply indicates
that if Alice had available the information about the setting b and the outcome B (in
addition to the information about |η〉 and a), she should now, say, give outcome A
the probability 1 rather than 1/2. However, in the set-up described Alice does not have
access to this information and, importantly, there is no probability here that is the
objective chance of A of which we can ask if it is, say, 1 or 1/2.

So far, this looks very much like a through-and-through non-realist account where
quantum theory is applied in order to tell us what to expect but not taken to directly
be about the way the world is (probabilistically or otherwise). Yet, the pragmatist
approach is not supposed to be an instrumentalist position. In a second departure
from the traditional divisions in the realism/anti-realism debate, on the pragmatic
approach quantum theory is taken to be able to explain, to do so well, and, although
dependent on physical situation, to allow for objective explanations in the sense that
whether the explanans accounts for the explanandum does not vary with context (as
in pragmatic accounts of explanation).

Anyone can apply quantum theory from the perspective provided by the local situation of Alice
or of Bob to show that the correlations of outcomes recorded at 1, 2, as well as the statistics
separately recorded at each of 1, 2, were just as expected for an agent in that situation. These
applications also make it clear what both these non-localized correlations and the localized
outcomes that constitute them physically depend on. By showing that they were to be expected
and what they depend on, quantum theory helps us to explain the non-localized correlations it
successfully predicts. The correlations depend on whatever physical conditions make |η〉 the
correct quantum polarization state to assign to the systems involved; the settings a, b; and
the physical conditions at 1, 2 in T necessary for events localized in each region to count as
recordings of the outcome of the relevant linear polarization measurement there.

(Healey, 2017, 74, my emphasis)
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The first thing to note is that on the pragmatist approach to quantum theory the
explanatory dependence spelled out above does not directly involve the quantum state
(since this too is given a pragmatist understanding). Rather, the dependence holds
between the assumables of the quantum model.

This approach denies the putative truism of Section 8.2. At first glance, it also offers
an easy solution to the challenge posed to deniers of this truism. The answer to what
distinguishes acceptable uses of falsehoods, idealizations, or otherwise non-accurate
representations of the target system from unacceptable uses is simply pragmatic.
However, Healey does not pursue this answer. His pragmatist approach is supposed to
offer an alternative between traditional realist and anti-realist views in two respects.
First, by not focusing on the observable/unobservable distinction as the crucial one.
Second, by keeping a commitment to the importance of objective explanations within
quantum theory. The easy answers for deniers of the putative truism threatens the
latter aspect.

To see how the pragmatic account fares with this problem we need to say a little
more about what is required for successful explanation. So far, we have identified
that quantum models can explain, on this view, by showing that the explanandum
was expected and by showing what the explanandum depends on. The expectability
requirement is clear but also faces a number of well-rehearsed challenges if taken
as the sole criterion of explanation.10 The dependence requirement goes some
way towards addressing these shortcomings. However, not all ways of spelling
out the dependence requirement will fit with the goal of allowing for objective
explanations.

A prominent way of spelling out the dependence requirement is in terms of the
ability to answer what-if-things-had-been-different questions (w-questions for short)
as developed byWoodward (2003). This account also yields the desired objectivity of
explanations and resists taking the explanatory relation to be context relative.

On my analysis, interest relativity enters into what we explain but not into the explanatory
relationship itself. What we try to explain depends on our interests, but it does not follow
that for a fixed explanandum M and fixed explanans E, whether E explains M is itself interest-
dependent. Obviously, it is not puzzling and no threat to the “objectivity” of explanation that
the explanans E may explain M but a different explanans E′ may be required to account for M′.

(Woodward, 2003, 230)

Several of the central motivations for this account—namely, that explanation “is
a matter of exhibiting systematic patterns of counterfactual dependence” (Wood-
ward, 2003, 191) and the idea that the dependencies that matter have their roots
in interventions—are attractive on a pragmatist approach to quantum theory. The
focus on interventions is tied (at least conceptually) to changes that agents can bring
about in a system (even if these are abstractly formulated and not tied to what is
physically or even nomologically possible for an agent to do) which fits nicely with the

10 In particular, this is the basis of familiar objections to the deductive-nomological account of
explanation as presented by Hempel and Oppenheim (1965). I argue that some of these objections can be
addressed as to not count against nomological accounts of explanation in Jansson (2015) but this requires
moving beyond a mere (nomological) expectability account of explanation.
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relativity to physical situatedness in the pragmatist approach.11 However, one of the
central commitments of Woodward’s account, namely, the focus on causal accounts
of explanation and causal interventions has to be relaxed.12 It is easy to see why. The
quantum state plays a key role in explanations but is not taken to have the job of
describing the target system.

The account presented here of how we use quantum theory to explain regularities makes no
attempt to portray these explanations as causal. But it is consistent with the intuition that such
explanations display two kinds of dependence of the regularities on the conditions in which
they are manifested.

The regularity depends on the quantum state or states that figure in the explanation: these
states are what give one reason to expect the regularity to obtain. This kind of dependence is
certainly not causal, as a quantum state does not represent or describe themomentary condition
of a physical system to which it is ascribed. But it is still physical, in the sense that the correct
quantum state ascription supervenes on the (non-quantum) physical conditions that ground it.

(Healey, 2015, 38)

On the pragmatic approach the relevant w-questions must allow for dependencies
that cannot be understood in causal terms. There are challenges to address here (and
I think that they can be addressed) but for now, the relevant point to highlight is
that this relaxation of the demand for causal dependencies and causal interventions
blocks an otherwise tempting avenue towards distinguishing the failed explanations
in Section 8.2 from appropriate uses of idealizations, distortions and fictions. The
tempting, but no longer available, answer is that the failed explanations in Section 8.2
fail to get the causal dependencies right. On a causal dependence account, this would
otherwise be an attractive weakening of the truism (accurate representation of the
causal dependencies matter). However, we cannot simply repeat this move once we
have relaxed the sense of explanatory dependence. We now need to specify more
precisely which dependencies matter. At least the first two of the failed explanations
in Section 8.2—the candle ceasing to burn due to the saturation of phlogiston in the
air and the geocentric explanation of the retrograde motion of Mars—are capable
of successfully answering a range of w-questions and supporting counterfactual
dependencies in a broader sense. For example, what would have happened had
the candle been in an open rather than a closed jar? Answer: it would have kept
burning.

While there is scope to argue about the placement of specific cases, in order to
keep a middle ground between mere prediction (in the instrumentalist sense) and
objective explanations with a commitment to the putative truism (as is typical of
realist approaches) something more—beyond an appeal to the ability to correctly

11 In particular, it fits especially nicely with the motivation for taking applications of quantum theory
to explain the correlations predicted in cases of entangled quantum states without invoking causal action
at a distance. There are, however, questions about the extent to which this argument relies on taking the
explanatorily relevant counterfactuals to represent nomologically possible interventions for the agent. Such
a requirement would mean that an account in a Woodwardian spirit would need to be significantly altered
to fit the pragmatic approach to quantum theory. I think that such a project could be undertaken, but I will
put this concern aside for another time.

12 This is key also to the treatment of the correlations predicted in cases of entangled quantum states.
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answer non-causal w-questions—has to be said to rule these cases out. The next
section will spell out a suggestion for what can be said.

8.4 Explanatory Roles and Ontological Commitment
In the previous section, I outlined the commonalities and some key differences
between Healey’s (2017) discussion of explanation and Woodward’s (2003) account.
Before I can suggest a way forward, I need to spell out why I nonetheless think that an
account in aWoodwardian spirit is the right type of account for a pragmatist approach
to quantum theory to focus on.

In this section I will introduce the idea of an epistemic account of explanation
and argue that this type of account is well suited to Healey’s goal of establishing
pragmatism about quantum theory as an option between realism and instrumental-
ism. An epistemic dependence account allows for different types of dependence, and
in Section 8.4.2 I will argue that different types of dependence are associated with
different explanatory roles. In Section 8.4.3, I apply the account from Section 8.4.2 to
address the cases discussed in Section 8.2.

First of all, we need to make some broad distinctions between different ways
of thinking about explanation. Sometimes explanations are assumed to be in the
world; one aspect of the world explains some (other) aspect of the world. I will call
this construal ontic explanation.13 However, explanations can also be assumed to
be the kinds of things that we—as epistemic agents—seek, give, and receive. Here
explanations are often understood primarily as acts of communication where the goal
is to increase understanding. If we take an approach that focuses on subjective notions
of understanding, then we get an account according to which explanations are—as
Jenkins (2008) puts it—in the mind.14 There is also a third, mixed, option. I will
call this notion of explanation epistemic, since it—like accounts of knowledge—has
components reflecting constraints based on what the world is like and components
reflecting the mental states of agents.15 Explanations are (by definition) something
that we, as epistemic agents, seek, receive, and give, but whether we succeed in
having an explanation once we have grasped a putative explanation is not determined
by factors relating to our mental states—collectively or individually—rather, it is
determined by the way the mind-independent world is.16 A successful explanation
is one where our beliefs adequately (whatever this turns out to mean) reflects some
(to be identified) aspect of the world. In the recent literature, Woodward’s (2003)
interventionist account of causal explanation (and developments in, for example,
Hitchcock and Woodward, 2003 and Ylikoski and Kuorikoski, 2010) stands out as
an example of such an account.

13 Salmon (1978) offers a causal account of this kind. Bokulich (2016) argues for greater clarity in
whether an account is ontic or merely has a worldly constraint on successful explanation.

14 I take Faye’s (2014) account to be of this kind.
15 The closest related notion is Jenkins’s (2008, 67) genuine-understanding explanations. Within a

specific framework of focusing on w-questions and counterfactual dependence this idea is developed by
Hitchcock and Woodward (2003) and Ylikoski and Kuorikoski (2010).

16 I take this category to not include pragmatic accounts of explanation such as that of van Fraassen
(1977; 1980), since on these accounts whether a putative explanans E is an explanation for some explanan-
dum M is context dependent and so, plausibly, dependent on factors related to mental states.
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Epistemic accounts are particularly friendly to the goals of Healey’s pragmatic
approach to quantum theories. As I have already emphasized, Healey’s account of
explanation needs to reject the putative truism of Section 8.2. Epistemic accounts
naturallymake room forweakening the putative truismwhile retaining the objectivity
of explanation. If the goal is to have our beliefs adequately reflect some aspect of the
world, thenwe can expect to find tradeoffs between favouring features of explanations
that allow us to successfully form beliefs and features that increase the accuracy of the
representations involved.

For the rest of this chapter I will focus on epistemic accounts in a (very broadly)
Woodwardian spirit. However, I think that in principle other accounts in the same
broad family could do the job. I will take the crucial notion of explanatory connection
to be one of dependence, followingWoodward in his focus onwhat-if-things-had-been-
different questions, and I will formulate the argument in these terms. The challenge is
how to combine the three desiderata articulated so far. We would like to:

1. retain an objective account of explanation (and in particular, allow for objective
grounds to rule out the failed explanations of Section 8.2).

2. weaken the putative truism in Section 8.2.
3. allow non-causal dependencies to be explanatory.

So far, I have argued that the third desiderata makes the combination of the first two
more challenging. In the next section, I will suggest how, nonetheless, I think that
all three can be satisfied. A tempting route towards weakening the putative truism
on any epistemic dependence account of explanation is to distinguish the worldly
relations of dependence from what allows us to grasp those dependencies. As a first,
and very rough approximation, what really matters is what the explanandum actually
counterfactually depends on.17 The next section will spell this out.

8.4.1 Epistemic accounts of explanation and types of dependence
The explanations thatHealey (2017) discusses are explanations provided bymodelling
a system of interest. If we categorize the possible types of dependence present in
an explanatory model according to their relata, then we get four possible types of
dependence (Figure 8.1):

Type 1: Dependence relating features of the model to features of the world.
Type 2: Dependence relating features of themodel to other features of themodel.
Type 3: Dependence relating features of the world to features of the model.
Type 4: Dependence relating features of the world to other features of the world.

So far, I have not said anything about which broad type (1–4) of dependence is the
sine qua non for explanation. On an ontic dependence account, it is natural to focus on
the fourth type. The role of the other dependencies between the world and themodel,
within the model, and between the model and the world are all easily understood as

17 This is, roughly, the suggestion by Baron (2016) and Saatsi (2016). However, I will not develop the
idea closely along the lines suggested there. In particular, I think that Baron’s suggestion is not friendly to
arguments from explanatory indispensability.
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Figure 8.1 Types of dependence

part of the practice of providing information about the worldly dependence.18 Types
1–3 look like explanatory dependence analogues to generally recognized important
steps of modelling. When we try to model a target system we first have to describe
the aspects of interest in a way appropriate to the modelling scenario; second, we can
reason within the model; and, finally, we need to know how to translate the reasoning
from within the model back to information about the target system.19

For explanation it is not enough to reason predictively correctly about the target
system. Within epistemic dependence accounts (such as Woodward’s), we also need
to be able to answer questions about how the explanandumwould have been different
had some aspects of the target system been different. In order to answer such
questions, the modelling steps have to support some information about dependence
at each step of themodelling process. However, this only tells us that the dependencies
of type 1–3 are inferentially robust. It does not turn them into worldly dependencies.
On this view, themodel is naturally understood as ‘mediating’ the reasoning about the
fourth type of dependence.20 Epistemic dependence accounts can allow that all types
of dependence are crucial in model explanations. However, the type of dependence
that really matters—what the explanandum actually depends on—must be of type 4.

This has not yet given us an answer to the challenges from Section 8.2. However, in
order to do so we can combine the different types of dependence with the roles that
they can occupy in explanations.

8.4.2 Explanatory roles
The basic explanatory roles that the traditional accounts of explanation recognize
start off fairly coarse-grained; there is what is doing the explaining and what is
being explained. Quickly, however, even the traditional accounts will provide more
fine-grained roles within the explanans. There is typically a privileged place for
causal relations or nomological relations, so that we can distinguish between the

18 I will continue the discussion simply in terms of themodel/world relation and worldly dependencies.
However, this is a simplification since what the model takes as input is very typically a theoretical
description of the system of interest that is available from another model or theory. What is crucial for
my discussion is that this input is external to the explanatory model in question.

19 For a discussion of mathematical models in these terms see, for example, Bueno and Colyvan (2011,
353).

20 This is in line with the suggestion fromMorrison (1999, 63).
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causal relations or nomological relations required for explanation and the relata of
these relations that may figure in the explanans. For example, within the deductive-
nomological account we can distinguish between the laws and the particular facts.21
On dependence accounts of explanation, such as Woodward’s (unlike the deductive-
nomological account), it becomes particularly clear that these components have
different explanatory roles.

On a dependence account, the crucial distinction is not between particular facts
and laws. Rather, it is between what is specified as the initial input—all explanations
have to start somewhere—and what allows us to make inferences about the counter-
factually robust links between the explanans’ initial input and the explanandum. In
more familiar terms, in causal accounts we distinguish between endogenous variables
(with values determined by themodel), the exogenous variables (with values assumed
to be determined fromoutside of themodel and acting as initial input into themodel),
and structural equations capturing how exactly the endogenous variables depend on
the exogenous ones and each other.

Many structural equations capture what we typically take to be laws. However,
Woodward (2003, ch. 6) points out that explanatory generalizations do not have to be
exceptionless laws. The crucial role of the explanatory generalizations, onWoodward’s
account, is to allow us to reason reliably about how the explanandum depends on the
initial input into the explanans. I will take this point on board.22 What will matter
for the way that I will carve up the explanatory roles within the explanans is simply
the distinction between the initial input into the explanans versus what allows us to
reason reliably about how the explanandum depends on the initial input. This way of
distinguishing the initial input from the inferential resources is relative to a specific
explanation. An inferential resource relative to one explanation might be an initial
input relative to another explanation. However, relative to an explanation, it is an
internal matter whether something is an initial input into the explanans or specified
as an inference supporting principle, such as a law. In order to present a dependence
explanation, we have to specify what is playing which role.

On dependence accounts of explanationwe are looking for information about what
in the world the explanandum phenomenon depends on. Successful explanations
will, at minimum, show that the explanandum depends on the initial input into
the explanans in some way. The ‘some way’ needs to be specified in more detail

21 As Hempel and Oppenheim (1965) do.
22 There is a slight complication here. If the crucial role is enabling us to reason reliably about robust

dependence relations between the initial input into the explanans and the explanandum, then there is no
particular reason to restrict ourselves even to generalizations. Woodward is focused on causal models, and
he focuses on the explanatory project as starting once we have selected a certain model (and accepted it
as apt). With this in place, the explanatory generalizations allow us to do the required inferential work. I
think that this way of conceptualizing scientific explanation hides the inferential importance of dependence
of types 1 and 3, and risks conflating dependence of type 2 with dependence of type 4. In particular, it is
not simply the generalizations within models that allow us to reason inferentially with the model. The
dependence relations between the world and the model and back to the world from the model are equally
important to the explanatory use of models. I do not think that Woodward would deny the importance of
these aspects of explaining with models, but in his account of explanation they are simply assumed to be
in place before the account of explanation kicks in. To make sure that we keep these types of dependence
on the table, I will not restrict the inferential resources to generalizations.
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and that is the job of the inferential resources of the explanation. Since it is easy to
take a representational understanding of laws and causal relations, the distinction
between inferential dependence (type 1–3) versus worldly dependence (type 4) seems
less important in simple causal explanations. Nonetheless, once we get to more
complicated explanations the distinction is crucial.

In particular, if we want to relax the putative truism on explanation, it is reason-
able to do so for inferential dependence but not for worldly dependence (on these
accounts of explanation). Non-representational aspects of modelling a target system
(or, perhaps better, aspects that are not considered adequate or accurate enough
representations of the target system) can play a role in mediating our reasoning
about worldly dependence, but, since they cannot figure as relata in such relations,
they cannot occur in the initial input into the explanans. For example, the intra-
model inference might proceed via several steps where there is no demand of type 1
dependence at each step (of course, other more complicated relationships are possible
too) (Figure 8.2).

Now we have a criterion internal to explanation that puts a systematic restriction
on the explanatory roles of non-representational (or not adequately representing)
aspects: the initial input into the explanans is ontologically committing and cannot
be of this kind.

So far I have motivated a representational restriction on explanatory roles that
nonetheless is compatible with many of the goals of Healey’s pragmatist approach
to quantum theory. The goal is to allow for the satisfaction of three desiderata. As a
reminder, we would like to

1. retain an objective account of explanation (and in particular, allow for objective
grounds to rule out the failed explanations of Section 8.2).

2. weaken the putative truism in Section 8.2.
3. allow non-causal dependencies to be explanatory.

Of course, whether the above criterion will stand up to scrutiny from examples is
yet to be seen. Let me first turn to the examples in Section 8.2 to see if they—as we
would hope—run afoul of the weakened version of the putative truism.23

Type 2Model

World

Type 1Type 1Type 1

Type 2

Type 4

Model Type 2Model Model

World

Type 1Type 1Type 1

World

Type 3Type 3Type 3

Figure 8.2 Intra-model dependence in several steps

23 I am not arguing that the way that I have suggested in this section is the only way to reconcile
the three desiderata. In particular, I am grateful to an anonymous referee for raising the suggestion that
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8.4.3 Non-explanations and explanatory distortions
Consider again the cases 1–4 in Section 8.2 that the putative truism seemed to handle
nicely by ruling them out as explanations since they do not accurately represent the
systems of interest. Intuitively, the answer to why epicycles in the orbit ofMars cannot
explain retrograde motion, or why the casting of malicious spells cannot explain the
strange behaviour of children in Salem, etc., is simply that there are no epicycles and
there are no (efficacious) malicious spells. The explanantia in question have failed to
accurately represent what in the world the explananda depend on.

To illustrate how this is captured on the account presented in Section 8.4.2, let
us reconsider the case of the geocentric model and the putative explanation of the
retrograde motion of Mars. Our target explanandum is why Mars periodically seems
to ‘change’ direction when observed from Earth. The view that I sketched above
suggested that aspects of the explanans that do not (accurately enough) represent the
target system can only be harmless in a model if they are mediating inferences within
the model but are not playing the role of the initial input into the explanans.24 In
the case of the explanation of the retrograde motion, this phenomenon is supposedly
explained by the motion of Mars around the Earth, including the epicycles in the
model. However, here the very aspects that have to be taken as the initial input into the
explanans in question—the epicycles in the orbit of Mars around the Earth—are not
accurate representations of the target system. Moreover, the epicycles invoked in this
model are not merely mediating inferences within the model. Notice that we cannot
redescribe the case in order to simply put the epicycles into the inferential resources.
We are trying to explain why it looks like Mars reverses its direction when viewed
from Earth. The Ptolemaic answer is: Mars does reverse its direction of motion! We
cannot remove the motion of Mars from the initial input into the explanans without
simply destroying the Ptolemaic answer.25

Notice that we cannot recover the explanation by simply relying on the relative
motion of Earth and Mars (that the Ptolemaic system might be taken to accurately
enough describe). At least, this is ruled out by a fairly common and minimal restric-
tion on scientific explanations. Namely, that we cannot explain the explanandum
phenomenon simply by taking it to depend on itself. Here we are interested in
explaining why the relative motion of Earth andMars has a certain qualitative feature
(retrogrademotion). Simply citing the specific relativemotion is just citing the specific
instantiation of the general feature that we are interested in.26

inferential stability or power might be a pragmatist friendly way of reconciling the desiderata. The reason
for not pursuing this option is that I do not see how inferential reliability will avoid judging seemingly non-
explanations or bad explanations as superior to seemingly good (but inferentially limited) explanations.

24 Of course, they do not have to be harmless even then. They also have to be justified. That is, we have
to have reasons to believe that they are reliable for reasoning about the worldly dependence.

25 This is not to say that the Ptolemaic system is incapable of providing any explanations. For some
explananda the relative motion might be appropriate as input into the explanantia. For any such cases,
the account in Section 8.4.2 would allow that the Ptolemaic model could provide (at least a minimal)
explanation.

26 Of course, this might be an explanation in terms of, say, the metaphysical dependence of the general
on the particular. However, this is not how the request for a scientific explanation of retrograde motion is
generally understood.
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A similar account can be given for the other cases above. If we remove the capability
of air to absorb phlogiston from the story above, we simply have no answer left to the
question posed. We have not just removed details about how exactly the dependence
goes; rather, we have destroyed the foundation for any such answer. If we remove the
casting of malicious spells, we destroy the witchcraft explanation of the behaviour
of the children in Salem. If we remove my desire to buy durian fruits, there is no
explanation left as to why I went to the fruit stall.

The above are all examples where the failure to accurately represent the target
system seems to destroy the explanation. However, it was part of the goal of the
account in Section 8.4.2 to allow that the failure to accurately represent the target
system is not always fatal to explanation. Another example from Section 8.2 can
illustrate this possibility.

Consider, for example, the explanation of the escape velocity of an object at the
surface of the Earth. We could account for the escape velocity at the surface of the
earth in Newtonian terms by relying on vescape = √

2GMearth/rearth. In the derivation
of this equation we rely on idealizations, distortions, and the use of the Newtonian
law of universal gravitation, that we now think is strictly speaking false. However,
Newtonian theory of gravity does an accurate enough job of describing how the
escape velocity depends on the mass of the earth, etc. Here the failures to accurately
represent the target system—for example, by introducing a gravitational force—do
not prevent the explanation from providing accurate information about how the
target explanandum, the escape velocity, depends on some aspect of the system that
is accurately represented—for example, the mass of the earth. The force of gravity
does not enter into the initial input in the explanation but is rather playing the role of
allowing us to reason about how the explanandum depends on this input.

It is a further (and difficult) question to characterize precisely what makes an
explanatory input accurate enough. For the general case, I think that the most
promising way forward is to specify what the relevant range of variation is for the
explanandum and to let that dictate the right level of accuracy for the explanans.
On this general approach, it is clear that the mass of the earth is accurately enough
characterized for the purposes of a coarse-grained estimate of escape velocities. The
details about how, for example, Newtonian mass differs from relativistic mass do not
matter here. However, for the rest of this chapter we can sidestep these questions
since the distinctively quantum theoretic aspects of quantum theory are supposed
to not represent the target systems at all in the cases that we are interested in (thereby
avoiding having to answer the question of whether the representation is accurate
enough).

8.5 Explanations on the Pragmatic Approach
to Quantum Theory

So far we have tried to rule out the problematic cases by showing that the inputs
into the putative explanations are not accurately represented. The benefits of the
account developed in Section 8.4.2 is that it allows us to rule these cases out while
still retaining an objective and non-pragmatic account of explanation. In this section
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Figure 8.3 Types of dependence on the pragmatic approach to quantum theory

I will evaluate how far such an account can vindicate the explanatory claims of the
pragmatic approach to quantum theory. After all, here the quantum state does not
play the role of representing the target system (accurately or otherwise!). The idea
that the quantum state cannot serve as an initial input into explanation fits well with
the claim that what makes the dependence physical is “…that the correct quantum
state ascription supervenes on the (non-quantum) physical conditions that ground
it” (Healey, 2015, 38).

The worldly, or ontic, dependence seems to be between these physical conditions
that make the ascription of a quantum state appropriate and the target explanandum.
However, our reasoning about this dependence goes via the ascription of the quantum
state (Figure 8.3).

If the account in Sections 8.4.1 and 8.4.2 is correct, we would expect that quantum
states cannot feature as initial input into explanations on a pragmatic approach to
quantum theory. On the one hand, this seems correct. The input into the explanatory
model are the ‘assumables’, and the quantum state is not among them. On the other
hand, we canworry that quantum states seem to be among the crucial initial input into
many explanations. If the quantum state is explanatory only in the derivative sense of
providing reliable resources for reasoning about worldly (type 4) dependence, then it
seems as if the theory is not doing the real explanatory work after all. Healey considers
an objection of this kind (but not, of course, following the exact proposal given here)
and offers reasons to resist the conclusion that it is not the quantum state that is doing
the explanatory work, and, in particular, that the quantum state alone is not capable
of explaining.

It is often easier to demonstrate the correctness of a quantum state ascription than to make
explicit the non-quantum claims that ground it. The subsequent explanatory application of
that state then proceeds independently of the physical grounds of its ascription. One could
choose to regard an explanation solely in terms of a quantum state as what Hempel called an
explanation sketch; the explanation of which it is a sketch would then go on to specify the
non-quantum claims that ground the ascription of that quantum state. But anyone making this
choice would have to admit that we have yet to explain many or most of the phenomena we
consider successfully explained using quantum theory just by reference to the quantum state.

There is a more important reason to accept an explanation in terms of a quantum state as
satisfactory in its own right. Depending on the circumstances, one of a variety of different
sets of non-quantum conditions may ground assignment of a given quantum state. We may
already knowa large number of differentways of preparing that quantum statewhile confidently
expecting to find new ones. The supervenience base for a quantum state ascription is typically
large, diverse, and open-ended. An explanation in terms of a quantum state acquires unifying
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power by abstracting from the details of the particular physical conditions in which that state is
grounded. (Healey, 2015, 19–20)

For example, we might know several techniques for preparing entangled states where
we do not have access to a statement of the physical grounds that make this quantum
state ascription appropriate.27 On the account in Section 8.4.2, this looks like a
situation where we only have a partial handle on the explanation in question. There
is a role for the quantum state, and the unification might be epistemically valuable,
but it has not yet been given any unified ontic backing. If information about worldly
dependencies is the goal of explanation, then this defence of taking the quantum
state alone to be able to explain is only partially successful. On the one hand, the
view that I have put forward allows that the quantum state might be indispensable
to us in offering explanations. On the other hand, explanations on the pragmatic
approach to quantum theory do black-box an important part of the explanatory
project. In particular, we have only a partial understanding of what it is that makes the
assignment of a given quantum state appropriate and so only a partial understanding
of the worldly unificatory power offered by the quantum state.

Moreover, the quantum state is not, on this view, a mere abstract description of
the physical conditions that ground the appropriate attribution of such a state. The
quantum state is, as we have already seen, not even playing the role of describing
some aspect of the target system. The type of unification that it achieves is, therefore,
not the type of unification that comes from abstracting away from irrelevant details
of the target system as we can understand other abstract explanations to do.28

Mere unification cannot be a good criterion for explanatory power on the account
in Section 8.4.2. Only unification where there is an underlying unity in terms of the
dependencies picked out should be expected to matter. The benefit of the account
in Section 8.4.2 is that it allows us to merely weaken, rather than jettison, the truism
about explanation and keep an objectiveworldly restriction on successful explanation.
This also makes it possible to retain a weakened form of common realist arguments
such as the explanatory indispensability argument and inference to the best expla-
nation. However, the type of explanatory power that comes purely from unification
is best suited to notions of explanation without such ontic constraints. If the power
to unify is only of importance in terms of reasoning about the worldly dependence
relations, then, no matter how great the unifying power of the explanations in terms
of quantum states, the latter cannot explain on their own. On the suggestion made in
this chapter, quantum states can play a genuinely explanatory role on the pragmatic
approach to quantum theory. However, they cannot do so alone.

Since the Born rule is also treated as not representing some feature of, or law-like
constraint on, the target system, the same worry applies to explanations that seem to
take this as an initial input. For example, it seems natural to take the Born rule as such
an initial input into the explanation of why, in cases of interference of more than two
paths, the interference term is the sum of the interference terms taken pairwise. That

27 For examples, see Healey (2015, footnote 14).
28 See, for example, Jansson and Saatsi (2019).
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is, the interference term from three paths A, B, and C is just a sum of Iab, Iac, and Ibc,
with no additional term from Iabc. This seems to depend on the form of the Born rule.

The nonzero interference term Iab is expected in all wave theories, including quantummechan-
ics (3,4). The next higher-order (i.e. three-path) interference term Iabc will be zero in all wave
theories, with a square-law relation between the field energy (or probability density) and field
amplitude, which is the case in quantum mechanics with Born’s rule.

(Sinha et al., 2010, 418)

On this way of putting things, that the three-path interference term is zero depends
on the Born rule being a square-law relation. If the Born rule is akin to a law then this
looks like a law-based explanation. However, what makes the application of the Born
rule appropriate on the pragmatic approach to quantum theory is not guaranteed to be
uniformor law-like. Theway thatHealey approaches the explanation above highlights
these features.

[T]he Born rule is not a law of quantum theory: it emerges only piecemeal in its applications.
When applying models of quantum theory to a variety of different physical systems, one can
use different instances of the Born rule to explain probabilistic phenomena each manifests in
basically the same way. This exhibits a wider pattern to which they all conform.

(Healey, 2017, 163)

Here, the same worries as above apply. Generally, it is not enough to show that
some phenomena all exhibit a wider pattern to have a genuine explanation. The
ontic constraint that would remedy this problem would be to take the physical
grounding that makes the application of the Born rule appropriate to be part of the
explanation. However, these various circumstances are black-boxed if we understand
this explanation from a pragmatic approach to quantum theory.

8.6 Conclusion: Explanation, Realism, and
the Cost of the Pragmatic Approach

The pragmatic approach to quantum theory promises a middle road between realism
and instrumentalism. However, balancing the demands of weakening the putative
truism, retaining the objectivity of explanation, and allowing non-causal dependen-
cies to do explanatory work without running afoul of seeming counterexamples, is
a difficult balancing act. In Section 8.4.2, I have suggested a way in which all three
desiderata could be fulfilled. It is, of course, open to the pragmatic approach to
find another way of balancing the desiderata on explanation, but I hope to have
illustrated that it is not easy to see how to do so. The way forward that I have
suggested also retains the possibility of weakened versions of familiar arguments
from explanatory considerations, such as explanatory indispensability or inferences
to the best explanations, to scientific realism. On the proposal put forward here, it
is not enough that some entity or fact plays an indispensable role in an explanation
for us to be committed to it. Rather, the entity or fact must play an indispensable
explanatory role of a specific type.29 Similarly, we cannot infer to the best explanation

29 See, for example, Baker (2005; 2012) and Colyvan (2001; 2012).
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wholesale, but this account of explanation does allow for the possibility that inferences
to the inputs of our best explanations are legitimate. The solution put forward in
this chapter thus allows for weakened versions of common realist inferences from
explanatory commitment to ontological commitment; it occupies a middle ground
between instrumentalism and realism.

There are, therefore, several ways in which the suggestion made in this chapter
fits nicely with the goals of the pragmatic approach to quantum theory. However,
this account of explanation is not without costs. Many explanations according to this
approach to quantum theory seem to at least partially black-box crucial information
about the physical ground for the appropriate assignment of quantum states or
applications of the Born rule. The restriction on explanation that I have suggested
has the consequence that neither quantum states nor the Born rule can act as initial
explanatory input.While this is a serious cost, it is not clear that a pragmatist approach
to quantum theory has to resist this conclusion. It can be allowed that it is partially
an open question what the worldly unification underlying the appropriateness of
assigning a certain quantum state might be. The pragmatist approach does not entail
taking quantum theory to provide a (metaphysically) fundamental and complete
description of reality such that we could demand that an answer to this question
should come from within quantum theory itself.
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9
Quantum Mechanics
and its (Dis)Contents

Peter J. Lewis

9.1 The Pragmatist Project
One standard way of illustrating the problematic nature of quantum mechanics goes
like this. The quantum state plays the same role in quantummechanics as the particle
distribution does in classical physics—as a representation of physical state of the
system under study. For example, the spin of an electron might be represented by
the state 2−1/2(|↑〉 + |↓〉), where |↑〉 represents a spin-up electron and |↓〉 represents
a spin-down electron (relative to some axis). If a spin measurement along this axis is
performedon the electron, the Born rule says there is a 50% chance of getting the result
‘spin-up’ and a 50% chance of getting ‘spin-down.’ But the standard dynamical law of
quantummechanics—the Schrödinger equation—entails that the post-measurement
state is 2−1/2(|U〉 |↑〉 + |D〉 |↓〉), where |U〉 represents a measuring device reading
‘spin-up’ and |D〉 represents a measuring device reading ‘spin-down.’ This state is
entirely symmetric between the spin-up result and the spin-down result. So when
the result is spin-up, what in the physical state of the systemmakes it the case that the
result is spin-up?Quantummechanics doesn’t say. So it looks like quantummechanics
is either not right, or it is incomplete.
Various strategies have been proposed for solving this problem—the measurement

problem. Bohmians propose to complete quantummechanics by adding particle loca-
tions to the representation, where the particles are either associated with the |U〉 |↑〉
term or the |D〉 |↓〉 term in the state (Bohm, 1952). Spontaneous collapse theorists
propose to change the dynamics by which the state evolves, so that the measurement
process precipitates a ‘collapse’ to one term in the state, where the other term
(essentially) disappears (Ghirardi, Rimini, andWeber, 1986). Everettians propose that
both terms remain, and that an observer should be represented like the measuring
device above, with one component in each term of the sum (Everett, 1957). That is,
the observer splits into two, with one successor seeing ‘spin-up’ and one successor
seeing ‘spin-down’ (Wallace, 2003).
All these approaches have their difficulties. The dynamics governing the Bohmian

particles and the dynamics of the spontaneous collapse mechanism are both
non-local, in prima facie conflict with special relativity. The Everettian approach
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doesn’t add new dynamics, and the dynamics of standard quantum mechanics
can arguably be made consistent with special relativity, so this difficulty doesn’t
arise. Nevertheless, the branching observers of the Everettian approach stretch our
credulity, and also present difficulties for understanding probability, since every
outcome of a measurement is observed by one or other of my successors. These
problems (and others) have been addressed at great length, but the foundations of
quantum mechanics remain hotly contested territory.
Despite this, quantummechanics is arguably themost empirically successful theory

ever devised. How can it be so successful, given that we don’t understand what it
says? A reasonable suspicion is that the success of the theory is evidence that we do
understand what it says. That is, if we focus on how quantum mechanics is actually
used by physicists, we will find that there are no genuine foundational problems.
This is the promise of a pragmatist dissolution of the measurement problem

pursued separately by Richard Healey (2012; 2015; 2017) and Simon Friederich (2015).
Their philosophical inspirations are somewhat different—Healey takes hismotivation
from the American pragmatists and Robert Brandom, whereas Friederich sees his
approach as Wittgensteinian. But the details of their dissolution of the measurement
problem are very similar. They each suggest that if we understand the meaning of
quantum mechanical claims in terms of their use, then we can see that quantum
mechanical claims function very differently from ‘ordinary’ non-quantummechanical
claims. Further, they argue that this difference is such that the measurement problem
outlined above cannot even be formulated.
I shall not take issue with the pragmatist account of meaning, in either its Bran-

domian or Wittgensteinian variant. Nor do I insist on a realist understanding of
quantummechanics in a way that would beg the question against pragmatism. Rather,
my argument here is that a pragmatist understanding of quantum mechanics raises
its own special difficulties, ones that do not arise in other pragmatist dissolutions of
ontological problems.

9.2 The Pragmatist Framework
What are the distinctive features of a pragmatist understanding of quantummechan-
ics? A key ingredient is Healey’s distinction between two kinds of claim: quantum
claims and non-quantum magnitude claims. Quantum claims “concern a quantum
state, quantum probability (or expectation value), or other model element introduced
by quantum theory” (Healey, 2015, 11). Non-quantummagnitude claims (or canonical
magnitude claims) are characterized negatively—as claims concerning themagnitude
of some physical quantity that do not involve quantum states, quantum probabilities
etc. So, for example, ‘The total squared-amplitude of quantum state |ψ〉 in region R
is 0.9’ is a quantum claim, but ‘The particle is located in region R’ is a non-quantum
magnitude claim.
Healey bases this distinction on a difference in the way the two kinds of claim are

used: quantum claims are not used to describe or represent physical systems, but non-
quantum magnitude claims are so used. Instead of describing, the role of a quantum
claim is to license a user of quantum theory to express non-quantum magnitude
claims and to warrant the user to adopt appropriate epistemic attitudes toward these
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claims (Healey, 2015, 11; 2017, 131). Returning to the example, in circumstances in
which it is appropriate to use state |ψ〉 to guide our beliefs about a particular particle,
the fact that its squared amplitude in region R is 0.9 licenses an appropriately situated
observer in believing to degree 0.9 that the particle is in region R.
Friederich endorses Healey’s distinction between quantum and non-quantum

claims (2015, 75). Friederich, too, takes non-quantum claims to be descriptive
and quantum claims to be non-descriptive (2015, 114). In particular, he takes the
role of quantum claims to be epistemic, in the sense that they prescribe the rational
degree of credence in non-quantum claims (2015, 84). Hence there is broad agreement
between Healey and Friederich concerning the central framework at the heart of a
pragmatist understanding of quantum mechanics.
Healey also introduces a helpful example to illustrate the pragmatist approach:

the demonstration of single-particle interference for C60 molecules by Juffmann
et al. (2009). The apparatus is shown schematically in Figure 9.1. A beam of C60
molecules with well-defined velocity is produced (top left) and passes through two
gratings of a Talbot–Lau interferometer in a high vacuum (top right). The molecules
are deposited on a silicon surface, which is later moved into a second high-vacuum
chamber and scanned with a scanning tunneling electronmicroscope (bottom right).
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Figure 9.1 The apparatus of Juffmann et al. (2009). Reprinted figure with permission from
Thomas Juffmann et al., ‘Wave and Particle in Molecular Interference Lithography’, Physical
Review Letters, Volume 103, Issue 26, page 2, Figure 1, http://dx.doi.org/10.1103/PhysRevLett.
103.263601, Copyright ©2009 by the American Physical Society.
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The result is an image of a thousand or so individual C60 molecules forming an
interference pattern (bottom left).
Juffmann et al. use a plane wave as the quantum state of an incoming C60 molecule.

They then apply the Schrödinger equation to obtain the time evolution of the quantum
state through the apparatus. In particular, the interaction between the state and the
gratings produces a state with multiple terms, and these terms interfere to the right
of the gratings to produce a state at the silicon surface exhibiting the characteristic
pattern of high-amplitude and low-amplitude bands.
A suitably situated agent—one who is in a position to observe the image generated

by the electron microscope—can use this final state as a guide to what to believe. In
particular, she can use the Born rule to generate the probability that a C60 molecule
will be located in a particular region of the silicon surface. That is, the quantum state
prescribes how this agent should ascribe credences to non-quantummagnitude claims
of the form ‘The C60 molecule is located in region R.’ The Born rule thus entails that
her credences in claims of this form should be higher for some regions than for others.
Hence quantum mechanics explains interference, not in the sense that the quantum
state describes a real entity, but in the sense that it tells the agent to expect interference
effects.
Decoherence plays an important role in this explanatory story (Healey, 2015, 13;

2017, 215). When the C60 molecule adheres to the silicon surface, it interacts with the
surface in complicated ways. This has the result that the state of the C60 molecule
undergoes environmental decoherence: the state diagonalizes when written in the
position basis, meaning that off-diagonal terms in the state—interference terms—
become very small. That is, although there is interference prior to the molecule
adhering to the surface, after it has adhered, further interference effects are essentially
ruled out. And this in turn warrants the applicability of the Born rule to the quantum
state: when the state is approximately diagonal in the position basis, then the Born rule
can be used to ascribe probabilities to non-quantummagnitude claims concerning the
molecule’s position. Friederich concurs with this role for decoherence (2015, 77).
The key feature of the Healey–Friederich approach is that quantum claims do not

describe physical systems, but instead prescribe degrees of belief in non-quantum
claims (taken as descriptive). Since it is a presupposition of themeasurement problem
that the quantum state is descriptive, adopting the pragmatist framework dissolves the
problem; there is no need for a solution (Healey, 2017, 93). If the quantum state is not
a description at all, it cannot be an incomplete description. And there is no conflict
between a prescriptive quantum state that is spread out over a number of different
experimental outcomes and a description that one of these outcomes actually occurs.
The Healey–Friederich approach naturally invites accusations of instrumentalism:

at first glance, it looks like quantum mechanics is treated purely as a predictive
instrument. They are sensitive to these accusations, each noting that their approach,
unlike instrumentalist or constructive empiricist approaches, does not restrict either
meaning or belief to claims about the observable world (Friederich, 2015, 114; Healey,
2017, 253). Note, for example, that the electron microscope plays no essential role in
Healey’s analysis of C60 interference: the position of the microscopic C60 molecule
can be described by a non-quantum magnitude claim whether it is imaged by a
microscope or not. As long as the state decoheres to a suitable extent, then the Born
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rule can be used to ascribe a probability to a claim about the position of the C60
molecule, and a suitably situated agent should believe the claim to the corresponding
extent.
However, there is an important sense in which Healey–Friederich pragmatism is

similar to instrumentalism, and distinct from constructive empiricism: Healey and
Friederich seek to dissolve our foundational worries about quantum mechanics by
denying that quantum states have descriptive content. We shouldn’t worry that the
quantum state of the C60 molecule at the point of measurement is a superposition of
terms representing distinct positions, because careful attention to the way quantum
mechanics is used shows us that the quantum state isn’t used to represent the C60
molecule at all. Constructive empiricism, on the other hand, enjoins us to take
quantum claims (and all other theoretical claims) as literally descriptive, even if we
shouldn’t (all things considered) actually believe those claims (van Fraassen, 1980, 11).
Hence constructive empiricism, even if successful, does not dissolve themeasurement
problem; this is why van Fraassen (1991) felt compelled to offer a solution.
Healey and Friederich also both insist that quantum state ascriptions, and the

degrees of belief they prescribe, should be regarded as relative to a physical situation.
This feature of quantum claims is designed to dissolve the apparent non-locality of
quantum mechanics. To see why non-locality is a potential problem, consider a pair
of electrons in the spin singlet state 2−1/2(|↑〉1 |↓〉2 + |↓〉1 |↑〉2). A spin measurement
on either electron produces either a spin-up outcome or a spin-down outcome with
probabilities of 1/2 each. But a spin measurement on one electron allows us to predict
with certainty the outcome of a spin measurement on the other, no matter how far
apart the electrons are. This might lead you to say that the spin measurement on
the first electron affects the physical state of the other—and in fact this is just what
Bohm’s theory and spontaneous collapse theories do say. But any such influence, to
be effective, would have to be instantaneous, and instantaneous space-like influences
are apparently ruled out by special relativity.
Healey and Friederich each respond that since quantum states aren’t used to

describe the physical world, there is no need for agents physically situated by the two
electrons to use the same quantum state to prescribe their degrees of belief (Healey
2012, 754; 2017, 175; Friederich 2015, 60). When a spin measurement is performed on
one electron, the state decoheres, and the Born rule entails that the agent performing
the measurement should ascribe equal degrees of belief to the two outcomes. When
this agent learns that the outcome was spin-up, it is appropriate for her to also fully
believe that the other electron is spin-down. That is, if shewere to travel to the location
of the other electron, she should fully expect a spin measurement on it to yield spin-
down. But the agent who is already stationed by the other electron should continue
to use the singlet state to prescribe her degrees of belief: if her electron is measured,
she should expect spin-up and spin-down with credences of 1/2 each.

9.3 Content
There are at least two questions one can raise concerning this pragmatist understand-
ing of quantum mechanics. The first concerns motivation: Why should we conceive
of quantum states as Healey and Friederich suggest, rather than as descriptive of
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physical systems? The second concerns adequacy: Does the pragmatist conception of
quantum states succeed in dissolving our worries about the foundations of quantum
mechanics? Obviously these two questions are related: success in dissolving the
foundational problems of quantum mechanics would be a powerful motivation for
accepting a pragmatist approach! But nevertheless, they can be addressed somewhat
separately, insofar as there are general reasons to favor a pragmatist understanding of
the scientific enterprise. That is, one can askwhether pragmatismdoes in fact yield the
understanding of quantum mechanics that Healey and Friederich endorse, and then
one can go on to consider whether this understanding helps us with the foundational
problems of quantum mechanics. That is the order I will follow here.
At one level the pragmatist position is quite easy to motivate. In any application

of quantum mechanics to a system, empirical predictions are generated by the Born
rule. That is, the role of the quantum state is ultimately to ascribe probabilities to
observed outcomes, and it is quite plausible to regard these probabilities as prescribing
the credences a suitably situated agent should have in each of these outcomes. The
outcomes themselves are not expressed in terms of quantum states at all, but in
terms that, in general, conform well to Healey’s characterization of non-quantum
magnitude claims. So quantum states are used to prescribe the proper credences in
non-quantum magnitude claims, and non-quantum magnitude claims are used to
describe the world.
By itself, though, this kind ofmotivation doesn’t get us particularly far. Advocates of

realist views of the quantum state—Bohmians, Everettians, and collapse-theorists—
accept that quantum mechanics generates its predictions in probabilistic terms, but
deny that this tells us that quantum state ascriptions are purely prescriptive. After all,
a descriptive claim can generate a probabilistic inference: from ‘Atmospheric pressure
over New England is high’ I can infer that the probability of rain in Vermont is
low. So similarly, a Bohmian will claim that from a quantum state we can infer the
probabilities of various measurement outcomes, in this case because the quantum
state, though descriptive, is an incomplete description of the system under study.
Furthermore, it would be naive to expect a direct motivation for the pragmatist
framework in terms of the actual use of quantum and non-quantum claims by
physicists. A general feature of pragmatism is the foregrounding of the variety of
roles of human discourse, and the rejection of the assumption that the only role of
a declarative statement is description or representation (Friederich, 2015, 51). It is
typical of pragmatist accounts that superficially descriptive claims are argued to have
some other function. So, for example, expressivism about moral values can be seen
as a kind of pragmatism (Price, 2011, 9): claims about moral values look superficially
descriptive, but instead, it is argued, they function to express approval or disapproval.
So the fact that physicists use quantum claims in apparently descriptive ways does
not provide direct evidence against the pragmatist assertion that these claims in fact
function to prescribe our degrees of belief in non-quantum claims.
Juffmann et al. (2009), for example, use quantum and non-quantum claims in

prima facie descriptive ways prior to decoherence. They describe the “quantum wave
features” of the C60 molecules that account for the interference phenomena, and
also the “composite particle nature of individual molecules” that accounts for the
deposition of the molecules imaged on the silicon surface (2009, 1). That is, at times
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they use quantum claims in ways that might be taken as describing the passage of
a wave through the apparatus, and at times they use non-quantum claims in ways
that might be taken as describing the passage of a particle through the apparatus. But
a pragmatist will warn against the automatic assumption that such claims really are
descriptive.
Hence neither Healey nor Friederich motivate their accounts directly from the

actual usage of physicists. Indeed, Friederich provides no direct motivation for his
account, relying on its ability to dissolve quantum paradoxes as motivation enough
(2015, 6). Healey, on the other hand, bases his account on a general pragmatist theory
of propositional content. He thinks we can interpret the usage of physicists in a way
that is consistent with this theory of content. That is, the theory of content tells us
what we should say and what we should refrain from saying, and physicists’ actual
usage conforms to a large extent to these norms.
So let us turn to Healey’s account of propositional content. Healey adopts an

inferentialist account of meaning, in the spirit of Brandom (1994; 2000). That is, the
meaning of a claim lies in the material inferences it supports, rather than in direct
representation of reality. The claim ‘There is a bat in the barn’ derives its meaning
from the material inferences I can draw from it, for example ‘There are droppings on
the barn floor,’ or ‘Something flies around the barn when I turn on the light.’ It does
not derive its meaning from correspondence between words and world.
How does that apply to quantummechanics? Consider a non-quantummagnitude

claim ascribing a location to a particular C60 molecule. When the molecule has
adhered to the silicon surface, a claim of this kind licenses plenty of inferences, for
example ‘The electron microscope forms an image of the molecule at this location.’
Hence it has empirical content (or empirical significance), and it is worth asserting.
But what about earlier on? Suppose I assert that a C60 molecule is close to the first

diffraction grating.Healey thinks that such an assertion licenses erroneous inferences.
In particular, if themolecule has a precise location close to the diffraction grating, then
it passes through exactly one slit in the grating, and if it passes though exactly one slit,
then no interference pattern is possible (2012, 745).
Of course, material inference is not deductive inference. For one thing, it is non-

monotonic: addition of extra premises can undercut the inference. I can’t infer
‘Something flies around the barn when I turn on the light’ from ‘There is a bat in
the barn’ given the additional premise that the bat is dead. So similarly, perhaps the
moral is that I can’t infer ‘There is no interference pattern’ from ‘Themolecule is close
to the diffraction grating’ given quantum mechanics as an extra premise.
Healey’s response is that this is correct, but then in the pre-decoherence context the

claim about the location of themolecule has so little content that maybe one shouldn’t
assert it at all (2012, 747). It would be a mistake to infer the absence of interference,
given quantummechanics. But by the same token, it would be amistake to infer that it
passes through the first slit, or the second slit, or any other particular slit. It would be
a mistake to infer that it passes through no slit at all, because then we might further
infer that it doesn’t arrive at the silicon surface. It would be a mistake to infer that
it passes through all the slits, because then we might further infer that it arrives at
the silicon surface at multiple locations at once. Since pretty much any inference one
might draw from the non-quantum magnitude claim would be erroneous, the claim
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is almost contentless, and hence not worth asserting. If I assert that amolecule is close
to the first diffraction grating, then those who do not recognize this lack of content
might bemisled intomaking one of the above inferences, and those who do recognize
the lack of content will not have learned anything much.
What about quantum claims? Claims about the quantum state of a system license

different inferences from non-quantum claims. In particular, from a quantum claim
one can only infer the probability of some non-quantum magnitude claim, via the
Born rule. This is why quantum claims are prescriptive rather than descriptive.
Beyond this difference, though, it looks like similar considerations should apply to

quantum claims. Quantum claims prescribe degrees of belief in non-quantum claims
via the Born rule, and the Born rule is only applicable in decoherent contexts. This is
arguably a consequence of no-go theorems like Kochen and Specker (1967): since not
all quantum observables can consistently be assigned simultaneous values distributed
in accordance with the Born rule, and given that there is no way to privilege some
observables over others, we should refrain from drawing any probabilistic inferences
from a quantum claim prior to decoherence (Healey, 2017, 80). Decoherence picks out
a preferred basis: it provides a way to privilege one set of observables, and guarantees
that the application of the Born rule for those observables does not generate any
inconsistency (Healey, 2012, 749; 2017, 81).
It apparently follows from this that the quantum state at the silicon surface has

prescriptive content, but the earlier quantum state, say just before the diffraction
grating, has very little prescriptive content concerning the system at that time, because
the Born rule is inapplicable at that time. This is consistent with the lack of descriptive
content of non-quantum claims about the C60 molecule at that time.
As noted earlier, Friederich does not adopt Healey’s inferential account of proposi-

tional content. Instead, hewishes to leave open the possibility that non-quantummag-
nitude claims have well-defined descriptive content prior to decoherence (2015, 79).
Nevertheless, he does agree with Healey that decoherence is a precondition for
applying the Born rule, not because the non-quantum claims to which the Born
rule ascribes probabilities have no content prior to decoherence, but simply because
the Born rule is unreliable when applied to such claims (2015, 79). Hence it looks
like Friederich, too, must say that quantum claims lack prescriptive content prior to
decoherence.

9.4 Concerns about Content
Healey’s motivation for the pragmatist framework lies in his inferentialist account of
content. How successful is this motivation? I will raise two initial worries, neither of
which I think is ultimately fatal to the project. I will then consider whether Friederich’s
position on content is an improvement over Healey’s.
The firstworry, andperhaps themost obvious, concerns the distinction between the

prescriptive content of quantum claims and the descriptive content of non-quantum
magnitude claims. Consider again the claim that there is a bat in the barn. This claim
is descriptive, if anything is. It licenses an inference to ‘There are droppings on the
barn floor.’ But that doesn’t mean you should be certain that there are droppings on
the barn floor. Presumably the background assumptions operative in this material
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inference suggest a certain (roughly specified) degree of belief. That is, the claim that
there is a bat in the barn prescribes degrees of belief in various further claims; this is
what its inferential content consists in.
The worry, then, is that the distinction between the prescriptive content of quan-

tum claims and the descriptive content of non-quantum claims is not supported
by the inferentialist account of content. According to inferentialism, no claims are
descriptive if description requires representation. The content of every claim lies in
its licensing of inferences, where an inference is typically to the prescription of a
degree of belief in some further claim. All that distinguishes quantum claims from
non-quantum claims, then, is that the prescription of degrees of belief is mediated by
quantum mechanics, and hence calculated via the Born rule.
Perhaps this is all to the good, though. The main point that Healey seeks to

establish is that quantum claims are prescriptive rather than descriptive, so if no
claims are descriptive, Healey’s point goes without saying. But on the other hand, I
don’t think Healey takes his point about quantum claims to be trivial in this way;
his point is to contrast the way quantum claims are used with the way non-quantum
magnitude claims are used (2017, 134). And there may well be various pragmatist tools
to do just that. After all, one of the key tenets of pragmatism is to pay attention to
the diversity of functions that our claims fulfill, not to reduce those functions to a
single function, such as prescribing credences. Contemporary pragmatists typically
acknowledge a sense in which many claims can be said to represent or describe,
although not in the sense of standing in a traditional word–world relation (Brandom,
1994, 76). For example, Healey might appeal to Price’s (2011, 20) distinction between
i-representation and e-representation: our assertions are i-representational, in that
they have inferential content, but a subset of them are also e-representational, in
that the content is answerable to the environment via notions such as tracking and
covariance. Using such a distinction, one might make the case that non-quantum
claims are used to represent in ways that quantum claims are not, while denying that
any claim represents the world in a straightforward picturing sense.
A second worry about content concerns the lack of content of claims about

non-decoherent quantum systems. The general form of the worry is that Healey’s
position on content fails to adequately take into account the role of conditional or
counterfactual inferences.Much of the content of our ordinary ‘descriptive’ claims has
this conditional or counterfactual nature. For example, the content of ‘There is a bat
in the barn’ includes a great deal of content that could be thought of as counterfactual:
from ‘There is a bat in the barn’ I can infer ‘If I were to turn on the light, I would see
something flying around.’
Now consider the prescriptive content of the quantum state of the C60 molecule as

it passes through the Juffmann apparatus. Prior to decoherence, the state prescribes
no credences to non-quantum claims, and to this extent is devoid of content. But
nevertheless, it would ascribe credences to various non-quantum claims given a
suitable intervention on the system. If the diffraction grating were replaced by a
screen, decoherence at the screen would allow the prescription of a probability (close
to 1) to ‘The molecule hits the screen.’ If detectors were placed behind each slit, then
decoherence at the detectors would allow the prescription of a (low) probability to
‘The particle is located behind the leftmost slit.’ Hence if counterfactuals contribute
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to content (and it is hard to see why they should not), then quantum claims have a
good deal of content even prior to decoherence.
The same goes for non-quantummagnitude claims, and for the same reason: if from

a quantum claim I can infer a particular credence in a non-quantum claim, then that
non-quantum claim thereby acquires content. So even prior to decoherence, the claim
that the C60 molecule approaches the diffraction grating has content, in that were the
grating replaced by a detector, the Born rule would prescribe a credence in the claim.
Similarly, the claim that the C60 molecule passes through the leftmost slit has content,
in that were there a detector behind each slit, the Born rule would prescribe a credence
in the claim.
It is worth noting, though, that the pragmatist project doesn’t stand or fall with

the denial of content to claims about systems prior to decoherence. It is possible
to accept Healey’s assertion that quantum claims function differently from non-
quantum claims, while denying what he says about the content of such claims prior
to decoherence. That is, one might accept that ‘The C60 molecule passes through the
leftmost slit’ has content, and that a quantum claim about the state at the grating has
content, where the latter prescribes the appropriate degree of belief in the former.
The role of quantum mechanics, on such a view, is to make sure that our material
inferences based on the content of the non-quantum claims do not land us in trouble.
That is, while one might be tempted, based on classical intuitions, to conclude that if
the particle passes through a determinate slit, then there is no interference, quantum
mechanics blocks such an inference.
Understood in this way, the quantum state prior to decoherence has rich

counterfactual content, prescribing credences in a wide variety of non-quantum
claims. By the same token, those non-quantum claims have content. But because
of the counterfactual nature of the relevant inferences, no contradictions result. If
one were to put a detector behind the leftmost slit, there is a (small) probability a C60
molecule would be found there, but if there is no detector, the deposition ofmolecules
on the silicon surface generates an interference pattern. However, even though the
quantum state has rich content prior to decoherence, it would be a mistake to regard
the quantum state as giving us a picture of the system in any sense.
On this view, the role of decoherence is not, as Healey argues, to delimit the range

over which our claims have content, but to delimit the range over which our material
inferences can draw unproblematically on our classical intuitions. The basic structure
of the pragmatist approach remains intact: quantum claims are prescriptive rather
than descriptive, and since the function of quantum claims isn’t to describe physical
systems, the measurement problem does not arise.
Friederich, recall, is not committed to the lack of content of non-quantum claims

prior to decoherence, and indeed explicitly explores the possibility that all observables
have sharp values at all times, via which the content of the corresponding non-
quantum claims can be specified (2015, 162). However, Friederich notes that this
proposal “goes beyond the boundaries of the therapeutic approach” (2015, 157). If
the goal of the therapeutic (or pragmatist) approach is to dissolve the worry that
quantum mechanics is either not right or incomplete, then Friederich’s proposal
threatens to reintroduce the latter worry: quantum mechanics says nothing about
these sharp values, and hence is incomplete. His therapeutic ends would be better
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served, perhaps, by adopting Healey’s inferentialism, modified along the lines just
sketched.

9.5 Time and Explanation
If the above is correct, then despite worries about the details of Healey’s and
Friederich’s respective accounts of content, the pragmatist can give a good account
of the predictive success of quantum mechanics, and one that is not at odds with the
foundational problems of the theory, since those problems cannot even be formulated
under a pragmatist understanding of the quantum state.
Nevertheless, some may feel that even if the pragmatist account gives us a good

understanding of how quantum mechanics is used to predict, it does not thereby
give us a good understanding of how quantum mechanics is used to explain. That
is, some may feel that the predictive success of quantum mechanics was never in
question, and that the pragmatist account really just dodges the real problems of
quantummechanics, which lie in its inability to provide adequate explanations of the
phenomena it so accurately predicts.
Such objections to the pragmatist project have to be couched carefully though.

Realist objections against the pragmatist approach are liable to beg the question. The
realist may object that the pragmatist fails to give an explanation for interference, for
example, because the pragmatist doesn’t give a mechanistic account of the formation
of the interference pattern analogous to the classical explanation of interference in
light or water waves. But the pragmatist will reply that since the role of the quantum
state is to prescribe, not describe, the call for a mechanism amounts to nothing
more than a flat denial of the pragmatist account of the function of quantum claims.
Furthermore, Healey argues at length that pragmatist accounts of phenomena like
interference fulfill two requirements of good scientific explanation: “(i) they show that
the phenomenon to be explained was to be expected, and (ii) they say what it depends
on” (2015, 4). Friederich concurs with this assessment (2015, 116). Nevertheless, I think
there is something to the suggestion that pragmatism about quantum mechanics
renders explanation problematic. In this section I will try to diagnose a sense in
which the pragmatist approach seems to fall short in terms of explanation, in a way
that does not simply amount to a flat denial of the pragmatist approach.
To do so, it will be helpful to contrast the pragmatist approach to quantum

mechanics with pragmatist approaches to other issues, such as the status of the
mental, the mathematical, or the moral. Here, too, the pragmatist tries to dissolve
foundational problems by arguing that apparently descriptive claims in fact have some
other function. When we say ‘Kicking your sister is bad’, we appear to be ascribing a
property, badness, to physical acts of a certain sort. But we can examine the physical
act as closely as we like and fail to find the badness. Here the pragmatist responds
that to say that kicking your sister is bad is not to describe the act as having a certain
property, but to express our disapproval of such acts.
Note, though, that the pragmatist account of the function of moral claims does

nothing to restrict the ordinary physical claims we make about bodily actions—what
a kick is, physiologically speaking, and how it is caused. It is certainly not the case
that in applying a moral evaluation to a kicking action we are thereby precluded from
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explaining it in physiological terms. Indeed, since the function of themoral evaluation
is distinct from that of physiological description, it is hard to see how the former could
restrict the latter.
This is where the pragmatist account of quantum discourse deviates from standard

pragmatist analyses—because applying a quantum claim to a physical system does
preclude certain sorts of ordinary physical explanation. Consider the Juffmann inter-
ference experiment again. We explain interference via a three-step temporal process.
First, we describe the preparation of the system. Given this preparation, a certain
quantum state is appropriate—in this case, a plane wave that evolves into a set of
overlapping arc-shaped wave fronts. This quantum state in turn prescribes degrees
of belief for the various locations at which the C60 molecule might be located on the
silicon surface. But note here that in the middle stage—the stage at which one uses
a non-decoherent quantum state—non-quantum descriptions of the location of the
molecule are to some extent blocked. According to Healey, such claims have almost
no content, and so are not worth asserting. In the previous section I urged that we
should regard such claims as having content—but nevertheless, many of the standard
inferences from these location claims are blocked, so on an inferentialist account of
meaning, they have significantly different content from ordinary location claims. So
the applicability of a non-decoherent quantum state to a system precludes, or at least
limits, our ability to describe that system in ordinary non-quantum terms.
There are two senses in which this distinctive feature of the application of pragma-

tist analysis to quantummechanics seems prima facie problematic. The first has to do
with explanation. As noted above, it would beg the question against the pragmatist
to demand explanations in which quantum states describe physical systems. But if
quantum claims do not have the function of describing the physical world, it does
not seem out of place to expect such claims to be consistent with our ordinary non-
quantum descriptions of physical systems, and hence to expect explanations in non-
quantum terms. In an interference experiment, we can describe the preparation of the
system in terms of the locations of objects, and the results in terms of the locations of
objects, so why not the processes during the intervening time?
Can decoherence provide a satisfactory answer to this question? Certainly decoher-

ence provides amathematical demarcation between situations inwhich non-quantum
descriptions are appropriate and those in which they are not. But how does deco-
herence perform this feat? Physicists are happy to provide descriptive explanations:
in Juffmann-type experiments, decoherence occurs when a C60 molecule exchanges
energy with its environment in complicated ways (Hackermüller et al., 2004). Col-
lision of a C60 molecule with the silicon surface satisfies this condition. According
to Healey, however, since it is decoherence that provides the precondition for non-
quantum claims to be assertable, no explanation of decoherence in terms of molec-
ular collision is possible. Decoherence is central to the pragmatist framework, but
according to that framework, descriptive explanations of decoherence are ruled out.
Decoherence tells us when non-quantum descriptions are possible and when they are
not, but it cannot tell us why.
So decoherence doesn’t explain why non-quantum descriptions are unavailable

prior to decoherence. Can we appeal to the no-go theorems to provide this expla-
nation? The no-go theorems show that the prescriptive content of the quantum state
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cannot be realized by a descriptive model of a certain sort, a model in which every
observable has a determinate value. That is, the no-go theorems preclude one kind of
model; but others are available, notably Bohm, spontaneous collapse, and Everett. In
addition, Friederich (2015, 161) suggests that a model in which every observable has
a sharp value is not ruled out by the no-go theorems, although he doesn’t explicitly
construct such a model. Of course, this would take us back to the project of solving
the measurement problem that the pragmatist project is designed to avoid. If the
pragmatist approach is to succeed in dissolving the measurement problem, it should
show us why trying to construct a descriptive account of quantum processes is not
just problematic, but conceptually misguided. That is, it should give us a principled
explanation of the inapplicability of non-quantum descriptions to systems between
preparation and measurement. Analogy with other pragmatist projects, for example
concerning the status of moral claims, provides little guidance as to why that should
be the case.
A second sense in which the distinctive features of quantum pragmatism might be

problematic is that the content of descriptive claims can change radically over time.
Consider the time period during which a C60 molecule approaches and adheres to
the silicon surface. After it has adhered, the claim that the molecule has a particular
location has straightforward descriptive content. But just prior to this point, the
quantum state has not yet decohered, and the claim that the molecule has a particular
location lacks content (according to Healey), or at least has significantly modified
content. That is, the content of a claim is highly sensitive to the physical environment
of the system concerned (Healey, 2017, 137).
This is again a radical departure from other applications of pragmatism. The

pragmatist can certainly account for contextuality of content: the give and take of
reasons is a social process, so the meaning of a claim can be sensitive to the social
environment. But it is hard to see why the content of a claim should depend on the
physical environment. Sometimes we make the physical environment relevant, for
example when we say ‘Gold is whatever is of the same kind as this,’ pointing at a
sample. But there is no indexicality of this kindwhen I ascribe a location to amolecule.
Why should the meaning (as opposed to the truth) of my utterance ‘The molecule is
in region R’ depend on the physical environment of the target system? According
to the pragmatist approach, whether you should take my utterance as meaningful
or (practically) meaningless depends on whether decoherence has occurred: it can
be meaningless at one moment, and meaningful a fraction of a second later. This
is very strange semantic behavior. Of course, strange consequences are typical of
interpretations of quantummechanics, and perhaps this is a consequence we can live
with. But it does seem that the pragmatist approach relocates the problematic aspects
of quantum mechanics rather than dissolving them.
Again, Friederich avoids this consequence, but at a cost. Friederich is open to

the possibility that claims about the molecule’s position always have content, based
on his proposal of sharp values for all observables (2015, 79). However, again this
speculation undermines the advantages of the pragmatist approach, in that it suggests
that quantum mechanics is incomplete as it stands.
So there are at least two ways in which the application of pragmatism to dissolve

the foundational problems of quantum mechanics differs from other applications.
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When I say ‘Kicking your sister is bad,’ I don’t preclude physiological descriptions
of kicking, yet a quantum claim can preclude non-quantum descriptions of a system.
And the content of a physiological claim about kicking doesn’t change radically over
time depending on the physical environment of the person concerned, but the content
of a non-quantum claim about a molecule does change radically over time depending
on the physical environment of the system concerned. Perhaps this means that there
is something problematic in the way Healey (in particular) employs pragmatism to
help us understand the way quantummechanics works. Or perhaps it just means that
the application of pragmatism to quantum mechanics is a unique case, and further
philosophical therapy can dissolve these remaining concerns too.

9.6 Conclusion
I have done nothing here to evaluate the general pragmatist approach tomeaning. But
if it is otherwise defensible, it certainly seems like a good place to look for a dissolution
of the foundational problems of quantum mechanics. The notable successes of prag-
matism lie in areas where a straightforward realism lands us in deep philosophical
difficulties—about mathematical entities, for example, or moral properties. And that
is not a bad initial diagnosis of the situation regarding quantum mechanics: it is an
excellent instrumental recipe, but taking quantum claims as literally representational
quickly leads to problems, the measurement problem among them.
So the pragmatist approaches of Healey and Friederich are welcome. And their

proposal for understanding quantum claims—as prescriptive of our degrees of belief
in non-quantum claims—has a good deal of initial plausibility. But it is also important
to note the ways in which the application of pragmatism to quantum mechanics
differs from previous pragmatist projects. Generally in such projects, a domain of
statements is singled out as having a function other than representation, but the
representational work of other statements in the vicinity goes on unchanged. Things
are less straightforward in quantum mechanics, where the identification of quantum
claims as performing a prescriptive function apparently also sharply circumscribes
the applicability of representational non-quantum claims to physical systems. Hence
a certain representational kind of explanation is also circumscribed: it is only available
after decoherence, so representational explanation prior to decoherence, or of deco-
herence itself, is ruled out. Furthermore, the content of non-quantum claims exhibits
an unusual kind of dependence on the physical environment, so that a claim about the
location of a molecule can be meaningless at one moment and meaningful the next.
Again, this has no analog in standard applications of pragmatism.
For these reasons, I think that further work is needed to ascertain whether prag-

matist therapy can succeed in dissolving the problems of quantum mechanics. In
particular, it looks like the pragmatist approach favored by Healey (and Friederich,
insofar as he doesn’t go beyond the pragmatist approach) requires fairly radical
changes to our understanding of propositional content and of explanation, even
when compared to other pragmatist projects. The surrounding issue is whether the
pragmatist approach, all things considered, is less problematic than realist approaches
to the foundations of quantum mechanics. If so, then this could provide a powerful
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independent motivation to adopt the pragmatist program. But at present, I think this
remains unresolved.
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10
Losing Sight of the Forest for the �
Beyond the Wavefunction Hegemony

Alisa Bokulich

10.1 Introduction
Second only to experiment, the formalism of a theory is a central avenue through
which to explore the ontological implications of a scientific theory. When engaging
in such a realist project, it is essential to keep in mind the distinction between the
representational vehicle (the mathematics) and the thing in the world it represents. In
the context of quantum mechanics, however, this obvious distinction has often been
ignored. In particular, there has been an elision between thewavefunction (ψ) and the
quantum state (properties of the system in the world) it represents. This practice of
using ψ to stand in for both the mathematical representational vehicle and the thing
in the world is problematic for a number of reasons: first, it encourages a reification of
the mathematics; and, second, there may be properties of the representational vehicle
that are not properties of the thing in the world. We see these issues particularly
vividly in the case of wavefunction realism, which takes the wavefunction to be a
concrete physical object, and takes the 3n-dimensional configuration space on which
the wavefunction is defined, to be the space that we (despite appearances to the
contrary) actually live in.
A useful antidote to this habit of eliding themathematics with the thing in theworld

is a consideration of alternative mathematical formalisms. A careful consideration of
alternative formalisms is particularly important in the context of realist projects that
try to read the ontology of a theory off of the mathematics. My aim in this paper is to
highlight a little-known alternative formalism for quantum theory that does notmake
use of the wavefunction, ψ , in representing the quantum state. Instead, it represents
the quantum state by means of a displacement function of a continuum of interacting
‘particles’ following spacetime trajectories, qi(a, t). The Schrödinger equation is recast
as a second-order Newtonian-type law for this congruence of spacetime trajectories.
The congruence of trajectories can be computed independently of the wavefunction,
thus providing a ‘quantum mechanics without wavefunctions.’ As will become clear,
this is a full formulation or representation of quantum mechanics—not an approxi-
mation scheme—and also not merely an ‘interpretation’ of quantummechanics. It is a

Alisa Bokulich, Losing Sight of the Forest for the ψ : Beyond the Wavefunction Hegemony In: Scientific
Realism and the Quantum. Edited by: Steven French and Juha Saatsi, Oxford University Press (2020).
© Alisa Bokulich. DOI: 10.1093/oso/9780198814979.003.0010
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full alternative formalism for representing quantum theory that is equivalent to the
standard formalism. I will refer to this alternative formalism for quantum theory, with
its ‘displacement’ or ‘trajectory’ model of the quantum state, as Lagrangian quantum
hydrodynamics (LQH). It should be emphasized, however, that ‘hydrodynamics’ here
simply refers to the analogy used in the development of the mathematical formalism,
and in no way requires a commitment to anything like a quantum fluid.
LQH is a representation—not interpretation—of quantummechanics, and all ques-

tions related to the measurement problem or interpretations of quantum mechanics
will be bracketed for the purposes of this chapter. It is not my aim here to offer a
realist interpretation of quantum mechanics, that is, to answer the question of what
quantum mechanics (on any formalism) tells us is physically real. Rather my aim
is to argue that a more careful consideration of alternative possible formalisms is a
critical prerequisite to any such realist project that attempts to read the ontological
implications of a theory off the formalism.
Exploring alternative formalisms for a theory, such as LQH, is a fruitful endeavor

for at least four reasons. First, as has already been emphasized, it undercuts a facile
identification of the formalism with the world, bringing to the fore the substan-
tive questions about what sorts of ontological inferences can legitimately be made.
Second, it may be that some phenomena or questions are more readily treated in
one formalism rather than another (indeed this is typically why such alternative
formalisms are developed and widely taught). Third, some formalisms may be more
fertile in suggesting future lines of theory development (e.g., think of how the
Hamilton–Jacobi formulation of classical mechanics was seminal in the development
of quantummechanics).1 And, fourth, alternative formalisms can challenge common
presuppositions about what features are supposedly demanded by the theory (e.g.,
the presumption that the quantum state must live in a 3n-dimensional configuration
space, as will be discussed later on).
The structure of this chapter is as follows: I begin in Section 10.2 by reviewing the

claims of wavefunction realism, and then turn to some cautionary tales that are worth
recalling when undertaking such a realist project. In order to motivate Lagrangian
quantum hydrodynamics and introduce the central conceptual elements needed to
understand this formulation, I review in Section 10.3 classical hydrodynamics and
the fertility of continuum hydrodynamic representations at the classical scale. This
review of classical hydrodynamics is helpful both because quantum hydrodynamics
is built in close formal analogy with it, and because it provides a broader context
in which to think about the ontological implications of LQH. Section 10.4 turns
to hydrodynamic representations at the quantum scale, beginning with the early
‘Eulerian’ hydrodynamic representation of Erwin Madelung (1927), and then turning
to the more recent ‘Lagrangian’ quantum hydrodynamics (LQH) developed by Peter
Holland (2005a).
Section 10.5 explores some of the broader questions about LQH. In particular,

this formulation of quantum mechanics will be clearly distinguished from the
de Broglie–Bohm interpretation of quantum mechanics, which also emphasizes

1 See, e.g., Butterfield (2005).
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trajectories. As we will see, LQH exhibits a novel quantum symmetry, which is
obscured on the standard formulation, and this symmetry (by Noether’s theorem)
corresponds to a set of conservation laws. This section also explores whether or not, in
analogy with arguments that have been made in the classical case, there is some sense
in which the Lagrangian formulation of quantum mechanics is more fundamental.
Finally, in Section 10.6, I draw out some of the implications of LQH for realist

projects in quantum theory. In connection with wavefunction realism, the existence
of LQH—a formulation of quantum mechanics without wavefunctions—challenges
the hegemony of the wavefunction in representing the quantum state. Moreover, it
undermines the supposed necessity of identifying the 3n-dimensional configuration
space of ψ as the space we live in. I conclude by briefly identifying three interpretive
attitudes one can take toward LQH, situating my preferred approach within an
alternative tradition in scientific realism that understands realism in terms of the
development of fruitful metaphors, rather than literal construals.

10.2 Quantum Physics Realism Debate
10.2.1 ψ Realism
Traditionally, the realist project in quantum theory has been understood as one of
trying to read the mathematical formalism of the theory as a literal depiction of the
world. Interestingly, Bas van Fraassen takes this literalist commitment to be required
not just for the realist, but also for his own (antirealist) constructive empiricism.
He writes, “The agreement between scientific realism and constructive empiricism
is considerable and includes the literal interpretation of the language of science”
(1991, 4).2 A prominent thread in this quantum realism project, which has recently
experienced a resurgence of interest, is known as ‘wavefunction realism.’
AlyssaNey concisely defines this view as follows: “the view that the wave function is

a fundamental object and a real, physical field on configuration space is today referred
to as ‘wave function realism’” (2013, 37). Wavefunction realism has been defended by
David Albert since the mid-1990s, and he claims it is a necessary part of the realist
project in quantum theory on any interpretation.3 He writes,

[I]t has been essential (that is) to the project of quantum-mechanical realism (in whatever
particular form it takes—Bohm’s theory, or modal theories, or Everettish theories, or theories
of spontaneous localization), to learn to think of wave functions as physical objects in and of
themselves. (Albert 1996, 277; emphasis original)

According to Albert, this reifying of the wavefunction (which we should keep in
mind, that as a function, is strictly speaking a mathematical object) is both a nec-
essary and obvious consequence of taking quantum mechanics seriously under any

2 As will be discussed in Section 10.6, it is precisely this commitment to a literal construal that I urge
the realist should abandon.
3 J. S. Bell defended a precursor of this view in connection with Bohm‘s theory when he wrote, “No

one can understand this theory until he is willing to think of � as a real objective field rather than just a
‘probability amplitude’. Even though it propagates not in 3–space but in 3n–space.” (1987a, 128).
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interpretation. Of course, what he has in mind here is not a mere Platonism about
mathematical objects, but rather a realism about a physical field, which the wave-
function is supposed to represent (e.g., Albert 2013, 53).
Furthermore, since the wavefunction (the mathematical object) is defined on a 3n-

dimensional configuration space (where n is the number of particles in the universe)
Albert concludes that this astronomically large configuration space must also be
interpreted literally as our actual physical space. He writes:

And of course the space those sorts of objects live in, and (therefore) the space we live in, the
space in which any realistic understanding of quantummechanics is necessarily going to depict
the history of the world as playing itself out . . . is configuration space. Andwhatever impression
we have to the contrary (whatever impression we have, say, of living in a three-dimensional
space, or in a four-dimensional space-time) is somehow flatly illusory. (Albert 1996, 277)

Here again, we see the realist project in quantum theory being understood as taking
certain features of the mathematical formalism of the theory at face value as a literal
depiction of what our world is really like.
Despite the enormous amount of ink and intellectual resources that have been

poured into wavefunction realism and the interpretation of quantum mechanics,
neither has managed to produce a broad consensus, despite the former project going
on for over two decades and the latter project nearing a century. When a field has
remained in such a holding pattern for an extended period of time, it is reasonable to
ask whether the time has come to reframe the realist project in quantum physics and
perhaps start asking a different set of questions. Before engaging in such a reframing,
however, it is important to recall a few cautionary tales.

10.2.2 A few cautionary tales
The first cautionary tale recalls that, despite its fundamental role in quantummechan-
ics, the wavefunction is both enigmatic and unobservable. As a letter to Nature
recently lamented:

[The wavefunction] is typically introduced as an abstract element of the theory with no explicit
definition. Rather physicists come to a working understanding of the wavefunction through its
use to calculate measurement outcome probabilities by way of the Born rule. At present, the
wavefunction is determined through tomographic methods, which estimate the wavefunction
most consistent with a diverse collection of measurements. The indirectness of these methods
compounds the problem of defining the wavefunction. (Lundeen et al. 2011, 188)4

In practice, the wavefunction must be estimated and inferred from a collection
of various measurements (of quantities that are observable) made on an ensemble
of identically prepared systems. Even someone like John S. Bell, who interprets the
wavefunction in accordance with Bohmian mechanics as a real, physical field, notes
its inaccessibility:

4 There have been various attempts to measure the wavefunction of a single system, using weak or
protective measurements, including the paper cited here. For a recent review, see Gao (2017), and for
criticisms see, for example, Combes et al. (2017). An alternative way to understand such measurements
will be briefly discussed in Section 10.6.
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Although ψ is a real field it does not show up immediately in the results of a single ‘measure-
ment,’ but only in the statistics of many such results. It is the de Broglie-Bohm variable x that
shows up immediately each time. That x rather thanψ is historically called a ‘hidden’ variables
is a piece of historical silliness. (Bell 1987b, 162–3)

The point here, of course, is not that one should never be a realist about unobservables.
Rather the point is to recognize that there is an additional level of difficulty involved in
such cases, so the evidential bar must be set higher. Extra caution should be exercised
when trying to read ontological implications off a formalism when the entity or state
in question is unobservable and only indirectly accessible.
The second cautionary tale is that quantum mechanics is not the final, most

fundamental, theory of everything, but rather is only an effective theory. The non-
fundamental status of quantum mechanics has been emphasized in connection with
wavefunction realism by Wayne Myrvold who argues that we should

bear in mind that quantum mechanics—that is, the nonrelativistic quantum theory of systems
of a fixed, finite number of degrees of freedom—is not a fundamental theory, but arises, in a
certain approximation, valid in a limited regime, from a relativistic quantum field theory.

(2015, 3247)

He goes on to note that configuration spaces are not fundamental and that wavefunc-
tions are not really like classical fields.
An effective theory can be understood as a framework for capturing the essential

physics within some circumscribed domain, without claiming to describe the one
true fundamental ontology. In his book on effective theories, James Wells describes
this recent shift in the physics community away from thinking about the “Theory of
Everything,” toward thinking of theories in physics as effective. As Wells emphasizes,
one of the important lessons to take away from this shift is the recognition of “the
power that explicitly agreeing to the Effective Theory mindset can have in developing
richer theories of nature and achieving a deeper understanding” (2012, v). Although
the implications of this shift for the philosophy of physics have yet to be fully explored,
the suggestion here, which I think is worth exploring, is the idea that a collection of
effective theories provides us with a deeper understanding of nature than a single
theory of everything does. The cautionary lesson is that it is important to recall the
effective nature of quantummechanics and view the theorywithin the broader context
of other physical theories, rather than trying to draw ontological conclusions from it
as if it were the final true theory of everything.
The third cautionary tale, noted at the outset, is that one should always clearly

distinguish themathematical representation from the thing being represented. Buried
in a footnote to his discussion of the reality of the wavefunction, Peter Lewis notes,

strictly speaking the wave function itself is a mathematical representation of an (unnamed)
physical state of affairs . . . . However, [ . . . ] it is traditional to use the term ‘wave function’ for
both the mathematical representation and the physical object represented. (2016, 192)

This habit of the field is problematic for several related reasons: First, failing to distin-
guish the mathematical representation from the target can lead one to unreflectively
reify themathematics. Second, it can lead to confusion in that theremay be properties
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of the representational vehicle that are not properties of the thing in the world. Third,
and perhaps most importantly, there are ways to represent the state of a quantum
system other than bymeans of the wavefunction, as wewill discuss in detail. By clearly
distinguishing the representation from the thing represented, the conceptual space is
opened up to explore alternative representations, whichmay provide further insights.
The fourth cautionary tale is that mathematical representations do not wear their

ontological interpretations on their sleeves. Many equations in physics today are so
familiar to us that their physical meaning appears indistinguishable from their formal
expression. That this identification is nontrivial, however, is evident to anyone who
has studied the history of physics.5 Moreover, there is often more than one formalism
to choose from in representing a particular physical system. As Tim Maudlin rightly
emphasizes,

If one intends to try to read the physical ontology of a theory off of the mathematical structure
used to present the theory, then one should give a great deal of consideration to alternative
mathematical structures and the reasons for choosing one or another. (2013, 136)

It is precisely such a case, where we have more than one formalism for representing a
given physical system and a literal reading-off of the ontology is ill advised, that I want
to examine here.
As will be discussed in detail in the coming sections, there is a hydrodynamic

formulation of quantum mechanics that does not make use of the ψ in representing
the quantum state. This alternative quantum formalism undercuts a facile identi-
fication of the ψ with the quantum state, and highlights the importance of these
four cautionary lessons when trying to read realist implications off the formalism of
quantum theory. It is my contention that debates about realism in quantum physics
have lost sight of the big-picture forest through an excessive focus on the ψ . My
aim is not to replace the ψ conception of state with the hydrodynamic one, but
rather to underscore the importance of recognizing the legitimacy of both. These two
conceptions or models of the quantum state, though empirically equivalent, paint
very different pictures of the unobservable world. However, neither one should be
read as a literal depiction. In order to properly understand the implications of the
hydrodynamic formulation of quantum mechanics, it is helpful to contextualize it
within the class of hydrodynamic representations in physics more broadly. Hence,
the next step on our path to regain sight of the proverbial forest is to take a scenic tour
of hydrodynamic representations through a variety of length scales.

10.3 Hydrodynamic Representations
at the Classical Scale

Classical hydrodynamics is the study of fluid flow, where the fluid is modeled as
a continuum (that is, as a continuous distribution of mass) rather than as being
composed ofmolecules or atoms. On this approach, themacroscopic properties of the

5 See Bokulich (2015) for a discussion of this point, using the example of how Helmholtz and Maxwell,
though agreeing on the same formal equation, disagreed about the right way to hook up the physical
quantities with the elements of the equation.
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fluid, such as density and pressure, are taken to be well defined down to infinitesimal
volume elements. Although strictly false as a depiction of real fluids, for many
domains the continuum assumption is an example of what I have elsewhere called
a “credentialed fiction” (e.g., Bokulich 2016). More generally, hydrodynamics can be
understood as an ‘effective theory,’ which captures the essential physics at certain
length scales (viz., greater than inter-atomic), and it is the appropriateway to represent
fluids in fields such as oceanography and meteorology (or what is more generally
referred to as geophysical fluid dynamics).6 The continuummodel of hydrodynamics
allows one to take advantage of the powerful mathematical framework of continuum
mechanics, which provides insights that would be difficult (if not impossible) to
achieve on an atomistic approach.
There are two different pictures or formulations of (continuum) hydrodynamics:

the Eulerian formulation and the Lagrangian formulation.7 On the Eulerian formu-
lation, one records the evolution of the fluid at each point in space, x, and time, t, in
a fixed inertial coordinate system. It is a field description, where the fluid properties
such as density, velocity, and pressure are thought of as fields ρp(x, t), vp(x, t), pp(x, t)
defined at a particular point. Perhaps counterintuitively, the properties are ascribed to
the points in space, andnot to some substancemoving through that space. An example
of a Eulerian measuring device is a probe fixed in space. On the Eulerian picture, to
say that a fluid flows, is to say that properties defined at various spatial locations are
changing over time.
On the Lagrangian picture, by contrast, one considers the fluid as a dense set of fluid

particles or parcels,8 each ofwhich carries its ownproperties andmaintains its identity
as it follows a classical trajectory. Each fluid parcel has its own unique particle label,
a = (a,b,c), which can be taken to be the position of the parcel at some initial time,
and the trajectories do not cross. The trajectories are expressed by the function x(a, t),
which follows in time the position of the fluid parcel initially at a. Conceptually, there
are two ways to think about the fluid motion on this picture:

We can think of a label space with coordinates (a,b,c) and a location space with coordinates
(x,y,z). Then the fluid motion . . . is a time-dependent mapping between these two spaces.
Alternatively, we can think of the label variables (a,b,c) as curvilinear coordinates in location
space. Then the fluid motion drags these curvilinear coordinates through location space.

(Salmon 2014, 5)

The flow, described by x(a, t), can be considered as a continuous differentiable
mapping of the three-dimensional Euclidean space onto itself x(a, t) = �t(a), which
allows one to construct the Jacobian matrix of the mapping:

Jik(t) ≡
(

∂xi
∂ak

)

(t) = α

6 There are, of course, certain situations where one must take care in using continuum representations,
such as when it comes to shocks and certain boundary conditions.
7 Despite its name, the Lagrangian picture was first introduced by Euler in the context of acoustics (see,

e.g., Darrigol 2005, 29 and references therein).
8 These parcels or ‘particles’ are understood as pieces of the continuum.



OUP CORRECTED PROOF – FINAL, 28/1/2020, SPi

192 alisa bokulich

The familiar continuity equation, which in the Eulerian picture is expressed as

dρ

dt
|x + ∇ · (ρv) = 0

can be understood as arising from the Lagrangian-picture requirement that fixed
volumes in particle-label space always contain the same mass (Roulstone 2015, 369).
One can write down the Lagrangian for a perfect fluid as

L =
∫

d3a
[ 1
2

ẋ2 − E(α,S(a))− �(x)
]

,

where E(α,S(a)) is the internal energy, which is a function of the volume, α, and
entropy, S(a), and�(x) is the potential for external forces, with the integration being
a measure over particle label space.
Hamilton’s principle, which is a variational principle equivalent to Newton’s second

law, states that the action is stationary for arbitrary variations in δx(a, t):

δ

∫

Ldt = 0.

Because the particle labels a(x, t) enter the Lagrangian only through the den-
sity ∂(a)/∂(x) and entropy S(a), the potential energy terms in the Lagrangian are
unaffected by particle-label variations δa(x, t) that leave the density and entropy
unchanged. The physical oceanographerRick Salmonwas the first to recognize in 1982
that this relabeling symmetry corresponds by Noether’s theorem to a conservation
law, namely, the most general statement of vorticity conservation (Salmon 1988, 238):

∂

∂t
(∇a × A) = 0

where ∇a is the gradient operator in particle-label space and

A = u∇ax + v∇ay + w∇az

is the projection of the velocity components on the basis of the gradient operator in
particle-label space.
From this general statement of vorticity conservation, one can derive the well-

known Ertel’s theorem of potential vorticity conservation,

∂

∂t
[(∇a × A) · ∇aθ]= 0,

(where θ is any conserved quantity on the flow), Helmholtz’s various theorems, and
Kelvin’s circulation theorem

d
dt

∮

v · dx = 0.

This vorticity conservation law, which results from the particle relabeling symme-
try of the Lagrangian picture, is scientifically one of the most important results in
geophysical fluid dynamics. The meteorologist Peter Névir, for example, writes that
the “conservation of potential vorticity is a cornerstone in dynamic meteorology”
(2004, 486). Similarly, the oceanographer Peter Müller writes, “most aspects of
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large-scale oceanography can be understood in terms of potential vorticity and
its evolution, as is stressed in textbooks” (1995, 68). Intuitively potential vorticity
conservation is the idea that a rotating column of fluid, despite changing shape, will
conserve volume and angular momentum.
Although these conservation of vorticity and circulation theorems were known

long before the particle-relabeling symmetry was recognized, their derivation from
the symmetry property provides a unification and simple explanation that is missing
on the standard approaches.Moreover, as Salmonpoints out, “the symmetry approach
shows that vorticity conservation is a consequence of the continuum approximation.
It has no analogue in particle mechanics, where the particle labels cannot be varied
continuously” (Salmon 1988, 241).
The rich representational machinery of classical hydrodynamics is not just useful

for understanding ordinary fluids, but can also be used to describe granularmaterials,
which are conglomerations of discrete macroscopic particles, such as piles of sand or
grain in a silo. Although granular materials sometimes behave as a solid, they can
also behave as a fluid and flow (even though no water is involved) as is familiar in an
hourglass. Granular hydrodynamics is the use of classical hydrodynamics to model
the flow of granular materials.9 Granular hydrodynamics is particularly useful for
helping geoscientists understand earthquake-induced landslides, for example.
Similarly, classical hydrodynamics representations are extremely fruitful at

the cosmological scale and are regularly employed in cosmology and astrophysics.
The hydrodynamic equations—in both the Eulerian and Lagrangian formulations—
are productively used to understand the formations of stars, galaxies, and large-scale
structures in the universe.10 As with ordinary hydrodynamics, each of these pictures
is useful for bringing out certain sorts of insights. As Shy Genel and colleagues write:

“The equations of hydrodynamics are usually solved in astrophysical applications using
either . . . particle-based Lagrangian-like schemes such as smoothed particle hydrodynamics
(SPH) or mesh-based Eulerian-like schemes such as adaptive mesh refinement (AMR). There
are various advantages and shortcoming of each approach” (Genel et al. 2013, 1426)

As an example, Genel and colleagues note that one of the most debated questions in
galaxy formation is how galaxies get their gas, for which the ability to track the mass
flow in a Lagrangian manner is crucial. They further note, however, that using the
Lagrangian formulation comes at a price, and hence they explore how the strengths
of each representation can be exploited, collectively giving deeper insights into galaxy
formation than would be obtained by using one representation alone.
In all of these applications of classical hydrodynamics, from ordinary geophys-

ical fluids in oceanography and meteorology to hydrodynamic representations in
astrophysics and cosmology, the interesting question is not whether the continuum
representation is a literally true depiction of the world. Rather, the relevant question

9 For a classic introduction, see Jaeger, Nagel, and Behringer (1996), and for a more recent review, see
Trujillo, Sigalotti, and Klapp (2013).
10 For textbook reviews of hydrodynamic representations at the cosmological scale see, for example,

Murkhanov’s (2005) Physical Foundations of Cosmology or Regev, Umurhan, and Yecko’s (2016) Modern
Fluid Dynamics for Physics and Astrophysics.



OUP CORRECTED PROOF – FINAL, 28/1/2020, SPi

194 alisa bokulich

is what true physical insights and correct inferences does this representation allow us
to draw about the world? I urge that we should keep this lesson in mind as we turn to
hydrodynamic representations at the quantum scale.

10.4 Hydrodynamic Representations at the Quantum
Scale

10.4.1 Eulerian quantum hydrodynamics
Hydrodynamic representations of quantum mechanics are almost as old as quantum
mechanics itself (though as we will see, a fuller elaboration of the formal analogy
was only carried out quite recently). Within months of Erwin Schrödinger’s seminal
papers introducing the wave equation, Erwin Madelung published a paper titled
“Quantum Theory in Hydrodynamical Form” (Quantentheorie in hydrodynamischer
form). Madelung describes the purpose of this paper to “show that far-reaching
analogies with hydrodynamics exist” (Madelung 1927, 322). He begins by writing the
wavefunction in polar form11

ψ = ReiS/h̄, (10.1)

which when substituted into the single-particle Schrödinger equation

− h̄2

2m
∇2ψ + Vψ = ih̄

∂ψ

∂t
(10.2)

and separated into real and imaginary parts yields the following two real, coupled
partial differential equations:12

∂S
∂t

+ (∇S)2

2m
− h̄2

2m
∇2R

R
+ V = 0 (10.3)

and
∂R2

∂t
+ ∇ ·

(

R2∇S
m

)

= 0. (10.4)

The heart of this hydrodynamic analogy is to identify ρ = R2 as the fluid density and
v = ∇S/m as the velocity field of this fluid; then equation (10.4) becomes

∇ · (ρv)+ ∂ρ

∂t
= 0, (10.5)

which is a continuity equation expressing the conservation of mass of the fluid. The
other part of equation (10.4), after applying the operator ∇ and using v = ∇S/m
becomes13

∂v
∂t

+ (v · ∇)v = −(1/m)∇(V + Q), (10.6)

11 I am using a slightly different notation here from Madelung’s original in order to be consistent with
the notation used later in connection with Holland’s extensions of the hydrodynamic analogy.
12 For further details on the derivation in this same notation, see, for example, Cushing (1994, ch. 8,

Appendix 1).
13 Again, for the explicit intervening steps, see Cushing (1994, ch. 8, Appendix 1) or Holland (1993, ch. 3).
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where
Q ≡ −

(

h̄2

2m
∇2R

R

)

. (10.7)

Equation (10.6) is analogous in form to the classical Euler equation:

∂v
∂t

+ (v · ∇)v = − 1
ρ

∇p, (10.8)

where p is the pressure of the fluid, and ρ, recall, is the density.
After deriving the two key equations, Madelung concludes (with our notation in

brackets),

[This equation] has the character of a hydrodynamical equation of continuity when one
regards α2 [i.e., ρ] as a density and φ [i.e., S/m] as the velocity potential of a flow u = gradφ
[i.e., v]. . . . [The other equation] also corresponds precisely to a hydrodynamical one, namely
that of an irrotational flow moving under the action of conservative forces. . . . We therefore
see that [the equation from Schrödinger] is completely explainable in terms of hydrodynamics,
and that a peculiarity appears only in one term, which represents the internal mechanism of
the continuum. (Madelung 1927, 323).

The ‘peculiarity’ Madelung notes in one term is what would later, in the context of
David Bohm’s (1952) interpretation of quantum mechanics, be called the ‘quantum
potential.’
Madelung’s hydrodynamical model of quantum theory was further developed by

Takehiko Takabayasi (1952), who elaborated this ‘peculiar’ term as an expression of
the internal stress in the fluid, which he represents as a stress tensor, σij. If we rewrite
the classical Euler equation as14

∂vi
∂t

+ (v · ∇)vi = − 1
m

∂iV − 1
mρ

∂j(pδij) (10.9)

we can see the formal analogy with the quantum version of the Euler equation, which
(from equation (10.6)) can be written

∂vi
∂t

+ (v · ∇)vi = − 1
m

∂iV − 1
mρ

∂j(pσij), (10.10)

where the stress tensor is

σij = −
(

h̄2ρ
4m

)

∂ijlogρ. (10.11)

Takabayasi concludes: “This showes [sic] that the motion can just be pictured as that
of [a] fluid with (symmetric) stress tensor σik [i.e, our σij] and that the influence
of quantum mechanics is regarded as introducing this ‘quantum-theoretical’ stress”
(Takabayasi 1952, 180). As can be seen above (in equations (10.9) and (10.10)), the
classical Euler and ‘quantum Euler’ equations are formally identical, apart from the
classical pressure tensor, pδij, being replaced with the quantum-mechanical stress
tensor (equation (10.11)).15

14 Here I am following the notation of Holland (1993, 121) for consistency.
15 As Bohm and Vigier (1954, 209) point out, the quantum stress is unlike the classical stress in that it

depends on derivatives of the fluid density.
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To complete the hydrodynamic analogy, the appropriate boundary and subsidiary
conditions need to be imposed on the density and velocity fields ρ and v (Hol-
land 1993, 121). In ordinary quantum mechanics one imposes the condition that
the wavefunction is single-valued, which means that at every instant, each point
of space can be assigned a unique value of the function ψ . In the context of the
hydrodynamic representation, the velocity field is irrotational (the fluid parcels are
not rotating), except at the nodes where it is undefined, and the single-valuedness
condition means

∮

v · dx = nh/m, (10.12)

which is interpreted as the fluid possessing ‘quantized vortices.’16
Takabayasi takes pains to distinguish this hydrodynamical model of quantum

mechanics from David Bohm’s (1952) interpretation. While on the hydrodynamic
analogy the quantum potential term is an internal stress in the fluid, on Bohm’s
interpretation it is understood as an external force, −∇Q. Further differentiating
his approach, Takabayasi writes: “Instead of doing this Bohm has reintroduced the
quantityψ not as ameremathematical tool but as an objectively real field” (Takabayasi
1952, 155). Takabayasi further emphasizes the distinction between a formulation and
an interpretation. He writes:
The hydrodynamic analogy . . . though sometimes useful for the analysis of the Schrödinger
equation and rather appropriate to make one visualize the presence of internal force, does not
necessarily prove the reality of the hydrodynamic picture. (Takabayasi 1952, 150)

While Madelung seems somewhat agnostic about how literally it should be inter-
preted, describing the use of hydrodynamics as an ‘analogy,’ Takabayasi is quite explicit
in describing the use of hydrodynamics as just a ‘model’ or a ‘formulation’ of quantum
mechanics, analogous to Feynman’s path integral formulation. By contrast, Bohm
and Vigier (1954), for example, go further in describing it as a theory of a real fluid.
They write: “Since the Madelung fluid is being assumed to be some kind of physically
real fluid, it is therefore quite natural to suppose that it too undergoes more or less
random fluctuations in its motion” (Bohm and Vigier 1954, 209). As will be discussed
later, these same questions about whether to understand the hydrodynamic analogy
in quantum mechanics as an interpretation or a formulation persist to this day.
The hydrodynamic analogy in quantum theory, as developed by Madelung,

Takabayasi, and others in the twentieth century, has been exclusively in the Eulerian
picture. As discussed in the previous section, hydrodynamics (like quantum
mechanics) admits of two different formulations: the Eulerian picture and the
Lagrangian picture. Although Takabayasi, in a footnote to his 1953 paper, briefly
alludes to the possibility of a self-contained Lagrangian formulation, surprisingly, it
would be another fifty years before such a full Lagrangian formulation of quantum
hydrodynamics would be developed.

16 This is reminiscent of the quantum condition of the old quantum theory, though of course is given a
different physical interpretation in that context (Holland 1993, 72).
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10.4.2 Lagrangian quantum hydrodynamics
The systematic development of a Lagrangian quantum hydrodynamics, as a full alter-
native picture or formulation of quantummechanics, was only carried out recently in
a series of papers by Peter Holland beginning in 2005.17 Recall that the Lagrangian
picture treats the fluid as a continuum of fluid particles (or parcels), each of which
maintains its identity throughout the evolution of the fluid. Unlike Madelung’s Eule-
rian formulation of quantum hydrodynamics, the Lagrangian formulation introduces
new variables (the particle labels a) into the quantum formalism. One begins by
introducing a vector (e.g., in three-dimensional Euclidean space) label ai for each
particle, which can be taken to be the position of that fluid particle at t = 0.AsHolland
notes,

This step is not merely of mathematical significance for the labeling allows us to conceive of
fluid functions such as density and pressure in terms of notions not available in the Eulerian
picture, namely, interparticle interactions described by the deformation matrix ∂qi/∂al.

(Holland 2017, 340)

The full congruence of all the particle trajectories is described by the displacement
function qi(a, t). This displacement function provides a new, alternative conception
of the quantum state, in place of the wavefunction ψ . In order to have a complete
Lagrangian hydrodynamic representation of QM, one needs an independent way of
calculating the congruence of trajectories. FollowingHolland (2017), if one substitutes
xi = qi(a, t) into the quantum analog of Euler’s force law

∂vi
∂t

+ vj
∂vi
∂xj

= 1
m

∂

∂xi
(V + VQ), (10.13)

then one obtains

m
∂2qi(a)

∂t2
= − ∂

∂qi

(

V(x)+ VQ(x)
) ∣

∣x = q(a,t) (10.14)

where the derivatives with respect to qi are defined as
∂

∂qi
= J−1Jij

∂

∂aj

and Jij is the adjoint of the deformation matrix ∂qi/∂aj. Holland concludes that
equation (10.14) should be understood as Schrödinger’s equation in the form of
Newton’s second law. To have a flow representative of Schrödinger evolution, one
must restrict the admissible solutions to what Holland calls a “quasi-potential” flow.18
He concludes:

The quantum state is now represented by the ‘displacement amplitude’ qi(a, t) encoding the
history of an infinite ensemble of particles whose interaction is described by the derivatives of

17 There were also efforts toward a Lagrangian quantum hydrodynamics developed as an approximation
scheme (not full formulation) in the quantum chemistry community, most notably by RobertWyatt (2005).
18 The restriction to quasi–potential flowmeans the initial velocity field is of the form ∂q(a)

∂t = 1
m

∂S(a)
∂a , but

the flow is not irrotational everywhere since the quantum phase obeys the quantization condition. Vortices
occur only in the nodal regions, where the density vanishes.
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qi with respect to ai . . . . With the appropriate initial conditions the vector qi(a, t) determines
the motion completely, without reference to ψ(x). (Holland 2017, 342)

The Lagrangian model of quantum hydrodynamics provides a complete formulation
of quantum mechanics and an alternative representation of the quantum state. It
is thus a formulation of quantum mechanics without wavefunctions.19 Furthermore,
beginning with the congruence of trajectories it is possible to deduce the time-
dependence of the wavefunction.20 In other words, the congruence of trajectories can
be understood as the fundamental quantum state entity through which to understand
the time evolution of the system.
Although the hydrodynamic formulation of quantum mechanics was initially

developed for a single-body, spin-0 system (Holland 2005a,b), Holland shows how
it can be readily extended to an n-body system by allowing the indices i, j, . . . to
range over 3n values and the congruence of trajectories in configuration space can
be mapped into ensembles of interlacing trajectories in 3-space (Holland, 2017, 343).
Holland (2006) further extends the Lagrangian hydrodynamic model to spin-1/2
systems by allowing the fluid particles to have an internal rotational freedom. The
standard angular momentum approach, where the rotational degrees of freedom
appear as discrete indices in thewavefunction, does not provide sufficient information
(since the fluid quantities are ‘averaged’ over these indices), so Holland instead
uses the angular coordinate representation, where the spin degrees of freedom are
represented by the continuous parameter Euler angles, α. To construct a fully general
Lagrangian hydrodynamic model, Holland generalizes to an arbitrary-dimensional
Riemannian manifold,M, with a static metric gμν(x), μ,ν, . . . = 1, . . . ,N, where the
history of the fluid is encoded in the positions ξ(ξ0, t) of the distinct fluid elements at
time t. The result is a simpler and physically clearer hydrodynamic model embracing
both fermions and bosons, that is a straightforward generalization of the spin-0 theory
(Holland 2006, 371).21
Holland similarly uses this method to construct a full (Eulerian and Lagrangian)

hydrodynamic ‘fluid’model of the electromagnetic field (a feat which famously eluded
the nineteenth-century ether theorists, though of course here without the literal

19 Indeed this is the title of the paper Schiff and Poirier (2012) where they further emphasize that
what we are here calling Lagrangian quantum hydrodynamics is a “standalone reformulation of quantum
mechanics, that neither relies on the TDSE [time–dependent Schrödinger equation] nor makes any
mention of any external constructs such as ψ” (p. 031102–1).
20 Although the Eulerian variables ρ, v are not canonical, Holland also shows how one can set up

a canonical formulation of Eulerian QH by introducing potentials for the velocity, which result in a
Clebsch-like representation. One can define new dependent variables Q, Pi which are canonically conjugate
(defining three pairs position andmomentum variables for each space point, whose temporal development
is governed by Hamilton’s equations) which become the new descriptors of the state. Hamilton’s equations
plus initial conditions imply the Schrödinger equation via the QH equations (continuity and Euler-type
force law). Thus, the trajectory formulation of QM can be obtained by a canonical transformation of wave
mechanics when the latter is formulated in terms of the hydrodynamic phase space variables or gauge
potentials Qi(x),Pi(x). See Holland (2017, §4) for details.
21 Holland also notes that this provides an alternate method of quantization: from the single particle case

one can pass to a continuum of particles, introduce the interparticle interaction, generalize to Riemann
space with external scalar and vector potentials, and finally pass to the Eulerian description (Holland
2011, 85).
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physical interpretation). More specifically he shows how “the relativistic spin-1 field
obeying the source-free Maxwell equations can be computed from the Lagrangian
trajectories” (Holland 2005b, 3660). As in the spin-1/2 case, one endows the fluid
particles with a rotational degree of freedom and makes use of the generalized Rie-
mannianmanifold construction, fromwhich electromagnetic theory can be extracted
as a special case.22 Thus he provides a

continuum mechanics model from which we may deduce Maxwell’s equations as the Eulerian
counterpart to the equation of motion of the Lagrangian trajectories, and in particular with an
algorithm to compute the electromagnetic field from the latter. (Holland 2005b, 3671)

He further argues that this method of construction can be extended to produce
a Lagrangian trajectory formulation of any generic field theory (Holland 2012,
2013). This work thus provides researchers with new conceptual and computational
resources for exploring field theories.

10.5 Exploring Lagrangian Quantum Hydrodynamics
With the details of this hydrodynamic formulation of quantum mechanics in hand,
let us now turn to exploring some of the broader questions about this formalism. In
particular, we first distinguish the LQH formulation from the de Broglie–Bohm inter-
pretation, which similarly uses trajectories. Second, we examine the novel particle-
relabeling symmetry and conservation laws that arise in the LQH formulation. And
third, we explore whether there is any sense in which the LQH formulation of quan-
tummechanics should be thought of as more fundamental than theψ representation.

10.5.1 LQH is not the de Broglie–Bohm interpretation
It is important to clearly distinguish between Lagrangian quantum hydrodynamics
(LQH) and the de Broglie–Bohm (dBB) interpretation of quantum mechanics. The
dBB interpretation differs from LQH in five respects. First, dBB attributes ontological
status to the wavefunction, while LQH is a formulation of quantum mechanics
without wavefunctions. Second, dBB depends on the wavefunction to obtain the tra-
jectories; that is, one first solves the time-dependent Schrödinger equation to obtain
the wavefunction, and then uses this to derive the quantum trajectories. On LQH, by
contrast, one obtains the trajectories directly by solving the second-order Newtonian-
type equation (equation (10.14)). Third, unlike LQH, dBB postulates the existence
of a corpuscle of mass m following one of the trajectories. As one researcher notes,
Bohm was interested in “corpuscle propagation using information gleaned from
precomputed wave functions” (Wyatt 2005, 2), while LQH dispenses with both the
corpuscle and the wavefunction, and instead determines the fluid trajectories directly.
The similarity to note between LQH and dBB is that one of the paths of the fluid

parcels coincides with that of the dBB corpuscle. However, as Holland notes, “The
corpuscle is . . . to be distinguished from a fluid particle both in its mass and in its

22 This method makes use of the fact that Maxwell‘s ‘curl’ equations are a form of Schrödinger’s equation
(with a constraint from the divergence equations) and that the corresponding wave equation has a
continuous representation in the Euler angles (Holland personal communication).
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dynamical behavior” (Holland 2005a, 525). This points to a fourth difference between
LQH and dBB: On dBB, the motion of the corpuscle is determined by the external
quantum potential, while on the LQH approach the trajectories are determined by
the interactions between the fluid parcels themselves. This arises because the LQH
introduces new variables (the particle labels) into the quantum formalism, while the
dBB interpretation does not. This means that the LQH fluid parcels do not suffer
from the dBB problem of no back-reaction (i.e., the asymmetry of the wavefunction,
via the quantum potential, acting on the particle, but the particle not back-reacting
on the wavefunction).23
Finally, the fifth and perhaps most salient difference between dBB and LQH is that

the former is an interpretation of quantummechanics, and the latter is best understood
as a formulation of quantum mechanics. While the dBB interpretation seeks to solve
the measurement problem by underpinning the indeterministic and statistical story
told by standard quantummechanics with a completely deterministic, causal story of
individual quantum systems and processes, the LQH formulation, on its own, has no
such interpretive ambitions.24

10.5.2 Symmetries in quantum hydrodynamics
The Lagrangian formulation of quantum hydrodynamics provides new insights into
symmetries and conservation laws in quantum mechanics. Most strikingly, it allows
for the discovery of a novel quantum symmetry that is obscured on the standard
formulation. Recall that the Lagrangian formulation of quantum hydrodynamics
introduces new variables into the quantum formalism, namely the particle labels, ai.
Moreover, no particular choice of particle label is preferred. This freedomcorresponds
to a newquantum symmetry or gauge freedom, namely the infinite-parameter particle
relabeling group, with respect to which the Eulerian variables of position, density, and
velocity, are invariant. As Holland explains,

The origin of the relabelling symmetry is that the deformation coefficients (derivatives of
the current position with respect to the label) appear in the field equations only through the
Jacobian . . . . [This is] a characteristic feature of fluid mechanics that is not displayed in other
continuum theories. (Holland 2013, 57)

By EmmyNoether’s (first) theorem, we know that this relabeling symmetry implies
a conservation law. Indeed this symmetry is the quantum analog of the classical
symmetry in ordinary hydrodynamics, examined earlier, which is responsible for the
vorticity and circulation conservation theorems of Helmholtz, Kelvin, and Ertel. In
the Lagrangian picture one can, for example, derive the quantum version of Kelvin’s
conservation of circulation theorem (Holland 2017, 342):

∂

∂t

∮

q̇ldqi = 0, (10.15)

23 See, for example, Holland 1993, §3.3.2 for a discussion of this feature of de Broglie–Bohm.
24 Not surprisingly, some have tried to turn the LQH approach into an interpretation of quantum

mechanics, such as in what is known as the “many interacting worlds” (MIW) interpretation (Hall, Deckert,
and Wiseman 2014). I will return to briefly discuss this interpretation in Section 10.6.
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which states that the closed loop of particles remains closed during the flow due to
the continuity of the function qi(a). There is also a conserved density and current
associated with the relabeling symmetry (Holland 2013, 71):

P(a, t) = −mρ0
∂qi
∂t

∂qi
∂aj

ξj, Ji(a, t) = ρ0ξi

(

1
2

m
∂qi
∂t

∂qi
∂t

− V(q(a, t))− VQ

)

,

which also have analogs in classical hydrodynamics. Although the importance of these
conservation theorems is indisputable in the classical context, their significance in
non-relativistic quantum mechanics is less clear. Moving to the relativistic context,
however, Poirier (2017) has argued that the conservation law associated with the par-
ticle relabeling symmetry is what allows one to define global simultaneity manifolds,
restoring absolute simultaneity, and allowing a foliation into a 3+1 space and time.
The Lagrangian hydrodynamic formulation of electromagnetism, mentioned ear-

lier, also provides an alternative perspective on the Lorentz covariance of the theory.
The fluid paths in the Lagrangian hydrodynamic formulation do not form a Lorentz
covariant structure. In that respect they are similar to the electric and magnetic field
lines, or the energy flow lines derived from Poynting’s vector, which, though not a
covariant structure themselves, are derived from the Lorentz covariant electromag-
netic theory. Holland argues that the fact that the

non-covariant hydrodynamic ones [trajectories] may be employed as a basis from which to
derive the relativistic theory . . . suggests that [the Eulerian field variables] ρ(x) and S(x) (and
hence E(x) and B(x)) may be regarded as ‘collective coordinates’—functions that describe the
bulk properties of the system without depending on the complex details of the particulate
substructure. Features peculiar to the Eulerian picture, such as Lorentz covariance, may
therefore be viewed as collective rather than fundamental properties. (Holland 2005b, 3678)

This question of whether the Lagrangian formulation should be considered as, in
some sense, more fundamental than the Eulerian formulation is an interesting issue
that comes up in the context of classical hydrodynamics as well, and will be briefly
examined next.

10.5.3 Is the Lagrangian picture more fundamental?
The Lagrangian and Eulerian formulations of hydrodynamics are taken to be—in
some not yet philosophically precise sense—equivalent.25 It is important to note,
however, that they are notmerely coordinate transformations of each other, but rather
are two different ways of specifying the fluid flow (i.e., one can use the Eulerian and
Lagrangian formulations in any frame of reference and using any coordinate system).
A recent textbook describes the relation between the Eulerian and Lagrangian for-
mulations as follows: “[The] two approaches ultimately describe physical objects that
are equivalent to one another, as well-definedmathematical manipulations transform
one perspective into the other. In certain practical situations, however, one approach
may be superior to the other . . . both in terms of the mathematical formulation of a
given problem and its interpretation” (Regev, Umurhan, and Yecko 2016, 2)

25 There is actually a substantive philosophical debate about what it means for two theories, models, or
formalisms to be ‘theoretically equivalent’ (see, for example, Nguyen 2017 and references therein).
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In other words, although they are two ways of describing the same physical system,
one formulation may be superior to another in a given situation in terms of the
calculational tractability or the physical insight it provides.
Despite the empirical equivalence and inter-transformability of the Lagrangian and

Eulerian descriptions, there are two (related) arguments one finds in the classical fluid
dynamics literature for why the Lagrangian formulation should be thought of as the
more fundamental description.26 The first argument comes from the perspective of
geometric mechanics and reduction theory. Reduction is a powerful tool in the study
of mechanical systems, whereby one can exploit conserved quantities and symmetry
groups to reduce the dimensions of a phase space.27 We can think of a Hamiltonian
system as consisting of a phase space and two geometrical objects: the Poisson bracket
{,} and the Hamiltonian, H. When the Poisson bracket is singular there exist a set
of what are called Casimir functions {C} for which {C,A} = 0 for every function A,
including,H, meaning C is conserved by the dynamics. As Salmon points out,

Singular Poisson brackets typically arise from a transformation from canonical coordinates (in
which the bracket is nonsingular) to a reduced set of (fewer) coordinates in which the dynamics
comprises a fewer number of equations but is nevertheless closed. Then . . . the Casimirs are the
conserved quantities corresponding to the symmetries that permit the reduction.

(Salmon 2014, 339)

In fluidmechanics, the reduction is precisely the transformation from the (canonical)
Lagrangian variables to the non-canonical Eulerian variables. There is thus a sense
in which the Lagrangian formulation is a more complete description of the fluid. As
Salmon notes,

If we know [the Eulerian variables of velocity, density, and entropy at fixed locations], then
we know everything we need to compute the Hamiltonian . . . but our knowledge of the fluid
motion is incomplete; we cannot say which fluid particle went where. (Salmon 2014, 337)

The symmetry that permits the reduction from Lagrangian variables (the velocities
and locations of marked fluid particles) to the Eulerian variables—and thus what is
responsible for there being a closed Eulerian formulation of fluid mechanics—is the
relabeling symmetry.
This last point brings us to the second, related, argument for why the Lagrangian

formulation can be thought of as more fundamental: The general law of vorticity
conservation is a consequence of the relabeling symmetry, which can only be articu-
lated on the Lagrangian formulation. As one researcher remarks, despite the central
importance of the Eulerian description,

the general vorticity law cannot be formulated without referring to the positions of marked
fluid particles; an example proving that the continuum model of the fluid particles and the
Lagrangian description are in a sense more fundamental than the Eulerian description.

(Sieniutycz 1994, 55)

26 As we will see, the appropriate notion of ‘fundamentality’ still needs to be elaborated.
27 The inverse of reduction is known as reconstruction, whereby one can get back the dynamics of the

full Hamiltonian system from the reduced system; holonomies, related to phenomena such as Berry’s phase
and A–B effect, can be viewed as an instance of reconstruction (Marsden and Ratiu 1999, 256).
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The physical oceanographer Peter Müller likewise notes,

The [usual analysis of vorticity conservation] is unsatisfactory since it neither reveals the
underlying cause for the material conservation of potential vorticity nor offers any explicit
expressions for homentropic and homogeneous fluids. These issues become resolved in a
Lagrangian description of the fluid motion. (Müller 1995, 72)

And Salmon similarly writes,

[T]he general vorticity law cannot be stated without referring to the locations of marked fluid
particles. This is but one of several important examples in which the greatest simplicity and
generality are achieved only by considering the complete set of Lagrangian fluid variables. These
examples suggest that the primitive picture of a fluid as a continuous distribution of massive
particles is in some sense the more fundamental, and that the simplicity of the conventional
Eulerian description has been purchased at a definite price. (Salmon 1988, 226)

Interestingly the relevant notion of ‘fundamentality’ being used here is not that
of being less idealized or closer to the truth. Both the Eulerian and Lagrangian
formulations are continuum approximations for fluids that are ultimately understood
to be composed of discrete molecules. Yet, as Salmon notes, “the particle-relabeling
symmetry property is unique to fluid mechanics. It has no analogue in discrete-
particle mechanics, where the particle labels cannot be varied continuously” (Salmon
2014, 304).
Returning to the quantum context, one might similarly argue that the Lagrangian

formulation of quantum hydrodynamics is more fundamental, where again ‘funda-
mental’ need not be construed as ‘closer to the truth.’ Recall that on the Lagrangian
quantum hydrodynamics approach, the quantum state is represented by the full con-
gruence of fluid particle (parcel) trajectories described by the displacement function
qi(a, t) . As discussed earlier, these trajectories can be calculated directly (by means
of equation (10.14)) and provide a self-contained formulation of quantummechanics,
without reference to the wavefunction. Moreover, as Holland shows, if one wishes,
one can then derive the time-dependent wavefunction from these independently
calculated trajectories. Hence, “one may make the displacement function of the
collective the basis of the quantum description with the wavefunction being regarded
as a derived quantity” (Holland 2017, 334). In other words, rather than viewing
the wavefunction as the fundamental entity and the trajectories as a derived or
interpretive overlay, on the Lagrangian approach it is natural to view the trajectories as
the more fundamental description. In analogy with the classical hydrodynamics case,
on the Eulerian formulation of quantum hydrodynamics (e.g., ofMadelung), onemay
view the Eulerian functions ρ(x) and S(x) as the “‘collective coordinates’—functions
that describe the bulk properties of the system without depending on the complex
details of the particulate substructure” (Holland 2006, 384).
Given the equally idealized and effective nature of both the Eulerian and

Lagrangian formulations (of either classical hydrodynamics or quantummechanics),
their physical equivalence, and their inter-transformability, I am not sure these
arguments about fundamentality are likely to convince anyone not already
sympathetic to the view. However, what I think these arguments do succeed in
doing is shifting the burden of proof: there are no longer grounds for automatically
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assuming that the Eulerian field picture and the wavefunction representation of the
quantum state (or relatedly the ρ(x) and S(x) representation of the quantum state)
are privileged.28

10.6 Beyond the Wavefunction Hegemony
With this alternative formulation of quantum mechanics in hand, let us return to
drawing out some of the preliminary implications of LQH for various realist projects
in quantum theory. While a full exploration of these implications is not possible
here, some promising avenues for future work are indicated. Most immediately,
the LQH formulation, with its displacement representation of the quantum state,
qi(a, t) challenges the hegemony of the wavefunction. Unlike the de Broglie–Bohm
interpretation of quantum mechanics, which has a dual ontology of trajectories and
wavefunctions (or pilotwaves), the LQHdispenseswith thewavefunction entirely; the
quantum evolution is borne by the congruence of trajectories alone. Hence it shows
how it is possible to do ‘quantummechanics without wavefunctions.’ The two pictures
(ψ and qi) are, of course, inter-transformable, and share the common mathematical
data of the initial conditions. That is, the initial density and velocity of the congruence
is equal to the initial squared magnitude and phase gradient ofψ0. Not assuming one
picture to be more fundamental than the other, one could say that certain mathe-
matical functions (initial data) may be ascribed different interpretations.29 Although
the trajectory formulation does not disprove wavefunction realism, it does shift the
burden of proof, raising substantive questions about what ontological conclusions can
legitimately be read from the formalism, given the non-necessity of the wavefunction
concept of state.
Not only does LQH show that one can formulate quantum mechanics without

wavefunctions, but it also provides a different perspective on experiments that claim
tomeasure thewavefunction of a single system as an extended object. In awell-known
paper, Yakir Aharonov and colleagues argue that so called ‘protective measurements,’
which use a suitable adiabatic interaction to measure the expectation values of
operators without appreciably disturbing a quantum state, provides evidence that
the wavefunction is ontologically real (Aharonov, Anandan, and Vaidman 1993).
Holland (2017) shows, however, that what is directly measured in such cases are the
hydrodynamic variables (ρ and v), and not the wavefunction itself. Since these (Eule-
rian) hydrodynamic variables can be used to construct either the ψ(x, t) or qi(a, t),
the protective measurement scheme cannot be used to privilege the wavefunction
conception of the quantum state as being more ontologically real than the displace-
ment conception.
As noted in Section 10.1, a consideration of alternative formalisms is not only

helpful in avoiding an elision between the mathematical formalism and what it repre-
sents, but can also challenge the presumption that some feature of the mathematical

28 That, of course, doesn’t mean that one formulation might not be pragmatically preferred in a given
situation, just like one may find Feynman’s path integral formulation of quantum mechanics more useful
in some situations.
29 I owe this way of expressing it to Holland (personal communication).
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representation is also necessarily a feature of the world. A striking example of this
is the claim by wavefunction realists that because the wavefunction ψ lives in a 3n-
dimensional configuration space (where n is the number of particles in the universe),
we too must live in this high-dimensional abstract space, and the three-dimensional
physical space of our experience is in fact an illusion (e.g., Albert 1996, 277). This view,
sometimes referred to as ‘configuration-space realism,’ arises froma literalist approach
to scientific realism, as others have noted (e.g., Dorato and Laudisa 2015, 120).
Against configuration-space realism, the LQH formalism shows that it is possible

to represent the quantum state of a many-body system as a set of states in ordinary,
three-dimensional physical space. As is well known, the many body wavefunction
for a system of n particles with masses mr with r = 1, . . . ,n is ψ(x1, . . . ,xn), which is
defined in a 3n-dimensional configuration space. In the equivalent LQH representa-
tion, such an n-body quantum state is represented as a single-valued congruence of
curves qri(a1, . . . ,an) in the 3n-dimensional configuration space, where the indices r, i
collectively range over the 3n values. The a1, . . . ,an, recall, uniquely label the initial
positions qroi = ari. As Holland emphasizes in a recent paper,

From the grouping of the indices, we see immediately that in this picture each configuration
space trajectory is composed of n trajectories in three-dimensional physical space, the rth

trajectory being given by the position vector qri. The whole nondenumerable configuration
space congruence is therefore composed of n families of trajectories in 3-space. The n-body
quantum state may be represented as a collection of n states in 3-space.

(Holland 2018, 269–3; emphasis original)

In other words, on the LQH formulation, the many-body quantum state can be
represented in ordinary physical 3-space, consistent with our experience—no grand
illusions required.
In the generalization of the previously discussed one-body case to a many-body

system, the Schrödinger equation can be cast as a set of n Newtonian-type equations
describing the coupled evolution of the set of n displacement 3-vectors:

mr
∂2qri(ai, . . . ,an)

∂t2
= − ∂

∂qri

[

V(xi, . . . ,xn)+ VQ(xi, . . . ,xn)
] ∣

∣xr=qr(a1, . . . ,an,t)

As Holland explains, from this equation we see that the trajectory qri is generally
coupled with all the other current locations, such that if the rth family of trajectories
is acted upon by an external force, the whole congruence will respond. In this way,
nonlocality is still captured in this trajectory formulation, as one would expect. In
sum, the LQH formulation undermines configuration-space realism by showing how
one can represent the full many-body quantum state as living in ordinary 3-space,
while still capturing the essential feature of nonlocality.
As emphasized at the outset, LQH is a full mathematical representation or for-

mulation of quantum mechanics—not an interpretation. Nonetheless in the context
of realist explorations of quantum theory, one can ask what the further project of
interpreting this LQH formalism might look like. In other words, what hints might
this formalism give us about the way the world really is? So far, three different
philosophical approaches towards LQH have emerged, which I will refer to as the
interpretations approach, the duality approach, and the inferential realist approach.
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The first option is to turn LQH into an interpretation of quantum mechanics.
Examples of this approach include the “Many Interacting Worlds (MIW)” interpre-
tation of Bill Poirier (2010) and Michael Hall and colleagues (Hall, Deckert, and
Wiseman 2014) or the “Newtonian QM” of Chip Sebens (2015). In contrast with
Bohmian mechanics, which takes only one trajectory to be real, Poirier notes that
on this alternative interpretation,

one might prefer to regard all trajectories in the quantum ensemble as equally valid and real.
It is hard to imagine how this could be achieved without positing that each trajectory inhabits a
separate world . . . . this version of the many worlds interpretation would be very different from
the standard form. (Poirier 2010, 14)

Similarly Sebens describes this interpretation as a novel no-collapse interpretation
that

combines elements of Bohmian mechanics and the many-worlds interpretation to form a
theory in which there is no wave function . . . . Unlike the many worlds of the many-worlds
interpretation, these worlds are fundamental, not emergent; they are interacting, not causally
isolated; and they never branch. (Sebens 2015, 267)

To make this interpretation fly, however, one must assume a finite number of worlds.
As Sebens notes,

Themeaning ofρ becomes unclear if wemove to a continuous infinity ofworlds sincewe can no
longer understand ρ as yielding the proportion of all worlds in a given volume of configuration
space upon integration over that volume. (Sebens 2015, 283)

Michael Hall and colleagues similarly try to avoid the “ontological difficulty” of a
continuum of worlds by “replacing the continuum of fluid elements in the Holland–
Poirier approach by a huge but finite number of interacting ‘worlds’” (Hall, Deckert,
and Wiseman 2014, 1).30 By moving to a finite number of trajectories or worlds,
this is strictly speaking a break from the full LQH formulation of standard QM.
Recall that LQH is based on a continuum mechanics approach which, like classical
hydrodynamics, rests on an infinite continuum of ‘fluid’ parcel trajectories. So the
MIW interpretation is only equivalent to standard quantum dynamics in the limit
where the number of worlds becomes uncountably infinite.
Instead of turning this formulation of quantum mechanics into an interpretation,

the second approach takes a step back and asks what realist implications might follow
from the fact that quantummechanics admits of both a wavefunction and a trajectory
concept of state. Holland himself sees this as indicative of a new kind of wave-particle
duality. He writes,

The full hydrodynamic model of quantum mechanics therefore provides an interpretation of
two pictures—the wave-mechanical (Eulerian) and the particle (Lagrangian), and the latter is
just as valid a representation of quantum processes as the former . . . . This mapping therefore
gives a new and mathematically precise meaning to the notion of “wave-particle duality.”

(Holland 2005a, 508)

30 Hall et al. note their approach is “broadly similar” to that of Sebens (2015).
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These two pictures each emphasize and bring out different aspects of the quantum
state. For example, the second order Newtonian equation of the trajectory picture,
discussed above, highlights the force behind quantum propagation. Holland more-
over argues that this wave-particle duality is not unique to quantum theory, but
rather is a generic feature of field theories which can admit of Lagrangian trajectory
formulations, such as in the case for electromagnetism (Holland 2005b) and relativity
(Holland 2012). Whether this duality is to be understood simply as a feature of our
mathematical representations, or whether it is to be read as revealing an ontological
duality inherent in the world remains unclear.
A third approach might be along the lines of what I call inferential realism. Similar

to the duality approach, this approach emphasizes the importance of a plurality of
representations, though it does not read these two pictures of the quantum state as
a joint depiction of some more fundamental ontological duality. Inferential realism
shifts the focus of the realism question from ‘what there is,’ to ‘what true things can
we learn.’31 Inferential realism rejects the literalist approach to scientific realism char-
acteristic of van Fraassen, and instead traces its roots back to ErnanMcMullin’s (1984)
understanding of realism as the development of scientifically fruitful metaphors.
In the heyday of the realism–antirealism debate in the 1980s there were two

diametrically opposed conceptions of scientific realism. One conception, articulated
by the antirealist van Fraassen, construed scientific realism as follows:

Science aims to give us, in its theories, a literally true story of what the world is like, and acceptance
of a scientific theory involves the belief that it is true. This is the correct statement of scientific
realism. (van Fraassen 1980, 8; emphasis original)

Although van Fraassen claimed that this is a minimal construal that any realist
would assent to, McMullin, one of the chief defenders of scientific realism at the
time, flatly rejected this way of conceiving the realist project. In his paper “A Case
for Scientific Realism,” McMullin outlines a very different conception of realism:

Science aims at fruitful metaphor and at ever more detailed structure . . . . The realist would not
use the term ‘true’ to describe a good theory. He [or she] would suppose that the structures of
the theory give some insight into the structures of the world. (McMullin 1984, 35)

Here we see McMullin rejecting the view that realism is committed to a literal
construal of scientific theories, and instead conceiving of the realist project as one
of developing fruitful metaphors, analogies, and models. On this alternative view,
the realism comes in the new discoveries, insights, and deeper understanding that
these metaphors, analogies, and models enable, rather than in their interpretation
as a literal depiction of world.32 In this tradition, inferential realism is not about
finding the one true depiction of the world, but rather about developing a plurality
of fertile representations. Representations, like depictions, are aimed at and purport
to tell us about the world, but their connection is often looser involving pragmatic

31 Although these questions are often linked, they can also come apart in significant ways, as discussed
in Bokulich (2016).
32 For a discussion of how metaphors, analogies, and models, despite being not literally true, can

nonetheless give true insights into the physical systems they represent, again see “Fiction as a Vehicle for
Truth” (Bokulich 2016).
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elements; hence, a greater caution is required in drawing ontological conclusions.
Moreover, different representations can be more or less useful in different contexts
and domains. This view is nonetheless committed to realism because it holds that
these representations yield genuine knowledge and advance our understanding of
the actual world.
When trying to decidewhat philosophical attitude to take towards LQH, it is helpful

to contextualize it within the broader class of Lagrangian hydrodynamic approaches
in the physical sciences (e.g., in geophysical fluid dynamics and astrophysics),
as I have done here. Within this broader context, it would be odd to say that the
Eulerian formulation, for example, is the only legitimate mathematical formulation
of classical hydrodynamics (as onemight with the standardψ formulation of QM); or
at the other extreme, it would be odd to allow the Lagrangian formulation only if it is
taken as a literal depiction of real fluids (as for example in theMIW interpretation). In
the classical case, we clearly see the enormous fertility and explanatory power of the
hydrodynamic analogy (and formalism of continuum mechanics more broadly) as a
non-literal representation of our world. The credentials of classical hydrodynamics
come not from its status as a literal depiction of the world, but rather from the many
correct inferences it licenses.
In the context of quantum theory, the hydrodynamic analogy has given rise

to the discovery of a new way of representing and time-evolving the quantum
state. Although it is an empirically equivalent formulation of quantum mechanics,
it nonetheless has profound implications for the quantum realism debate, as we
have seen. In particular, the LQH formulation, with its displacement or trajectory
representation of the quantum state, challenges the hegemony of the wavefunc-
tion. By showing that the wavefunction is neither a necessary—nor even the most
fundamental—representation of quantum systems, LQH undercuts the central argu-
ment for wavefunction realism. Just as strikingly, it falsifies the claim that config-
uration space realism is a necessary consequence of any realist understanding of
quantum mechanics, by showing how one can represent an n-body quantum system
as a set of n states in ordinary three-dimensional space. To reiterate, it has not been
my contention that we should replace the ψ conception of state with the trajectory
one—we should admit both. Regardless of what philosophical attitude one takes
towards the LQH formulation, regaining sight of the proverbial forest of quantum
representations beyond the ψ is an essential step in exploring the realist implications
of quantum theory.
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Scientific Realism without
the Wave Function

Valia Allori

11.1 Introduction
Can we describe what the world is like through a fundamental physical theory?
In the answer to this question lies the historic disagreement between scientific realists
and antirealists. According to the antirealist, we should be content with physics to be,
for example, just empirically adequate. In contrast, the realist believes that physics
informs us about metaphysics. Quantum mechanics has always been taken to be
devastating for the realist program, being so full of contradictions andmysteries. This
situation started changing after the 1950s, since when several realist quantum theories
have been proposed. However, until recently, scientific realists were convinced that in
order to make quantum mechanics amenable to a realist interpretation, one would
have to give a material interpretation of the fundamental mathematical object of the
theory, namely the wave function. In this chapter, I explore an alternative realist pro-
posal, dubbed the primitive ontology (PO) approach, which is not committed to this.1

I will show how the PO approach provides a distinctive account of theory construc-
tion in which the PO is chosen first, and then the rest of the theory is built around
it to ensure empirical adequacy. Since many such theories are produced in this way,
which cannot be ruled out by empirical means, I argue that coherence and parsimony
considerations togetherwith general reflections on the supervenience relation (or lack
thereof) between the PO and the wave function, as well as on the type of scientific
realism that this approach suggests, allow us to make a more informed decision about
which theories are the best candidates for the scientific realist.

The following is the outline of the chapter. In Section 11.2, I present the POapproach
for classical theories and then I extend it to the quantum domain. I contrast it with
wave function realism, the view that the wave function is a material field, and I argue
that the source of the tension between quantum mechanics and scientific realism
is the idea of considering the wave function as representing physical objects. In
Section 11.3, I outline the general theory-construction schema for the PO approach,

1 This proposal has been introduced in Dürr, Goldstein, and Zanghì (1992; 1995; 1997), and Goldstein
(1998), and further developed in Allori et al. (2008; 2011; 2014) and Allori (2013a; 2013b).

Valia Allori, Scientific Realism without the Wave Function In: Scientific Realism and the Quantum.
Edited by: Steven French and Juha Saatsi, Oxford University Press (2020). © Valia Allori.
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and in Section 11.4, I present some possible empirically adequate quantum theories in
which the wave function is not physical. These theories are obtained by varying the
type of PO (particles, fields, or spatio-temporal events, dubbed flashes), its evolution,
and the evolution of the wave function. In Section 11.5, I move to the meaning of
the wave function in these theories, which is taken to have a nomological character.
These observations lead into Section 11.6, which discusses in more detail the type of
realism this approach suggests, where one is realist about the PO but not about the
wave function. I continue in Section 11.7, noting how the theories presented earlier
could be better classified in terms of the PO being independent or dependent of the
wave function. In Section 11.8, I discuss how this, among others, can be a consideration
in theory selection.

11.2 Theory Architecture
The POapproach, like any realist framework, emphasizes that any theory should spec-
ify its scientific image: what theworld is like according to the theory. Since theories are
formulated mathematically, this implies the specification of the mathematical entities
representing the physical ones. However, differently from other views, the emphasis
is that scientific realism is better served when this is done at the very beginning of
theory construction. That is, when the scientist proposing the theory has already a
metaphysical hypothesis in mind, so that the correspondence rule is there from the
beginning. For instance, Newton assumed the world is made of particles. Then, he
put the theory in mathematical form using the mathematical object that naturally
corresponds to his metaphysical hypothesis, namely points in three-dimensional
space (as opposed to, for instance, vectors or scalar-valued functions from three-
dimensional space to three-dimensional space that would naturally represent various
types of fields). The other variables in the equations are interpreted accordingly: some
represent matter, and some represent its properties. For instance G mM

r2 + qE(r) =
m d2r

dt2 represents the temporal evolution of a material entity, namely a point-particle
with mass m and charge q, whose trajectory in space-time is given by the solution r(t)
of this equation. In this way, some mathematical objects in the theory are privileged
over the others since they capture the fundamental nature of reality. These variables
are the primitive ontology, PO, of the theory.

Thus, theories are born with a hierarchical structure, determined by the role the
various variables play in the theory. On the foundational level there is the primitive
variable, which captures the metaphysical hypothesis. Then we have many other vari-
ables: some are constants, likeG; some othersmay be taken as describing properties of
matter, like m or q. These variables suitably ‘dress up’ the fundamental entities so that
the theory accurately accounts for the phenomena. None of these variables represents
matter: table and chairs are not made of charges, say; they are made of particles with
charges.

What about other variables, like E above? Traditionally, they are taken to represent
electromagnetic fields, and accordingly they have been dubbed ‘local beables,’ to use a
terminology introduced in Bell (1987). They aremathematically specified by functions
on three-dimensional space (‘local’), as opposed to in a higher-dimensional space
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(‘nonlocal’). The ‘beable’ part of the name comes in opposition to ‘observable’: they
may represent something which exists rather than merely what is observed in an
experiment. However, in this approach they do not represent matter: since they are
needed tomake the theoretical particle trajectories empirically adequate, they are best
regarded as non-primitive variables. (SeeAllori 2015 for an elaboration on the possible
choices of the PO of classical electrodynamics and its consequences.)

As a result of taking particles as its PO, classical mechanics is arguably able
to account for observed phenomena. As long as we can neglect quantum effects,
macroscopic bodies and their properties can arguably be accounted for in terms
of the motion of point-like particles moving in three-dimensional space using the
familiar notions of reduction and compositionality. There are two ingredients for
this explanatory schema to be satisfactory: (1) the PO is microscopic; (2) the PO is in
space-time. The first requirement ensures that the objects in the PO are the building
blocks of everything else: particles clump together to form bigger objects, which
behave independently of their initial composition (for instance, protons, neutrons,
and electrons bind together to form atoms, which behave as prescribed by the laws of
chemistry in a way which is independent of their subatomic composition; then atoms
bind together to form more complicated molecules that obey the laws of biology,
which similarly are opaque to their atomic composition, and so on). This hierarchy
of objects straightforwardly allows the explanation of the macroscopic properties
in terms, of the microscopic constituents.2 This is where the second requirement
comes in: this schema works if the building blocks live in the same space as the
macroscopic entities, namely three-dimensional space. If the fundamental building
blocks of nature live in a different space then there is an additional step to be made,
namely to explain how we think we live in three-dimensional space while we actually
do not (see Section 11.5).

If the PO represents matter, what about the other variables in the theory? In a very
important sense, a theory has to give us an image of reality. In this approach, this
is done through the spatio-temporal trajectories of the PO. They are like the output
generated by a computer program simulating a system, while the other variables
serve as means for generating this output: they are internal variables of the program,
needed for the computation (Allori et al. 2008). Given this role, they may be dubbed
nomological variables: they appear in the laws of nature which govern the behavior
of matter. Be that as it may, setting aside for the moment the status of the non-
primitive variables (see Section 11.5), let us see how to extend this framework to the
quantum domain.

In contrast with classical theories, it was widely claimed that quantum mechanics
is incompatible with scientific realism. The measurement problem, or the problem

2 However, notice that theories with macroscopic fundamental entities have been put forward. For
instance, Allori et al. (2008) propose that Bohr’s quantum theory could be seen as an example of such a
theory, where pointer positions, which reveal the experimental results, are fundamental. Nonetheless, as
these authors point out, aside from being intrinsically vague (what counts as a macroscopic object?) the
explanatory schema to recover the manifest image from the scientific image would fail to apply because
in this theory microscopic entities such as atoms and molecules are ‘made of ’ macroscopic ones, namely
pointer positions.
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of the Schrödinger cat, played a crucial role in this, and can be summarized as
follows. Assume the fundamental object of quantum mechanics, the wave function
ψ , is physically real, and assume it evolves in time as described by the solutions of
the Schrödinger equation ψ = ψ(t). As a mathematical fact, sums of solutions are
also solutions, which therefore describe possible states of affairs of the system. If the
description of matter provided by the wave function is complete, then these ‘superpo-
sitions’ may represent a cat which is dead and alive (i.e., non-dead) at the same time,
or a particle being here and there (i.e., not-here) at the same time. Thus, in the 1930s
this contradiction was taken to show that quantum mechanics could only have an
instrumental value. However, it was realized in the 1950s that this instead only shows
that at least one of the assumptions below is mistaken (Bell, 1987, Maudlin, 1995):

• The wave function completely describes every physical system;
• The wave function evolves according to Schrödinger’s equation;
• Macroscopic objects have non-contradictory properties.

At least three theories have been proposed to solve this problem: the pilot-wave
theory, the spontaneous collapse theory, and the many-worlds theory. The pilot-
wave theory is taken to reject the first premise above in that it adds particles to
the description of the wave function (de Broglie, 1927; Bohm, 1952; Bell, 1987; Dürr,
Goldstein, and Zanghì, 1992). The theory has therefore another equation describing
the motion of particles in terms of the wave function. The spontaneous localization
theory is taken to reject the second assumption: here the wave function evolves
according to the Schrödinger equation until a random time, at which it undergoes an
instantaneous localization in a random point (Ghirardi, Rimini, and Weber, 1986).
The many-worlds theory is taken to reject the third premise, since it accepts that
physical objects may possess contradictory properties (Everett, 1957, de Witt, 1970,
Wallace, 2002). That is, the two terms of the superposition that describe an alive cat
and a dead cat both exist but they interact so little that they can be interpreted as living
in distinct ‘worlds’ occupying the same region of space-time.

This is the traditional story: the problem of quantum mechanics is the presence
of macroscopic superpositions. According to the proponents of the PO approach,
instead, the problem lies in the assumption that the wave function represents physical
objects. This is an implicit and seemingly undeniable assumption: all the theories
just seen, as stated, take the wave function as representing matter. That is, it was
assumed that the natural way of rescuing scientific realism in the quantum domain
was to commit to some form of wave function realism. Notice that one is tempted to
seriously consider the wave function as representing a physical field only in a theory
like quantum mechanics, in which there is no starting metaphysical assumption.
Quantum mechanics as developed by Heisenberg, Born, and Jordan in the 1920s
merely provided a formalism. They did not care about providing an interpretation
of it given their antirealist inclinations. In the years that followed, scientific realists,
when facing the measurement problem, had to interpret this formalism post hoc, and
it was natural for them to think of the wave function as providing (at least part of) the
correspondence between physics and metaphysics.

In contrast, the proponent of the PO approach thinks that this is an unfortunate
consequence of historical contingencies: the wave function is not the right kind
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of mathematical object that one would have naturally considered as representing a
metaphysical assumption. If so, one should always deny the first premise, namely that
the wave function completely describes physical systems, not because it is incomplete,
but because it is not physical. In this sense, something in space-time representing
matter is always needed. This goes back to the 1920s, when Lorentz, de Broglie,
Heisenberg, and Einstein expressed perplexities about considering the wave function
as a physical field.3

However, these worries have been long forgotten, receiving new attention only
recently, as discussed in Albert and Ney (2013) and references therein. One problem,
dubbed the configuration space problem, is that the link between the scientific and
the manifest image provided by the wave function is not sufficiently explanatory.
In fact, the wave function ψ = ψ(r1, . . . , rN) is a field that lives in configuration
space, the space of possible particle configurations q = (r1, . . . , rN) (Albert, 1996; 2013;
2015, Lewis, 2004; 2005; 2006; 2013, Ney, 2012; 2013; 2015; 2017, North, 2013). The
dimension of such space is M = 3N. If the wave function is a material field, then
physical space would be configuration space. If so, one would have to explain why
we think we live in a three-dimensional world instead, and it is controversial whether
this can be successfully done. One would need to add a correspondence rule between
configuration space and three-dimensional space (Albert, 1996) and whether the
proposed maps are successful is up for debate (Monton, 2002, 2006; Allori, 2013a,
2013b). In any case, the explanatory schema developed in classical theories to derive
themacroscopic properties in terms of themicroscopic constituents has to be dropped
in this framework, and a new one needs to be developed.4

However, it seems there is no need for re-thinking such schema, given that, as
we will mention in Section 11.3, this is still available to the PO approach. Moreover,
it is difficult to see how within wave function realism theories can have symmetry
properties, in contrast with the PO approach (see Section 11.3). For instance, quantum
mechanics turns out not to be Galilean invariant: the wave function is a scalar
field in configuration space and as such will remain the same under a Galilean
transformation, while invariance would require a more complicated transformation.5

11.3 Quantum Theory Construction Kit
Because of the reasons discussed in the previous section, the proponents of the PO
account reject the assumption that thewave function representsmatter. Consequently,
the theories proposed as responses to the measurement problem are regarded as
satisfactory only if they all postulate something in three-dimensional space to describe
material objects. The role of the wave function is, similarly to that of electromagnetic
fields in classical electrodynamics, to generate the space-time histories of the PO.

3 See Bacciagaluppi and Valentini (2009) for a very interesting discussion of the various positions on
this issue and others during the 1927 Solvay Conference.

4 See Albert (2015) and Ney (2017) for two different proposals on how this may be accomplished.
5 There are other ways to think of the wave function as material but avoiding some of these problems.

See Forrest (1988), Norsen (2010), and Hubert and Romano (2018) for the proposals, and Belot (2012), Solé
(2013), and Suárez (2015) for criticisms.
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The pilot-wave theory can be naturally understood as a theory with a particle PO.
However, the situation is trickier in the spontaneous localization theory and inmany-
worlds: one can add different,more or less natural, PO for these theories, as wewill see
in Section 11.4. In fact, the PO approach provides us with a set of rules for generating
quantum theories:

• Make ametaphysical assumption and select a corresponding spatio-temporal PO,
which therefore has an ontological role;

• Select an evolution law for the PO. This is likely implemented using some
appropriate mathematical objects including the wave function (as it is clear in
the pilot-wave theory: the particles evolve according to a law defined in terms of
the wave function). In virtue of this, the wave function assumes a nomological
role (i.e., its role is to help implementing the law of evolution of the PO);

• Select a law of evolution for the nomological object(s).

A variety of such theories have been proposed and analyzed.However, not all possi-
ble theories are good ones. A first constraint is empirical adequacy: themanifest image
has to be successfully recovered. Quantum mechanics is empirically adequate, so all
it takes is that the theory under consideration is empirically equivalent to quantum
mechanics. One can distinguish between exact and effective empirical equivalence.
Two theories are exactly empirically equivalent when there is no possible experiment
that can in principle distinguish between the two. Theories are instead effectively
empirically equivalent when they cannot be currently experimentally distinguished
in practice.

Before discussing some of these theories, let me briefly explain how symmetries are
implemented in this framework. Because the various solutions to the measurement
problem are ultimately not about the wave function but about histories of a PO in
space-time, the law of evolution of the wave function should no longer be regarded as
playing a central role in determining the symmetries of the theory. Indeed, they are
determined by the PO, not by the wave function. Roughly put, to say that a theory
has a given symmetry is to say that the possible histories of the PO (those that are
allowed by the theory), when transformed according to the symmetry, will again be
possible histories for the theory (Allori et al., 2008). That means that the symmetries
transform empirically adequate histories into other empirically adequate histories.6
Changing POcould (and probablywill) change the symmetry properties of the theory.
This is particularly relevant in the context of developing relativistic invariant theories:
without the PO one focuses on the relativistic invariance of the wave function, while
in this framework one should look at a relativistic invariant evolution for the PO.

6 Notice that the entities in the theory which do not represent matter, such as the wave function in
quantum mechanics, can transform as needed to preserve the symmetry. There could be different ways of
producing the same trajectories, for example using two wave functions that differ by a phase factor. Or one
can generate the same trajectories by either a Schrödinger-evolving wave function and static operators
(as in the Schrödinger picture) or a static wave function and evolving operators (as in the Heisenberg
picture). If one assumes that the wave function does not represent matter, and wants to keep the symmetry,
then one can allow the wave function to transform as to allow this. See Allori (2018a) for an argument based
on Galilean symmetry that the wave function is best seen as a projective ray in Hilbert space rather than a
physical field.
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For instance, in reference to the theories that we will discuss later, GRWf has been
modified tomake it relativistic invariant in this sense (Tumulka, 2006), and relativistic
extensions of Sm and GRWm have been proposed respectively in Allori et al. (2011)
and Bedingham et al. (2014).

11.4 Primitive Ontology
Here are some examples of how different POs can be combined with different evolu-
tions and different nomological variables in order to construct empirically adequate
quantum theories according to the theory construction kit this approach provides.
I consider here only three types of PO: particles, matter density fields, and flashes.

If matter is made of point-particles, the following is a list of some empirically
adequate theories.

The pilot-wave theory: This theory can be naturally read as a theory of
particles moving in three dimensions according to a suitable guidance equation
that involves a Schrödinger-evolving wave function.
Sip: In this theory the PO is given by instantaneous randomly distributed
configurationswithout any temporal correlation among them,whose probability
distribution is governed by a Schrödinger-evolving wave function (Bell, 1987;
Allori et al., 2008).7
GRWp3: This theory combines a particle PO, evolving according to the same
guidance equation as in the pilot-wave theory, and a wave function that is
stochastically evolving as in the original GRW theory. However, here each
localization point is the actual position of the particle at the localization time
which is ‘displaced’ at random (Bedingham, 2011; Allori et al., 2014).
GRWp6: The particles evolve according to the same guidance equation as in
the pilot-wave theory between the localizations of the wave function, like in
GRWp3. However, at the localization center all the particles jump at random.8
MBM: In this theory, called ‘master equation Bohmian mechanics’ and hence
‘MBM’, the wave function is completely absent. The particles evolve according
to something similar to the pilot-wave’s guidance equation, but instead of the
wave function we have a density matrix which evolves according to the Limblad
equation (Allori et al., 2014).

7 The ‘S’ in the name comes from Schrödinger evolution of the wave function, ‘i’ stands for the fact that
the particles are independent, and ‘p’ denotes the PO of particles. The logic is similar for the names of the
other theories.

8 Simpler theories with a particle PO and a GRW-like evolution for the wave function turn out not to
be empirically adequate. The simplest attempt, GRWp1, would be a theory in which the motion of particles
is the same as in the pilot-wave theory and the wave function is the same as the original GRW theory.
The second simplest attempts, GRWp2, would allow the center of the localization of the wave function
to be the actual particle position. Then GRWp4 would make the particles move according to how the
average position in orthodox quantum mechanics would prescribe, rather than according to the guidance
equation of the pilot-wave theory. Finally, in GRWp5 the particlesmove as in the pilot-wave theory between
localizations; however, at that time also the configuration of the particle in the localization point would
jump. See Allori et al. (2014) for more details about such theories.
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Alternatively, the world could be continuous, with matter being represented by a
scalar fieldm in three-dimensional space defined in terms of the wave function. Given
this PO, here are some empirically adequate theories:

Sm: In this theory the matter density field evolves according to a law which
involves a Schrödinger-evolving wave function (Allori et al., 2008).
GRWm: The matter density here evolves according to a law mediated by a
stochastically evolving wave function (Ghirardi, Rimini, and Weber, 1995).
Mm: In analogy withMBM, the matter density field evolution is implemented
by a Limblad-evolving density matrix rather than a wave function (Allori et al.,
2014).

A particle theory usually provides space-time histories where configurations at
different times are continuously connected. However, as shown in Sip, configurations
may jump from one moment to the next without any connection. This suggests that
matter could be thought as constituted by a set of spatiotemporal events, the ‘flashes’:
F = {(X1,T1), . . . ,(Xk,Tk), . . .}, k being a progressive natural number indicating the
time progression of the flashes.9 Below is a list of possible empirically adequate ‘flashy’
theories:

Sf: The flash distribution is determined by the wave function, like the local-
ization point is determined by the stochastic evolution in the spontaneous
localization theory. However, in Sf the wave function evolves according to
Schrödinger’s equation (Allori et al., 2008).
GRWf: In this theory the wave function evolves according to the GRW
stochastic evolution and every flash corresponds to one of the spontaneous
localizations of the wave function (Bell, 1987, Tumulka, 2006).
Mf: In analogy with MBM andMm,Mf is a theory of flashes in which the rate
of the flashes is not generated by the wave function but by a Limblad density
matrix (Allori et al., 2008).

11.5 The Wave Function
As scientific realists we are interested in the metaphysics of the above theories.
However, if the PO of the theory constitutes the building blocks of matter, what
is the wave function? How is this approach compatible with scientific realism? Let
us focus on the first question in this section, and move to the second one in the
next. As briefly anticipated, the role of the wave function, just like electromagnetic
fields in classical electrodynamics or more generally the potential or the Hamiltonian
in classical mechanics, is to help implement the law governing the spatio-temporal
trajectories of the PO.Hence, it is better understood as having a nomological character

9 A note about all these theories: if the number N of ‘particles’ is large, as in the case of a macroscopic
object, the number of flashes is large, too (if λ = 10−15 s−1 and N = 1023, we obtain a rate of 108
flashes/second). Therefore, for a reasonable choice of the parameters of the theory, a cubic centimeter
of solid matter contains more than 108 flashes per second. That is to say, large numbers of flashes can
form macroscopic shapes, such as tables and chairs. At almost every time, however, space is in fact empty,
containing no flashes and thus no matter.
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rather than representing matter: it is best regarded as akin to a law of nature (Dürr,
Goldstein, and Zanghì, 1997, Goldstein and Teufel, 2000, Goldstein and Zanghì,
2013, Allori, 2018a). This view fits particularly well with a Humean account of laws,
according to which laws are axioms and theorems of our ‘best system’ of the world.
Since thewave function is part of the axioms, it can be naturally regarded as aHumean
law (Callender, 2005, Esfeld, 2014, Miller, 2014, Bhogal and Perry, 2017).

Several objections have been raised against this view, themost compelling of which
focuses on the disanalogies between the wave function and the general conception
of laws (see, most notably, Belot, 2012; Brown and Wallace, 2005). First, one may
argue that since the wave function interacts with the particles then it has to be
material. However, in classical physics potentials play a similar theoretical role as
well but no one considers them as real. More challenging is the observation that
the wave function evolves in time, while laws do not. In response, one could notice
that evidence suggests that in a future quantum cosmology the wave function would
be static, eliminating the problem (Goldstein and Teufel, 2000). However, if so, one
would have to wait until such a theory is developed to rightfully do metaphysics.
Perhaps more convincingly, one could reply by noting that the Schrödinger evolution
could be regarded as a constraint on a time-independentwave function of the universe
rather than an evolution equation (Esfeld et al., 2014).

Another objection is that the wave function is contingent, since it varies with the
subsystem, while laws are not. However, the wave function which is contingent is
the wave function of the system. Instead, the wave function with a nomological status
is the wave function of the universe, since it is the one for which the Schrödinger
equation holds (Goldstein and Zanghì, 2013). One may counter-reply insisting that
the universal wave function is also contingent in the sense that there could have been
a physically distinct one. However, one could reply that there could have been other
laws as well. I think that the best reply to this, as well as the previous objection, is
to maintain that we should not force at any cost classical intuitions onto quantum
mechanics especially about laws of nature, and we should be open to modify our
nomic concepts accordingly, if needed (Callender, 2005). This may be a surprising
reaction, given that the PO supporters have always emphasized their preference for
traditional frameworks. However, it is by allowing a looser notion of laws of nature as
entities ‘guiding’ the motion of the PO that one can still use the classical explanatory
framework to recover macroscopic properties in terms of the microscopic PO.10

10 There are other ways in which someone could think of the wave function, broadly speaking, as
nomological. One can think of thewave function as a propertywhich expresses somenon-material aspect of
the particles (Monton, 2013). Similarly, one can endorse a dispositional account where laws are understood
in terms of dispositions, which in turn are described by the wave function (Esfeld et al., 2014, Suárez,
2015). Arguably, since dispositions can be time dependent, in this context the temporality objection seems
less compelling. Having said that, I think these proposals are not very promising in that they rely on the
notion of properties which are notoriously a tough nut to crack. As Esfeld (2014) has pointed out, there are
several severe problems in trying to spell out what fundamental properties are, both in the classical and the
quantum domain.
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11.6 Explanationist Realism
The existence of the theories presented in Section 11.4 shows that scientific realism is
alive andwell evenwith respect to quantummechanics, and evenwithout considering
the wave function as physically real. However, one may worry that this cannot be
correct: doesn’t scientific realism tell us to consider as real whatever our best theories
postulate? Luckily, there is already a kind of scientific realism, dubbed selective or
restricted realism, which gives up on such a complete correspondence between realist
commitments and what our theories postulate. In particular, as we will see in this
section, there is one kind of selective realism which is well suited to accommodate
the PO approach.

The main argument for realism, the so-called no-miracle argument, states that the
empirical success of a theory is evidence of its truth; otherwise this success would
be a miracle. Nonetheless, the so-called pessimistic meta-induction argument aims
to show that the empirical success of a theory is not a reliable indicator of its truth,
given that past successful theories turned out to be false. One way to respond to
this challenge is to restrict realism, and argue that one should not be realist about
the whole theory, but about a restricted set of entities. If one can show that the
entities that are retained in moving from one theory to the next are the ones that are
responsible for the empirical success of the theory, the previous argument is blocked.
One particular way of doing this is the so-called explanationist realism according to
which one should be realist with respect to the working posits of the theory, the posits
involved in explanations and predictions. If the working posits are preserved during
theory change, one could argue that past theories were successful because they got the
working posits right. At the same time, these theories on the whole are also false since
they got something wrong too, namely the presuppositional posits. Thus, the realist
is justified in believing in the physical reality of the working posits, without being
committed to the existence of the presuppositional posits, which are somewhat ‘idle’
components of the theory (Kitcher, 1993, Psillos, 1999).11

This view has been articulated and advocated in the context of classical theories
(e.g., Fresnel’s theory of light). The case for explanationism is fundamentally incom-
plete, however, if one does not consider the theory change from classical to quantum
mechanics. Interestingly, it bears striking similarities with the PO approach in that
quantum theory’s predictions, being encoded in pointer positions, are determined
by the PO, not by the wave function. Similarly, the explanations of the phenomena
are in terms of the PO, and only indirectly involve the wave function. That is, the
PO is reminiscent of the working posits and the wave function is reminiscent of a
presuppositional posit. If so, this type of realismfinds a natural association to thewave
function as conceived by the primitivists, and moreover the PO approach provides
a very nice framework for the explanationist to extend her view into the quantum
domain (Allori, 2018b).

11 For a rediscovery of this approach and an application to effective quantum field theories, see Williams
(2019).
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11.7 Dependent and Independent Primitive Ontologies
The theories presented in Section 11.4 aremutually exclusive and, being all empirically
adequate, cannot be distinguished on the basis of empirical constraints. Thus, they
need to be assessed using some super-empirical virtues, as discussed in Section 11.8.
Interestingly, one of such considerations is distinctive of the PO approach, as I discuss
in this section. Notice that the matter field m and the flashes F are functionals of
the wave function, in contrast with theories such as the pilot-wave theory in which
PO and the wave function are independent. So, the construction kit presented in
Section 11.3 could be spelled out more explicitly by emphasizing that the specification
of the metaphysical assumption of the theory (the PO) may be in terms of some other
mathematical object (the wave function). In philosophical jargon, dependence is
sometimes translated in terms of supervenience: Y supervenes onX if no two possible
situations are indiscernible with respect to X while differing in Y . For instance,
chemical properties supervene on physical properties insofar as any two possible
situations that are physically indistinguishable are chemically indistinguishable. The
matter density and the distribution of the flashes supervene on the wave function:
there cannot be a difference in the matter density or in the distribution of the
flashes without a difference in the wave function. It has been argued that, because
of this dependence, there is no need to add the matter density or the flashes to the
description provided by the wave function (Lewis, 2006). However, by definition, in
the PO approach the wave function does not represent matter and thus some other-
spatiotemporal object in the theory should do so, and in these cases it is either the
matter density or the flashes. The question remains, however, about what kind of
dependence (or supervenience) holds between the PO and the wave function, and
whether that can be used in theory selection.

An important distinction here is between logical (or conceptual) and natural (or
nomic) supervenience. We have logical supervenience between X and Y when X
entails or implicates Y , i.e., Y = f (X). For instance, the description ‘table’ supervenes
logically on the configuration of the particles composing the table. By contrast, there
is natural supervenience between X and Y when Y is a function of X, i.e., Y = f (X),
and this function defines a law of nature. An example of natural supervenience is
the relation between the pressure exerted by one mole of gas and its volume and
temperature: p = f (T,V) = KT/V , where K is a constant. The function f defines
Boyle’s law and expresses an empirical truth, in contrast with logical supervenience
(Chalmers, 1996). The distinction between logical and natural supervenience can be
summarized as follows: Y logically supervenes on X when Y comes ‘for free’ once
there is a certain X; Y naturally supervenes on X when one needs to specify a law-like
relation to define Y in terms of X. Once the law is specified, X will automatically bring
along the Y .

Is the dependence of the POon thewave function logical or natural? There is a sense
in which one would want it to be natural: there are other logically possible definitions
of thematter density in terms of the wave function, but this one is the one that actually
holds. The matter field is defined in that way as a matter of natural law, regardless of
how many other possible definitions one could come up with. However, the fact that
the PO is defined by a law of nature that involves the wave function specified by some
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function f as PO = f (ψ), is puzzling: in these theories, there is a law of nature that
defines the PO and a law of nature that defines its evolution, both of which involve
the wave function. Doesn’t that mean that the wave function is more primitive than
the PO? Indeed, consider the natural dependence of the electric field on the charge
density. This relation defines the field in terms of the charge density, but wouldn’t we
say that the charge density generates the field, which because of this turns out to be
less primitive? This seems the exact opposite of what the primitivist needs. However,
one could reverse the dialectic. That is, the dependence of PO and the wave function
expressed in terms of the function f may be taken to define what the wave function
is, rather than what the PO happens to be: ψ = f −1(PO). Notice that the matter field
could have had many mathematical definitions, including some which do not involve
the wave function. Theories like that are not among the ones we have presented in
Section 11.4, but they seem possible, and they would be theories in which the PO and
the wave function are independent.

Be that as it may, this dependence (or lack or thereof) suggests a novel distinction
among the solutions of the measurement problem. Since in the PO approach this
problem is taken to show the inadequacy of the wave function as representing matter,
its solutions will be different in how they specify some entity in three-dimensional
space to play the role of matter. That is, different solutions are characterized by
whether the PO is independent of the wave function or it is not:

Theories of type-1: PO and ψ are independent; once the PO is specified, the
wave function is introduced independently of it to make the theory empirically
adequate as specified. This is the case for particle theories.
Theories of type-2: PO and ψ are dependent; once the PO is specified, the
wave function is introduced so that the PO appears to be defined in terms of
the wave function. This is the case of theories with flashes and matter density.

11.8 Theory Evaluation
As already mentioned, the dispute about which of the theories discussed in Sec-
tion 11.4 is the best will have to be settled on grounds other than empirical adequacy.
Here’s a list of features that one could use during theory selection.
Lack of Many-worlds Character: Because of its linearity, in any theory with a
Schrödinger-evolving wave function there are superpositions. In the pilot-wave the-
ory this is not a problem: since configurations are continuously connected in time, it
is not possible for the configuration to jump, in an instant, from the support of one
term of the superposition to a macroscopically distinct one (that is, a dead cat will
not become instantly alive). However, because of this, many other theories will show
a many-worlds character.12 For instance in Sip, since there is no connection between
different configurations at different times, the configuration will likely visit distant
regions at subsequent instances. That means, for instance, that if at time t there are

12 Note that the concept of a ‘world’ is just a practical matter, relevant to comparing the matter density
function provided by the theory to our observations. However, this is not a problem: there is no need for a
precise definition of ‘world,’ just as we can get along without a precise definition of ‘table.’
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dinosaurs, at time t + dt they have disappeared. Therefore, many worlds exist, not at
the same time but one after another. A similar many-world character is shared by Sm
and Sf, as well as Mf and Mm, in which the superpositions of the wave function are
inherited by the flashes and thematter density field. By the linearity of the Schrödinger
evolution, the flashes and the matter density form independent families of correlated
flashes, or matter density, associated with the terms of the superposition, with no
interaction between the families: the living cat and the dead cat do not interact with
each other, as they correspond to alternative states of the cat. Thus, they can indeed be
regarded as comprising many worlds, superimposed on a single space-time. Since the
different worlds do not interact among themselves, they are, so to speak, reciprocally
transparent. Notice that, since these worlds are undetectable, all other things being
equal, none of these theories seems to be among the best alternatives. Moreover, note
that in the theories in which the wave function localizes (like all GRW-type theories)
these many-worlds exist, even if for a short moment.
Empirical Coherence: A theory is empirically incoherent when its truth undermines
our empirical justification for believing it to be true (Barrett, 1999, Huggett and
Wüthrich, 2013).Notice that Sip is empirically incoherent, given that it implies that our
records of the past, including evidence to support the theory, may well be completely
erroneous. In fact, its many-worlds character is so radical that it implies that our
memories and records of the past are most likely to be false. Similar considerations
lead us to rule out also GRWp6: since all configurations jump at the same time when
the wave function gets localized, one could instantaneously move from one world in
which there are dinosaurs to one in which there aren’t any.
Simplicity: When considering ontology, particles are the simplest: they require just
one parameter to be specified, their location in space. If so, then the pilot-wave theory
stands out. It is not the only theory with a particle PO, but what is the point of
complicating the theory with a non-linear evolving wave function, as in GRWp3?
Density matrices also seem unnecessarily complicated. Sip and GRWp6, as we just
saw, are ruled out because they are empirically incoherent.
Symmetries: Arguably, the PO of continuous fields is less developed and thus requires
more work. However, one can argue that theories like GRWm and Sm have relativistic
extensions which do not require a foliation, contrary to the pilot-wave theory, and
thus they may be thought to be more compatible with relativity (Dürr, Goldstein,
and Zanghì, 1992). Among the two, Sm is arguably better than GRWm, given that its
wave function evolution is simpler. However, they both have amany-worlds character.
While one may suggest that the relativistic invariance of Sm should be taken to be
an independent justification for many-worlds, there are theories, like GRWf, which
have relativistic extensions without a foliation and without a many-worlds character
as severe as that of Sm. Flashes are amore exotic choice of PO, but they seem to be par-
ticularly well-suited for relativistic theories (see Bell, 1987; Tumulka, 2006). Among
flash-based theories, therefore, GRWf seems to give the best balance of mathematical
simplicity andmetaphysical sensibility, since it does not possess a severemany-worlds
character like that of Sf, and it is not as mathematically complicated as Mf.
Scientific Realism: General considerations about realism may lead us back to par-
ticles. Indeed, they are more familiar: well-developed and well-known theories like
classical mechanics had a PO of particles. In this respect, one could argue that
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a particle ontology would help the scientific realist responding to the pessimistic
meta-induction argument (Allori, 2018b). In fact, if the particle PO is preserved
in the classical-to-quantum theory change, and the particle PO is responsible for
the empirical success of both theories, then one could defeat the pessimistic meta-
induction and therefore be justified in being realist about the PO.
Independent PO: Finally, and perhaps more interestingly, notice that in theories
denoted as type-1 in Section 11.6 in which the PO is independent of the wave function,
such as the pilot-wave theory or other particle theories, the theory architecture is
straightforward: the PO evolves in time and as such represents the evolution of
matter; the wave function appears as a suitable ingredient in this evolution. It may be
odd that thewave function evolves in time, aswe discussed in Section 11.5, but insisting
that this is just a convenient representation of how thewave functionmay generate the
spatio-temporalmotion of the POmaymake it less so. In contrast, in type-2 theories in
which the wave function and the PO are dependent, the structure is more convoluted:
the PO still represents matter but the role of the wave function seems more difficult
to accommodate since not only does it appear in the definition of the PO but also
defines its motion. One could argue that, because of this, independent POs should
be preferred. This would lead directly to particle theories, but would leave the door
open to yet-unexplored matter density theories which are defined independently of
the wave function.

Summing up the results of these proposed criteria, which by any means are not the
only ones possible, matter density theories (at least the ones presented so far) do not
seem to win in any categories. The battle arguably remains between the pilot-wave
theory and GRWf. The former seems to be leading, given that it wins in the categories
of simplicity, realism and independence but loses in symmetries, while the latter wins
in symmetries but loses in simplicity, independence, and realism. If anything, this
explains why most proponents of the PO account prefer the pilot-wave theory over
the alternatives.

Be that as it may, independently of theory evaluation criteria and considerations,
if we follow the PO approach and we get the wave function out of the ontological
picture as representing matter, quantum mechanics becomes a theory which, with
the discussed qualifications, is compatible with scientific realism.
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12
On the Status of Quantum
State Realism

Wayne C. Myrvold

12.1 Introduction
There is a long tradition, very much alive in the present day, of irrealism about
quantum states—that is, of denying that quantum states represent anything in physical
reality.1

In this chapter, I will argue that the grounds we have for taking quantum states to
represent physical properties of the systems to which they are ascribed are as strong as
the grounds we have for taking atoms or electromagnetic waves to be real and to have
something like the properties we ascribe to them. I will take it for granted that we do,
indeed, have sufficient grounds for belief in the reality of atoms and electromagnetic
waves. It is not my intention to try to convince a committed scientific anti-realist to
make an exception for quantum states. The issue at hand is orthogonal to the age-old
struggle between scientific realists and anti-realists. My targets here are those who
deny that quantum states represent anything in physical reality from a standpoint that
holds that one can, indeed, under certain circumstances ascribe reality to entities that
are not directly observable, but take it that there are reasons specific to the quantum
context for denying ontological import to quantum states.

1 This tradition goes back at least as far as Bohr and Einstein, who agreed that quantum mechanics
should not be taken as descriptive of physical reality, though they disagreed on the propriety of seeking
a theory that would be. For Bohr, all description of physical reality had to be couched in classical terms,
and the limits of classical physics were the limits of physical description. Einstein argued, in several places
(see, e.g., Einstein, 1936), that quantum states should be regarded as akin to the probability distributions
of classical statistical mechanics, that is, as representing incomplete knowledge of some deeper underlying
physical state. Contemporary representatives of this tradition include those who call themselves QBists
(formerly ‘Quantum Bayesians’) (Caves, Fuchs, and Schack 2002; Fuchs, Mermin, and Schack 2014; Fuchs
and Schack 2015). The central tenet of QBism is that a quantum state assignment is nothing more than a
way of encoding an agent’s subjective degrees of belief about that agent’s own future experiences. Views
that take quantum states to be representations of a state of knowledge, rather than physical reality, are often
called ψ-epistemic views. A prominent exponent of an epistemic view of quantum states is Rob Spekkens
(2007; 2012). Richard Healey (2012, 2017a, 2017c, this volume, Chapter 7) advocates a pragmatic view of
quantum states, which denies that quantum states are representational. See Healey (2017b) for an overview
of views of this sort.
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The question of the representational status of quantum states is a question that can
be addressed even though we know that quantum mechanics is not a fundamental
theory, but rather, a non-relativistic, low-energy approximation to a quantum field
theory, and even though we have good reason to believe that even our best quantum
field theories are effective theories, low-energy approximations to some deeper theory
that would incorporate gravitation. Electromagnetic fields are real, even though
classical electromagnetic theory is an approximation, valid within a limited regime,
to a more fundamental theory. Classical physicists had good reason to believe that
any deeper theory would include electromagnetic fields in its ontology, even if these
fields are not precisely as classical electromagnetic theory conceives them to be. A
successful argument that quantum states are real would not be one that depended
crucially on a fiction that quantum mechanics is exactly right. What is required is
an argument that we can expect any theory that recovers the predictions of quantum
mechanics, or at least a close approximation to them, within the known domain of
applicability of quantum mechanics, to have something corresponding to quantum
states in its ontology, either as fundamental ontology or emergent from something
more fundamental. As we shall see, this imposes a non-trivial constraint, as it would
not do to take as a premise of the argument some condition that is violated by quantum
field theory.

In Section 12.3 we will examine some theorems that circumscribe the realm of
possible physical theories that can account for quantum phenomena. The first to
be considered is the result of Barrett, Cavalcanti, Lal, and Maroney (2014), which
shows that quantum states cannot be construed as some have hoped they could be, as
probability distributions over an underlying state space, in such away that operational
indistinguishability of quantum states can be accounted for in terms of overlap of the
corresponding probability distributions. We will then consider the theorem of Pusey,
Barrett, andRudolph (2012), which demonstrates, on the basis of an assumption about
independent preparations performed on distinct systems, known as the Preparation
Independence Postulate (PIP), that distinct pure quantum states are ontologically
distinct.2

In accordance with the requirement that the ontological lessons we draw from
physical theory rely only on premises that can reasonably be expected to be preserved
under the transition to a successor theory, we should ask whether the PIP passes
muster in that respect. And, indeed, there is an aspect of it that is problematic, in light
of quantum field theory. The Postulate assumes that, for a system consisting of two or
more spatially separated subsystems, for appropriate preparations the resulting state
of the whole can be regarded as consisting merely of a list of states of the component
subsystems. This assumption is called the Cartesian Product Assumption (CPA). This
holds in classical physics, but is violated in any theory that is realist about quantum
states. It holds within a fragment of quantum mechanics in which the states prepared
are product states (that is, in which there is no entanglement between the spatially

2 In labelling the Preparation Independence Postulate and its relatives, we follow the terminology of
Leifer (2014).
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separated parts). However, quantum field theory gives us incentive to doubt whether
product states can reliably be prepared (see Clifton and Halvorson, 2001).

This gives us motivation to formulate a substitute for the PIP that does not invoke
or presuppose the CPA. In Section 12.4, I present a condition that holds whenever
the PIP holds but which is strictly weaker than it, which I call the Preparation
Uninformativeness Condition (PUC). This condition requires no assumption about
the structure of the state space of composite systems or its relation to subsystem state
spaces. On the basis of the assumption of this condition, it can be shown that distinct
quantum states—as long as they aren’t too close together—must be ontologically
distinct.

All of these theorems are couched within the ontological models framework.
This framework, explicitly formulated by Harrigan and Spekkens (2010), codifies
reasoning implicit in the practice of information theory, quantum or otherwise, and,
indeed, in much of science and everyday life. Aspects of the framework could be
rejected, but, as the sort of reasoning invoked is implicit in so much of science,
strong grounds would be required for doing so. Now, it is, of course, possible that
the methods of inference that we routinely employ in other domains of science lead
us astray when it comes to investigating the quantum domain. One thing that is, after
all, uncontroversially true is that any realist construal of quantum mechanics entails
rejection of some one or other tenet of classical physics that one might have otherwise
thought could be taken for granted. I acknowledge this, and, indeed, I accept that, if
we had strong evidence that these methods of inference lead us astray when applied to
the quantum domain, it would be reasonable to reject them. What is not reasonable,
and not consistent with an earnest investigation of the world around us, is to reject
methods of inference simply because their application would lead to conclusions that
one finds unpalatable. The claim I am advancing in this chapter is that we do not
have grounds for doubting the conclusion that quantum states represent something in
physical reality that are sufficient to undermine the premises and modes of reasoning
that lead to that conclusion.

12.2 Arguments for Anti-Realism about
Quantum States

First, let us look at some of the reasons that have been given for denying that
quantum states represent something physically real. There are two ways that one
could take these. One could take them as motivating pursuit of a project of trying
to develop a theory in whose ontology quantum states do not appear. Another way
would be to take them as arguments for the conclusion that quantum states do not
represent anything physically real. The difference matters, because the criteria for
success of the arguments are different, depending on what the conclusion is taken
to be. Upon undertaking a research project, say, to attempt to find a theory of a
certain sort, one does not require assurance that the project can reach its goal. All
that is needed is that it appears to be a promising line of research, whose goal, if
reached, would constitute an advancement in understanding. Moreover, unsuccessful
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attempts themselves may lead to deeper understanding, if they help us to understand
why they were unsuccessful—especially if we learn that the goal could not be reached.

If, on the other hand, we had strong evidence for the conclusion that quantum states
are not representational, then, faced with arguments, such as those to be considered
later, that they are, this evidence might afford us reason to be suspicious of, and
perhaps even reject, the premises that lead to the conclusion. I do not think we
are in such a position. The sorts of arguments that are given for anti-realism about
quantum states serve their purpose well if they are taken to provide motivation for a
certain line of theory pursuit. If, however, onewere to take them as providing evidence
for the conclusion that quantum states do not represent anything physically real,
the evidence provided is weak at best, and certainly not sufficient to cast doubt on
mundane assumptions that otherwise would be accepted without question.

In my opinion, the project of constructing an empirically adequate physical theory
whose ontology would dispense with quantum states was, indeed, a worthwhile and
well-motivated project, and, moreover, one that has been fruitful, precisely because
it has led to deeper insight into the obstacles that such an endeavour faces. The
situation bears some resemblance to the question of the viability of local hidden-
variables theories. Inspired by the EPR argument for the incompleteness of quantum
mechanics, J. S. Bell (1966) raised the question of whether there could be a hidden-
variables theory that did not share the nonlocality of the de Broglie–Bohm theory,
noting that, as far as he knew, there was “no proof that any hidden variable account
of quantum mechanics must have this extraordinary character.” What happened was
that the quest for a local hidden-variables theory led to an impossibility proof. Bell’s
proof rests on assumptions, as any proof must. One of these is the so-called ‘no-
conspiracy’ assumption, namely, that it is possible to create an experimental set-up
in which the instrumental settings are effectively independent of the prepared state of
the system to be experimented upon. One can, without logical contradiction, reject
this assumption. But a rejection of this sort is a blunt instrument; it could be used to
reject any experimental conclusion one doesn’t like. The relevant question is: in the
case of the Bell experiments, do we have evidence of conspiracies of this sort? If the
answer is simply that they are being invoked to avoid an unwelcome conclusion, then
it seems not unfair to say that those who invoke them have abandoned the sincere
quest for knowledge about the world.

Leifer (2014) has helpfully compiled some of the chief arguments that have been
advanced in favour of rejecting realism about quantum states. Leifer regards these as
sufficiently strong that a readerwho appreciates their force should find theψ-ontology
theorems surprising.3 As already mentioned, I think that these considerations are
better thought of as providing motivation for a project of constructing a theory that
does not include quantum states in its ontology, rather than as positive evidence for
the unreality of quantum states.

3 ‘ψ-ontology’, with pun intended, is a term that has gained currency among physicists who discuss
these matters for views that hold that quantum states represent something in physical reality. It is attributed
to Christopher Granade, who was a student in Rob Spekkens’ quantum foundations course at Perimeter
Institute for Theoretical Physics in 2010 (see Leifer, 2014, p. 71).
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The first argument Leifer considers stems from the Rob Spekkens’ toy theory
(Spekkens, 2007). With a remarkably simple construction, Spekkens demonstrates
that a number of phenomena that we might have thought of as distinctively quantum
can be captured by a model that is essentially classical, with restrictions on state
preparation and on access to information about the state of the system. An elementary
system in this toy theory is a set of four boxes with a ball that can be in one of them.
The preparable states of individual systems are restricted in such a way that the most
one could know is that the ball is in one of two of the boxes, with equal probability
for each. For a pair of elementary systems, in addition to the product states, there are
also entangled states, in which, for each of the subsystems, the ball is equally likely to
be in each of the boxes, but there is perfect correlation between the two systems.

Features of quantum theory that are reproduced in the toy theory include existence
of pure states that cannot reliably be distinguished, no-cloning, and (an analogue of)
interference. Quantumphenomena that are provably not reproduced in the toy theory
include violations of Bell inequalities, and the possibility of obtaining a Kochen–
Specker obstruction.4 It is suggested that the quantum-like phenomena that the toy
theory reproduces are evidence that quantum theory itself is a theory of the type
instantiated by the toy theory, that is, a theory with an essentially classical state space
and a restriction on possible state preparations. An alternative moral that could be
drawn is that it was a mistake to think of those phenomena as distinctively quantum
(Myrvold, 2010, p. 182); such phenomena are, at most, weakly nonclassical (Spekkens,
2016, p. 92).

Support for this latter moral is found in work on generalized probabilistic theories.
The framework of these theories encompasses awide variety of probabilistic theories.5
The scope of this framework is wide enough to include classical probabilistic theories,
with or without restrictions on state preparations, quantum theories, and, in addition,
a whole host of theories neither classical nor quantum. The theory whose state space
consists of the states allowed in Spekkens’ toy theory and probabilistic mixtures of
these states falls within the scope of this framework.

Within the class of generalized probabilistic theories, there is a distinguished class,
thosewith a state space that is a simplex,meaning: anymixture has a unique decompo-
sition into pure states. These theories are the classical theories with no restrictions on
state preparation. Call these fully classical theories, to distinguish them from classical
theories with preparation restrictions, which exhibit some features usually thought
of as non-classical. Theories that are not fully classical have in common the feature
of having pure states that are not distinguishable.6 Ipso facto they have all of the
consequences of that condition, such as no-cloning. It is no surprise that quantum
theory, being one of the theories that are not fully classical, shares with the Spekkens
toy theory the features that are shared by all theories that are not fully classical.
This is no reason to think that there should be some commonality in the physical
interpretation of all such theories.

4 If this term is unfamilier to you, see Held (2018) for background.
5 See Janotta and Hinrichsen (2014) for an introduction and overview.
6 Provided that the theory’s state space is the convex hull of its set of pure states.
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Leifer suggests that the fact that quantum theory falls within this broad framework,
which also includes classical probability models, is evidence for an epistemic view
of quantum states. “In this theory, quantum states are playing the same role in the
quantum case that probability measures play in the classical case, and so it is natural
to interpret quantum states and classical probabilities as the same kind of entity”
(Leifer, 2014, p. 76). Thinking along these lines, it seems to me, fails to do justice to
the generalized probabilistic theories framework. The framework was constructed to
embrace a wide range of theories, and arguably what it presumes is just the minimum
one would expect of any physical theory. It is completely neutral as to the physical
interpretation of the states of the theory, and in this neutrality is its strength, as it is
the source of generality.

The second argument considered by Leifer concerns fragments of quantum theory
that can be recovered in a classical model. For instance, under suitable restrictions
on quantum state preparations and evolutions, the Wigner function, a function on
classical state space definable in terms of the quantum state, is positive and acts like a
density function for a probability distribution over a classical phase space.

Is this surprising, on the assumption that quantum states are real? I think not.
Suppose that you had never heard of quantum theory, but had become convinced
that classical physics is inadequate in certain ways, because its predictions in certain
domains are incorrect. You would, quite reasonably, expect any successor theory to
recover the successes of classical physics. This means that you would expect to obtain
something like classical behaviour in the relevant domains, or, to put it another way,
that there be fragments of the theory that exhibit classical or quasi-classical behaviour.
Studies of the classical limit of quantum mechanics take positivity of the Wigner
function as an indication of classicality. That quantum mechanics exhibits classical-
like behaviour in certain domains—that is, that quantum theory has a quasi-classical
limit—is not evidence that quantum states are unreal, but, rather, a precondition for
taking quantum mechanics as a serious candidate for a comprehensive theory.

Leifer also takes, as a strength of the epistemic view of quantum states, the fact
that it bypasses the notorious quantum state collapse. Certainly, it is an attractive
idea, one that has no doubt occurred to many, that collapse of the quantum state be
thought of as nothing more than updating of information upon learning the result of
a measurement. The question is whether this can be made to work. Any approach to
the so-called ‘measurement problem’, including one that denies that quantum states
represent physical reality, owes us an account of what happens in an experiment.
Themainstreamapproaches—hidden-variables theories, dynamical collapse theories,
and Everettian interpretations—all provide such accounts. Each of these deals with
collapse in different ways. On the de Broglie–Bohm pilot wave theory, collapse of the
effective wave function is a demonstrable consequence of the theory. On dynamical
collapse theories, collapse is a real physical process. And Everettian theories can
explain why, under appropriate circumstances, agents may be justified in disregarding
other branches of the wave function other than their own, just as if there had been
collapse. There is yet no worked-out proposal for a theory that embraces quantum
phenomena on which quantum states are epistemic. At best what we have is a hope
that an account of what happens during an experiment could be given on which
quantum states play no part in the ontology. The situation, then, is that all of the main



OUP CORRECTED PROOF – FINAL, 28/1/2020, SPi

on the status of quantum state realism 235

avenues of approach have rejected the problematic textbook version of collapse, with
its reliance on a distinction between ‘measurements’ and other physical processes,
and have provided a unified account of the goings-on of physical systems that makes
no use of this distinction at the fundamental level and which nevertheless gives an
account of why the textbook formulation works as a heuristic. In each case, this
is accomplished by taking the quantum state as part of the ontology. Against this,
the ψ-epistemicist offers only a hope that it could be accomplished without ontic
quantum states. As long as this hope remains unfulfilled, consideration of the issues
surrounding the measurement problem remain a problem to be solved by, rather than
evidence in favour of, a ψ-epistemic view.

To sum up: if there were powerful evidence against the conclusion that quantum
states correspond to something in physical reality, it might be reasonable to question
the assumptions behind the arguments, to be considered in the next section, for
the reality of quantum states. But the situation we find ourselves in seems to be the
opposite; there is no evidence at all supporting irrealism about quantum states. At
best we have considerations that suggest the pursuit-worthiness of the project of
attempting to construct a plausible theory that accounts for quantum phenomena
without ontic quantum states.

12.3 Arguments for an Ontic Construal
of Quantum States

In this section, the arguments for ψ-ontology will be framed against the back-
ground of the ontological models framework. We will introduce this framework, then
consider some arguments for ψ-ontology. The conclusions will differ in strength,
depending on the strength of the auxiliary assumptions involved. We will first con-
sider the theorem of Barrett, Cavalcanti, Lal, and Maroney (2014), which shows that
indistinguishability of quantum states cannot be fully accounted for by overlap of
probability distributions over an ontic state space. We will then consider the theorem
of Pusey, Barrett, and Rudolph (2012), and then a variant of it that replaces the key
assumption of this theorem, the Preparation Independence Postulate, with a weaker
assumption, which we will call the Preparation Uninformativeness Condition (PUC).

12.3.1 The ontological models framework
Consider the following set-up, the sort of scenario with which information theory, be
it quantum or classical, routinely deals. Alice has a message that she wants to convey
to Bob. She has a physical system that she can send to him, after subjecting it to one
of some set of available preparation procedures. Alice and Bob have an agreed-upon
coding that associates possible messages with the available preparation procedures.
Alice chooses her preparation procedure, subjects the system to it, and sends it to
Bob, who performs an experiment, and takes the outcome as informative about what
Alice has done.

In the simplest case, suppose that there are two procedures, which we will call P1
and P0, and that Bob has available to him an experiment with two possible results, R1
and R0, such that with probability one he obtains R1 if Alice has performed P1 and R0
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if she has performed P0. In such a circumstance, it is hard to escape the conclusion
that Alice’s preparation has an effect on the state of the mediating system, and that
the sets of states that could result from P1 and P0, respectively, are disjoint. Insisting
that all probabilities be regarded as subjective judgements, as QBists do,7 does not
change the situation. If Bob’s credences, or subjective degrees of belief, are such that
he assigns probability one to the outcome R1 conditional on the supposition of P1, and
probability one to the outcome R0 conditional on the supposition of P0, the natural
explanation for this is that Bob believes that Alice’s preparation has an effect on the
state of the system that influences the outcome, and that he believes that the sets of
states that could result from P1 and P0, respectively, are disjoint.

Could this conclusion be avoided? One could postulate that Alice’s preparation has
a direct influence on the result of Bob’s future experiment, an influence unmediated by
any influence on the state of the world between the preparation and the experiment.
One could also stipulate that we are forbidden to theorize about the states of the
mediating system.Moves of this sortwould undermine the usual patterns of reasoning
that underlie information theory, which presume that Bob, by doing an experiment
on the system transmitted to him by Alice, gains information about what Alice did,
mediated by the system that passed between them. One, could, perhaps imagine
situations in which we had strong evidence for the unreliability of such patterns
of reasoning, evidence strong enough to warrant rejecting them. Perhaps! But it
should be noncontroversial that the mere fact that application of such inference
schemes leads to the conclusion that the world is fundamentally nonclassical, or
that it has features that some find unpalatable, does not constitute evidence for their
unreliability.

It doesn’t change matters much if we stipulate, as QBists do (Fuchs, Mermin, and
Schack, 2014), that Alice is forbidden to even consider the effects of her choices on
the probabilities of outcomes of an experiment performed by another agent. To make
a stipulation of this sort is to abandon the very framework of information theory, but
it doesn’t block the inference, as Alice can send messages to her future self, as an aid
to memory. Unless Alice believes that, when she looks tomorrow at the laptop she
typed on today, she will gain information about what she wrote earlier, mediated by
the effect on the internal state of the laptop of her choices made today, then it is hard
to understand what she is doing, or why.

In cases in which the probabilities are different from zero and one, the reasoning
is similar. Suppose that Alice has a choice between two coin-flipping procedures: P0,
which yields heads and tails with equal probability, and P1, which yields heads with
probability 2/3 and tails with probability 1/3. Alice chooses a preparation, flips the
coin, and then passes it to Bob, who looks at it and sees heads or tails. He thereby
gains information about the preparation procedure. If his prior credences in P0 and
P1 are Cr(P0) and Cr(P1), respectively, and if his conditional credences Cr(H|P0),
Cr(H|P1), are those just mentioned, then, in the event of seeing heads, an application
of Bayes’ theorem yields the result that his posterior credences in the two preparations
should satisfy,

7 See, in particular, Caves, Fuchs, and Schack (2007).
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Cr(P1|H)

Cr(P0|H)
= Cr(H|P1) Cr(P1)

Cr(H|P0) Cr(P0)
= 4

3

(

Cr(P1)

Cr(P0)

)

. (12.1)

That is, his credence in P1 is increased, and his credence in P0 diminished, in such
a way that their ratio is increased by a factor of 4/3. In the event of seeing tails, his
posterior credences in the two preparations should satisfy,

Cr(P1|T)

Cr(P0|T)
= Cr(T|P1) Cr(P1)

Cr(T|P0) Cr(P0)
= 2

3

(

Cr(P1)

Cr(P0)

)

. (12.2)

Thus, the result of looking at the coin is, for Bob, informative about the preparation
Alice chose; seeing heads boosts his credence in P1, and lowers his credence in P0,
whereas seeing tails boosts his credence in P0, and lowers his credence in P1.

In this case, there are two disjoint classes of physical states that the coin can be in,
corresponding to heads and tails. Corresponding to each preparation are probabilities
for the state of the coin ending up in each of these classes, and it is assumed that Bob
can ascertain which of these classes the state of the coin is in without error, simply
by looking. This latter assumption is inessential. We might assume that Bob has some
blurriness of vision, which introduces error at the readout stage, and that, in any state
of the coin, there is some probability that he will see it as heads, and some probability
that he will see it as tails. This changes little; as long as the net probability that he will
see the coin as heads is higher given preparation P1 than it is given preparation P0,
seeing heads should boost his credence that the preparation was P1.

In reasoning of this kind there are two sorts of probabilities to be taken into
account. We have preparation probabilities: we associate with each preparation pro-
cedure a probability distribution over the possible physical states that could result
from the preparation. We also have outcome probabilities: for any experiment that can
be performed on the system, for any physical state of the system we have, for each
outcome, a probability of obtaining that outcome given that physical state.

It is worth noting that nothing at all in this sort of reasoning depends on whether
these preparation and outcome probabilities are taken to be epistemic, or a matter of
physics, or some mixture of epistemic and physical considerations. Bob might take
it that the underlying physics is deterministic and that any uncertainty he might
have about the result of a preparation stems from uncertainty about the details of
what goes on in the preparation; all that matters is that the choice of preparation
matters to his credences about the resulting state in a way that matters to his credences
about the results of his experiment. If, on the other hand, the preparation and
outcome probabilities are regarded as objective chances, then, provided that Bob
knows what objective chance distribution to associate with a given preparation, and
what distribution to associate with outcomes of a given experiment, and provided that
his credences satisfy the Principle Principal,8 his conditional credences will be such
that he takes the outcomes of the experiment to be informative about the preparation.

8 This is a principal often tacitly assumed in probabilistic reasoning, which was explicitly identified and
named by David Lewis (1980). It requires a meshing between an agent’s degrees of belief in a proposition A
and her degrees of belief in propositions about possible chances of A. The Principle requires that an agent’s
degree of belief in A, conditional on the supposition that the chance of A is equal to x, be itself equal to x.
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Those who wish to construe the probabilities that appear in the theorems to be
considered below as purely epistemic are welcome to do so; the conclusion they will
arrive at is that an agent whose credences about experimental outcomes conform to
quantum mechanics ought to regard distinct quantum states as ontologically distinct.

These sorts of considerations, which have been more or less implicit in much of the
discussions concerning the reality of quantum states, have been explicitly formulated
by Harrigan and Spekkens (2010). We associate with any physical system a physical
state space, or ontic state space �, and a set L of subsets of � that will be taken to be
the measurable sets, that is, the ones that are candidates for ascribing a probability to.9
With any preparation procedure ψ is associated a probability distribution Pψ on the
measurable space 〈�,L〉. For any experiment E, with a set of outcomes ok, k = 1, . . . ,n,
there is a corresponding set of response functions fk, such that fk(λ) is the probability
of obtaining outcome ok in ontic state λ. As these are probabilities for a set of mutually
exclusive and jointly exhaustive alternatives, they must add up to one. Thus, for all
λ ∈ �,

n
∑

k=1
fk(λ) = 1. (12.3)

With these in place, the probability that a system subjected to preparation ψ yields
outcome ok when experiment E is performed on it is the expectation value of fk with
respect to Pψ .

Pψ(ok) =
∫

�

fk(λ)dPψ(λ). (12.4)

A few words of comment about the notion of preparation being invoked here.
Note that we associate with each preparation procedure a corresponding probability
distribution on the ontic state space. These probability distributions differ for differ-
ent preparations, but it is assumed that, once the preparation performed has been
specified, everything relevant to probabilities of outcomes of subsequent experiments
has been specified. In particular, a preparation screens off such things as details of
the past of the system that are not relevant to specification of the preparation. One
could take this to be part of the meaning of ‘preparation’—if you think that the
past of a system continues to be relevant to future events, after a certain procedure
has been performed, then you should take differing pasts to correspond to different
preparations. Local preparations—that is, preparations taking place in a bounded
region of space and time—are taken to screen off correlations between the prepared
systems and the world outside.

The assumption that preparations of this sort are possible, and, indeed, are routinely
performed in laboratories, is a substantive assumption, an assumption that does not
follow from anything like a condition of causal locality. It is neither necessarily true
nor knowable a priori. However, it is an assumption that lies deep at the heart of
virtually all experimental science. If we ever come to a point at which we have reasons
to doubt this sort of assumption, it will not come about as a result of experiments that

9 We make the assumption, which is usual in probability theory, that L contains � and is closed under
complementation and countable union; that is, we will takeL to be a σ -algebra. See standard texts, such as
Billingsley (2012).
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presuppose it. And if wewere presentedwith a reason to doubt this sort of assumption,
it is hard to see how this doubt could be sufficiently contained so as not to undermine
all of experimental science. Fortunately, we are not in such a position, as no one has
offered grounds for doubting it.

Two preparations ψ ,φ are said to be distinguishable if and only if there is an
experiment E such that, for each outcome ok of the experiment, either Pψ(ok) is zero
or Pφ(ok) is zero. This means that, if a system is subjected to one of two preparations,
but you don’t know which, you can become certain of which it was by performing the
experiment, as every outcome precludes one or the other of the possible preparations.
This generalizes to larger sets of preparations: a finite set of preparations {ψi} is said to
be distinguishable if and only if there is an experiment E such that, for each outcome
ok, at most one of {Pψi(ok)} is nonzero. Following Leifer (2014), we will say that a finite
set of preparations {ψi} is antidistinguishable if and only if there is an experiment E
such that each outcome of E has zero probability on some preparation in the set. That
is, no matter what the outcome of the experiment E is, it rules out at least one of the
preparations.

Two preparations are said to be ontologically distinct if there is a measurable subset
S of the ontic state space such that Pψ(S) = 1 and Pφ(S) = 0. It is a straightforward
theorem that any distinguishable set of preparations is pairwise ontologically distinct.
The converse might not hold; a pair of ontologically distinct preparations might not
be distinguishable. This will be the case whenever there are limitations on what one
can learn about the ontic state of a system in a single experiment.

If a set of preparations {ψi} is antidistinguishable, this entails that the correspond-
ing probability distributions {Pψi} have null joint overlap. That is, there is no subset
S of the ontic state space such that Pψi(S) > 0 for all ψi in the set.

In the coin-flip example, the two preparations, involving differing nonextremal
probabilities for the outcomes heads and tails, are neither distinguishable nor onto-
logically distinct. In the absence of limitations on available experiments, on a classical
theory, any pair of ontologically distinct states will be distinguishable. What I mean by
this is: if, for every measurable subset S of the state space, there is an experiment that
determines whether or not the state is in S, then every pair of ontologically distinct
states is distinguishable.

In quantum mechanics, as is well known, nonorthogonal states are not distinguish-
able. If a pure quantum state is part of the ontology, then preparations of distinct
pure states will be ontologically distinct, and so there will be ontologically distinct
preparations that are not distinguishable.

The question arises whether nonorthogonal quantum states are analogous to
classical states, in which indistinguishability of preparations corresponds to overlap
in the associated probability distribution on the ontic state space. If this is the case,
then one and the same ontic state is compatible with distinct quantum states, which
is to say: the ontic state does not uniquely determine the quantum state. If, on
the other hand, the quantum state supervenes on the ontic state, then preparations
corresponding to distinct pure quantum states will be ontologically distinct. If an
ontological model of quantum state preparations and experiments is such that, for
any two distinct quantum states |ψ〉, |φ〉, any pair of preparations ψ , φ that prepare
those states are ontologically distinct, the model is said to be ψ-ontic. Harrigan and
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Spekkens (2010) define ψ-epistemic as the negation of ψ-ontic. In their terminology,
therefore, a model is ψ-epistemic if there is even one pair of distinct quantum states
that are not ontologically distinct. A stronger notion is that of a pairwise ψ-epistemic
model, in which no pair of nonorthogonal pure states is ontologically distinct.

The terminology ‘ψ-ontic’ is apt. If preparations corresponding to two quantum
states |ψ〉, |φ〉 are always ontologically distinct, this means that the ontic state always
reflects which of these states was prepared. To be physically real, it is not required
that quantum states be part of the fundamental ontology of the theory; states that
supervene on the fundamental ontology are no less real for not being fundamental.
An analogy: suppose that I specify some lighting and viewing conditions, and consider
the set of things that, under those conditions, look yellow to me, and the set of
things that, under those conditions, look blue to me. These sets are, presumably,
ontologically distinct. The two sets would not be simply describable in physical terms,
and it would be difficult to explain to anyone why physical things are being lumped
together in these ways without reference to the visual system of creatures like me. But
they are ontologically distinct nonetheless, and the distinction reflects a distinction
in reality.

On the other hand, taking ‘ψ-epistemic’ to be simply the negation of ‘ψ-ontic’
seems to me to be potentially misleading. Consider, for example, a classical system,
whose ontic state is represented by a point in its phase space. Suppose that one could
learn either its position, or its momentum, but not both, though it always has determi-
nate position and momentum. Any position is compatible with any momentum, and
hence, for any position x and momentum p, the set of ontic states corresponding to
position x overlaps with the set of states corresponding to momentum p. That doesn’t
mean that there is anything epistemic about position or momentum.

In addition, to call a model ‘ψ-epistemic’ if there are distinct quantum states whose
associated probability distributions have some overlap, no matter how small, is poten-
tially misleading, as it might suggest that the goal of constructing an interpretation on
which quantum states are like classical probability distributions has been achieved.
This, however, would require that the model be what has been called a maximally
ψ-epistemic model (Barrett et al., 2014). On such a model, the indistinguishability
of quantum states is fully explained by overlap of the corresponding probability
distributions on ontic state space.

In addition to preparations that are perfectly distinguishable, there are also prepa-
rations that come close. A coin-flipping procedure that yields heads with probability
very close to unity is distinguishable, not with complete certainty, but with high
probability, from a coin-flipping procedure that yields tails with probability close to
unity. For one way to quantify this, imagine the following game. A system is subjected
to one of a pair of preparations, ψ , φ, with equal probability. You are presented with
the prepared system, and are allowed to perform any experiment that you like. On
the basis of the outcome of the experiment, you make a guess as to which preparation
was performed. We ask: if you choose your experiment wisely, how high can the
probability of your making a correct guess be? In the best case, there is an experiment
that is certain to yield differing results depending on which preparation was applied,
and the probability of correctly identifying the preparation is unity. In the worst
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case, any outcome of any experiment you can do has the same probability on both
preparations, and the probability of correctly identifying the preparation is no greater
than one half. In general, the probability of correctly identifying the preparation, on
an optimal strategy, is

P(correct guess) = 1
2

(

1+ sup
∣

∣Pψ(o)− Pφ(o)
∣

∣

)

. (12.5)

Here ‘sup’ means supremum, that, is, the maximum value, taken over all outcomes o of
experiments that can be performed on the system in question, or if there is no maxi-
mum value but only an increasing sequence of values that approaches some limiting
value, this limiting value. We define the distinguishability of the preparations as

d(ψ ,φ) = sup
∣

∣Pψ(o)− Pφ(o)
∣

∣ . (12.6)

The distinguishability d(ψ ,φ) ranges between 0, for the case in which ψ and φ are
indistinguishable, and 1, for perfectly distinguishable preparations. If the preparations
correspond to quantum states |ψ〉, |φ〉, then, if there are no restrictions on the
permitted experiments (that is, if every experiment that, according to quantum
mechanics, is possible, is permitted), we have

d(ψ ,φ) = √

1− |〈φ|ψ〉|2. (12.7)

We will want also a notion of approximate ontological distinctness. Given two
probability distributions P,Q on a measurable space 〈�,L〉, we define the statistical
distance, also known as the total variation distance, between P and Q as

δ(P,Q) = sup
A∈L

|P(A)− Q(A)| . (12.8)

Its value ranges between 0, when P = Q, and 1, when P and Q have disjoint supports.
We define the classical overlap of two probability distributions by

ω(P,Q) = 1− δ(P,Q). (12.9)

Clearly, for any preparations ψ ,φ, we will always have

d(ψ ,φ) ≤ δ(Pψ ,Pφ). (12.10)

That is, distinguishability of two preparations can never be greater than their onto-
logical distinctness. In the classical case, if there are no restrictions on experiments—
that is, if, for any measurable subset S of the state space, there is an experiment
that determines whether or not the state is in S—then we have equality in (12.10).
In this case, all indistinguishability of two preparations is accounted for by overlap
between the corresponding state-space probability distributions. Following Barrett
et al. (2014), we will say that an ontological model of some fragment of quantum
mechanics is maximally ψ-epistemic if and only if, for every pair of states |ψ〉, |φ〉,

d(ψ ,φ) = √

1− |〈φ|ψ〉|2 = δ(Pψ ,Pφ), (12.11)

or, equivalently,
ω(Pψ ,Pφ) = 1− √

1− |〈φ|ψ〉|2. (12.12)
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12.3.2 The BCLM theorem
Following Barrett, Calvalcanti, Lal, and Maroney (2014) (BCLM), we define the
quantum overlap of two pure quantum states |ψ〉, |φ〉 as

ωQ(|ψ〉, |φ〉) = 1− d(ψ ,φ) = 1− √

1− |〈φ|ψ〉|2. (12.13)

This is zero for orthogonal states (〈φ|ψ〉 = 0), and unity when |ψ〉 = |φ〉. If one had
a theory on which quantum states were like classical probability distributions, and
indistinguishability of quantum states could be fully accounted for by overlap of the
corresponding distributions on an ontic state space—that is, amaximally ψ-epistemic
theory—one would have, for all preparations ψ ,φ that prepare pure quantum states
|ψ〉, |φ〉,

ω(Pφ ,Pψ) = ωQ(|ψ〉, |φ〉). (12.14)

This can be achieved for some fragments of quantum theory, which is what gives
impetus to the project of attempting to construct a comprehensive theory of this
sort that accounts for all quantum phenomena. However, as Barrett et al. (2014)
demonstrate, it cannot be achieved for a model that fully reproduces quantum
mechanics on a Hilbert space of dimension greater than three.

Here, in a nutshell, is the argument. Consider a Hilbert space Hd of a dimension
d = pn, greater than 3, that is a power of some prime number p. BCLM show that, for
any |φ〉 ∈ Hd, one can construct a set of state vectors, 	 = {|ψi〉, i = 1, . . . ,d2} with
the following properties.

(a) For all |ψi〉 ∈ 	 , |〈φ|ψi〉| = 1/
√

d.
(b) For any pair |ψi〉, |ψj〉 of distinct elements of 	 , either

(i) |ψi〉 and |ψj〉 are orthogonal to each other, and hence the corresponding
preparation distributions have null overlap, or

(ii) the triple {|φ〉, |ψi〉, |ψj〉} is an antidistinguishable set, and hence the
corresponding preparation distributions have null joint overlap.

On either of the alternatives, there is no joint overlap of {Pφ ,Pψi ,Pψj}.
Now consider the average value of the overlap ω(Pφ ,Pψi), averaged over all

elements of the set 	 . Call this ω̄(Pφ ,	).

ω̄(Pφ ,	) = 1
d2

d2
∑

i=1
ω(Pφ ,Pψi). (12.15)

From the fact that no pair of distinct elements Pψi , Pψj of 	 have non-null joint
overlap with Pφ , it follows that

d2
∑

i=1
ω(Pφ ,Pψi) ≤ 1, (12.16)

and hence that
ω̄(Pφ ,	) ≤ 1

d2 . (12.17)
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Since, for each |ψi〉 in 	 , |〈φ|ψi〉| = 1/
√

d, the value of the quantum overlap with
φ is the same for each.

ωQ(|φ〉, |ψi〉) = 1− √

1− 1/d. (12.18)

Call this value of the quantum overlap with |φ〉, which is the same for all members of
	 , ωQ(|φ〉,	). From (12.17), with a little bit of arithmetic, we get

ω̄(Pφ ,	) ≤ 1
d

(

1+ √

1− 1/d
)

ωQ(|φ〉,	) <
2
d

ωQ(|φ〉,	). (12.19)

So, for example, for the case d = 4, the lowest-dimensional Hilbert space to which this
theorem applies, for any vector |φ〉 there is a set 	 of 16 vectors such that the average
overlap of Pφ with distributions corresponding to elements of 	 satisfies

ω̄(Pφ ,	) ≤ 1
4
(1− √

3/2) ωQ(|φ〉,	) ≈ 0.47 ωQ(|φ〉,	). (12.20)

Now, the average of the overlap ω(Pφ ,Pψi) taken over the set 	 cannot be less than
the smallest value of this overlap for |ψi〉 in that set. Therefore, there must be at least
one |ψi〉 in 	 such that

ω(Pφ ,Pψi) <
2
d

ωQ(|φ〉, |ψi〉). (12.21)

No ontological model for quantum mechanics can come close to the dream of having
quantum states be like classical probability distributions. Even in a 4-dimensional
Hilbert space, any ontological model must have, for some |φ〉, |ψ〉, an overlap between
the corresponding probability distributions that is less than half of the quantum
overlap between these states. For larger Hilbert spaces, the minimum value of the
ratio of classical overlap ω to quantum overlap ωQ must be even smaller, and, for an
ontological model of quantum mechanics on an infinite-dimensional Hilbert space,
this ratio can have no minimum value greater than zero. This completely dashes the
hope that provides much of the impetus for the project of constructing a theory on
which quantum states are not ontic.

12.3.3 The PBR theorem
The BCLM theorem applies to any ontological model of quantum mechanics, and
shows that no such model can be fully ψ-epistemic. There can be no theorem of this
sort, which places no conditions on the ontologicalmodel, that has the conclusion that
distinct quantum states are always ontologically distinct, as it is possible to construct
ontological models in which any pair of distinct quantum states have some overlap in
their corresponding probability distributions (Aaronson et al., 2013). A ψ-ontology
theorem, therefore, must make some assumptions about the ontological model. These
assumptions should not be arbitrary, but should be physically well motivated. In this
section we consider the theorem of Pusey, Barrett, and Rudolph (2012) (PBR), which
imposes an independence condition on probability distributions corresponding to
product states.

Consider a pair of systems, A, B, each of which is to subjected to one of two distinct
quantum state preparations, |ψ〉, |φ〉, with |〈ψ |φ〉| ≤ 1/

√
2. Consider now the set

of states
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{|ψ〉A |ψ〉B , |ψ〉A |φ〉B , |φ〉A |ψ〉B , |φ〉A |φ〉B}.
It can be shown that this set of states is antidistinguishable (Moseley, 2013). That is,
there is an experiment E such that each outcome of the experiment is precluded by
one of these preparations. This entails that there is no four-way joint overlap between
the probability distributions on ontic state space corresponding to these four states.

Now suppose we add a further postulate, the Preparation Independence Postulate
(PIP). This is actually the conjunction of two postulates. The first postulate, which,
following Leifer, we call the Cartesian Product Assumption (CPA), is the condition
that, when a pair of systems are independently subjected to pure-state preparations,
the set of ontic states that can result from the preparation can be represented as a
subset of the Cartesian product of state spaces of the individual systems. That is, the
ontic state λ can be represented as an ordered pair 〈λA,λB〉, where λA represents the
ontic state of A and λB represents the ontic state of B. The second postulate, the No
Correlations Assumption (NCA), is the condition that, for appropriate preparations,
the probability distributions corresponding to the four joint preparations are simply
products of local distributions. That is, there are probability distributions PA

ψ , PA
φ on

the state space of A, and probability distributions PB
ψ , PB

φ on the state space of B, such
that, for any measurable subsets 
A of A’s state space and 
B of B’s state space, the
probability, on the joint distribution Pψ ,ψ corresponding to |ψ〉A |ψ〉B, that λA is in

A and λB is in
B, is simply the product of PA

ψ(
A) and PB
ψ(
B), and the probability,

on the joint distribution Pψ ,φ corresponding to |ψ〉A |φ〉B, that λA is in 
A and λB
is in 
B, is the product of PA

ψ(
A) and PB
φ(
B), and so on, for the other possible

preparations.
The NCA can itself be regarded as a conjunction of two assumptions. The first,

which we will call Ontic Parameter Independence, is that, for a given choice of
preparation on A, the marginal distribution of λA—that is, the distribution obtained
from the joint distribution over 〈λA,λB〉 obtained by averaging over λB—is the same
for each choice of preparation on B. The second is the condition that, for any choice of
preparations on the two systems, the corresponding probability distribution is one on
which λA and λB are independently distributed. This assumption may well be called
the No Correlations Assumption, but, since that label is already in use, we will call it
the Independence Assumption.

The Ontic Parameter Independence assumption is a causal locality assumption,
and is required for compatibility with relativistic causality. If it is violated, a choice
of preparation on one system influences the probability of the result of the other
preparation, even if we do not have the epistemic access to the ontic state of the system
required to exploit this for signalling. The Independence Assumption is not required
by causal locality, as there may be correlations between the states of the two systems
that are due to influences in their common past. The assumption really amounts to the
assumption that there is some way to effect the preparations so that such correlations
are effectively screened off. It is not required that every procedure thatwewould regard
as preparing the requisite quantum product state effect this screening off, only that
there be some way to do this. Though this is not required by any sort of condition
of causal locality, it is the sort of assumption that is pervasive in experimental
science.
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With the PIP in place, the condition that there be no four-way overlap between the
four distributions considered entails ontological distinctness of Pψ and Pφ on the state
spaces of the subsystems A and B. To see this, assume the contrary: suppose there is
a subset 
A ⊆ �A that is assigned nonzero probability by both PA

ψ and PA
φ , and that

there is a subset 
B ⊆ �B that is assigned nonzero probability by both PB
ψ and PB

φ .
Then, if the joint probability distributions satisfy the PIP, the set 
A ×
B, which
consists of pairs 〈λA,λB〉, with λA ∈ 
A and λB ∈ 
B, is assigned nonzero probability
by all four preparations, which is incompatible with the antidistinguishability of the
set of preparations. We therefore, conclude that either PA

ψ and PA
φ are ontologically

distinct, or PB
ψ and PB

φ are. However, if these are systems of the same type, subjected
to the same choices of preparations, it seems reasonable to assume that the probability
distributions are unchanged under an exchange of A and B, from which it follows that
PA

ψ is ontologically distinct from PA
φ , and PB

ψ from PA
φ .

This argument applies to any pair of states with |ψ〉, |φ〉, with |〈ψ |φ〉| ≤ 1/
√

2. For
a pair of distinct states with a larger quantum overlap (that is, with |〈ψ |φ〉| > 1/

√
2),

we consider a larger set of systems of the same type. Consider a system consisting of
2n subsystems. Divide them into two equal subsets, which we will call A and B. Our
choice of preparations consists of a choice between subjecting all of the systems in A
to the |ψ〉-preparation, or subjecting all of them to the |φ〉-preparation. We make the
same choice for B. Since |ψ〉 and φ are distinct, |〈ψ |φ〉| < 1, and, for sufficiently large
n, the n-fold product state |ψ〉1 . . . |ψ〉n has sufficiently small overlap with the n-fold
product |φ〉1 . . . |φ〉n for the theorem to apply. With the PIP in place, we conclude
ontological distinctness of these n-fold product states, and, using the PIP again, of the
states |ψ〉i, |φ〉i of the individual subsystems.

The result is robust under elimination of the idealization of perfect preclusion,
as it must be, to be taken seriously as telling us something about the actual world.
Suppose that there exists an experiment such that, for some small ε, for each outcome,
there is a preparation that ascribes a probability less than ε to that outcome. On
the assumption of the PIP, it follows that the overlap ω(Pφ ,Pψ) between probability
distributions corresponding to the two preparations is less than 2

√
ε. See the Sup-

plementary Information section of Pusey, Barrett, and Rudolph (2012) for details of
the proof.

12.4 Doing without the Cartesian Product Assumption
12.4.1 The preparation uninformativeness condition
We have so far not discussed the status of the CPA. It is, in fact, violated in relativistic
quantum field theories as we now have them. Suppose that Alice and Bob perform
operations on two systems A and B, these operations taking place within bounded
spacetime regions, at spacelike separation from each other. We assume that the effects
of Alice and Bob’s operations on the quantum state can be represented by operators
operating on the quantum state, and adopt the usual assumptions, required to
ensure compatibility with relativistic causality, that the operators representing Alice’s
operations commute with operators representing observables at spacelike separation
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from her operations, and with those representing Bob’s. On these assumptions, in the
context of quantum field theory, we cannot assume that there is an operation that can
be counted on to completely remove all entanglement between the systems A and B,
and prepare them in a state that is exactly a product state.10 A product state can be
approximated as closely as we like, but cannot be reliably achieved exactly. In light of
this, we need an independence postulate that does not presume that it is possible to
prepare product states. It is best not to make any assumption about the structure of
the state space at all, as we cannot expect to anticipate what sorts of state descriptions
future theories might bring.

The assumption we will adopt in place of the PIP is one that we will call the
Preparation Uninformative Condition (PUC). The PUC is meant to capture as
much as we can of the content of the assumption that local state-preparations are
possible without presupposing anything at all about the structure of the state spaces
of composite systems. To state the assumption, we consider the following set-up.
Suppose that, for systems A, B, we have some set of possible preparations of the
individual systems. Suppose that the choice of preparation for each of the subsystems
is made independently. Following the preparation of the joint system, which consists
of individual preparations on the subsystems, you are not told which preparations
have been performed, but you are given a specification of the ontic state of the
joint system. On the basis of this information, you form credences about which
preparations were performed. In the case of ontically distinct preparations, you will
be certain about what preparation has been performed; if the preparations are not
ontically distinct, you may have less than total information about which preparations
were performed.

We ask: under these conditions, if you are now given information about which
preparation was performed on one system, is this informative about which prepa-
ration was performed on the other? The Preparation Uninformative Condition is the
assumption that it is not. This condition is satisfied in any model that satisfies the
PIP. It is also satisfied whenever the preparations are ontically distinct. In such a case,
given the ontic state of the joint system, you know precisely which preparations have
been performed, and being told about the preparation on one system does not add to
your stock of knowledge.

One way in which the PUC can be violated is to have the ontic state space of the
joint system to be the Cartesian product of the subsystem ontic spaces, and for the
joint probability distributions to be ones in which the states of the subsystems are
correlated. It is also violated, as we shall see, by models, such as those constructed by
Aaronson et al. (2013), on which nonorthogonal quantum states are never ontically
distinct.

The PUC is implied by the PIP, but it is strictly weaker. Even if the CPA is assumed,
it is possible to construct models for the PBR set-up, outlined in Section 12.3, in which
the PUC is satisfied but Pψ ,ψ and Pψ ,φ have nonzero overlap, which by the PBR
theorem, is ruled out for models that satisfy the NCA. See Myrvold (2018) for one
such construction.

10 See Clifton and Halvorson (2001) for further discussion.
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The PUC, it seems to me, is a necessary condition for the operations considered to
count as local state-preparations. The substantive physical assumption made is that it
is that such preparations are achievable, with sufficient effort, or, failing that, that it is
possible to achieve approximate satisfaction of the condition, to as high a degree of
approximation as is desired. This is all that is needed for the conclusions we will be
drawing. It is not assumed that arbitrary operations satisfy the condition; only those
that are to be counted as local state-preparations.

It should be emphasized that the PUC is not a causal locality condition; there
are operations that violate it without violating causal locality. To see this, consider
the following example, from quantum mechanics. Consider two systems, A, B, with
associated Hilbert spaces HA and HB. Take a pair of orthogonal state vectors |0〉, |1〉
from each Hilbert space, and form an entangled state vector,

∣

∣�+〉 = 1√
2

(|0〉A |0〉B + |1〉A |1〉B) . (12.22)

Alice and Bob will each choose between two operations, and perform them, after
which you will be told the resulting quantum state (assumed ontic for the purpose
of this example). Suppose that Alice and Bob each have the choice between doing
nothing, or performing a bit-flip operation that interchanges |0〉 and |1〉. You are told
that the resulting state is just

∣

∣�+〉

, the same state that they started with. You are
undecided between two alternatives: either Alice and Bob both did nothing, or they
both did a bit flip. Clearly, in this situation, given the ontic state, information about
Alice’s choice of operation tells you something about Bob’s. But this is a symptom of
the fact that this is not a situation that counts as a pair of local state-preparations. The
systems start out in an entangled state, and remain entangled. If, on the other hand,
Alice and Bob’s choices are between operations guaranteed to disentangle the systems,
then, given the resulting quantum state, which would be a product state, information
about Alice’s choice of operation would tell you nothing about Bob’s. Operations of
that sort are candidates for being regarded as local state-preparations.

12.4.2 A ψ-ontology result without the CPA
We consider a set-up consisting of two subsystems A,B, with a choice of preparations
ψ , φ to be made on each. Suppose that the set of four states arising from the two
choices of preparation on the two subsystems is antidistinguishable. It follows from
this that there is no joint overlap between the probability distributions corresponding
to the four preparations. If, now, we impose the Preparation Uninformativeness
Condition, it follows that, given the ontic state of the joint system, you will be
undecided about at most one of the preparations performed on the subsystems. That
is, either the ontic state allows you to uniquely determine the preparation of A, or it
allows you to uniquely determine the preparation of B. This means that Pψ ,ψ and Pφ,φ
have null overlap, as do Pψ ,φ and Pφ,ψ .

To see this, suppose the contrary. Suppose that, given the ontic state λ, you are
undecided about the preparations of both subsystems. This indecision can obtain
only when λ is either in a joint overlap of Pψ ,ψ and Pφ,φ , or in a joint overlap of
Pψ ,φ and Pφ,ψ . Suppose it is the former. Then, since there is no four-way overlap
between the four preparation distributions, the ontic state must be incompatible with
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at least one of the other two preparations. Suppose that it is incompatible with 〈ψ ,φ〉.
Then you are undecided between the preparations 〈ψ ,ψ〉 and 〈φ,φ〉, but have zero
credence in 〈ψ ,φ〉. Suppose, now, you are told that the A-preparation was ψ , and
you update your credences on that information. You have now become certain that
the B-preparation was ψ , in violation of the PUC. Similarly, if the ontic state λ is
incompatiblewith 〈φ,ψ〉, being told that the A-preparationwasφ is informative about
the B-preparation, in violation of the PUC. The same reasoning holds, of course,
for an overlap of Pψ ,φ and Pφ,ψ . Therefore, from antidistinguishability of the four
preparations and the PUC it follows that the ontic state λ must uniquely determine
either the quantum state of A or the quantum state of B.

This result is robust under de-idealization. If, for some small ε, there is a 4-outcome
experiment E such that each preparation accords probability less than ε to some
outcome of E, then, on the assumption of the PUC, Pψ ,ψ and Pφ,φ have small overlap,
as do Pψ ,φ and Pφ,ψ (See Myrvold, 2018 for details):

ω(Pψ ,ψ ,Pφ,φ) ≤ 4
√

ε;

ω(Pψ ,φ ,Pφ,ψ) ≤ 4
√

ε.
(12.23)

Now consider a large number N of systems, each subject to a choice ofψ orφ prepa-
rations. Call this large system, consisting of N subsystems, N . Among the experi-
ments that can be performed on are, for each pair of subsystems 〈i, j〉, an experiment
that antidistinguishes the four alternatives {〈ψi,ψj〉, 〈φi,ψj〉, 〈ψi,φj〉, 〈φi,φj〉} for those
subsystems. We require of our theory that it reproduce the quantum probabilities for
any experiment that might be performed on the system. Then, on the assumption of
the PUC, this entails that the ontic state of N must be such that, for each pair of
subsystems, this ontic state uniquely determines the quantum state of at least
one of them. It follows from this that the ontic state of N must uniquely determine
the quantum state of at least N − 1 of the subsystems. Therefore, in a large array
of systems of this sort, the ontic state of the whole must uniquely determine the
quantum state of the vast majority of them, with at most one exception. By taking N
large enough, we can make the probability that a randomly chosen subsystem has its
quantum state uniquely determined by the ontic state ofN as close to unity aswe like.

Let us now impose a Principle of Extendibility. This is the requirement that the ontic
state of the system N be compatible with regarding the system as a subsystem of a
larger system N′ consisting of N′ subsystems subjected to ψ or φ preparations, for
arbitrarily large N′. With this assumed, the probability that all of N ’s subsystems
have their preparations uniquely determined by the ontic state of N must be greater
than p for all p < 1. That is, with probability one, all of the subsystems of N must be
such that their quantum states are uniquely determined by the ontic state of N .

This result is, again, robust under relaxation of the assumption of perfect antidistin-
guishability. It can be shown that, if, for each pair of subsystems, there is an experiment
such that each of the outcomes has probability less than ε, then the ontic state of N
must be such that it permits almost certain identification of the quantum state of a
randomly selected subsystem. Once again, see Myrvold (2018) for details.

This result holds for pure-state preparations |ψ〉, |φ〉, with |〈ψ |φ〉| ≤ 1/
√

2,
and, because it is robust under approximations, for any pair of preparations that
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approximate such states closely enough to permit approximate antidistinguishability.
For quantum states with a greater quantum overlap, we can use the result to show that
for sufficiently large n, the n-fold product |ψ〉1 . . . |ψ〉n is ontologically distinct from
|φ〉1 . . . |φ〉n. Unlike the PIP, the PUC does not permit us to conclude, straightaway,
that for individual subsystems |ψ〉 is ontologically distinct from |φ〉. But it is hard
to believe that there is a theory worth taking seriously which is such that |ψ〉 and
|φ〉 are ontologically distinct whenever |〈ψ |φ〉| ≤ 1/

√
2 and, though |ψ〉 and |φ〉 are

not ontologically distinct for individual systems, for a sufficiently large collection
of systems the set of states that can arise from subjecting all of them to the |ψ〉-
preparation is ontologically distinct from the set of states that care arise from
subjecting all of them to the |φ〉-preparation. To echo Bell (1977), if someone presents
me with a candidate for such a theory, I will not refuse to listen, but I will not myself
try to make such a theory.

12.5 Conclusion
The PUC is a fairly weak condition, consistent with pervasive nonseparability of
state descriptions, and satisfied even in manifestly nonlocal theories of quantum
phenomena, such as the de Broglie–Bohm theory. Though, of course, it is possible
to consider theories on which it does not hold, it must be admitted that we have no
evidence whatsoever that this condition is not satisfied in the actual world. Any theory
that satisfies this condition must have it that distinct states with an inner product
not greater than 1/

√
2 are ontologically distinct. Furthermore, no theory whatsoever,

whether it satisfies the PUC or not, can both reproduce the quantum probabilities
for results of experiments and satisfy the desideratum that indistinguishability of
states be fully accounted for by overlap of the corresponding probability distributions.
For these reasons, though the project of constructing a theory, of the sort envisaged
by Einstein, in which quantum states are analogous to probability distributions in
classical statistical mechanics, was well-motivated, we have to admit that the fruit it
has borne consists of insight into why the goal cannot be achieved.

We have reached the point, it seems to me, at which anyone concerned with
understanding what the empirical success of quantum theory is telling us about the
world should acknowledge that it is telling us that the furniture of the world includes
something corresponding to quantum states. This, of course, does not come close to
settling the question of what a complete account of the world might be like, and the
old questions remain about how best to understand what it is that quantum theory is
telling us about the world we live in.
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13
The Non-Miraculous Success
of Formal Analogies in
Quantum Theories

Doreen Fraser

13.1 Introduction
Historical case studies fuel the scientific realism–anti-realism debate. Core examples
are the luminiferous ether models in the nineteenth century, which have been var-
iously interpreted as (literally) false because the term ‘ether’ fails to refer (Laudan,
1981), as giving an approximately correct representation of the structure of “the
oscillations of something or other at right angles to the light” on which the modeled
optical phenomena depend (Worrall, 1989), as approximately true because the term
‘ether’ actually refers to the electromagnetic field (Psillos, 1999), or as approximately
true because light has the higher-order (i.e.,multiply realizable), causal-nomologically
specified property of satisfying a principle of superposition with respect to spatial
components (Saatsi, 2005). Mechanical ether models were one facet of a heuristic
strategy of using analogies to develop a theory for electromagnetism.William Thom-
son initially drew analogies to Fourier’s theory of heat to model electrostatics, and
then James Clerk Maxwell picked up on Thomson’s method of analogical reasoning
and constructed analogue incompressible fluid and other mechanical models for
electromagnetic phenomena. Later mechanical ether models were used as analogue
models for electromagnetism. Analogical reasoning has also been widely used in
quantum theory. However, the analogies that are employed in at least some cases in
quantum theory are different in kind from those that figured in the development of
electromagnetism. As a result, these case studies of analogical reasoning in quantum
theory carry different morals for the scientific (anti)-realism debate than the familiar
luminiferous ether models.
My primary case study of the use of analogies in quantum theory is the devel-

opment of the Higgs model by analogy to models of superconductivity. Quantum
field theory (QFT) is the framework theory for the Higgs model and quantum
statistical mechanics (QSM) supplies the framework for the pertinent models of
superconductivity. Adam Koberinski and I have argued that the analogies drawn
in this case are formal analogies that are not accompanied by physical analogies

Doreen Fraser, The Non-Miraculous Success of Formal Analogies in Quantum Theories In: Scientific
Realism and the Quantum. Edited by: Steven French and Juha Saatsi, Oxford University Press (2020).
© Doreen Fraser. DOI: 10.1093/oso/9780198814979.003.0013



OUP CORRECTED PROOF – FINAL, 28/1/2020, SPi

256 doreen fraser

(Fraser and Koberinski, 2016). That is, the analogical mappings from the source
domain (superconductivity) to the target domain (the electroweak interaction) are
formal analogies because they map elements of the models that play the same formal
roles in the formal (mathematical) structures of the models. This is the principle
on which the analogical mappings are determined, but of course this is compatible
with the mapped elements also being physically similar in some respect, which would
constitute accompanying physical analogies. However, in the Higgs case, the analogies
are purely formal analogies (i.e., not also physical). This is a departure from the earlier
use of analogical reasoning in the development of electromagnetism, in which there
are both formal and physical analogies.
Cases of the successful use of formal analogies necessitate some modifications to

our high-level picture of how science works. The philosophical literature on analogies
in science has been largely skeptical about the usefulness of purely formal analogies
in science (e.g., Hesse, 1966; Holyoak and Thagard, 1995; Bartha, 2010). The reasons
for skepticism about the efficacy of formal analogies are complex and varied, but one
source is broadly realist intuitions about the relationship between success and truth in
science that are captured by the ‘NoMiracles’ Argument (NMA): the best explanation
of the success of science is getting something approximately right about the world.
The main line of argument developed in this chapter is that the successful use of
purely formal analogies undermines this realist intuition by breaking the connection
between success and approximate truth. Physical analogies are compatible with this
realist intuition because they pick out physical similarities. Learning that a physical
analogy holds between two systems confers knowledge of a physical fact about the
target system. In contrast, learning that a purely formal analogy obtains does not
deliver any substantial information about the physical world because a purely formal
analogy does not rely on any physical similarities between the source and target
domains.1 Consequently, contrary to the NMA, the successful employment of purely
formal analogies is not explained by the fact that we got something right about the
world. The explanation held up by the NMA as the best explanation is not a candidate
explanation in this case. However, this should not be taken to entail that the successful
use of formal analogies is miraculous. I shall argue that there is a perfectly satisfactory
explanation for the success of formal analogical reasoning, but that it does not involve
getting something right about the world.
The central argument in this chapter is that the use of purely formal analogies in the

development of the Higgs model (Section 13.3) is a counterexample to two versions
of the NMA. The first version is Stathis Psillos’ Refined Explanationist Defense of
Realism, which concerns scientific methodology (Sections 13.2 and 13.4). The second
version is the Argument from the History of Science for structural realism (Frigg
and Votsis, 2011), which incorporates an inference to the approximate truth of the
mathematical structure of theories (Section 13.5). When invoking either version of
the NMA, it is tempting to cast the approximate truth of pertinent theories as the only
correct explanation for the instrumental success of science. This position is ruled out
by the successful use of purely formal analogies. Sections 13.4.1, 13.5.1, and 13.6 consider

1 This inference does not apply to Pythagorean views such as Tegmark’s according to which the physical
world is constituted by mathematics (Tegmark, 2008). Such views will be set aside in this chapter.
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possible responses to these arguments open to scientific realists whowant to retain the
NMA. It is the use of purely formal analogies that differentiates the Higgs model case
study (and plausibly other cases in quantum theory (Section 13.3)) from the historical
cases of the use of analogical reasoning such as electromagnetism, which informed
these versions of the NMA. Thus, attention to quantum theories can contribute to the
realism–anti-realism debate by bringing to light novel scientific methods not used in
familiar historical cases.

13.2 The Refined Explanationist Defense of Realism
and Physical Analogies

To motivate the analysis of the Higgs case study in the next section, consider the
version of the ‘No Miracles’ Argument (NMA) advanced in Psillos (1999) and how
it is supported by the historical development of electromagnetism. Psillos’ Refined
Explanationist Defense of Realism takes Boyd’s explanationist defense of realism as
its starting point (78). In accordance with a commitment to naturalism, the argument
takes the form of an inference to the best explanation, a form of argument that is used
in science, and the explanandum is the instrumental reliability of scientific method-
ology in general. Boyd asserts that all aspects of scientific methodology fall within the
scope of the argument and offers as examples—in addition to the paradigm example
of measurement procedures for theoretical magnitudes—“principles of experimental
design, choices of research problems, standards for the assessment of experimental
evidence and for assessing the quality and methodological import of explanations,
principles governing theory choice, and rules for the use of theoretical language”
(Boyd, 1990, 361). Psillos concurs that “all aspects of scientificmethodology are deeply
theory-informed and theory-laden,” and thus fall within the scope of the argument
(78). Psillos refines Boyd’s argument by explicitly recognizing that scientific methods
sometimes fail and by localizing the inference to the approximate truth of only those
aspects of theories that explain instrumental success (80). Here is Psillos’ summary of
his refined version of the argument:2

(REDR) The best explanation of the instrumental reliability of scientific methodology is that:
the theoretical statements which assert the specific causal connections ormechanisms by virtue
of which scientific methods yield successful predictions are true. (78)

The core intuition is that the approximate truth of the theories that underwrite
the methodologies is responsible for the instrumental success of the methodologies
because the methods are theory-dependent.
Psillos argues that this core intuition and the REDR are borne out in the historical

example of the development of electromagnetism. His interpretation of this case
differs from the structural realist interpretation, but (as Psillos acknowledges) there

2 More recently, Psillos has placed greater emphasis on the REDR being a two-stage argument in order
to clarify the role of inference to the best explanation reasoning (Psillos, 2011). The arguments concerning
formal analogies made here also apply to this articulation of the argument.
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is common ground between the two interpretations.3 This common interpretation of
the electromagnetism case study includes the noteworthy features that differentiate it
from theHiggsmodel case study. Following Stein andPoincaré, Psillos emphasizes the
role that analogical reasoning played in Maxwell’s development of electromagnetism
(137–45). Maxwell relied on the construction of analogue models for electromagnetic
phenomena. For example, Maxwell (1861 [1890]) develops a mechanical model for
a range of electromagnetic phenomena constructed out of molecular vortices con-
nected by idle wheels. At the time, Maxwell regarded this model as a possible causal
model for electromagnetic phenomena (i.e., that it is possible that electromagnetic
phenomena are caused by the motions of the molecular vortices and idle wheel
particles). If this possibility were actualized, then the model would not be merely an
analogue of themodel for electromagnetic phenomena, but identical with it. However,
Maxwell believed that thiswas unlikely.Nevertheless, while this particularmechanical
model was unlikely to be the correct model, he maintained that there was “good
evidence” that electromagnetic phenomena have a mechanical cause (Maxwell 1873
[1954], 416–17).4
From our current perspective, Maxwell’s vortex–idle wheel model incorrectly

represents electromagnetic phenomena as having a mechanical cause. Nevertheless
Maxwell was able to arrive at his equations for electromagnetism using this model.
How? There is a physical analogy between his vortex–idle wheel model and the true
model of classical electromagnetism: the causal relations between the centrifugal force
of the molecular vortices and the rotation of light map to the causal relations between
the magnetic force field and the rotation of the light. To more precisely characterize
this analogy, the distinctions in Mary Hesse’s 1966 account of analogies are useful.
A horizontal relation is the analogical mapping of an element of the source model
to an element of the target model. A vertical relation is a relation between elements
within a single model (i.e., for either the source domain or the target domain). Hesse’s
paradigm example of vertical relations is causal relations.5 In these terms, Maxwell’s
analogy maps vertical relations in the source domain (viz. the centrifugal force of the
molecular vortices and the rotation of light) to vertical relations in the target domain
(viz. the causal relations between themagnetic force field and the rotation of the light).
This is a physical analogy because the mapped vertical relations are physically similar
(i.e., both causal relations). In contrast, a formal analogy maps vertical relations
that play similar formal (e.g., mathematical) roles. It is possible for analogies to be
both physical and formal. Purely formal analogies are exclusively formal analogies.
The completion of the treatment of electromagnetism within Lagrangian mechanics

3 And there are further differences between interpretations favored by adherents of different variants of
structural realism. Psillos addresses Worrall’s variant of structural realism.

4 According to this view of Maxwell’s, there is a physical analogy between vertical relations: the causal
relations in the vortex–idle wheel model are mapped to causal relations in the true mechanical ether
model. For example, in the vortex–idle wheel model, the centrifugal force of the vortices causes the
magnetic rotation of light in the magneto-optical (aka Faraday) effect; there is a mechanical analogue of
the centrifugal force in the true mechanical model (Harman, 1998, 98–106).

5 Hesse also uses the development of electromagnetism as a case study of analogical reasoning, but, for
various reasons, her treatment differs from those discussed here.
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at the end of the nineteenth century supports this characterization of the physical
analogy. It was recognized that an abstract Lagrangian can admit concrete models of
different types, including both mechanical and non-mechanical models. The shared
Lagrangian representation establishes that the models of the two types share the
same causal structure. The abstract Lagrangian formulation of mechanics allows
the posited energy of the ether to be expressed as a function of the classical fields
(Stein, 1989, 62).
It is common ground between Psillos and structural realists that Maxwell’s reason-

ing invoked a physical analogy between vertical physical relations in the vortex–idle
wheel model and vertical physical relations in the true model of classical electromag-
netism. Psillos and structural realists part ways in their further specifications of what
Maxwell got right. Psillos agrees that the divide et impera strategy of differentiated
epistemic commitment to elements of theories is the right strategy for defending
realism, but disagrees with an across-the-board epistemic commitment to structure
(as opposed to content). He argues that the correct way to understand analogue ether
models is to interpret the term ‘ether’ as having the same referent as the term ‘electric
field’ in the fully developed theory of electromagnetism (296–7). The rationale for
this interpretation is supplied by Psillos’ casual descriptive theory of reference. The
core natural kind-constitutive properties are shared by ether and the electric field,
which allows them to play the same causal role in the production of electromagnetic
phenomena. This diagnosis of the continuity between ether models and the full-
blown classical field theory of electromagnetism also underwrites the application
of the REDR. The method is the use of analogue models and the explanation for
its success is that—when correctly interpreted—the term ‘ether’ in the analogue
models and the term ‘electric field’ in the theory refer to the same entity, and thus
generate approximately true statements about the causal mechanism that produces
electromagnetic phenomena. It is essential to Psillos’ interpretation that the ether
model and the full theory of electromagnetism plausibly represent the same casual
connections. This essential condition is satisfied because the analogies that Maxwell
draws track similarities between the structures of the causal relations that are captured
by the abstract Lagrangian framework.
Psillos’ REDR incorporates an explanation of the instrumental success of science

that is well-suited to the method of using physical analogies that map (vertical)
causal relations in the source model to (vertical) causal relations in the target model.
However, analogies that do not map causal relations (or mechanisms) would not
be explained by the REDR. Purely formal analogies fall into this category. Thus,
from the perspective of REDR, the use of purely formal analogies should not be an
instrumentally reliable scientific method.6 As we shall see in the next section, the
historical development of the Higgs model does not conform to this expectation.

6 Psillos (following Hesse and Achinstein) includes formal analogies in his exposition of analogical
reasoning, but purely formal analogies play no role in his defense of realism (141–2). This is understandable
because the electromagnetism case study and the other historical cases that he considers use physical
analogies.
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13.3 Formal Analogies in the Development
of the Higgs Model

13.3.1 Overview
The use of analogies to models of superconductivity in the development of the Higgs
model is a very sophisticated example of analogical reasoning. The complexity of this
case means that tracing the core sets of analogies involved is a non-trivial exercise.
One complication is that analogies are drawn to two models of superconductivity,
the phenomenological Ginzburg–Landau (GL) model and the dynamical Bardeen–
Cooper–Schrieffer (BCS) model (Ginzburg and Landau, 2009; Bardeen, Cooper, and
Schrieffer, 1957). Fraser and Koberinski (2016) offer a detailed analysis of this case
study. To simplifymatters for the present purpose of assessing theNMA, this overview
will focus on the tighter of the two sets of analogies, those between the GLmodel and
the Higgs model.
Initially, the analogy to superconductivity was motivated by the presence of effec-

tively massive photons and effectively massive plasmons and the absence of massless
bosons in the superconducting phase in the BCS model. In the superconducting
phase, the global U(1) gauge symmetry is broken. These features were noteworthy
because they contradicted widely held beliefs in the particle physics community.
At the time, particle physicists believed that the gauge bosons in Yang–Mills-
type theories—such as the photon in electromagnetism—are necessarily massless
(Jona-Lasinio, 2002). Furthermore, on the strength of Goldstone’s theorem, particle
physicists believed that broken symmetries are necessarily accompanied by massless
Goldstone bosons, and experiments on electroweak interactions had not turned
up unaccounted for massless particles. The BCS model of superconductivity was
suggestive, but was not regarded as decisive evidence that models of particle
physics with massive gauge bosons and without massless Goldstone bosons are
possible because the models of superconductivity are non-relativistic and models
in particle physics are relativistic (Higgs, 2014, 851). The analogies between effectively
massive particles in superconductivity and genuinelymassive particles in electroweak
interactions supplied a starting point, but it was the set of formal analogies that
followed that led to the construction of the Higgs model. It was counterexamples
such as this, constructed by formal analogy to superconductors, which supplied
the convincing evidence that spontaneous symmetry breaking (SSB) in relativistic
particle physics need not be accompanied by massless Goldstone bosons.7
At the heart of the set of formal analogies are the order parameters and the

infamousMexican hat diagram (Table 13.1). In theGLmodel, the order parameter that
distinguishes the ‘normal’ state of the metal from the superconducting state is ψ(x),
which is the effective collective wave function for the superconducting electrons.
(x represents space.) |ψ(x)|2 is zero in the symmetric phase and non-zero in the
broken symmetry phase. In the Higgs model, the analogue of ψ(x) is the complex
scalar quantum field φ(x) which (after manipulations) is associated with the Higgs

7 Of course, this claim should not be read as Whiggish take on the history. See Wells (2018) for a
discussion of the negative and skeptical attitudes with which the Higgs model was received.
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boson. (x represents spacetime.) In theGLmodel, the central equation is the following
expression for the free energy at the critical temperature:

Fs = Fn + a |ψ(x)|2 + b
2

|ψ(x)|4 (13.1)

whereFn represents the free energy density of the ‘normal’ metal. Parameters a and b
are both functions of temperature T; SSB is only possible when a < 0. In the simpler
Abelian Higgs model,8 the formal analogy between the Lagrangian L and the free
energy in the GL model is particularly transparent. The Higgs potential terms in
L are

VH = μ2|φ(x)|2 + λ|φ(x)|4 (13.2)

VH takes the same formas the final two terms inFs. Symmetry is brokenwhenμ2 < 0.
The Mexican hat diagram for the Higgs model represents VH(φ) when symmetry
is broken.
Table 13.1 summarizes the analogical mappings between the GL andHiggsmodels.9

The rows of the table lay out the horizontally related elements. The formal analogies
are apparent in themathematical expressions for the symmetries (row 1), Mexican hat
terms of the free energy (GL) or Lagrangian (Higgs) (row 5), and order parameters
(row 6), which are mathematical expressions of the same type. The evidence that sup-
ports the conclusion that this set of analogies is purely formal comes from considering
how theMexican hat terms (i.e., Equations (13.1) and (13.2)) are derived and noting the
substantial physical dissimilarities between the mapped elements. In both instances,
the Mexican hat terms are produced by taking a symmetric Taylor expansion about
some non-zero value of the order parameter. Coefficients multiplying odd powers
of the order parameter are set to zero to ensure symmetry, and expansion to the

Table 13.1. Analogies between superconductor models and the Higgs model.

Ginzburg–Landau (GL) model Higgs model

1 U(1) broken (global) gauge symmetry group SU(2) × U(1) broken (local) gauge
symmetry group

2 (limited-range) photon with effective mass (two
transverse components)

massive W, Z bosons

3 plasmon with massive longitudinal component massive Higgs boson
4 free energy density of superconducting stateFs Lagrangian L
5 a|ψ(x)|2 + b

2 |ψ(x)|4 VH = μ2|φ(x)|2 + λ|φ(x)|4
6 collective wave function for superconducting

electrons ψ(x) as the order parameter
scalar particle field φ(x) as the
order parameter

7 T no analogue

8 In the Abelian model, U(1) symmetry is broken instead of SU(2) × U(1) symmetry. See Fraser and
Koberinski (2016, 78) for details.

9 Again, to minimize the technicalities, some entries in this table are drawn from the Abelian Higgs
model.
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fourth order is the lowest order expansion that leads to SSB. (In the case of the Higgs
mechanism, this is also the largest renormalizable interaction term.) Thus, the formal
similarities are largely due to the use of an approximation procedure that does not
reflect any deep physical similarities between the two systems.
The mapped elements are formally similar, but there are substantial physical

disanalogies because the mapped elements have different physical interpretations.
For example, ψ(x) is defined over space and is a collective (non-relativistic quantum
mechanical) wave function that represents the collection of superconducting elec-
trons; in contrast, φ(x) is defined over spacetime and is a (relativistic quantum field
theoretic) scalar quantum field. More significant, however, are the disanalogies in the
vertical relations. A noteworthy feature of the formal analogical mappings from the
GL to the Higgs model is that they do not map vertical relations to vertical relations
with the same physical interpretation. To see this, consider spontaneous symmetry
breaking. In the GL model, SSB is a temporal process. For example, the model
describes a temporal process in which a system at time t1 is in a non-superconducting
state and then transitions to a superconducting state at time t2. This transition can be
brought about by reducing the temperature of the system from the initial temperature
T to a temperature below the critical temperature Tc, or vice versa. A popular tabletop
demonstration of this effect is a maglev (i.e., magnetic levitating) train. The magnetic
train track is initially cooled by placing it in dry ice, and then the magnetic train
levitates above the track and moves almost frictionlessly along it. When the train is
operated at room temperature, the track gradually warms until the train no longer
levitates. This is the point at which a phase transition occurs. The phase in which the
train levitates is the broken symmetry phase; the phase in which the train does not
levitate is the symmetric phase. There is no analogue of this temporal process in the
Higgs model. The analogical mappings laid out in Table 13.1 do not map the temporal
process in which symmetry is spontaneously broken in the GL model to a temporal
process in the Higgsmodel.10 Furthermore, the causal process of SSB in the GLmodel
is not mapped to a causal process of SSB in the Higgs model. This follows from the
fact that (whatever one’s philosophical views on the relationship between temporal
and causal order) causal processes are temporal processes. That the set of analogical
mappings does not assign an analogue of the temperature T is a symptom of the fact
that the analogical mappings do not respect the causal structure of the GL model.
Yet a further physical disanalogy is that themodal relations in the GLmodel are not

mapped tomodal relations of the same type in theHiggsmodel. For a given condensed
matter system represented using the GLmodel, symmetric ground states and states in
which the symmetry is broken can both be physically possible. In contrast, for a given
particle physics system represented using the Higgs model, ground (i.e., vacuum)
states which are symmetric and states in which the symmetry is broken are not both
physically possible.11

10 The differences in the manners in which time is represented are particularly transparent in the
algebraic frameworks for QSM and QFT. See Fraser and Koberinski (2016, 80–1).

11 Note that this observation about the relationship between symmetric and broken symmetry vacuum
states is separate from themuch-discussed question in the philosophy of physics literature of whether, in the
standard textbook presentation, the broken symmetry vacuum states related by the gauge transformation
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13.3.2 Explaining the successful development of the Higgs model
Anticipating the discussion of the ‘No Miracles’ Argument, what is the explanation
for the successful application of formal analogical reasoning in this case? The
contribution that this set of analogies made to the development of the Higgs model
was to correct misconceptions that were prevalent in particle physics circa 1960,
namely that it is not possible to have massive Yang–Mills bosons and that SSB is
necessarily accompanied by massless Goldstone bosons. In the case of the massless
Goldstone bosons, Goldstone’s theorem appeared to show that it was not possible
to construct consistent mathematical models with the desired features. The formal
analogies allowed particle physicists to recognize that the space of mathematically
possible models was larger than they had realized. For probing mathematical or
logical possibility, formal analogies are sufficient; a physical analogy is not necessary.
Moreover, in this case the physical disanalogies actually contributed to the heuristic
usefulness of the formal analogies. As a result of the physical disanalogies, key features
of the superconductivity model were accessible to experiment. For example, the
Meissner effect: beyond a small penetration depth, neither electric normagnetic fields
will be present within the superconductor, and the short range of the electromagnetic
interaction is regarded as an indication of the effectivemass of a photon. In contrast, it
proved much more difficult to experimentally test the formally analogous features of
theHiggsmodel. The genuinelymassiveW andZ bosons were not detected until 1983.
Finally, this is admittedly speculative, but it seems plausible that the availability of an
intuitive picture of SSB in superconductors aided the construction of the models. The
collective behavior of the spins on the lattice as temperature varies is intuitively pic-
tureable, whereas there was no intuitive picture of the interaction of particles (or fields
or ?) inQFT circa 1960. Recall that this was the heyday of the S-matrix program,which
in its strongest form dispensed with field representations of the interacting system
entirely.
I take this to be a satisfactory explanation of the instrumental success of formal

analogies in this case. However, one might wonder, is there a post hoc explanation of
the success of the analogical reasoning that reintroduces physical analogies? Table 13.1
lists no analogue for temperature T. Again Hesse’s distinctions are useful: a positive
analogy is an analogy that is supported by evidence (at a time t) and a neutral analogy
is an analogy that it is neither supported nor undermined by empirical evidence (at a
time t). Was there a neutral analogy between temperature T in the GL model and
temperature T in the electroweak theory in the early 1960s that, with subsequent
theorizing and experiment, has become a positive analogy? Contemporary wisdom
is that SSB in the the electroweak sector occurred once in the early universe, when
the temperature was approximately 200MeV (LeBellac, 1996, xi). Do theoretical
developments since 1964 offer a way to introduce temperature into theHiggsmodel as
the analogue of temperature in the GLmodel, and thereby introduce analogical maps
from temporal and causal processes in the GL model to such processes in the Higgs
model?

are physically equivalent. See Ruetsche (2011, ch. 14) for further discussion. Struyve (2011) points out that
early treatments of the Abelian Higgs model were gauge invariant, including the derivation of the same
effective Lagrangian as in standard textbook presentations.
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The short answer is no. In brief, the problem with trying to consistently extend
the set of analogies to include temperature (or causal or temporal processes more
generally) is that time is already represented in the Higgs model. Within this model,
it is not possible to add variables (e.g., T) that introduce new temporal processes
because the time evolution of the system is already described by the Higgs model.
Changing the description of the time evolution changes the model (i.e., describes a
different system or the same system in different possible states). This would not help
to explain why the original set of analogies between the Higgs model and the GL
model is successful.12
The contrast with the historical case of electromagnetism is illuminating. In that

case, there are physical analogies that map causal relations in Maxwell’s vertex–idle
wheelmodel to causal relations in the subsequent fieldmodel for classical electromag-
netism. In contrast, in the GL–Higgs case, causal relations in the GL model are not
mapped to causal relations in the Higgs model, and the analogies are purely formal.
Furthermore, the abstract Lagrangian formulation of electromagnetism subsumes the
concrete ether and classical field models. The fact that both are concrete models of
one abstract Lagrangian entails that the kinetic and potential energies attributed to
elements of Maxwell’s vortex–idle wheel model are functionally related to the values

12 At somewhat greater length: The account of the phase transition in the electroweak theory is given
by relativistic field theory at finite temperature (aka thermal field theory), which was first proposed in 1965
and then rediscovered in the mid-1970s (LeBellac, 1996, xi). Relativistic field theory at finite temperature is
statistical mechanics for relativistic field theories; QSM is statistical mechanics for non-relativistic quantum
mechanics (NRQM). That is, relativistic field theory at finite temperature is to QFT as QSM is to NRQM.
The relationship between relativistic field theory at finite temperature and QFT does not lend itself to an
extension of the set of analogies to include temperature because relativistic field theory at finite temperature
is an application of statistical mechanics, not an extension of QFT. The details of relativistic field theory at
finite temperature are complex, but temperature and other statistical mechanical properties are introduced
in ways familiar from other applications of statistical mechanics. For example, particle physics systems are
modeled in contact with heat baths (LeBellac, 1996). This system is different from the system described by
theHiggsmodel. An important difference in kind is thatwhereas theHiggsmodel describes a closed system,
when a heat bath is added the Higgs model system is an open system (see Fraser and Koberinski, 2016,
section 5.2 for further discussion). As a result, relativistic field theory at finite temperature does not help
to add a temperature variable to the description of the system of interest, which is the system represented
by the Higgs model. Put another way, relativistic field theory at finite temperature is applied to describe a
statistical mechanical phase transition which breaks symmetry in a particle physics system, but this does
not correspond to the representation of electroweak SSB in the Higgs model. To appeal to the statistical
mechanical phase transition is to change the subject.
Another way of seeing that the set of analogical mappings cannot be consistently extended to include

temperature is to trace the details of theoretical development of relativistic field theory at finite temperature
from QSM. The strategy employed is to define a relativistic extension of an identity between the partition
function in QSM and the trace in NRQM (LeBellac, 1996, chs 2 and 3). For simplicity consider one
dimension (the time dimension):

QSM : Z(β) = Tr
(

e−βH
)

NRQM : Tr
(

e−iH(tf −ti)
)

where β is inverse temperature. The expressions are identified after the NRQM expression is transformed
by (1) analytically continuing time (t → it) and (2) setting ti = −β/2 and tf = +β/2. Time in relativistic
field theory at finite temperature cannot both be identified with temperature in QSM and be taken
(as a component of spacetime) as the analogue of space in QSM as it is in the analogies underlying SSB.
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attributed to fields in the classical field model. In contrast, in the GL–Higgs case the
models do not share a Lagrangian. The formal analogy is drawn between terms of the
free energy of the superconducting state and the potential in the Lagrangian for the
Higgs system (see row 5 of Table 13.1). This analogical mapping is intimately related
to the fact that causal relations do not map to causal relations.13
Finally, a different approach to arguing that there is a physical analogy that lies

behind the success of the reasoning in this case would be to contend that mass is
the relevantly similar physical property of the two systems. After all, the motivation
for drawing the analogy in the first place was that in the superconducting phase the
superconductor has effectively massive photons and plasmons. However, while the
physical property of effective mass motivated drawing analogies, the set of analogies
that resulted from this starting point does not support the inference that there
are relevant physical similarities between effective mass in the superconductor and
genuine mass in the electroweak system. The physical interpretation of effective mass
of the photon in the superconductor is tied to the physical process of mass gain (and
shortening of range) when the system undergoes phase transitions, and there is no
physical process in whichmass is gained in theHiggs case. The physical interpretation
of the mass of the plasmon comes from the collective behavior of the lattice of atoms.
This is also a physical dissimilarity between the superconductor and particle physics
models: there is not even a lattice of material particles in the particle physics case.
Mass in the superconductor is not physically similar to mass in the Higgs model;
however, alternatives to the Higgs model (‘Beyond the StandardModel’ models) have
been proposed inwhich theHiggs is a composite particle analogous to theCooper pair
bosons in the BCSmodel of superconductivity (e.g., the minimal technicolor model).
But, once again, these models are based on a different set of analogies; the analogies
invoked are not a consistent extension of the set laid out in Table 13.1.

13.4 The Refined Explanationist Defense
of Realism Revisited

Recall Psillos’ summary of his Refined Explanationist Defense of Realism:

(REDR) The best explanation of the instrumental reliability of scientific methodology is that:
the theoretical statements which assert the specific causal connections ormechanisms by virtue
of which scientific methods yield successful predictions are true. (78)

The Higgs case study defies an explanation of this type. The method used is purely
formal analogical reasoning. The application of this method in this case has been
instrumentally successful. The most direct instrumental success of the Higgs model
has been the detection of a particle consistent with the Higgs boson at the Large

13 The deeper justification for this analogical mapping comes from the effective action formalism for
QFT (Jona-Lasinio, 1964, Peskin and Schroeder, 1995). This analysis compares the generating functional
of correlation functions in statistical mechanics to the generating functional for propagators (or vacuum
expectation values) in QFT. A further formal analogy is that, in both QFT and QSM, variational principles
are used to determine the stable vacuum (QFT) or ground (QSM) states. The quantity in QFT that plays
the formally analogous role to energy density in statistical mechanics is the Lagrangian density.
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Hadron Collider in 2012, but the Higgs model has had many other more indirect
instrumental successes. Even if the Higgs model were to eventually be supplanted by
some ‘Beyond the Standard Model’ model, it presumably has already surpassed the
minimal standards for instrumental success required by Boyd and Psillos. Thus, the
instrumental success of the method of formal analogical reasoning in the Higgs case
is an instance of scientific methodology, the instrumental reliability of which is what
Boyd and Psillos seek to explain.
However, the best explanation proposed by the REDR is not a possible explanation

for the success of the method of purely formal analogical reasoning in the Higgs
model case study. If the analogical mappings respected the causal structure, then
getting this shared causal structure approximately right in both the superconductor
and the electroweak models would be a candidate explanation of the successful use
of the analogies. In Psillos’ terms, the explanation would be that the theoretical
statements asserting the causal connections in both models are approximately true.
However, the analogical mappings do not map causal processes in the GL model of
superconductivity to causal processes in the Higgs model. There is no shared causal
structure of SSB that is common to the GL and Higgs models; therefore, the truth or
falsity of the theoretical statements asserting causal connections within each of the
two models is not relevant to explaining the success of formal analogical reasoning in
this case.
In order for this Refined Explanationist Defense of Realism to support Psillos’

own brand of realism, which relies on a causal-descriptive theory of reference, the
restriction to “specific causal connections or mechanisms” is essential. However, in
the context of his discussion of the Explanationist Defense of Realism, Psillos allows
that the explanans may have a broader scope that includes “truth-like descriptions of
causal mechanisms, entities, and laws” (81). Expanding the scope of the explanans in
this way seems unlikely to serve to make it applicable to the GL–Higgs case. Recall
from Section 13.3 that the purely formal analogies invoked in the development of
the Higgs model do not relate similar physical descriptions of entities. An in-depth
discussion of what sorts of accounts of laws of nature would be robust enough to
underwrite this explanation is beyond the scope of this chapter, but a significant
obstacle to the appeal to laws is that the analogical mappings do not preserve the
modal structure either. SSB in the GL model employs a notion of physical possibility
that pertains to states dynamically accessible to a specified system. In contrast, SSB
in the Higgs model employs a notion of physical possibility that does not pertain to
states dynamically accessible to a specified system. Symmetric and broken symmetry
vacuum states are possibilities for systems in different worlds which are not accessible
from our world.
Ultimately, the problem with applying the explanationist defense of realism to the

method of formal analogical reasoning does not lie with how causal connections,
mechanisms, or laws of nature are spelled out. Consider this minimal version of the
REDR:

(REDR′) The best explanation of the instrumental reliability of scientific method-
ology is that: the theoretical statements by virtue of which scientific methods yield
successful predictions are true.
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Even thisminimal version of the argument is inapplicable to the case study because the
truth of statements in the GLmodel of superconductivity is not relevant to the success
of the method for formulating the Higgs model for particle physics because there are
no physical analogies between the models. Assume that we have gotten something
approximately right about the superconductor system when we describe it with the
GL model. We draw formal analogies to construct a new model for electroweak
interactions in particle physics—the Higgs model. The Higgs model turns out to be
instrumentally successful. The approximate truth of theoretical statements in the GL
model that describe superconductors does not explain the instrumental success of the
Higgs model that describes electroweak interactions because the GL model and Higgs
model are related by purely formal analogies. The fact that the analogies are purely
formal means that there are no relevant physical similarities between the condensed
matter and particle physics systems (as described by the respective models). Neither
the horizontally related elements nor the mapped vertical relations are physically
similar. Thus getting something approximately right about the superconductor that
is captured by theoretical statements in the GL model does not give us any reason
to believe that we have thereby gotten the same something right about the analogue
particle physics system that is captured by theoretical statements in the Higgs model.
Notice that the Higgs model case study undermines the REDR—an argument

offered in support of scientific realism—and not scientific realism directly. The formal
analogies presented in Table 13.1 do not rule out giving both the GL andHiggs models
physical interpretations that include specifications of causal connections. What is
ruled out are specifications of causal connections such that the analogical mappings
in Table 13.1 map causal relations in the GL model to causal relations in the Higgs
model. This leaves open the possibility of interpreting other relations in the Higgs
model as causal relations. However, independent realist interpretations of the GL and
Higgs models would not rescue the REDR. Since the causal structures in the GL and
Higgs models would not be related by the formal analogies in Table 13.1, appeal to the
sets of causal relations in each model would not explain the instrumental success of
analogies.
Again, my thesis is not that the instrumental success of the method of formal

analogical reasoning is miraculous. There is, I submit, a perfectly satisfactory expla-
nation for the success of formal analogies: that formal analogies served to correct
misconceptions about the mathematically possible models of SSB in particle physics.
For this purpose, purely formal analogies are sufficient. Ironically, it is the REDR that
makes a miracle out of the success of science in this case by insisting that success is to
be explained by approximate truth.

13.4.1 Possible responses
The scientific realist who wants to hold on to this version of the NMA has several
options for responding to case studies of purely formal analogical reasoning. One
option is to rule out cases of this sort by considering them to fall outside the scope
of scientific methods covered by the REDR. This would require principled grounds
for exclusion. It would not be sufficient to exclude the method of formal analogical
reasoning merely on the basis that it is used in the context of discovery rather than
justification. Even supposing that a satisfactory distinction can be drawn between
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the contexts of discovery and justification, the case has been made that a variety of
heuristicmethods for formulating new theories are legitimate inductivemethods (e.g.,
Post, 1971;14 Thagard, 2012). Furthermore, Boyd and Psillos are explicit that scientific
methodology in general is the target of the argument and list examples of methods
that fall squarely in the context of discovery (e.g., choice of research problems) (Boyd,
1990, 361).
An apparently more promising strategy would be to exclude the method of purely

formal analogical reasoning in particular from the scope of the argument on the
grounds that it is not an instrumentally reliable method. Methods such as literally
dreaming up new hypotheses and trial and error could be used to discover new
theories, but fall outside the class of instrumentally reliable methods covered by the
argument. However, this strategy for defending the REDR only appears to be more
promising; ultimately, it seems unlikely to pan out. There are some clear differences
between these unreliable methods and formal analogical reasoning. For instance,
the method of formal analogical reasoning is more systematic and principled than
either dreaming or trial and error. Formal analogical mappings are constrained by
the requirement that they map elements that play similar formal roles in the theories
for source and target domains. But the systematic and principled nature of themethod
does not automatically translate into instrumental reliability.
A number of philosophical accounts of analogical reasoning offer criteria for

evaluating the strength of arguments from analogy (e.g., Hesse, 1966; Holyoak and
Thagard, 1995; Bartha, 2010). In each of these accounts, sufficiently strong arguments
from analogy confer plausibility on a hypothesis. Unfortunately, all of these accounts
base their conclusions on physical analogies, not purely formal analogies, and the
arguments do not carry over straightforwardly.
The reason that that formal analogical reasoning in the Higgs case is not tanta-

mount to lucky guessing is that the success of the method is explicable. In the early
1960s, particle physicists mistakenly believed that it was not possible to construct
models with SSB and the desired physical features (e.g., massive bosons). Formal
analogies to models of superconductivity served as a corrective. Formal analogical
reasoning was an appropriate method to use in this case because it allowed particle
physicists to probe the space of mathematically possible models. This explanation of
the success of formal analogical reasoning in this case undermines the charge that the
method is instrumentally unreliable.
A stronger argument in support of the instrumental reliability of formal analogical

reasoning would involve establishing that formal analogical reasoning has also led
to instrumental success in other cases and that this instrumental success is also
explicable. This is a large project, but a plausibility argument can be made for the first
conjunct. Analogical reasoning has been a widely usedmethod in the development of
quantum theories. Of course, each of these cases needs to be analyzed individually
to determine whether the analogies are formal, physical, or both. However, there
is a suggestive pattern to these cases. Consider the two domains of condensed

14 Post notes that the list of heuristic criteria covered in his paper is not exhaustive, and then cites formal
analogies as an example (248).
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matter physics (e.g., phase transitions in superconductors) and particle physics (e.g.,
scattering of a few particles). There are many examples of concepts or mathematical
frameworks that were passed back and forth between theories for these two domains.
Dirac’s ‘hole theory’ of the electron was possibly inspired by ionic crystal models of
conductors constructed by Frenkel in the 1920s, and Dirac’s idea was certainly picked
up in solid state physics in the 1930s (Kojevnikov, 1999). Renormalization techniques
developed for QED in the 1940s and the associated concept of dressed electrons
were exported from QED to solid state physics in the 1950s (e.g., Bohm and Pines’
electron gas model for metals introduces an effective heavy electron and plasmons)
(Blum and Joas, 2016). During the same period, Feynman diagrams were borrowed
fromQED to solve formally analogous perturbative expansions in quantum statistical
mechanics (QSM) in which the formal analogue of time in QED is imaginary inverse
temperature in QSM (Matsubara, 1955, Abrikosov, Gorkov, and Dzyaloshinski, 1975).
In the early 1970s, Kenneth Wilson and collaborators developed renormalization
group (RG) methods for condensed matter physics and particle physics by pushing
analogies between classical statistical mechanical models of phase transitions and
quantum field theoretic models of interactions (Wilson and Kogut, 1974). In this case,
the analogue of time t in QFT is imaginary space ix. (Fraser, 2018, offers an account
of these analogies and argues that the analogies are purely formal.) The pattern is that
in each of these cases the analogies are drawn between a non-relativistic quantum or
classical model and a relativistic quantum field theoretic model. In the GL–Higgs case
study, the root cause of the analogical mappings failing to respect temporal, causal,
and modal structure is that a non-relativistic model is mapped to a relativistic model.
Plausibly, the analogical mappings in the other cases carry similar implications.
There is also a practical consideration that makes excluding formal analogical

reasoning from philosophical consideration seem unappealing. If formal analogical
reasoning is indeed as prevalent a tool in the development of recent and contemporary
quantum theories as it seems to be, then disregard for this scientificmethod in philos-
ophy of science carries the cost ofmaking philosophy less relevant to live foundational
issues in physics. Carefully tracing complex patterns of analogical reasoning and
attending to the interpretive consequences is the the kind of project that philosophers
are well placed to undertake.

13.5 The Argument from the History of Science
for Structural Realism

A shift from variants of realism committed to continuity of reference of theoretical
terms (e.g., Psillos’ position) to variants of realism committed to continuity at the
level of physical structure (e.g., variants of structural realism) is accompanied by
a shift in the formulation of the NMA. The Higgs case undermines the structural
realist version of the NMA in a different way because structural realism’s attention to
the mathematical structure of theories emphasizes the same aspect of theories that
informs formal analogies. In their 2011 review paper on structural realism, Roman
Frigg and Ioannis Votsis survey Poincaré’s and Worrall’s arguments from the history
of science for what has come to be known as epistemic structural realism. They extract
the following argument incorporating a version of the NMA:
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(4a) Only two elements of a theory get preserved through theory change: (a) the theory’s
mathematical formulation, and (b) the empirical interpretation of the theory’s terms.

(4b) A theory’s mathematical formulation ‘encodes’ the structure of that theory’s target
domain.

(4c) Preservation of an element is a reliable guide to its (approximate) truth.
(4d) Non-preservation of an element is a reliable guide to its (approximate) falsity.

Therefore, the preservation of structural elements through theory change is a reliable guide
of their (approximate) truth. The non-preservation of non-structural elements is a reliable
guide of their (approximate) falsity. (243)

They note that premises (4c) and (4d) “incorporate an instance of the NMA” (243).
In contrast to Psillos’ REDR, the explanandum is not the instrumental reliability of
scientific methodology, but the instrumental success of a given theory. The explanans
appeals not to specific causal connections ormechanisms, but to the physical structure
of the theory’s target domain (which may or may not include causal relations).
Cases of formal analogical reasoning undermine this argument by presenting

a counterexample to premise (4c). The instantiation of (4c) that is important for
the structural realist is that in which the element is the theory’s mathematical
formulation: Preservation of a theory’s mathematical formulation is a reliable guide
to the (approximate) truth of a theory’s mathematical formulation where (by 4(b))
truth means “ ‘encoding’ ” the (physical) structure of the theory’s target domain.
The use of purely formal analogical reasoning in the the GL–Higgs case study
constitutes a counterexample to this inference because the theory’s mathematical
formulation is preserved but this does not supply any indication about whether the
theory’s mathematical formulation is approximately true. In this case, the theory
is the GL model. Core aspects of the mathematical formulation of the GL model
are (approximately) preserved in the Higgs model; this is what the formal analog-
ical mappings establish. However, contrary to (4c), the mathematical formulation
that is preserved cannot be taken to be an approximately true ‘encoding’ of the
shared physical structure of the superconductor and electroweak systems because
the systems do not share a physical structure. There are no physical analogies; the
formal analogies do not map physical relations to physical relations of the same
type. In particular, neither causal nor modal relations are preserved by the mappings,
which precludes two prominent structural realist strategies for characterizing physical
structure.

13.5.1 Possible responses
The structural realist may object that cases of formal analogical reasoning are irrele-
vant because they donot relate versions of one theorywhich are diachronically related.
Premise (4a) concerns “elements of a theory [that] get preserved through theory
change.” An example would be a nineteenth-century version of electromagnetism that
includes ether and a twentieth-century version of electromagnetism that posits clas-
sical fields and does not include ether. In contrast, the GLmodel of superconductivity
and the Higgs model are not diachronically related versions of the same theory; they
apply to different domains of phenomena and are contemporaneous. However, this
objection does not address the argument in Section 13.5. The argument is an argument
against premise (4c), which states that preservation of mathematical structure is a
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reliable guide to its (approximate) truth. Cases of formal analogical reasoning are
counterexamples: cases of successful theory development in which there is shared
mathematical structure between theories andnot shared physical structure. TheHiggs
case demonstrates that the preservation of mathematical structure by intertheoretic
relations is not an indicator of shared physical structure. Why couldn’t the same
situation arise in the special case in which the theories in question are theories for
the same domain?
The problem posed by formal analogical reasoning is familiar to structural realists:

in order to constitute a genuine variant of realism, the preserved mathematical
structure must represent physical structure. Mathematical structure that does not
play a representative role would reduce the position to Pythagoreanism;mathematical
structure that represents empirical structure but not underlying physical structure
would reduce the position to anti-realist empiricism. (See Ruetsche, this volume,
Chapter 15, for further discussion of the latter challenge.) The Higgs case study
eliminates some of the structural realist’s best resources for steering a course between
Pythagoreanism and anti-realist empiricism. For example, French (2014) defends a
variant of ontic structural realism according to which physical structure is modal
structure, but the GL and Higgs models cannot be interpreted as encoding the same
modal structure.
One variant of ontic structural realism may be equipped with a strategy for

responding to this challenge posed to the Argument from the History of Science
for epistemic structural realism by the Higgs case study. In their review of Wallace’s
defense of the Everett interpretation of quantum theory in The Emergent Multiverse,
Guido Bacciagaluppi and Jenann Ismael reflect that

. . . the book provides the most comprehensive and best exemplar of a new—and distinctly
modern—way of doing metaphysics. On this way of doing metaphysics, one takes one’s
fundamental ontology from physical theories at face value and simply does the hermeneutic
work of trying to understand the structures implicit in the formalism, connecting them with
structures that are most readily manifest in our experience of the world, and seeing what needs
to be done to accommodate old ideas (about ourselves and our place in nature) to a new world-
view. (2015, 18)

Applying this interpretive approach to theHiggs case, the responsewould be that none
of our familiar notions of physical structure are preserved by the analogies, but this
just means that we need to exercise ingenuity in characterizing new kinds of physical
structure that are preserved (i.e., accommodating our metaphysics to a new world-
view). Of course, there is nothing that stands in the way of adherent of this stripe
of ontic structural realism pursuing this research program. But bear in mind that
this position is being introduced to rescue the NMA for scientific realism; therefore,
scientific realism cannot be assumed. At a minimum, this research program would
have to be successfully completed in order to yield an argument for scientific realism.

13.6 Conclusion
The main conclusion defended in this chapter is that getting some fact about the
world essentially correct is not always a candidate explanation for success in science,
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which runs contrary to the spirit and the letter of the NMA. Evidence in support
of this conclusion is furnished by the instrumentally successful use of purely formal
analogies in the development of the Higgs model. This is a case of successful theory
development that is not underwritten by approximately veridical representation. The
analogies drawn between the GLmodel of superconductivity and theHiggsmodel for
the electroweak interaction are purely formal. They are not accompanied by physical
analogies. In particular, the analogical mappings do not map temporal structure,
causal structure, or modal structure in the GLmodel to structure of the same physical
kind in the Higgs model. As a result, this case study undermines both Psillos’ Refined
Explanationist Defense of Realism and the NMA-inspired premise of the Argument
from the History of Science for structural realism. In the former case, the success
of the method of purely formal analogical reasoning cannot be explained by appeal
to causal relations or even to approximate truth. In the latter case, the Higgs case
study blocks the inference from the preservation of formal structure to the formal
structure approximately encoding physical structure. Nevertheless, the construction
of the Higgs model is not an example of the miraculous success of science. The
explanation for the successful use of purely formal analogies in this case is that this
was a suitable method for solving the problem that particle physicists had mistakenly
ruled out mathematical models that in fact were mathematically or logically possible.
The target of the arguments in this chapter is the NMA for scientific realism, not
scientific realism itself. The adoption of separate (i.e., not related by the analogies)
realist interpretations of the GL and Higgs models is not precluded, as long as the
NMA is not invoked.
In response to these arguments, a scientific realist could concede the point and

give up on the NMA. This would of course entail reliance on other arguments to
support scientific realism. There are several other potentially viable lines of response
for scientific realists who wish to hang on to the NMA. One response, mooted in
Section 13.5.1, would be to adopt a variant of ontic structural realism which takes as
its starting point the commitments that the formal structures in a theory represent the
structure of the world and that one aspect of the project of interpreting the theory is
to (if necessary) revise our ontology to accord with the formal structures. Of course,
how compelling this approach is would hinge on the details of how the ontological
structure gets spelled out.
A third response to this counterexample to the NMA would be to concede that

the blanket intuition behind the NMA does not hold universally, and to revise the
argument accordingly. That is, the scientific realist could concede that approximate
truth only explains the success in science in a restricted set of cases. However, this
would be a substantial concession. The worry is that weakening the NMA in this
way would leave the NMA vulnerable to other lines of objection. The argumen-
tative strategy in this chapter is to raise a counterexample in which the proposed
best explanation for the instrumental success of science is not even a candidate
explanation. This is in contrast to the more popular strategy for arguing against the
NMA, which is to contend that rival candidate explanations for the instrumental
success of science are actually superior to the best explanation proposed by the NMA.
For example, Ruetsche (this volume, Chapter 15) draws on analysis of the use of
renormalization group methods in particle physics to argue for humble empiricism,
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which denies that approximately true representation of the world (at all energy scales)
is the best explanation for the instrumental success of renormalization groupmethods
in particle physics (at low energy scales). If the NMA were modified to include a
restriction on its scope, then it would become more difficult to fend off arguments
such as this. If it is possible to have instrumental success without approximate
truth in some cases, why should the best explanation for instrumental success be
approximate truth in other cases (i.e., cases within the intended scope of restricted
NMA)?
The use of purely formal analogies in the Higgs case—and plausibly more widely

in the development of quantum theories—reveals that quantum theories carry new
implications for the scientific realism–anti-realism debate. The underlying reason
is that the debate has been informed by historical case studies, such as the use of
analogies in the development of electromagnetism, which use different methods. For
scientific realists, an additional consequence of the Higgs case study is that the use
of purely formal analogies affects how one fixes an interpretation for a theory. For
example, in the Higgs case, the fact that the analogies to superconductivity are purely
formal means that it is not licit to export the physical interpretation of SSB from
superconductivity to particle physics (e.g., genuine mass in the Higgs model does not
have the same physical interpretation as effective mass in the GL model, there is no
causal process inwhichmass is gained in electroweak systems). It is tempting to export
the physical interpretation from the superconductor model to the electroweak model
because there is a clearer physical picture behind the superconductormodel.However,
this temptation needs to be resisted—not only in the Higgs case, but also in other
cases in which the analogies linking models are purely formal. Scientific realists need
to be alert to the possibility of purely formal analogies in order to properly interpret
theories.
Another broader moral for the scientific realism–anti-realism debate is that quan-

tum theories exhibit different patterns of development than their precursors, which
affects where one should look for relevant case studies. Participants in the debate
have primarily been interested in the history of science as a source of evidence
for either continuity in theories over time (approximately, in some respects) or
else discontinuity in theories over time. This has focused attention on diachronic
sequences of theories for a single domain. For example, in the domain covered
by what is now known as condensed matter physics (which includes, e.g., phase
transitions in superconductors), a relevant diachronic sequence of theories is classical
statistical mechanics, non-relativistic quantum mechanics (including many-body
quantum theory), and quantum statistical mechanics. To take another example, in
the domain covered by what is now known as particle physics (which includes, e.g.,
scattering phenomena) one of the diachronic sequences of theories that is of interest
is classical particle mechanics, non-relativistic quantum mechanics, and relativistic
quantum field theory. While case studies of theoretical change in a single domain
are interesting and important for the scientific realism debate, this focus excludes a
prominent pattern of historical development in quantum theories in the twentieth
century: the formulation of new theories (or models) based on synchronic relations
between theories that apply to different domains. Reasoning by analogy has served as
a mechanism for transferring concepts and frameworks from one domain to another.
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This pattern of theory development deserves more attention in the scientific realism–
anti-realism debate.
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Towards a Realist View
of Quantum Field Theory

James D. Fraser

14.1 Introduction
Quantum field theories (QFTs) seem to have all of the qualities that typically motiva-
tive scientific realism. Besides general relativity, the QFTs that make up the standard
model of particle physics are our most fundamental physical theories. They have also
produced some of the most accurate predictions in the history of science: quantum
electrodynamics (QED) famously gives a value for the anomalous magnetic moment
of the electron that agrees with experiment at precisions better than one part in a
trillion. When it comes to actually articulating a realist reading of these theories,
however, we run into serious problems.

This chapter puts forward what I take to be the most promising strategy for
developing a realist epistemology of QFT. I set up the discussion by highlighting
the difficulty of making sense of QFTs in orthodox realist terms if we restrict our
attention to perturbative and axiomatic treatments of the theory (Section 14.2). I then
introduce the renormalization group (Section 14.3), and argue, drawing on previous
work by Wallace (2006; 2011) and Williams (2019), that it points to a way of rescuing
a realist view of QFT (Section 14.4). I close by considering some objections to this
programme raised by Ruetsche (2018) (Section 14.5). Besides some brief remarks in
this final section, I will mostly be bracketing interpretive puzzles inherited from non-
relativistic quantum mechanics which continue to challenge the realist in the QFT
context.

14.2 Realism and Quantum Field Theory: A First Look
Scientific realists disagree about how their position should be formulated in detail.
We can discern some general commitments that lie behind many of these statements
of the realist creed, however. Two, in particular, will be my focus here. The first
is an explanatory thesis: realists take the empirical success of the sciences to be
explained by the fact that they are getting something right about the way the world
is. This contrasts with anti-realists, who either deny that the empirical success of

James D. Fraser, Towards a Realist View of Quantum Field Theory In: Scientific Realism and the Quantum.
Edited by: Steven French and Juha Saatsi, Oxford University Press (2020). © James D. Fraser.
DOI: 10.1093/oso/9780198814979.003.0014
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science stands in need of explanation, or else adopt an alternative explanatory strategy
that does not invoke the representational veracity of our theories.1 The second idea
concerns the epistemic achievements of current scientific theories. Realists typically
take at least some extra-empirical beliefs about the world to be supported by the
predictive success of the sciences; that is, they take science to furnish knowledge of
the unobservable. Again, this contrasts with anti-realist scepticism towards scientific
claims about unobservable entities and properties. The constructive empiricist, for
instance, takes an agnostic attitude towards the extra-empirical content of successful
theories.

While these two claims do not strictly imply one another, connections between
them are often posited. The dominant approach to developing the realist position
in recent decades has been to identify the theoretical claims we ought to commit
ourselves to using an explanatory criterion. Rather than taking successful theories as a
whole to be the locus of realist commitment, this ‘selective’ form of realism advocates
belief in a subset of their descriptive content; namely, those parts of the theory which
essentially contribute to, and therefore explain the success of, its empirical predictions.
This way of cashing out the epistemic achievement component of realism is explicitly
deployed in Psillos (1999) and Kitcher (2001) influential discussions of historical
theory change, but the basic selectivist intuition arguably animates many of the other
variants of realism put forward in the recent literature, such as structural realism.
On this line of thought rolling out a realist epistemology across the various branches
of science ought to proceed as follows: start with a theory’s empirical predictions and
trace them back to theoretical claims that underwrite their success; these are the parts
of science that constitute knowledge of the unobservable.

How does this programme fare in the case of QFT? While I will ultimately claim
that there is scope for harmonizing QFT with this selective realist scheme, I’ll start
with amore pessimistic reading of the situation. Ignoring advances in renormalization
theory since the 1950s, and restricting our attention to the perturbative and axiomatic
approaches to QFT, it is possible to paint a fairly bleak picture of realism’s prospects
in high energy physics.

As has already been mentioned, QFTs are wildly empirically successful. The prob-
lems start when we look at how these predictions are obtained. The most important
source is the perturbative approach to QFT developed by Feynman, Tomonaga,
Schwinger, and Dyson in the late 1940s.2 This is where the famous calculation of the
anomalous magnetic moment of the electron, and the bulk of the standard model
predictions currently being tested at the LargeHadronCollider, come from. I’ll sketch
how this formalism works with reference to the φ4 theory, a well-understood model

1 Van Fraassen’s analogy between theory selection and natural selection can perhaps be read in either
of these two ways (van Fraassen, 1980, 40). See also Saatsi (2017) for a discussion of anti-realist-style
explanations of the empirical success of particular theories.

2 This is less true today than it was some decades ago. Non-perturbative calculation methods, especially
Monte Carlo simulations in lattice QFT, are becoming increasingly powerful sources of empirical predic-
tions. A complete epistemological study of high energy physics would need to look at these methods in
detail but I leave this as a project for another time.
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that shares most of the relevant features of the gauge theories that make up the
standard model. The classical action of this model is given by:

S =
∫

d4x
[

1
2
(∂μφ)2 − 1

2
m2φ2 − λ4

4! φ
4
]

, (14.1)

where φ is a scalar field, m is its associatedmass, λ4 is a positive constant parameteriz-
ing the strength of the interaction and the integral ranges over Minkoski space-time.
There is little hope of finding exact solutions of this theory, or any realistic interacting
QFT. The perturbative approach aims to get around this problem by setting up a
power series expansion for quantities in an interaction coupling, in this case, λ4. The
coefficients of this series can, in principle, be calculated using what we know about the
corresponding exactly solvable free theory (withλ4 = 0), though increasingly difficult
computations are required at each order. The hope is that, if λ4 is small, the first
few terms of the series will provide an accurate approximation of the behaviour of
a weakly interacting model.

This approximation strategy is, of course, ubiquitous in applied mathematics,
but QFT perturbation series have their own peculiarities. Carrying out the series
expansion naively, in this case, produces ill-defined results. Computing the series
coefficients, for both the φ4 theory andmore realistic models, requires one to evaluate
integrals over momentum space that diverge in the high momentum, or ultraviolet,
region.3 In order to get meaningful predictions out of perturbative QFT the so-called
renormalization procedure must be employed. This works roughly as follows. First,
the offending integrals are rendered convergent; in the simplest case, this is achieved
by imposing a cutoff—a large but finite upper limit on the momentum integrals. The
expansion parameter is then redefined so as to remove the perturbative coefficient’s
dependence on the cutoff. It turns out to be possible to completely ‘absorb’ the
divergent part of the coefficients at each order into a finite number of parameters in
the action if the theory contains only interaction terms parameterized by couplings
with a zero or positive mass dimension—so-called renormalizable interactions.4 The
φ4 interaction has this property, as do the electroweak and strong interactions of the
standard model. Indeed, during the years the standard model was being developed
renormalizability was often viewed as a necessary condition for taking a theory
seriously and was demanded a priori. At the end of the renormalization process
the cutoff is taken to infinity. Following this recipe produces a series with finite
coefficients, and it is truncations of these renormalized perturbation series which are
compared to data gathered from collider experiments.

Despite its extraordinary empirical success, this approach to QFT has long been
seen as conceptually suspect. Some have suggested that the perturbative formalism
is insufficiently mathematically rigorous to engage with philosophically, and even

3 QFT perturbation series can also contain infrared divergences—integrals which blow up in the region
of very low momentum. More generally, the low energy/long distance structure of QFT models raises
distinctive problems of its own, which will not be discussed here.

4 A brief note on dimensional analysis in QFT for the uninitiated. High energy physicists typically work
with so-called natural units, which set h̄ = c = 1. This has the effect of drastically simplifying dimensional
analysis, such that the dimensionality of any quantity can be expressed as a power of energy/mass/momen-
tum, known as its mass dimension.
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inconsistent owing to its apparent clash with Haag’s theorem. I have argued in
previous work that the situation is not quite this bad (J. Fraser, 2017). Perturbative
QFT is, at least, internally coherent. There is a problemhere, however, which should be
especially worrying for the would-be scientific realist. Many of themanipulations that
go into perturbative calculations, and the renormalization procedure, in particular,
seem to be completely ad hoc.What licences us to remove the infinities that appear in
naive QFT perturbation series? The best we can really say within the confines of the
perturbative approach itself is that we have to do this for the series to be well behaved
and yield sensible predictions. But this is a purely instrumental rationale. Further-
more, it doesn’t give us any reason to think that the resulting renormalized series ought
to produce accurate predictions. The realist, remember, was committed to there being
an explanation for the success of scientific predictions which ultimately rests on the
way the world is. On the face of it at least, perturbative QFT violates this demand.

The prospects of extracting knowledge of the unobservable from the perturbative
formalism also appear to be grim. Arguably, the root of the perturbative formalism’s
ad hoc character is that it fails to provide a characterization of the mathematical
structure, and descriptive content, of QFTmodels. I’ll push this point in the language
of the functional, or path integral, approach to quantization here (in part because it
lays the ground for the discussion of the renormalization group in Section 14.3). The
key quantity in this approach is the partition function Z, which (in the case of a single
scalar field φ) is associated with the integral:

Z =
∫

DφeiS. (14.2)

Informally, the measure Dφ indicates that a sum is being taken over all possible
configurations of the field (S is, again, the classical action). Once we have the partition
function of a QFT model we can, in principle at least, derive all of its observable
consequences and, more importantly, construct it as a mathematical object.

It turns out to be very difficult to precisely define this integral for fields that live
on continuous space-times, however. Owing to the infinite number of degrees of
freedom that exist in any space-time region we need to define a measure over an
infinite dimensional space, once again leading to divergences in the ultraviolet region.
In the perturbative treatment of QFT this issue was dodged rather than solved. In
essence, the perturbative method allows us to set up expansions for Z, and thus for
scattering cross sections, without really telling us what it is. The one strategy that
might suggest itself for extracting a definition of the partition function from the
perturbative formalism is to identify it with the sum of the series, but it turns out
that, even after the divergences in the coefficients have been removed, realistic QFT
perturbation series do not converge. In the absence of a clear characterization of the
physical content of QFT, it is hardly surprising that we struggle to find justifications
for the moves made in perturbative calculations. But this situation is also clearly bad
news for the epistemic achievement component of realism. How can the empirical
success of the standard model possibly support beliefs about unobservable aspects of
reality if we can’t even specify what the theory is saying about the world?

There is another strand of the QFT programme the realist might turn to here
which does directly address the question of where QFTs live in the mathematical
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universe, namely the axiomatic approach to the theory. In the 1950s and 1960s
mathematical physicists dissatisfied with the limitations of the perturbative approach
tried to put the theory on a firm non-perturbative footing by writing down sets of
axioms that any relativistic quantum field could reasonably be expected to satisfy.
In fact, two mathematical treatments of QFT came out of this tradition: one based
on the machinery of operator-valued distributions (Streater and Wightman, 1964)
and the other on von Neumann algebras (Haag, 1996; Halvorson and Müger, 2007).
Mathematically rigorous work in these frameworks succeeded in showing that one
can precisely define path integrals for field configurations that take arbitrarily large
momenta, at least in the case of some toy models in space-times with a reduced
number of dimensions. Unfortunately, the axiomatic tradition ultimately doesn’t offer
much solace to the aspiring realist about high energy physics. The crucial rub is that,
as of yet, neither the standard model nor any interacting QFT in four-dimensional
Minkowski space-time has been constructed as a model of these axiomatic systems.
While axiomatic treatments of QFT give us a clear set of theoretical principles,
and therefore at least potential targets for realist commitment the connection with
empirical predictions that the realist needs is missing.

In sum then, both the explanatory and epistemic achievement components of
scientific realism seem to run into serious trouble in the QFT context. I should
stress that I don’t take this to be an existential threat to a realist view of science as
a whole. An obvious response to this situation is to weaken the strength of one’s
epistemic commitments in this context, perhaps citing the theoretical immaturity of
the QFT programme. One could admit, for instance, that we cannot yet explain the
success of QFT’s empirical predictions, or make precise claims about the nature of
the unobservable world on their basis while remaining optimistic that future scientific
progress will eventually come up with the goods.5 Furthermore, some philosophers of
science have recently been arguing that realism needs to be weakened anyway in the
face of anti-realist critique. Saatsi (2016; 2017) advances a position he calls minimal
realism which abandons the epistemic achievement component entirely and focuses
instead on a stripped back version of the explanatory thesis. The minimal realist is
committed to there being an explanation of the success of current theories in terms
of the way they latch onto the world but admits that we may not be able to say
how this story goes in our current epistemic position. This weakened explanatory
thesis is clearly compatible with the state of play in high energy physics as I have just
characterized it.

I will be suggesting in what follows, however, that there is scope for rescuing the
traditional explanatory and epistemic achievement theses in the QFT context. The
preceding discussion may be a fair assessment of the situation as it stood before the
1970s, but developments in renormalization theory open up the possibility of a more
full-blooded realist reading of the theory.

5 Doreen Fraser (2009) can be read as advocating a position like this. According to her, the axiomatic
approach should be viewed as a work in progress that we have good reason to hope will eventually solve
the puzzle surrounding the physical content of the standard model.



OUP CORRECTED PROOF – FINAL, 25/1/2020, SPi

towards a realist view of quantum field theory 281

14.3 The Renormalization Group
In the decades following the invention of the perturbative QFT formalism the notion
of renormalization broadened in scope and ultimately underwent fundamental con-
ceptual changes. A fruitful exchange of ideas between condensed matter and high
energy physics culminated in the emergence of the so-called renormalization group
in the 1970s. Nowadays, renormalization methods enjoy applications in many areas
of physics and beyond, taking on different forms in different theoretical contexts.
I focus here on the incarnation of the renormalization group which is most significant
for the philosophy of QFT: the momentum space approach developed by Kenneth
Wilson and John Kogut (1974).

The core idea underlying the renormalization group, in all of its guises, is the
study of coarse-graining transformations: operations which take us from an initial
system of interest to a new one that lacks some of the degrees of freedom associated
with high energies and small length scales but shares its large-scale properties. One
reason why renormalization group methods are so diverse is that there are many
ways of implementing a transformation of this kind. One approach employed in the
study of lattice spin systems in statistical physics, for instance, is to replace groups of
neighbouring spinswith a single ‘block spin’ degree of freedomand tune the dynamics
of the new system so as to reproduce the same (or, in practice, similar) macroscopic
behaviour (Figure 14.1). In some cases, it may be possible to invert the transformation,
forming a group structure—hence the name. But this is not always possible; blocking
transformations of the kind just described are typically not invertible. In any case,
group theory seldom plays an important role in renormalization group methods, so
the terminology is always misleading in one way or another. The real significance of
these transformations is that they can be understood as inducing a ‘flow’ on a space of
possible theories. Studying this flow turns out to be a powerful source of information
about the behaviour of physical systems at different scales.

Rather than working in real space, as in the blocking approach, Wilson pioneered
the idea of implementing a coarse-graining transformation in momentum space. To
see how this works we need to return to the path integral expression for the partition

Figure 14.1 A ‘majority rule’ blocking procedure on a two-valued spin system.
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function, Z. As we already discussed, defining integrals over field configurations is a
project fraught with difficulty. Wilson’s key insight was that, rather than considering
all configurations at once, we can evaluate the integral in sections. To get started with
this approach we need to explicitly remove from the path integral the configurations
associated with momenta above some very high value �:

Z� =
∫

|p|≤�

DφeiS. (14.3)

We’ll see how this can be rationalized in detail shortly, but for now we can think of �
as the energy scale at which new fields, or physics beyond the scope of theQFT frame-
work entirely comes into play (in the most extreme case this would be the so-called
Planck scale atwhich quantumgravity effects are expected to become important). This
is somewhat analogous to the cutoff imposed in perturbative renormalization, but we
are now operating in a completely non-perturbative context. What results from this
cutoff procedure then is a well-defined physical system that lacks degrees of freedom
associated with arbitrarily large momentum, and arbitrarily small length scales. In
contrast to the models sought in the axiomatic approach to QFT, these systems have
a finite number of degrees of freedom in any finite space-time region. I’ll call these
structures cutoff QFT models.

TheWilsonian renormalization group sets up a coarse-graining transformation on
these cutoff QFTs as follows. We isolate the contribution to the integral due to the
highest remaining field configurations, whose Fourier transforms have support above
some value μ; this part of the integral is then computed separately and absorbed into
a shift in the action. In symbols:

∫

|p|≤μ

Dφ

∫

μ≤|p|≤�

DφeiS =
∫

|p|≤μ

Dφei(S+δS). (14.4)

This defines a transformation that takes us from an initial cutoff QFT model to
a new one, which has a lower cutoff and a modified dynamics but behaves like
the original.

This transformation will not only alter the values of coupling parameters in the
initial action but also give rise to new interaction terms. In general, we need to
consider all possible terms which are not ruled out by initially demanded symmetries
and constraints, including non-renormalizable interactions. For scalar fields, this
means going beyond the φ4 theory and considering interactions like λ6φ

6, λ8φ
8, and

so on. The renormalization group transformation can then be seen as inducing a flow
in a space of possible theories, spanned by the couplings (m,λ4,λ6, . . .). The way that
these parameters change asμ is lowered, andmore andmore highmomentumdegrees
of freedom are ‘integrated out’, is described by the so-called beta functions:

βi = μ
∂

∂μ
λi. (14.5)

In most interesting contexts the equations governing the renormalization group
flow are highly non-linear and cannot be exactly solved. Probing them via various
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approximation methods, however, has proven to be a powerful tool for answering
many important questions about QFTs.6

What ismost significant for the scientific realism debate is how the renormalization
group flow behaves in the low energy regime, far below the cutoff �. It turns out
to be possible to say something surprisingly general about this. As μ decreases
the renormalization group flow is thought to be attracted to a finite dimensional
surface spanned by the parameters associatedwith renormalizable terms in the action.
Polchinski (1984) gives a rigorous demonstration of this behaviour in the case of scalar
field theories by linearizing the renormalization group equations in the region of small
couplings. If we do this it is possible to show that variations in the non-renormalizable
couplings at initial cutoff scale � are almost completely absorbed into variations in
renormalizable couplings as we coarse-grain to a much lower scale μ � �, up to
powers of μ/�. While this is a somewhat special result, and rests on the assumption
that the couplings are small, this sort of behaviour is believed to hold generally and
apply to realistic theories like QED and the standard model.

What this means is that QFT models that differ dramatically in their high energy
dynamics manifest very similar physics at lower energies; a phenomenon known
as universality in the physics literature. Basically any scalar field theory will look
like the familiar φ4 model at sufficiently low energies, for instance. This leads to
a new perspective on QFT, and on the cutoff imposed at the beginning of the
renormalization group analysis in particular. The renormalization group results just
discussed demonstrate that removing the high energy degrees of freedom of a field
theory leaves its low energy behaviour more or less unaffected. Since a model’s low
energy physics can be almost completely parameterized by renormalizable couplings,
all varying the value of � (and the details of how it is imposed) can do is move
it around this finite dimensional surface. Fixing the values of the renormalizable
couplings via a finite number of experimental measurements absorbs almost all of the
cutoff dependence of a QFT model’s physical quantities. Cross sections for scattering
events at an energy scaleE, for instance, will only depend on the cutoff through powers
of E/�. The cutoff, then, allows us to bracket the question of what the world is like at
the fundamental level while accurately modelling its low energy properties.

In the post renormalization group era, QED and the standard model have come to
be regarded as ‘effective field theories’: models that are valid in some limited energy
regime but should not be trusted beyond them. It is this shift in the outlook and
methodology of the QFT programme which opens new paths for the scientific realist,
as I will now argue.

14.4 Brighter Prospects for Realism
I claim that these advances in renormalization theory have improved the situation
for both of the components of the realist doctrine in the QFT context. Firstly, the
renormalization group framework provides a physical understanding of the original

6 The renormalization group also turns out to be relevant to the project of constructing QFT models
without cutoffs which satisfy the sets of axioms devised in the axiomatic approach to QFT, for instance.
See Hancox-Li (2015).
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perturbative renormalization procedure. It thus opens up the possibility of achieving
the sort of explanation of the empirical success of perturbative QFT the realist seeks.
And secondly, it leads to a new perspective on the problem of characterizing QFT’s
physical content and ultimately suggests a way of articulating claims about the world
that are supported by the success of the standard model.

How does the renormalization group help usmake sense of perturbative QFT?One
important upshot that has been emphasised in the recent philosophical literature is
that it transforms our understanding of the notion of renormalizability (Butterfield
and Bouatta, 2015). As Imentioned in Section 14.2, renormalizability was traditionally
viewed as a property that any viable QFT model must possess. There was always
something mysterious about this way of thinking, however. Why should the world be
structured in such a way as to be amenable to perturbative approximation? Without
the renormalization group results just described, the fact that the actions of empir-
ically successful theories are renormalizable would seem to be a lucky coincidence.
We can now see, however, that limiting one’s attention to renormalizable interaction
terms is a very reasonable thing to do. If � is taken to be a very high energy scale at
which new physics comes into play, we should expect physics at currently accessible
energies to be very well described by a renormalizable action, as the effects of non-
renormalizable interaction terms will be heavily suppressed by inverse powers of the
cutoff.

This does not quite get to the heart of how the renormalization group illuminates
the perturbative approach, however. After all, the fundamental puzzle about renor-
malized perturbation theory was why it produces accurate approximations at all, even
granting the renormalizability of the interactions under consideration. I suggested
above that the perturbative approach is incapable of answering this question on its
own because it lacks a cogent characterization of the systems and quantities it is
supposed to be approximating. The renormalization group framework arguably fills
this lacuna, providing a non-perturbative framework that can justify the various steps
that go into the perturbative renormalization procedure.

The first step of the perturbative renormalization procedure, you will recall, was to
replace the divergent momentum integrals in the perturbative coefficients with finite
cutoff expressions. Since the cutoff is removed at the end of the calculation this was
typically understood in purely formal terms in the original perturbative treatment
of QFT. The renormalization group framework provides a physical interpretation of
what is going on here, however. We have seen that it is possible to simulate the effects
of high momentum degrees of freedom not included in a cutoff model by tuning
the system’s dynamics. We can thus legitimize the perturbative cutoff on momentum
space integrals in the same terms, on the understanding that the effects of physics
beyond the cutoff can be absorbed into an ‘effective’ action.

The second step of the procedure was to redefine the expansion parameter so as
to remove the diverging dependence on the cutoff in the perturbative coefficients.
In the original incarnation of the renormalization method, this was viewed as a
necessary step to extract sensible predictions from the perturbative formalism. The
renormalization group analysis of the low energy regime provides a physical justi-
fication for removing the hypersensitivity to the cutoff, however. We saw that low
energy physical quantities, and in particular, the scattering cross sections that are
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typically the targets of perturbative calculations, actually are weakly dependent on
the cutoff at low energies. This amounts to a non-perturbative demonstration that
the logarithms and powers of � that appear in naive perturbative expansions are
artefacts of an inappropriate choice of expansion parameter. Once the expansion
parameter has been renormalized in the manner described in Section 14.2, the only
dependence on the cutoff that remains in perturbative approximations takes the
correct form of powers of E/�. The perturbative renormalization procedure, on this
reinterpretation, is fundamentally about ensuring that our approximations have the
right scaling behaviour, not about ensuring that they aremathematically well behaved
as the cutoff is removed. Choosing the expansion parameter so as to minimize the
dependence on the cutoff can simply be understood as a matter of ensuring that
truncations of the series mimic the behaviour of the physical quantity that they are
supposed to approximate.

The final step of taking the cutoff to infinity also finds a natural justification in the
renormalization group setting. Assuming that the cutoff scale is much higher than the
energy scale we are trying to describe, the E/� cutoff dependence of renormalized
perturbative approximations, and the actual physical quantities they are supposed to
approximate, will be very small. In many contexts, they will be much smaller than
expected experimental error and can consequently be justifiably ignored. What we
are doing when we take the cutoff to infinity in perturbative calculations is neglecting
the residual dependence on the cutoff. Since removing the cutoff in the perturbative
context has significant computational benefits, and the renormalization group gives
us a handle on the kind of errors that result from doing so, it is pragmatically justified.

This is only a sketch of how the renormalization group illuminates the original
perturbative QFT formalism and more work is clearly needed to develop this story
in detail.7 Still, the pieces seem to be in place for an explanation of the success of
perturbative QFT predictions that should satisfy the realist.

We also find ourselves in a better position regarding the epistemic achievement
component of realism. The shift towards an effective field theory perspective on
QFT points to a way of extracting knowledge of the unobservable from empirically
successful QFTs.

The central problem here was the lack of a clear answer to the question of what
empirically successful QFTs are—both mathematically and physically. We saw in
Section 14.3, however, that it is possible to precisely define the path integral for the
partition function and explicitly construct realistic QFTs as mathematical models
if the degrees of freedom of the field associated with arbitrarily large energies and
momenta are removed via the cutoff. This provides a non-perturbative characteri-
zation of QFT which has a crucial advantage over the axiomatic systems discussed in
Section 14.2; we can explicitlywrite down cutoff formulations of empirically successful
QFTs, and the standard model in particular. Furthermore, we have seen good reasons

7 One potential worry here is that, since perturbation theory itself is often used to analyse the renor-
malization group flow—and the Polchinski results mentioned in Section 14.3 turns on a small coupling
assumption—there is a danger of circularity in appealing to the renormalization group to rationalize the
perturbative formalism. I think this objection can be rebutted, but discussing this point in detail is beyond
the scope of this chapter. Thanks to Laura Ruetsche for raising this issue.
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to regard these cutoff models as conceptually respectable, and empirically successful,
theories in their own right. As Wallace (2006; 2011) has argued, this suggests that we
should be looking to cutoff QFT models when it comes to the question of what we
ought to believe about theworld given the empirical successes of high energy physics.8

What would it mean exactly to be realist about a cutoff QFT? Following Williams
(2019), we can make sense of this along the lines of the selective realist programme
introduced in Section 14.2.9 The basic idea behind this approach was that the realist
ought to take a differentiated attitude towards the content of a successful theory, saving
their optimism for those theory constituents that underwrite its predictive success.
The renormalization group comes into its own again here, providing a powerful tool
for developing this sort of selective realist reading of a QFT.

On the one hand, it allows us to identify features of cutoff QFT models that we
should not take representationally seriously. Much of the empirical success of the
standard model takes the form of predictions of cross sections for scattering events
produced in particle colliders, with the current energy limit being at the order of
1013 electron volts. The renormalization group results just discussed reveal that many
features of current QFTs do not really make a difference to these empirical successes,
in the sense that they can be varied without much affecting scattering cross sections
at relevant energy scales. For one thing, it establishes that these quantities are highly
insensitive to the imposition of a cutoff at some much higher energy scale, as well as
the details of how this is done. We can also vary the dynamics of a model at the cutoff
scale without affecting its predictions; adding small non-renormalizable interactions
to the standardmodel action, for instance, does not undermine its empirical adequacy.
What this tells us is that many of the claims QFTs make about the world at the
fundamental level do not contribute to, and consequently are not supported by, the
predictive successes of modern particle physics.

On the other hand, the renormalization group helps us articulate positive theoret-
ical commitments that are supported by the success of the standard model. As well
as sharing empirical content, the classes of QFT models that flow to the same surface
under the action of the renormalization group transformation arguably make com-
mon claims about relatively large-scale, non-fundamental, aspects of the world. They
agree, for instance, about low energy correlation functions—expectation values of
products of field operators associated with well-separated space-time regions. These
quantities are preserved by the renormalization group coarse-graining transformation
and encode the long distance structure of a QFT model. They are also directly con-
nected to its successful predictions—unlike the theoretical features mention above,
you cannot vary the long distance correlation functions of a theory without drastically

8 Taking cutoffmodels to provide an adequate characterization of themathematical and physical content
of QFT is controversial. Doreen Fraser (2011), in particular, has argued against this move and defended
the superiority of axiomatic formulations of the theory. Note, however, that taking cutoff QFTs to be
appropriate objects of realist commitment does not imply that the axiomatic approach has nothing to offer
philosophically. There are arguably other philosophical issues raised by the QFT programme that are most
naturally addressed in the context of the axiomatic tradition. For more on this pluralist approach to the
dispute surrounding the formulation of QFT see J. Fraser (2016).

9 See J. Fraser (2018) for a discussion of how this proposal fits into, and sheds light on, broader debates
about how a selective form of scientific realism ought to be formulated.
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affecting its low energy scattering cross sections. Furthermore, the renormalization
group tells us that these quantities are extremely insensitive to the details of physics
at very high, currently inaccessible, energy scales. It thus demonstrates that they are,
at least in one sense of the term, robust, another quality which selective realists often
take to motivate belief in a theoretical claim (Wimsatt, 2007; Williams, 2019).

The idea then is that the information the renormalization group provides about
the dependencies that hold between theoretical claims at different scales allows us to
sort those we should take representationally seriously from those we should not. The
picture that emerges from this analysis is that QFTs enjoy a kind of coarse-grained
representational success, capturing some (relatively) long distance, low energy, fea-
tures of the world without limning its fundamental structure. This accords with the
effective field theory methodology of much contemporary high energy physics, but,
crucially, the claim that the standard model is an effective theory is not taken to mean
that it is purely phenomenological. It furnishes genuine extra-empirical knowledge
on this view—just not about the fundamental.

14.5 Challenges
Drawing on renormalization group resources in theway I have just outlined is, I think,
our best hope for assimilating QFT into a traditional realist view of science. Many
questions remain about how this proposal should be fleshed out and defended, how-
ever. In the interest of sharpening the position, or, more accurately, identifying those
areas where it needs sharpened, I want to conclude by addressing some objections
recently posed by Laura Ruetsche (2018). I will touch, in particular, on two worries
raised in her discussion that point to the need for further work in an epistemological
and metaphysical/semantic direction respectively.10

The first objection targets my claim at the end of the last section that results
about the low energy behaviour of the renormalization group flow give us grounds
to be confident in some coarse-grained properties of QFT models. The worry is that
this move falls foul of familiar anti-realist arguments concerning historical theory
change. Anti-realists have long pointed to the plethora of predictively successful yet
false scientific theories in the historical record as a challenge for realism. A recent
incarnation of this sort of argument, which is particularly pertinent in the present
context, is Kyle Stanford’s problem of unconceived alternatives (Stanford, 2006).
When we look at the history of science, according to Stanford, we find that scientists
have repeatedly failed to conceive of rival theories that were just as well supported
by the available empirical evidence as the theories they accepted. Inductively then,
we should expect present scientists, and scientific theories, to be in the same boat,
undermining our confidence in current extra-empirical scientific claims.

The renormalization group results discussed abovemight seem to offer respite from
this problem. The standardmodelwill likely someday be replaced by a new theory that
describes the physics of currently inaccessible energy regimes. Since the low energy

10 Another line of objection, which will not be dealt with here, is Doreen Fraser’s (2011) claim that
renormalization group results reveal widespread underdetermination in QFT and therefore push against
realism, rather than coming to its aid. I hope to address this worry in future work.
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features of the standardmodel are highly insensitive towhat is going on at these higher
energy scales, however, one might think that they are very likely to be retained by
these more fundamental theories, whatever they end up looking like. As Ruetsche
points out, however, this line of response rests on the assumption that future theories
can be situated in the space on which the renormalization group transformation
acts and this is not obvious a priori. Rigorous renormalization group results, such
that there are, deal with rather circumscribed spaces of theories. Furthermore, the
QFT framework itself is expected to break down and be replaced by a radically new
quantum gravity theory as the Planck scale is approached. Who is to say this theory
can be treated within the renormalization group framework? In fact, if we accept the
moral of Stanford’s induction, it seems that we should actively expect future theory
change to outstrip the reach of renormalization group considerations.

How to respond?We should concede, I think, that renormalization group results do
not defeat historically generated scepticism on their own.11 Indeed, it is hard to see
how local scientific arguments could ever sway a thoroughgoing anti-realist who is
already convinced of their unreliability. It is important to distinguish two tasks facing
the scientific realist here, however: spelling out the content of their epistemology
and defending it. This chapter has focused on the former; I presupposed a realist
perspective and advanced a strategy for articulating two central realist theses in the
QFT context. When it comes to the project of arguing for a realist view of science
more general epistemological issues that have not been touched on here need to
be considered, the implications of historical theory change being prominent among
them. A flat-footed response to this sort of attack then is to admit that the plausibility
of the programme set out in this chapter is conditional on a successful rebuttal of
historical arguments for anti-realism.12

Having said that, it is possible that the renormalization groupmight play some role
in the broader project of defending realism.Here is a different way itmight feature in a
response to Stanford’s unconceived alternatives problem, for instance. One supposed
advantage of Stanford’s argument is that, whereas traditional incarnations of the
pessimistic induction generalize over scientific theories, and are therefore vulnerable
to the response that false historical theories were unlike currently accepted ones in

11 Onemight try to resist this conclusion by pointing to further theoretical considerationswhich suggest
that the renormalization group apparatus can encompass the class of relevant alternatives to the standard
model. We might point, for instance, to Weinberg’s (2004) ‘folk theorem’, which states that any theory that
satisfies some general principles, like cluster decomposition and (approximate) Lorentz invariance, will
have to recover the basic theoretical structure ofQFT at low energy scales. This suggests that, nomatter how
radically novel a future theory of quantum gravity is, its low energy limit should be a QFT that is amenable
to the kind of renormalization group analysis described in Section 14.3. Again though, this argument rests
on a posteriori scientific premises, so unrestrained historically generated scepticism will also throw it into
doubt. Thanks to Porter Williams for discussions on this point.

12 Godfrey-Smith (2008), Chakravartty (2008), Ruhmkorff (2011) and Devitt (2011) offer responses to
Stanford’s unconceived alternatives problem which the aspiring realist about QFTmight draw on. I should
note that if it turns out that the epistemic achievement component of realism has to be abandoned in
light of arguments like Stanford’s, the renormalization group might still have something to offer a more
minimal realism of the kind advocated by Saatsi (2016). Saatsi suggests that themost promising strategy for
articulating the realist position is to point to exemplars, from contemporary science and historical record,
of how a theory’s latching onto the world could explain its empirical success. We could thus treat the story
told in Section 14.4 as an exemplar of this sort without committing ourselves to its truth.
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relevant respects, his induction generalizes over scientific theorists. Stanford suggests
that it is more difficult to drive a wedge between the inferential capacities of past
and present scientists—surely current scientists are no better than luminaries like
Darwin andMaxwell at conceiving of relevant alternatives to their theories (Stanford,
2006, 43)? One might reject this assumption, however, claiming that theoretical
and methodological progress in the sciences has improved our ability to probe the
space of possible theories. The renormalization group is arguably an instance of
this phenomenon. Even if it is not exhaustive in its scope, the information the
renormalization group provides about how modifications of a theories dynamics at
one scale affect its behaviour at others seems to be a novel epistemological resource
that was not available to previous generations of physicists. While Ruetsche is right
to flag the danger of exaggerating the power and generality of the renormalization
group approach then, I do not think her discussion gives us reason to abandon
the realist programme advanced in this chapter. It does point to a need for a more
careful examination of the epistemological mileage that can really be extracted from
renormalization group results, however.

The second worry I want to consider concerns the nature of the representational
success allegedly enjoyed by effective field theories. Even granting that some of
the low energy claims of current QFTs are supported by renormalization group
considerations, Ruetsche (2018) suggests, it is not obvious that they really concern
the unobservable. This line of attack exploits the fact that renormalization group
enthusiasts are often rather vague about the features of the world they take effective
field theories to be latching onto. Furthermore, when they do try tomakemore explicit
commitments they seem to be vulnerable to reinterpretation in empiricist friendly
terms. In Section 14.4, I identified low energy correlation functions as plausible
examples of the sort of theoretical quantities we ought to be realist about. But
correlation functions are intimately related to the scattering cross sections measured
in particle colliders. If correlation functions can be interpreted as merely encoding
information about the empirical signatures of scattering events measured at collider
experiments, then the view of QFT I have been developing threatens to collapse into
a form of empiricism.

Again, I do not think this line of objection is fatal, but it does add urgency to a
key challenge facing my programme. In order to substantiate the claim that effective
field theories are capturing unobservable aspects of the world, in accordance with
the epistemic achievement thesis, we need a precise characterization of the non-
fundamental descriptive content of QFTs. This is a difficult problem for, at least, two
reasons.

First of all, the status of non-fundamental entities and properties is a controversial
issue in its own right. As Williams (2019) points out, pervasive methodological
assumptions about the nature of the interpretive project have led philosophers of
physics to focus on the fundamental ontology posited by physical theories. As a
result, non-fundamental physical ontology is undertheorized and some may even
doubt that there is such a thing, adding fuel to the suspicions about the realist
credentials of my programme. In philosophy more generally, there is no agreed-
upon framework for regimenting claims about the non-fundamental, with different
approaches gaining currency in different sub-disciplines. Philosophers of science
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in the structural realist tradition (Ladyman and Ross, 2007; Wallace, 2012) have
appealed to the Dennetian notion of ‘real patterns’, for instance, while analytical
metaphysics has seen an explosion of interest in notions of metaphysical dependence
and grounding (Bliss and Trogdon, 2014). There are certainly frameworks on the table
that the effective field theory realist might turn to in order to clarify their position
then, but doing so will only be as reassuring as these approaches are well motivated.13

A second obstacle is the perennial controversy surrounding the physical content
of quantum theories. I have skirted around the measurement problem thus far but
the would-be realist about QFT clearly cannot put it aside indefinitely. In order
to rebut suggestions that low energy correlation functions have no extra-empirical
content we seem to need a physical interpretation of quantum operators and states,
and different approaches to the measurement problem give different answers to the
question of what the quantumworld is basically like.14 Furthermore, in addition to the
puzzles inherited from non-relativistic quantum mechanics, QFT raises interpretive
problems of its own. As Ruetsche (2011) sets forth in detail, the existence of unitarily
inequivalent Hilbert space representations of a quantum theory with infinitely many
degrees of freedom arguably poses a novel interpretive challenge.15

All this suggests that the strategies advanced in this chapter will have to be re-
examined alongside debates about the interpretation of quantum theory and non-
fundamental ontology before the prospects of a realist view of QFT can be fully
assessed.
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15
Perturbing Realism

Laura Ruetsche

15.1 Introduction: A New Development?
In soft-focus but at breakneck speed, some of themore interestingmoves in the debate
over scientific realismunfold as follows. Take a stupendously successful contemporary
scientific theory T. A scientific realist contends that T is (at least approximately) true,
where ‘true’ is understood in some heartily non-epistemic, non-pragmatic way. The
realist’s opponent observes that, as a matter of historical fact, every single physical
theory celebrated as successful in its heyday was subsequently overthrown in favor
of successor theories offering radically different pictures of the world. Executing
what’s known as the pessimistic meta-induction, the opponent asks: Why think
our currently beloved theory T will meet a different fate? Psillos (2005) dubs the
by-now standard realist response divide et impera: announce a selection principle
that identifies those aspects of T worthy of belief. A symptom of worthiness is the
persistence of these aspects in T’s successors. The diagnosis of this persistence is
that those aspects are essential to theoretical success. They’re latching on to ‘hid-
den springs,’ not merely cataloguing phenomena. Selection principles proposed to
date—they include ‘structure,’ ‘essential explanatory elements,’ and ‘causal features’—
strike non-realists as suspiciously vague, absent augmentation by accounts of how
to individuate structure, distinguish essential explanatory elements from idle wheels,
or identify causal features. ‘What’s preserved in all future theories’ may be an apt
functional characterization of the intended locus of commitment—but it’s not one we
can use now. In the absence of a concrete selection principle that right now identifies
theoretical elements worthy of commitment, realism’s detractors are unmoved by
divide et impera.
Some antirealists advocate an empiricist attitude toward T: T’s success warrants

belief not in its truth but in its empirical adequacy, its capacity to save (and to
continue to save) the phenomena. The realist indicts this attitude for committing
‘selective skepticism.’ The empiricist believes that T extends successfully to the not-
yet-observed but does not believe that T extends successfully to the unobservable.
Such selective skepticism lands the empiricist in an epistemic predicament realism
avoids. By the agency of its hidden springs and mechanisms, T explains why the
phenomena it saves have to unfold as they do. Believing in the operation of those
springs andmechanisms, realists have reason to believe the phenomena will continue

Laura Ruetsche, Perturbing Realism In: Scientific Realism and the Quantum. Edited by: Steven French and
Juha Saatsi, Oxford University Press (2020). © Laura Ruetsche. DOI: 10.1093/oso/9780198814979.003.0015
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to conform to expectations guided byT. The agnosticism about underlying operations
empiricism insists upon delivers no analogous grounds for faith in the persistence of
the phenomena T saves. This is the predicament of empiricism, which requires us to
believe in the persistence of regularities it denies us underlying reason to expect to
continue.1
Thus both the realist and the empiricist face problems of circumscription. For

realists, the challenge is to circumscribe defensible knowledge claims. For empiricists,
the challenge is to circumscribe sustainable skepticisms.
And there the matter might unsteadily rest but for a new development: a contribu-

tion to the realism debate its advocates call Effective Realism. Effective Realism offers
a strategy for pursuing selective realism, a strategy inspired by both technologies and
ideologies of modern physics. Ideologically, Effective Realism takes seriously what
is increasingly a commonplace among working physicists: our current best physical
theories, including the interacting Quantum Field Theories (QFTs) making up the
Standard Model of contemporary particle physics, are merely effective. Effective theo-
ries aren’t absolutely true at all orders. However, they don’t need to be, because they are
applied only to limited regimes—for instance, the regimes of phenomena accessible
at energies modern particle accelerators can reach.2 In those regimes, effective theories
approximate the implications of fundamental physics (whatever it is!).
The technology inspiring Effective Realism is the technology of Renormalization

Group (RG) approaches to effective theories. Effective Realismmarshals RG resources
to announce a committal and physically motivated selection principle for divide et
impera realism. Thus Effective Realism extracts from recent developments in cutting-
edge physics a refined and resilient realism. Along the way, Effective Realists often
criticize asmisguided and stultifying an established tradition in philosophy of physics:
the tradition of ‘Standard Interpretation’ (about whichmore soon) (J. Fraser, 2016 and
this volume, Chapter 14; Miller, 2017; Williams, 2019; see also Hancox-Li, 2015).
My aim here is, having explicated and motivated Effective Realism (Section 15.2),

to subject it to some friendly criticism (Section 15.3), culminating in an attempt
to appropriate RG resources for empiricism. I will suggest that resisting empiricist
appropriation entangles Effective Realists in something similar to the very project
of Standard Interpretation they regard as misguided. Understanding why this
apparent irony isn’t an inconsistency illuminates how the matters of interpretation,
commitment, and explanation intersect in the scientific realism debate. I hope to
convince Effective Realists to join their empiricist appropriators in disavowing, not
the project of Standard Interpretation itself, but its involvement in a further project
that I’ll call ‘fundamentalism.’

15.2 Motivating Effective Realism
15.2.1 Perturbative QFT’s ‘real problem’
Typically, non-interacting (aka free) QFTs—QFTs describing particles persisting in
lofty isolation—are under good mathematical control. Their Lagrangians determine

1 I am grateful to Lina Jansson for emphasizing this point.
2 For those of you keeping score at home, the Large Hadron Collider is designed to operate at 13 TeV—

that is, 13 trillion electron volts.
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equations of motion that are exactly soluble; we know how to use their solutions to
build Hilbert spaces, and in the setting of those Hilbert spaces we conduct quantum
physics (see Wald, 1994 for details). The free QFTs we thereby build can be shown
to satisfy standard sets of axioms codifying desiderata for reasonable relativistic
quantum theories. That free QFTs admit an axiomatic characterization reinforces our
sense that we have a grip on their contents.

Interacting QFTs—QFTs describing the eventful particle physics explored in accel-
erators such as the Large Hadron Collider—are far less well understood mathemat-
ically. Their Lagrangians generate equations of motion we don’t know how to solve.
Ergo we can’t use explicit solutions to construct the standard apparatus of a quantum
theory. Nor do axiomatic approaches afford insight into interacting QFTs. No non-
trivial example of an interacting QFT satisfying standard axioms has been found—
a circumstance often cited as a reason to expand philosophical attention to QFTs
beyond the confines of those we can characterize axiomatically (Wallace, 2011).
One way to manage interacting QFTs is to resort to perturbative methods. To

approach an interacting QFT perturbatively is to build approximations of key the-
oretical structures from the counterparts of those structures exactly realized in a
free theory to which the interacting QFT is supposed to be closely related. The
construction unfolds roughly as follows.
First, assume that the full Lagrangian of the interacting theory contains free and

interacting parts. A self-interacting mass m scalar field φ(x), where x ranges over
points in a two-dimensional spacetime, may be the simplest case. Schematically, the
interacting theory’s full Lagrangian

L(φ,m,λ) = L0 + λLI (15.1)

depends on the field φ, its mass m, and a ‘coupling’ λ. The free part of L(φ,m,λ) is
the Lagrangian of the free scalar field3

L0 = 1
2
∂2φ2 − 1

2
m2φ2 (15.2)

(15.2) defines equations of motion we know how to solve exactly; let φ0(x) denote an
exact solution.
The term LI gives the interacting part of L(φ,m,λ) and describes the field’s self-

interaction. For a mass m scalar field interacting with itself via the so-called φ4

potential, LI = −φ4

4! . LI appears in L(φ,m,λ) multiplied by a coefficient λ. When
this coupling constant is small, the full Lagrangian represents a small disturbance to
the free dynamics. In all its glory, the full Langrangian for the φ4 theory is

L(φ,m,λ) = 1
2
∂2φ2 − 1

2
m2φ2 − λ

φ4

4! (15.3)

It is high energy physics custom to identify particles with excitations of fields appear-
ing in the Lagrangian.4 Following this custom, take L(φ,m,λ) to describe a field

3 Cognoscenti will recognize that I am observing the convention of natural units (h̄ = c = 1) and a
(+−−−) signature for the Minkowski metric.
4 In philosophy of physics, even for free theories, it is just as customary to question what a particle

interpretation is and whether it’s warranted. For details, see Ruetsche (2011, chs. 9–11) and references
therein.
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φ whose excitations correspond to particles of mass m interacting weakly with
themselves.
Because the coupling λ is small, the perturbative approach assumes solutions to

the equations of motion arising from (15.3) to be well-approximated by free solutions.
Expressed as a perturbative expansion around a free solution φ0, a full solution φ

becomes:
φ(x) = φ0(x)+ λφ1(x)+ λ2φ2(x)+ . . . (15.4)

In this expansion, the (as yet unknown) corrections to the free solution induced by the
interaction are sorted by magnitude (aka order): the term φ1(x) tracks corrections of
order λ, φ2(x) tracks those of order λ2, and so on. Because λ is small, each successive
term in the expansion matters less to the full solution. If only we can determine a
few low-order contributions φ1(x),φ2(x) . . . to this perturbative expansion, we can use
the resulting approximation to calculate physically interesting quantities accurately
enough to do empirical work.
Such quantities include n-point functions, S-matrix elements, and experimental

cross sections. An n-point function is a vacuum expectation value of n (time ordered)
field operators. The two point function 〈φ(x)φ(y)〉 is an example. In free theories,
such expressions are perfectly well defined. Indeed, they define the theory: according
to the Wightman Reconstruction Theorem, a QFT satisfying the Wightman axioms
is equivalent to (and can be reconstructed from) a full set of n-point functions (see
Strocchi, 2013). No interacting QFTs in four spacetime dimensions have been shown
to satisfy the Wightman axioms. So as far as we know, realistic interacting QFTs fall
outside the scope of this result.
Textbooks typically gloss n-point functions as encoding probabilities for creation,

annihilation, and propagation of particles associated with the fields in question: e.g.,
〈φ(x)φ(y)〉 is said to determine the probability that the scalar field particle propagates
from spacetime point x to spacetime point y. n-point functions enable us to calculate
the S-matrix, which encodes probabilities for transitions between incoming and
outgoing states of particles/fields scattering off one another. The S-matrix enables us
to define cross sections for those interactions, which can be compared to data from
particle accelerators. Thuswith n-point functions in hand, we can equip ourQFTwith
testable predictions.
Alas, if our QFT is interacting, we haven’t got n-point functions in hand. The

best we can do is approximate them perturbatively. Feynman diagrams direct these
approximations. But enigmatically. Following the Feynman rules, we discover that
individual terms in the perturbative expansion diverge, that is, go meaninglessly to
infinity. For example, for the φ4 self-interaction in four dimensions, starting at second
order, integrals like

∫ ∞

0

k3

k2 + m2 dk

(k momentum) occur. As the momentum k → ∞, this integral diverges, apparently
quashing all hope of wresting empirical meaning from our perturbative expansion.
Because high momentum corresponds to short (ultraviolet) wavelength, this fiasco

is known as an ultraviolet divergence. Perturbative QFT also suffers from infrared
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divergences—terms in the perturbative expansion that diverge as the momentum
goes to 0. And even if each term of the perturbative expansion could be rendered
finite, there remains the question of whether the infinite sum (15.4) itself converges. I’ll
focus here on how perturbative QFT treats ultraviolet/high momentum/high energy
divergences.
The treatment has two major phases. The first phase is regularization wherein

the problematic integral is rendered finite by (for instance) imposing an upper
limit, an ultraviolet cutoff �UV , on the momentum modes over which integration
is performed:

∫ �UV

0

k3

k2 + m2 dk

(Other ways to achieve regularization are to introduce fictitious particles and to
execute the integral over non-integer dimensions; see Peskin and Schroeder, 1995
for details.) The phenomena we’re using the interacting QFT to describe occur at
momentamuch lower than the cutoffmomentum�UV . Although imposing the cutoff
renders the integral finite, regularization has an unsettling side-effect: the value of
the no-longer-divergent integral looks like it depends on the choice of�UV , a choice
left to the discretion of the calculating physicist. Such cutoff-dependence threatens to
hold the theory’s empirical predictions hostage to apparently arbitrary features of our
calculational techniques.
The second phase of the treatment, renormalization, relieves this side-effect.

Through art and craft evolved over a period of almost thirty years, physicists learned
how to re-write regularized Lagrangians using new coefficients and new fields artfully
tuned so that as �UV → ∞, terms in the perturbative expansion converge at each
order. Much finesse, including delicate constructions of counter-terms fostering
cascades of cancellations, is required. This hard-won good behavior delivers the
theory’s empirical predictions from the embarrassment of cutoff dependence.
The renormalized φ4 Lagrangian LR assumes the same form as the original

Lagrangian, with the ‘bare’ field amplitude φ, bare mass m, and bare coupling λ

parameterizing that Lagrangian replaced by renormalized counterparts φr ,mr ,λr .
Provided a theory’s ultraviolet divergences can be tamed by reparameterizing a finite
set of coefficients appearing in its Lagrangian, that theory is said to be (perturbatively)
renormalizable. In addition to the self-interacting scalar field theory just discussed,
perturbatively renormalizable interacting QFTs include Quantum Electrodynamics
(QED), Yukawa theory, and Yang–Mills theory for compact groups. In practice,
the values of the renormalized masses and couplings specifying the renormalized
Lagrangian aren’t obtained by calculations presupposing specific (and possibly mal-
adroit) renormalization schemes. They are determined experimentally. Once these
parameters are supplied, perturbatively renormalized QFTs like QED enjoy stunning
predictive success.
The actual history of efforts to renormalize theories like QED is littered with

poignant tales of renormalization strategies that succeeded for the first dozen or so
orders but came to ruin at the thirteenth (see Schweber, 1994). So it is not surprising
that those who witnessed the saga of perturbative renormalization are prone to a
measure of ambivalence about the technique.
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There exists a celebrated procedure, called renormalization, which removes the short distance
divergences from the field theoretic Perturbative Expansion. Born as partly magic, partly
suspiciousmanipulations on formal serieswith infinite coefficients, it led,when applied toQED,
to finite results which were in spectacular agreement with experiment.

(Gawedzki, 1986, 1279–80)

The ambivalence reflects what James Fraser (2017) has called perturbative QFT’s “real
problem.” Consider an interacting QFT whose misbehaving perturbative expansions
can be rendered finite by standard renormalization techniques—an interacting QFT
whose consequent empirical predictions are confirmed. We’ve got to ask: why? Why
does this theory, evidently resting on apparently suspicious manipulations, work as
well as it does? Perturbative expansions are approximations, but renormalization
techniques for taming them tell us nothing about what they approximate.

The success of the perturbative approach is mysterious, I suggest, precisely because it dodges
the question of what an interacting QFT is. . . . [There is] an absence of any non-perturbative
characterization of the systemof interest. . . . [This] undercuts the possibility of telling a physical
story which could explain its success. (Fraser, 2017, 17–18)

15.2.2 Renormalization group resolution
Perturbative QFT’s real problem is that it offers no clues about how to construct
a physical picture that would explain its success. A number of authors have mus-
tered Renormalization Group considerations to address this problem (Wallace, 2006;
Hancox-Li, 2015; J. Fraser, 2016 and this volume Chapter 14; Williams, 2019). Their
crucial move is to abandon hope of extracting from an interactingQFT itself an expla-
nation of its success. Instead, they develop a different sort of explanation. Mirroring
an attitude increasingly prevalent among physicists who work with such theories (see
Wells, 2012), these authors cast interacting QFTs as ‘merely effective’ theories. T is
merely effective just in case T, while not itself a complete and accurate account of
physical reality, approximates that accountwhatever it is(!)within a restricted domain
of application. Let’s suppose there is such a thing as a complete and accurate account
of physical reality, and let’s use Tfinal to denote that account. To say that T is effective
is to say that T succeeds not because it is Tfinal but because, in regimes to which we
apply T, T impersonates Tfinal.
The bare idea that perturbative QFTs are effective theories is not on its own

an especially articulate explanation of their empirical success. For one thing, the
bare idea engages none of the particulars of perturbative QFTs. We can entertain
the impersonation hypothesis about any successful theory. We might hope for an
explanation of the success of perturbative QFTs that involves features specific to those
theories. RenormalizationGroup (RG) considerations are thought to secure this hope.
The following is a very rough sketch of RG approaches to interacting QFTs—see
Williams (forthcoming) for a guide aimed at philosophers or Duncan (2012) for one
aimed at cognoscenti.
Section 15.2.1 presented the φ4 theory by specifying its Lagrangian

L(φ,m,λ) = 1
2
∂2φ2 − 1

2
m2φ2 − λ

φ4

4!
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Such introductions are standard etiquette: a physical theory (assumed to operate in a
spacetime setting) is identified with its Lagrangian L, where L is a function of some
collection of fields and their spacetime derivatives. Indeed, once we’ve organized all
candidate fields and their derivatives into a list, we can identify a Lagrangian with a
list of coefficients (most of which are 0 in Lagrangians we actually calculate with!): the
coupling coefficients with which the corresponding fields and spacetime derivatives
on the master list appear in that Lagrangian.
Suppose we’re interested in how a theory defined by a Lagrangian L governs

phenomena accessible at some scale �. � might be the energy scales attainable by our
best current experimental technologies, and we might want to know what L implies
about experiments we can conduct using those technologies. Introduce the notation
L� for the Lagrangian that encapsulates L’s implications for �-scale physics. L� is an
element of a space I’ll call T . T has the form Lagrangians × scales—it’s a space of
various Lagrangians, understood as governing physics at various scales.

T teems with elements such as the Lagrangian L�, where � is an energy scale
higher than ‘our’ scale �. It is natural to wonder what such relatively fundamental
L�s imply about experiments we can conduct. Consider a map R�� that acts on T to
track these implications:

L� = R��L�

R�� carries the underlying Lagrangian L� to a Lagrangian L� governing physics at
our scale.5 L� is the effective (at scale �) Lagrangian induced by the underlying (at
scale�) Lagrangian L�. This effective Lagrangian encapsulates what the underlying
Lagrangian implies about physics at our scale.

R�� is a member of a family of transformations acting on T to extract, from
Lagrangians at higher energy scales, the implications for physics at lower energy
scales. Put picturesquely, R�� induces a ‘flow’ on the space of Lagrangians, a flow
connecting physics at different scales. To the horror of mathematicians everywhere,
the family of transformations is known as the ‘Renormalization Group’ (RG).6
Let’s place perturbative QFTs in the RG framework, and see if that helps with

the real problem. Suppose that the perturbatively renormalized QFTs obtained by
means of ‘suspicious manipulations on formal power series’ are low-energy effective
theories induced by (unknown) higher energy theories, and connected to them by
an RG flow. This supposition on its own hardly solves the problem. If we don’t know
the high energy theory Lfinal, RG analysis won’t help us identify the effective theory
L� = R�finalLfinal governing physics at experimentally accessible scales. In particular,
RG analysis won’t help us identify our favorite perturbative QFTs as the effective
theories induced by underlying higher energy physics. What’s more, the RG picture

5 One strategy for constructing such amap is to coarse-grain—for instance, to start with the Lagrangian
at higher energy scale � and ‘integrate out’ over contributions from momentum modes lying between �

and the effective scale �. See Hancox-Li (2015) for details.
6 The mathematicians are horrified because the map, at least when obtained by coarse-graining, isn’t

invertible. You can’t ‘de-integrate’ to extract from the low energy encapsulation the high energy physics
inducing it. So the map is properly a semigroup. For another way of regarding the RG flow, as well as
another route to suspicion of the particle commitments discussed in Section 15.4, see Rosaler andHarlander
(forthcoming).



OUP CORRECTED PROOF – FINAL, 25/1/2020, SPi

300 laura ruetsche

is consistent with a distressing possibility: the possibility that the effective Lagrangian
L�, whatever it is, depends intractably on infinitely many fields. An L� depending
on infinitely fields is evidently not among the perturbatively renormalizable QFTs
we’ve been using for particle physics, for those theories require only finitely many
reparameterizations of coefficients to specify.
It would alleviate these concerns if the RG’s action on T were such that

(i) All high energy theories flow to the same subspace of T—the subspace T �
eff of

effective (at �) theories.
(ii) This surface of attraction T �

eff is finite dimensional: only finitely many parame-
ters are required to specify a Lagrangian in T �

eff .

(i) would make the details of the underlying theory irrelevant to the shape of the
theory at scale �—even if we’re ignorant of underlying details, we knowwhat signature
they leave on physics at our scales. (ii) would ensure that that signature reduces to a
tractably finite set of couplings.
Let’s call effective theories residing in finite dimensional surfaces of attraction

effectively specifiable.7 Section 15.2.1 introduced the notion of ‘perturbatively renor-
malizable’ to apply to theories whose ultraviolet divergences could be tamed by
finitely many reparameterizations of terms appearing in their original Lagrangians.
Perturbatively renormalizable theories are hailed as such because they’re susceptible
to a certain family of divergence-taming strategies. By contrast, effectively specifiable
theories are hailed as such because of where in a space of theories with a remarkable
topography they’re located.
In principle, when a theory is effectively specifiable, the contribution of unknown

physics to physics at the scales we care about can be determined experimentally,
simply bymeasuring coefficients (masses and couplings and the like) defining (that is,
locating in T �

eff ) the effective Lagrangian governing actual physics at experimentally
accessible scales. Empirically successful interacting QFTs are widely regarded to be
examples of effectively specifiable theories:

It is a remarkable property of local QFTs that for a certain subset of theories, . . . the low energy
amplitudes can be parameterized by just a finite set of parameters—namely, those needed to
locate the theory on the finite-dimensional attractive submanifold, and which can in principle
be determined by making an equal number of independent experimental measurements.

(Duncan, 2012, 587)

Polchinski (1984) demonstrates that at least one interacting QFT exhibits the
“remarkable property” Duncan celebrates. Polchinski considers a space of theories
whose Lagrangians that are polynomials in a four- (spacetime) dimensional scalar
field and its derivatives. Theories in the space describe the free field, as well as that
field perturbatively disturbed by a wide variety of weakly coupled interactions. The
RG flow R�� is required to be such that whenever L� = R��L�, L� and L� both

7 They are also known as ‘non-perturbatively renormalizable’—a locution I avoid because it’s so easy to
hear as ‘NOT perturbatively renrmalizable,’ which isn’t what’s meant.
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determine the same n-point functions for phenomena at scale �.8 Such agreement
about n-point functions is sufficient for the scale � empirical predictions of theories
L� and R��L� to agree within experimental tolerances.
Polchinski shows that the RG flow so defined has a three-dimensional surface of

attraction, where this surface is parameterized by couplings m* (the effective mass),
λ* (the effective coupling) and φ* (the effective field amplitude renormalization).9
Effectively specifiable theories in this surface all share the form of the perturba-
tively renormalized φ4 Lagrangian obtained by ‘suspect’ conventional renormalization
methods of ultraviolet divergence taming.
Although there aren’t at present equally rigorous demonstrations that more com-

plicated interacting QFTs exhibit the remarkable property, a host of considerations
suggest that they do. Some illustrate the possibility that effective Lagrangians depend
on a roster of fields different from the roster of fields appearing in the higher energy
Lagrangians inducing them. Quantum Chromodynamics (QCD) and its low-energy
effective realization at atomic scales affords an example. The high energy QCD
Lagrangian LQCD features fields corresponding to quark and gluon degrees of free-
dom.These are absent from the effective Lagrangian encodingLQCD’s implications for
atomic scales. The effective Lagrangian features instead hadronic fields corresponding
to protons and neutrons and their ilk. The absence from the effective Lagrangian
of quark degrees of freedom illustrates ‘quark confinement’—isolated quarks aren’t
encountered at atomic scales.
Perturbative QFT’s real problem was: why should the approximation technique

of perturbative renormalization work at all? RG analyses suggest an answer: pertur-
batively renormalized Lagrangians, astonishingly successful when applied to experi-
mentally accessible phenomena, correspond to finitely specifiable effective theories.
As such, they encapsulate the low-energy implications of unknown higher energy
physics. The lower energy physics is tractable because T �

eff is finite dimensional:
effective Lagrangians at scale � require only finitely many parameters to specify.
These parameters correspond to the finite set of renormalized couplings, masses,
and so on emerging from perturbative renormalization techniques. Reassuringly,
despite our innocence of high energy details, we can completely specify the physics
at scale � by measuring these couplings. We’ll get the effective physics right even if
our renormalization schemes are opportunistic and our cutoff procedures imperfectly
understood.
There’s no a priori reason to expect susceptibility to domestication by standard

perturbative renormalization techniques to be either necessary or sufficient for the
“remarkable property” to obtain. Another way RG analysis figures significantly in the
project of modern physics is by making theories that aren’t perturbatively renormal-
izable tractable.

8 The proof proceeds by constructing an appropriate R��, an operation that turns out to be far more
delicate than suggested by the naive coarse-graining recipe sketched in fn. 5.
9 More precisely: only three terms in the effective Lagrangian contributemeaningfully to the physics. For

other terms in the effective Lagrangian, their contributions to perturbative expansions of n-point functions
are suppressed by factors of �/�UV , where �UV is a high energy cutoff. This codicil will matter later.
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15.2.3 Effecting realism
15.2.3.1 the posit ion stated
A number of philosophers bold enough to engage interacting QFTs have marshaled
the considerations just presented to refine and reinforce scientific realism (J. Fraser,
2016 and this volume, Chapter 14; Miller, 2017; Williams, 201910). Porter Williams
has branded the resulting position ‘Effective Realism.’ Effective Realism is an attitude
toward empirically successful effective theories in the ambit of RG techniques. It
is an attitude whose virtues emerge on the field of deeds. Recall the plight of the
aspiring realist about actual successful theory T. Confronted with the pessimistic
metainduction, she mounted a divide et impera defense. Her detractors complain that
because she neither offers nor defends principles for restrictingT’s domain or content,
her position is neither well-articulated nor justified.
Effective Realism would neutralize this complaint. Effective Realism casts success-

ful physical theory T as effective, and thereby “accept[s] that it does not provide . . . a
true and complete description of the world in all respects” (Williams, 2019, 212).
Indeed, “incorporating explicitly into their mathematical framework a short-distance
length [high energy] scale beyond which the theory is known to be empirically
inadequate” (212), effective theories offer domain restrictions on their own behalf.
An interacting QFT presented as effective at scale �—a presentation that warrants
studying how the RG flow connects it to QFTs governing physics at much higher
energies—exemplifies a theory with an avowedly limited domain, a theory whose
mathematical analysis proceeds by acknowledging this domain restriction.
As for content restrictions, Williams suggests “using the RG to provide a means of

identifying elements of Effective Field Theories that are invariant across independent
and distinct choices about how tomodel the physics at the short distances [high ener-
gies] where the theory is empirically inapplicable” (215). The distinguished elements
are “stable and ‘robust’”; as such they “can be expected to survive future episodes of
theory change” (14). Robust is a notion borrowed from Wimsatt, who glosses it as
“accessible (detectable, measurable, derivable, definable, producible, or the like) in a
variety of independent ways” (2007, 95, as quoted inWilliams, 2019, 218). The kind of
variety most directly surveyed by RG analysis of effective field theories is variety in
underlying physics/ways of managing cutoffs.
To illustrate the principled and motivated content restriction effected by RG

considerations, Williams considers the case of mirror fermions in lattice QCD. QCD
describes strong interactions, fields involving quark and gluon degrees of freedom,
in Minkowski spacetime. Regarding QCD as effective requires acknowledging some
length scale below which it ceases to apply. One way to express this regard is to
dislodge QCD from continuous Minkowski spacetime and reformulate it instead on
a 4d spacetime lattice, choosing a spacing a between lattice sites shorter than the
characteristic length scale at which QCD ceases to apply. It is know that a latticized
QCD hosts a variety of unwelcome guests, including many more varieties of fermion
than one set out to describe, manymore varieties than one needs to accommodate the

10 See also Bricmont and Sokal (2004, section 3.2) for what may be an anticipation of the large-scale
structure of the view. (I’m obliged to Jeremy Butterfield for bringing this to my attention.)
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phenomena.11 These mirror fermions are denigrated as ‘lattice artifacts.’ They are also
elements of successful physics. How can the consistent realist avoid endorsing them
when she endorses QCD?
If the consistent realist is an Effective Realist, Williams suggests, she stands com-

mitted only to those elements of a successful effective theory that are robust under
changes in the underlying physics. Mirror fermions fail this test. The term in the
dynamics of lattice QCD that describes mirror fermions is proportional to the lattice
spacing a. In the limit as this spacing a goes to 0, the theory reverts to its continuous
form, whose dynamics describe only the physical fermions we know and love. Thus
how mirror fermions appear in lattice QCD depend on how the theory is latticized—
on both the choice of the lattice spacing a and the details of the latticization. How
physical fermions appear is independent of these choices. “The mirror fermions
then depend on an arbitrary choice of modeling scheme in a way that genuinely
representational quantities do not” (2019, 224). Mirror fermions fail, and physical
fermion satisfy, the Effective Realist’s demand for robustness. “By interpreting EFTs,”
Williams concludes, “one has resources to make fine-grained distinctions between
mathematical artifice and physical significance, which supports a ‘divide and conquer’
approach to ontological commitment” (227).

15.2.3.2 against interpretation
Williams articulates Effective Realism in concert with a criticism of what he calls
“Standard Interpretation,” particularly as it is pursued in the grip of the idea that our
best physical theories are “fundamental” insofar as they provide a “true and complete
description of the world in all respects” (2019, 217). Expressions of the Standard
Account Williams cites (212) include:

Whatever else it means to interpret a scientific theory, it means saying what the world would
have to be like if the theory is true. (Earman, 2004, 1234)
Hence we come to the question of interpretation: Under what conditions is the theory true?What
does it say the world is like? These two question are the same. (van Fraassen, 1991, 242)

A “Standard Interpretation” of T is an account of T’s truth conditions. Williams
takes Standard Interpretation to further the quest for an underlying ontology: “the
goal of interpreting physical theory is to identify and characterize its fundamental
ontological structure” (2019, 212). Thus, confronted with an effective theory T, a
theory acknowledged to break down at some length/energy scale—a theory avowedly
false—there is a natural question to ask about its Standard Interpretation: Why
bother?12 After all, if T is false, its truth conditions aren’t going to tell us what our
world is like. A contingent further complication: our best present effective QFTs,
which include the lion’s share of empirically applicableQFTs, lack the sort of axiomatic
formulation that some (e.g., D. Fraser, 2011 and Halvorson and Müger, 2007) regard
as a congenial, even essential, setting for Standard Interpretation.
The foregoing considerations suggest that pursuing a Standard Interpretation of

interacting QFT could be pointless and difficult. Williams thinks there is worse news

11 For details, see Williams (2019, 227–32) and references therein.
12 See Belot (1998) for further development of the point.
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still: “[a]dhering to Standard Interpretational Methodology (that the description of
the world offered by the theory be true and exhaustive)” (2019, 216–17) issues in
absurd and counterproductive conclusions. Consider the case of quark confinement.
Recall that at high energy scales, the QCD Lagrangian LQCD uses only quark and
gluon degrees of freedom.Only in the effective Lagrangian induced for lower (atomic)
energy scales do hadronic degrees of freedom (such as protons and neutrons) appear.
Insisting on a Standard Interpretation of QCD, Williams argues, we’d draw on the
underlying theory LQCD to articulate an ontology of quarks and gluons. Because
explanations of atomic behavior rely on protons and neutrons, this ontology would
hamstring explanations of atomic behavior. Phenomena eluding our explanatory
reach include hadronic jets central to particle physics data confirming QCD.
Insisting upon a Standard Interpretation of LQCD as fundamental physics, then,

we’d suppress the theory’s capacity to explain atomic physics, as well as its account
of ontology at atomic scales. We’d also ignore the possibility, dramatized by RG
considerations, that—because T �

eff is a catchment for all higher energy Lagrangians
in T—some underlying physics other than QCD induces hadronic physics effective
at scale �. We’d “be dramatically misled about the genuine ontological information
provided by a quantum field theory by interpreting only its empirically unreliable
‘fundamental’ structure and conflating that with its structure at all scales” (226),
Williams concludes. His verdict is unsparing

The central vice of Standard Interpretation . . . is that it declares essentially all empirically
applicable quantum field theories to be unfit for interpretation . . . An alternative response . . . is
to conclude that it may be the approach to interpretation that is unfit for interpretive work, not
the theory. (215, 217)

15.3 Perturbing Realism
Effective Realism is a genuinely new position in the scientific realism debate. It is a
position propelled by considerations internal to our best contemporary physics. It is
a subtle, even cagey, position, one that turns underdetermination and agnosticism,
standard empiricist weapons, into resources for the realist.
Promising views deserve critical scrutiny. This section offers some. Section 15.3.1

questions how effective Effective Realism is. That is, it asks how resistant to antirealist
affronts, such as the Pessimistic Metainduction, Effective Realism is. Section 15.3.2
questions how realist Effective Realism is. That is, it asks what qualifies the com-
mitments RG considerations circumscribe as distinctively realist commitments. The
pursuit of these questions motivates an empiricist appropriation of the RG apparatus,
which Section 15.3.3 develops and the conclusion (fleetingly) defends.

15.3.1 Resisting the pessimistic metainduction?
Briefly put, the Effective Realist’s response to the Pessimistic Metaindution is: that
no matter what the future of physics, specific features of our best current physics will
persist in that physics. RG analysis not only helps us identify those features, it also
gives us reason to expect their persistence as elements of physics applicable at effective
scales. The Effective Realist asserts features robust in this sense to be reliable guides
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to the way the world is. Also briefly put (and developed at more length in Ruetsche,
2018), a criticism of this response is that it trades on a false generality. The action of
the RG is defined on a specific space of theories T (if it’s defined at all). In the case
of the Polchinski result sketched in Section 15.2.2, T is the space of free scalar field
theory and small perturbative corrections thereto. The most we can conclude on the
basis of rigorous and explicit RG analysis is: provided the true underlying theory Tfinal
lies in T , features robust under the action of the RG will persist in future physics.
But if true and complete theory Tfinal lies outside that space, then all bets are off. Our
best current theories could be dramatically incompetent guides to Tfinal. Put another
way, our best current theories could be dramatically incompetent guides to how the
physical world is.
This isn’t an idle possibility. Newton’s Law of Universal Gravitation (LUG) is a

historical example of how overconfidence in the comprehensiveness of a theoretical
space could lead us into grave ontological error. LUG isn’t exactly true: famously, it
fails to accommodate the perihelion advance of Mercury and other planets. However,
other elements of a T -like space, a space including LUG and perturbative corrections
to LUG, can save these phenomena, provided finitely many free parameters are
fixed by experiment (see Wells, 2012, for details). This might inspire optimism that,
no matter what the details of underlying fundamental physics, its implications for
physics at orbital radii we care about can be captured by a finite number of small
empirically tractable corrections to LUG. Inspired by this optimism,wemight endorse
those features of LUG’s picture of the world that it shares with these corrections.
These include central gravitational forces acting instantaneously at a distance across
Euclidean three-space.
From the perspective of General Relativity (GR), our confidence is misplaced.

The equations of motion determined by phenomena-saving corrections to LUG are
low velocity, low eccentricity, large radius limits of the equations of motion arising
from the Schwarzschild solution to the field equations of GR. GR dispenses with
central forces acting instantaneously across flat Euclidean three-space. Instead, GR
attributes gravitational phenomena to the curvature of a four-dimensional spacetime.
Reassuring considerations of features it shares with an apparently encompassing space
of theories notwithstanding, LUG gets the ontology dead wrong. If we had taken LUG
to represent how the world is, we would have been led astray.13

15.3.2 An alternative to empiricism?
This section waives the skeptical concerns of the last section to ask how realist
Effective Realism is. Conceding for the sake of argument that the commitments cir-
cumscribed by the Effective Realist are worth endorsing, a further question is whether
there’s anything distinctively realist about the endorsement. More dramatically put:
what does the Effective Realist believe that garden variety empiricists would reject?
To identify, in spite of our ignorance, aspects of current theories that represent the

way the world is, Effective Realism appeals to robustness, explicated as invariance

13 Those inclined to regard LUGas ‘approximately true’ won’t feel the pull of these considerations. Given
how wrong LUG is, I’m puzzled about what exactly the unmoved are praising LUG for, when they hail it as
approximately true.
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under the RG flow. Several strong candidates for endorsement by this robustness
criterion emerge from effective theories RG analysis locates in a surface of attraction
T �

eff . The strong candidates include the finite set of couplings that parameterize T
�

eff ;
the n-point functions defined by an effective Lagrangian located in T �

eff ; and the
particles correlate to the fields appearing in effective Lagrangians located in T �

eff . (Or,
for that matter, the fields themselves—I’ll focus on the associated particles in what
follows.) Let us consider each in turn.

Couplings. For instance, mr , λr and φr for the perturbatively renormalized and
effectively specifiable φ4 Lagrangian. These are invariant under the RG flow in the
sense that, no matter what the underlying physics is, the Lagrangian effective at scale
� will be an element of T �

eff and so will incorporate these couplings. They will have
different values for different elements of T �

eff , but the quantities corresponding to
the couplings are omnipresent elements of the physics on that surface of attraction.
No matter what the underlying physics, quantities corresponding to the couplings
will feature in effective physics. Thus these quantities invite endorsement by the
robustness criterion.
But, I surmise, as close as those quantities live to the empirical surface of the

theory, most empiricists would be happy to share in the endorsement. One key to
relieving interactingQFT of an unseemly dependence on details of poorly understood
renormalization schemes is that we can measure the couplings specifying the effective
theory. Understanding the couplings as phenomena enables empiricists to join Effec-
tive Realists in commitment to couplings without compromising their empiricism.

Correlation functions. Correlation/n-point functions—for example the two point
function 〈φ(x)φ(y)〉 for the scalar field—are another strong candidate for endorse-
ment by the robustness criterion, provided that the correlation extends over ranges
longer than the length scale at which the effective theory is supposed to break down
(see J. Fraser, this volume, Chapter 14). Correlation functions are adamantly invariant
under the action of the RG: the RG is defined to act in such a way that that L�

and R��L� define the same correlation functions at scale �. The challenge for the
Effective Realist is how to understand this endorsement as distinctively realist. Fueling
the challenge is a natural way to interpret n-point functions as bookkeeping devices
for particle physics data: by way of the LSZ reduction formula, n-point functions
determine S-matrix elements and scattering cross sections. Were the QFTs under
consideration free QFTs, the Effective Realist could justify commitment to n-point
functions as commitment to an underlying theory by appeal to theWightman Recon-
struction Theorem, according towhich a full set of n-point functions is equivalent to a
theory satisfying theWightman axioms. Interacting QFTs in 4 spacetime dimensions
are not known to satisfy the axioms. So we’ve stepped outside the context where
appeal to the Wightman Reconstruction Theorem is known to be warranted, and
the Effective Realist needs other ways to resist the empiricist’s attempt to assimilate
n-point functions to phenomena.
One way to meet this need is to embark on the project of interpreting interacting

QFTs. Viewed through an appropriate interpretation, expressions such as 〈φ(x)φ(y)〉
describe subatomic goings-on—‘a photon of momentum k is created here while one
of momentum k′ is annihilated there’—and aren’t just a façon de parler for scattering
cross sections. Earnest ontological commitment to 〈φ(x)φ(y)〉 so understood would
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distinguish Effective Realism from empiricism. But notice that in this casewhatmakes
Effective Realism realist isn’t the mere circumscription of contents satisfying the
robustness criterion but also the interpretation of those contents as representational.
In cases, such as n-point functions and couplings, where there are also empiricist
interpretations of those contents, there is something Effective Realist could use:
considerations favoring the realist over the phenomenal readings.
Section 15.3.3 will have more to say about the apparent irony that, its suspicion of

Standard Interpretation notwithstanding, Effective Realism requires something like
interpretive work to count as realism at all. There remain candidates for endorsement
by the robustness criterion that seems less susceptible to empiricist deflation.

Fields and/or entities corresponding to fields in the effective Lagrangian. Every
Lagrangian in T �

eff incorporates the same list of fields and their spacetime derivatives;
what alters as one moves around T �

eff are the coupling coefficients with which those
fields appear. The roster of fields is robust. Invoking the customary association
between the fields appearing in a particle physics Lagrangian and elementary parti-
cles, Effective Realistsmight endorse particles corresponding to fields robustly present
in a Lagrangian at scale �. The effective Lagrangian thatQCD induces at atomic scales,
for example, incorporates fields correlate to protons, neutrons, and other hadrons.
Endorsing these particles, the Effective Realist undertakes commitments apparently
unpalatable to the empiricist.
I say ‘apparently’ because the commitment to particles just described is complicated

in a number of respects, some of which are elaborated in Section 15.4, and each one of
which draws Effective Realism further into debates typical of Standard Interpretation,
typical even of metaphysics. Yet another reason Effective Realism merits and rewards
engagement is that engaging it entangles us in questions such as these.

15.3.3 An alternative empiricism?
Our elaboration of Effective Realism has encountered a hitch that might be an irony.
To present the commitments circumscribed by RG considerations as distinctively
realist commitments, Section 15.3.2 suggests, the Effective Realist must engage in
interpretive projects. The apparent irony arises because Effective Realists repudiate
Standard Interpretation. I think the irony is only apparent. This section explains why.
It begins with a mildly idiosyncratic characterization of realism, one which makes
apparent that Effective Realists needn’t disavow interpretation per se. The section
closes by describing a mildly idiosyncratic (but to mymind quite attractive) variation
of empiricism.
Presented with an extraordinarily successful scientific theory T, here are two

questions we might ask about it:

(i) What does T say the world is like?; and
(e) Why does T work as well as it does?

One way to characterize and distinguish positions in the scientific realism debate
is to compare their attitudes about the interdependence, or lack thereof, of these
questions.
The first is a question about how to interpret T, where ‘interpretation’ is understood

in whatWilliams called its ‘standard sense.’ To interpret a theory is to characterize the
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ways theworldmight be, according to that theory. That is to say, it is to characterize the
possible worlds at which the theory is true. Supposing that to understand an assertion
is to grasp its truth conditions, an interpretation of T enables understanding of T by
affording truth conditions to grasp.
The second question is a question about how to explain T’s success. An adequate

answer furnishes an understanding (not of T proper but) of why T works as well as it
does. That answer may or may not be mediated by the claim that T is true. That is, it
may or may not be mediated by an interpretation of T.
According to a position I’ll label fundamentalism, and that I take to be a variety

of realism, the interpretive and the explanatory questions are intimately related.
A proper understanding of why T succeeds requires understanding T, for the simple
reason that T succeeds as well as it does because the world is the way T says it is. An
interpretation of T tells us what that way is. The fundamentalist regards any response
to the explanatory demand that prescinds from T’s truth, as articulated by an answer
to the interpretive question, shallow by comparison. Some shallow answers include:
T works as well as it does because the world is as if T were true; T works as well as it
does because we like our scientific theories to work and we picked T (van Fraassen,
1980); T works as well as it does because it abounds in pragmatic virtues (one way to
put this is: T is true, where ‘true’ is construed pragmatically (Fine, 1986)).
Fundamentalism endows T with a sort of explanatory self-sufficiency. For a funda-

mentalist about T, no (empirical) features exogenous to T are required to explain T’s
success. This is why understanding T and understanding why T works as well as it does
are the same project. The properties Williams attributes to fundamental physics—
generality and rectitude—are near-corollaries of self-sufficiency. T is explanatorily
self-sufficient only if T’s domain is unrestricted and T describes everything in that
domain accurately. Otherwise, something exogenous to T is required to explain why
T works in some regimes but not others, and why things aren’t quite the way T says
they should be.
Regarding our current most successful scientific theories, a collection which

adamantly includes the perturbatively renormalizable QFTs making up the Standard
Model of particle physics, fundamentalists abound. Champions of “naturalistic
metaphysics,” which Wallace describes as “the thesis that we have no better guide
to metaphysics than the successful practice of science” (2011, 58), are among them.
Take Maudlin:

Metaphysics is ontology. Ontology is the most generic study of what exists. Evidence for what
exists, at least in the physical world, is provided solely by empirical research. Hence the proper
object of most metaphysics is the careful analysis of our best scientific theories (and especially
of fundamental physical theories) with the goal of determining what they imply about the
constitution of the physical world. (2007, 104)14

Supposing ‘metaphysics’ is an account of the way the world is, positions like these
assume that making sense of scientific success, answering the explanatory question,

14 See also the authors cited in Williams (2019, n.14). This is not to say fundamentalism is universal:
Wallace’s (2011) naturalism leads him away from fundamentalism; Myrvold (this volume, Chapter 12) is
another instance at hand of a non-fundamentalist.
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requires understanding what successful science says the world is like, answering the
interpretive question.
We can understand T without believing it. And we can be moved by reasons to

interpret T that aren’t reasons to believe T (e.g., identifying GR’s observables as a
prolegomenon to quantizing GR). So simply engaging in the interpretive project
doesn’t commit us to implicating it in the explanatory project as fundamentalists
would. And if T is effective, it’s a mistake to prosecute the explanatory project as
fundamentalists would. This is because if T is effective, something empirical and
exogenous to T explains T’s success: the underlying physics Tfinal that T approximates
in T’s domain of application.
Effective Realists’ suspicion of Standard Interpretation derives from its allegiance

with fundamentalism. Fundamentalism’s sin isn’t to interpret T. It’s to decide that,
having interpreted T, no further explanatory work remains—and thereby suppress
the possibility that T is merely effective. Interpretation itself isn’t in tension with
Effective Realism. What’s inconsistent with the core insight of Effective Realism, the
insight that our best physical theories are merely effective, is involving interpretation
in fundamentalist explanatory projects.
But having noticed this, we are in a position to appreciate just howmuch of Effective

Realism is compatible with, even supportive of, a variety of empiricism. The effective
theory idea alerts us that we can construct explanations of T’s success which make no
appeal to T’s truth. Such explanations lie at the core of a position I’ll call Humble
Empiricism, and which I beg you not to identify with more notorious varieties of
empiricism. For the humble empiricist, successfulT isn’t latching on to hidden springs
and shouldn’t be plumbed for an account of those springs. Granting (for the sake of
argument) that T’s truth explains its success, here’s a humbler explanation:

In experimentally-accessible regimes, T approximates Tfinal’s predictions.

Here Tfinal is the true, fundamental theory. For the humble empiricist, successful T
is approximating fundamental Tfinal’s experimentally-accessible predictions, not Tfinal’s
account of physical reality. Section 15.3.1 offered LUG and GR as a near example of a
T/Tfinal pair.15
Presented with a successful scientific theory, the fundamentalist believes the right

way to answer the explanatory question (why does the theory work as well as it
does?) is to answer the interpretive question (what does the theory say the world
is like?) and believe (that is, accept as at least approximately true, where ‘true’ is in
construed in some non-epistemic, non-pragmatic sense apt for realism) the theory
as interpreted. The humble empiricist has nothing against answering the interpretive
question. Indeed, she recognizes that taking our best theories literally—something we
need to interpret them to do—promotes core scientific enterprises, including theory
development. However, the humble empiricist prefers an answer to the explanatory
question mediated neither by an interpretation of the theory nor by a commitment

15 Only a near-example because not even General Relativity is regarded as a fundamental theory of
gravity. That role, if it is occupied at all, will be played by some future theory of quantum gravity. The
humble empiricist position is stable if we remove the assumption that there is a Tfinal, provided that for any
successful physical theoryT, there is an underlying theoryT′ such that (i)T’s success consists inmimicking
T′ in a limited domain, and (ii) T and T′ differ dramatically in the accounts they offer of physical reality.
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to its truth. The humble empiricist’s answer is that our theory succeeds as well as it
does where it does, not because it’s true, but because, whatever the true theory is, our
theory approximates it in its domain of application.
The humble empiricist differs in significant ways frommore notorious empiricists.

To my mind, these differences all redound to the favor of the humble empiricist.
Some nonrealists (e.g., Cartwright, 1999) contend that the physical world is irre-

mediably untidy or irreconcilably disjointed—not the sort of thing to afford the kind
of truth conditions that would vindicate fundamentalism. The humble empiricist,
by contrast, entertains the possibility of a true, fundamental theory Tfinal. For her,
the question isn’t whether it’s coherent or plausible to posit such a theory. The real
question occurs downstream from that posit. It’s: howmuch can/does our best current
theory T tell us about Tfinal? A lot, thinks the fundamentalist. Only that Tfinal is
roughly empirically equivalent to T in T’s domain of application, thinks the humble
empiricist. That we still have a lot to learn about Tfinal is one of the things we have to
be humble about.
Empiricists are often characterized as believing that the success of science requires

no explanation. This wrongs the humble empiricist, who offers an explanation for T’s
success. It’s not the explanation the fundamentalist favors. Still, both offer explana-
tions. The core issue dividing them is whose explanationwe should accept. The nature
of explanation and norms for acceptable explanations have been core concerns of
philosophy of science sinceHempel—concerns animated by a rich history of scientific
practice trading in (prima facie) explanations. Whereas philosophy of science may be
ill-equipped to settle whether or not the universe is fundamentally tidy and domain-
cohesive, perhaps progress can be made on the question of whose explanation—the
humble empiricist’s or the fundamentalist’s—is preferable.
The humble empiricist is clearly stealing pages from the Effective Realist’s playbook.

Here is one more. Recall that empiricism, charged with committing selective
skepticism, faced a problem of circumscription: to explain what justifies faith in
the continued empirical success of our best physical theories—faith in what they say
about what’s not yet observed—while allowing agnosticism about the accuracy of
their representation of hidden springs—agnosticism about what they say about the
unobservable. RG considerations deliver the circumscription required.Many distinct
underlying theories flow to the surface of attraction T �

eff containing all effective
theories at the scale �within our experimental reach—a surface that includes T. Such
underdetermination makes agnosticism about T’s account of hidden springs permis-
sible: T succeeds not because it is the unknown truth Tfinal but because it mimics the
truth at scale �. Tfinal is what warrants belief that T’s successful mimicry will continue.
Whatever the hidden springs are, they’re out there, and RG considerations reassure
us that T adequately describes the signature they leave at scale �.

15.4 Conclusion: Effective Empiricism
Section 15.3.2 identified a promising distinctively realist candidate for endorsement
by Effective Realism. It applies to effective (at scale �) theories RG analysis locates in
a surface of attraction T �

eff . Deploying the same set of fields ψ
eff
i , Lagrangians in this

surface differ only in the coupling coefficients with which those fields appear. The
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presence in effective Lagrangians ψ
eff
i of the fields is in this sense robust. Hence the

candidate:

[Criterion] The particles corresponding to the fields ψ
eff
i exist.

Subjecting the candidate to somewhat closer (but still too rapid) scrutiny, this section
suggests that it’s an even more promising candidate for a sort of endorsement
congenial to the humble empiricist: pragmatic endorsement. Motivating the
suggestion are three puzzles about the candidate that, I’ll suggest, evaporate if we
construe the endorsement pragmatically.

First puzzle: mirror fermions. One puzzle is that Criterion appears to commit the
Effective Realist to the existence of mirror fermions! Although the details of their
appearance vary with the details of the lattice spacing and model, the fact of their
appearance does not. Regarding the theory as effective requires latticizing, and
latticizing means mirror fermions will be present in the effective Lagrangian. So
mirror fermions satisfy Criterion. But it is clear that the Effective Realist wants
to join the rest of us in rejecting mirror fermions. (While I confess that this puzzle
feels sophistical to me, I suspect an account of why it’s sophistical would clarify the
Effective Realist position.)
Second puzzle: ‘relevance.’ Section 15.2.2’s discussion of Polchinski’s result skated
over a subtlety: what parametrizes T �

eff are coefficients of terms in the effec-
tive Lagrangian that contribute meaningfully to the physics at scale �. I’ll abuse
terminology by calling the fields associated with these terms ‘relevant.’16 The
contrast class are terms whose contributions are negligible, in the sense that they
are suppressed by factors of �/�UV (�UV is a high energy cutoff scale). Other
interactions, including interactions involving fields that aren’t relevant at at scale
�, typically figure in the effective Lagrangian; they just matter less to physics at
scale �. So either Criterion endorses all these fields, or just the relevant ones. If it
endorses them all, it’s failing to act as a selection principle. But if it endorses just the
relevant fields, we have a puzzle. On the one hand, the distinction between relevant
fields and others is graded—fields aremore or less relevant, and their status as such
changes as a function of both the effective scale � and the cutoff scale�UV . On the
other hand, the distinction between existence and non-existence is traditionally
reckoned to be sharp. The puzzle is that we might have expected Criterion to
effect a distinction of kind—butCriterion delivers instead a distinction of degree.
Third puzzle: scale relativity. The commitments circumscribed by Criterion are
scale-relative. Properly understood, Criterion declares hadrons (not real tout
court but) real at atomic scales. Tied as they are to phenomena we can achieve
experimentally, the scales to which effective commitments are indexed are man-
ifestly tied to us and our limitations. (A similar feature is sometimes called as
a strike against van Fraassen’s notion of observable.) In the saga of perturbative
renormalization, renormalization vanquished the threat that interacting QFT’s
empirical content was cutoff scale dependent. Why should scale-dependence be
less of a threat to legitimate ontological commitment?

16 See Duncan (2012, section 16.3) for the proper use of ‘relevant,’ ‘irrelevant,’ and ‘marginal.’
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Each one of these puzzles evaporates if we construe the commitments circumscribed
by Criterion as pragmatic, rather than realist, commitments. On the reconstrual,
the commitment is commitment to utility for organizing phenomena at scale �. It is
a commitment to what fosters coping rather than to what achieves representational
success. Empirically inert, mirror fermions fail to qualify for such commitment. This
addresses the first puzzle.17 Pragmatic commitment comes in degrees, just as utility
does—which addresses the second puzzle. Utility is utility for us—so it would be
mysterious if pragmatic commitment weren’t keyed to our abilities and limitations—
which addresses the third puzzle. Regarding the commitments satisfying Criterion
as pragmaticmakes better sense of them than realist renderings do. It alsomakes them
commitments the empiricist can live with.
Solid state physicists sometimes draw an ontologically invidious distinction

between two sorts of quasi-particles. A beloved text describes situations calling
out for quasi-particles as follows: a “system composed of strongly interacting real
bodies acts as if it were composed ofweakly interacting (or non-interacting) fictitious
bodies” (Mattuck, 1992, 3). The quasi-particles are the “fictitious bodies.” One sort is
exemplified by the ‘dressed’ electron. The intuitive picture is that as a negatively-
charged ‘bare’ electron travels through a semi-conductor, it accretes a ‘cloud’ of
positive charges. Effective semi-conductor physics results by treating the electron
and its cloud as a single unit, propagating freely—a unit with a mass different from
the bare electron mass.
Another sort of quasi-particle is exemplified by the phonon. A crystal lattice

constituted by (let us agree for the sake of argument) protons, neutrons, and electrons
exhibits collective excitations whose energy is quantized. Happily, these collective
excitations behave in tractable ways—indeed, like sound waves. A phonon is an
elementary such excitation. Just as with the dressed electron, there are many ways,
beyond present calculational resources to comprehend, the crystal’s atomic con-
stituents might realize a phonon. For treatment of crystal-level questions concerning
phenomena such as heat transfer, differences between different atomic realizations
don’t matter. They all induce the same effective physics, expressed in terms of
phonons.
Phonons, mediators of the effective physics of crystals, are clear candidates for

endorsement by Criterion. So too are dressed electrons. But not all solid state
physicists are eager to hail phonons and dressed electrons as ontological peers. Here
is more from the beloved text:
The [electron] quasiparticle consists of the original real, individual particle, plus a cloud of
disturbed neighbors. It behaves very much like an individual particle, except that it has an
effective mass and a lifetime. But there also exist other kinds of fictitious particles in many-
body systems, i.e. ‘collective excitations.’ These do not center around individual particles, but
instead involve collective, wavelike motion of all the particles in the system simultaneously.

(Mattuck, 1992, 10)

17 Williams (2019) also emphasizes the roles of physics practice, and particularly of “having empirical
applications” (212), in singling out what’s worthy of commitment. In the case of mirror fermions, that
component of Williams’ view may be doing more work than the robustness criterion.
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Physicists so-minded regard dressed electrons as better candidates for endorsement as
‘real particles’ than phonons. Mattuck doesn’t elaborate the basis of this distinction—
but here’s a guess: in the case of phonons, according to our best picture of the
underlying physics, there are no particles there; in the case of dressed electrons, there
are particles there, just not quite the particles featuring in our effective physics. Draw-
ing the distinction, so understood, presupposes a lucid grip on underlying physics.
Drawing the distinction also destabilizes “real but not fundamental” as a cohesive
ontological category. The ‘real but not fundamental’ category comprehends both
electron quasi-particles and phonons; if (as Mattuck suggests) there is an ontological
distinction to be drawn between them, indiscriminate use of the category threatens
to efface it.
Criterion, particularly when deployed with respect to interacting QFTs, is ill-

equipped to respect Mattuck’s distinction. The Effective Realist disavows knowl-
edge of the physics underlying the effective Lagrangians that engage the gears of
Criterion. But it’s by appeal to that physics that Effective Realists might defend
particles endorsed by Criterion against demotion to the status of phonons, worthy
of pragmatic commitment, but wholly fictitious.
This underscores the theme that whether the commitments of Effective Realism

count as realist depends on how they’re understood. To that theme it adds the vari-
ation: there are possible phonon-like understandings of the commitments endorsed
by Criterion in terms of underlying physics that attenuate their claim to be realist.
What is more, there is bound to be something revisionary and/or deflationary about
any understanding of existence claims in terms of underlying physics. Taking ‘there
are hadrons’ to be true only if paraphrased/corrected/ . . . to ‘there are fundamental
string modes vibrating hadronwise’ is a far more tepid commitment to hadrons than
it is to strings. But the lesson of Effective Realism was supposed to be we shouldn’t
reserve our warmest commitments for what’s fundamental.
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