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Over the past several years, there has been an increasing in-
terest in the topic of “Sleep and Health,” which motivated the 
creation of this book. Although it has been known since the 
1960s that population-level sleep variables were associated 
with health, daytime function, and even mortality—along-
side diet, physical activity, smoking, alcohol use, etc.—the 
scientific landscape was quite sparse until more recently. In 
general, sleep research focused almost exclusively on ba-
sic sleep physiology and neuroscience or on clinical sleep 
disorders in terms of their etiology, pathophysiology, diag-
nosis, and treatment. The issue of sleep as a health issue in 
general was not widely pursued scientifically.

In the 1990s, research on sleep apnea demonstrated that 
not only did this condition represent a serious cardiovascu-
lar and metabolic risk factor, but also that it was much more 
prevalent than previously believed. This brought attention 
to sleep from those in the public health domain. This emerg-
ing focus on the public health impact of sleep disorders also 
coincided with the reemergence in the scientific literature 
of studies documenting the relationship between habitual 
sleep duration and mortality. The time was seemingly right, 
and this issue which had been somewhat dormant for de-
cades was approached with renewed interest. Further, stud-
ies documenting potential mechanisms of this mortality 
relationship started to emerge, linking sleep duration with 
metabolism, brain function, obesity, cardiovascular disease, 
and other conditions.

In this period of time, the field of sleep research wid-
ened to address not only basic science and clinical condi-
tions/treatments, but also issues related to sleep and health 
in general. Sleep duration items started to find their way 
into epidemiologic surveys and health surveillance efforts 
with increasing regularity. This led to hundreds of papers 
documenting relationships between habitual sleep variables 
at the population level and a wide range of outcomes. The 
emergence of this literature coincided with an increased 
recognition in the general public of the importance of sleep 
health. Popular press articles about sleep health started ap-
pearing with more frequency. Consumer technology began 
to address tracking and optimizing sleep. Athletes publicly 
bragged about how much sleep they got in order to bet-
ter prepare for competition. Political and business leaders 
publicly lamented the fact that their schedules disallowed 
sufficient sleep. The conversation was changing. This book 

will hopefully address this interest and provide useful infor-
mation about ways that sleep is related to important aspects 
of health.

The purpose of this book is to serve as a sort of a hand-
book for individuals interested in the field of sleep and 
health. Members of the sleep research community more 
familiar with basic and/or clinical science may find this 
volume useful for better understanding the role of these 
basic and clinical processes in a public health context. 
Especially for those unfamiliar with the role of societal fac-
tors in health, this book may be useful for understanding 
these topics from a scientific perspective. This is important, 
as a wider translational view of the sleep field is necessary 
for understanding the mechanisms of these phenomena and 
their relationships to health. This volume should also be 
useful for public health professionals and others who study 
the role of health in society. These individuals may have ex-
perience in other domains of health but may need to better 
understand the importance of sleep in these contexts. Those 
who specialize in studying obesity, behavioral health, car-
diovascular disease, or other areas may find this volume 
useful in relating those areas to sleep. There are also sec-
tions devoted to those who have a specific interest in policy, 
so that better policy decisions can be made in light of cur-
rent research and data. Thus, this book has a wide range of 
applications, including helping those with sleep expertise 
gain a wider view on the role of sleep in society and helping 
those with expertise in social factors in health who wish to 
get a better understand of the importance of sleep.

To accomplish these goals, this book is divided into nine 
sections.

● The first section is “General Concepts in Sleep Health” 
and includes chapters on the basics of sleep physiology 
and measurement, basic epidemiology of sleep health 
factors, basic information about sleep across age and 
gender, and an introduction to the social-ecological 
model of sleep and health. This section will orient those 
new to the field of sleep to some of the basic concepts in 
sleep physiology and ontogeny.

● The second section is “Contextual Factors Related to 
Sleep” and focuses on the impact of where a person is and 
how that affects their sleep. This section includes chapters 
that address issues such as race/ethnicity,  socioeconomics, 
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neighborhood factors, and other environmental  
exposures. These are often important elements that 
serve as determinants of health and have been shown to 
be linked to sleep in important ways.

● The third section is about “Addressing Sleep Health at 
the Community and Population Level.” It includes chap-
ters on dealing with real-world obstacles in the way of 
healthy sleep, screening for and preventing sleep dis-
orders, addressing sleep hygiene, understanding sleep 
tracking and technology, understanding the role of mo-
bile technology and screen time in relation to sleep, and 
different ways of conceptualizing sleep in the context of 
other aspects of health. This section is somewhat broad 
but bridges basic understandings of sleep to real-world 
problems and constraints including schedule demands, 
technology, and access to healthcare.

● The fourth section is “Sleep Duration and 
Cardiometabolic Disease Risk” and includes chapters 
addressing connections between sleep/circadian issues 
and obesity, cardiovascular disease, and obesity. Since 
cardiometabolic diseases are still leading causes of 
death in society, the many connections to sleep are espe-
cially relevant for those with an interest in public health.

● The fifth section is specifically focused on “Sleep and 
Behavioral Health,” since most of the underlying causes 
of chronic disease are driven by patterns in behavior. 
With this in mind, this section includes chapters that ad-
dress many aspects of health behavior, including diet, 
physical activity, smoking, alcohol, caffeine and stimu-
lants, and stress/immune function.

● The sixth section summarizes the literature on “Sleep 
Loss and Neurocognitive Function” and includes chap-
ters that address vigilant attention, decision-making, 
learning and memory, and other brain functions. It also 
includes a chapter on how these effects on brain function 
impact not only safety and brain health but also chronic 
disease and healthy choices.

● The seventh section briefly discusses “Public Health 
Implications of Sleep Disorders” and includes chapters 
on the most common sleep disorders including insom-
nia and sleep apnea. Although many other books address 
sleep disorders specifically, this section focuses specifi-
cally on public health implications.

● The eighth section covers topics specifically relevant to 
“Sleep Health in Children and Adolescents” and includes  

chapters on cardiometabolic health risk, mental health, 
and impacts of delayed school start times. These issues 
have both health and policy implications.

● The final section is dedicated to “Economic and Public 
Policy Implications of Sleep Health” and lays out the 
science behind specific policy implications. These in-
clude issues such as health equity, sleep and health in 
the workplace, sleep and public safety, and sleep and 
transportation safety.

Hopefully, the next edition will address important topics that 
did not find their way into this one. For example, telehealth 
and telemedicine is a growing issue that is impacting both 
public health and public policy; and sleep medicine has been 
at the forefront of this movement. Also, even though there 
are chapters on insomnia and sleep apnea, these are not the 
only sleep disorders with public health implications—for 
example, Restless Legs Syndrome and other sleep-related 
movement disorders have cardiometabolic implications, pa-
rasomnias have important forensic implications, narcolepsy 
is an important issue in the context of widespread immuni-
zation as a public health strategy, etc. And although there 
were chapters on race/ethnicity, this volume is still limited 
in its treatment of cultural beliefs and practices that play im-
portant roles in sleep. In terms of societal efforts to address 
sleep health, a future edition of this volume should prob-
ably address the rapidly growing interest in sleep among the 
athletics community. The next volume could also include 
chapters on the functions of sleep from an evolutionary bi-
ology perspective, empirically supported interventions for 
promoting sleep health at the community/population level, 
the public health issue of sleep and dementia risk, and eco-
nomic impacts of sleep loss and untreated sleep disorders. 
There is still a lot of work to do!

The current volume brings together many of the leaders 
of the field to discuss a wide range of topics that encom-
pass the field of sleep and health. This book provides use-
ful information for a wide range of stakeholders and will 
hopefully contribute to the increasing interest in the field. 
At the end of the day, sleep is a foundational part of hu-
man biology and physiology. And sleep health can impact 
many systems in the body. This book is meant to start a 
conversation about all of these connections. It is hoped that 
this conversation leads to work that helps us to lead longer, 
healthier, more fulfilling lives.
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INTRODUCTION

Sleep is an essential element of human health, supporting a 
wide range of systems including immune function, metabo-
lism, cognition, and emotional regulation. To understand 
everything that sleep does, however, it is necessary to un-
derstand what sleep is. This chapter provides that founda-
tion by discussing the conceptualization, physiology, and 
measurement of sleep.

The definition of sleep

Sleep is a naturally recurring and reversible biobehavioral 
state characterized by relative immobility, perceptual disen-
gagement, and subdued consciousness. As a predictable and 
easily reversible phenomenon, sleep is distinct from states 
of anesthesia and coma, which typically involve the absence 
or suppression of neural activity. Additionally, proper sleep 
involves a dynamic interaction between voluntary decisions 
and involuntary biological activities. Turning off the lights, 
reducing noise, and laying down are voluntary behaviors, 
but the result is an involuntary increase in melatonin and a 
series of shifts in the activity patterns of the brain through-
out the night. Sleep ultimately depends on this collaboration 
between behavior and biology, and a deficit in either will 
disrupt sleep.

Conceptualizing sleep as a health behavior

A health behavior is an action (or omission) by an indi-
vidual that impacts their health. Conceptualizing sleep as a 
health behavior is useful because it highlights how behavior 
and neurobiology interact, and how individuals can modify 
their health through sleep. Viewed in this way, sleep can 
be divided into three processes: sleep need, sleep ability, 
and sleep opportunity. These processes are diagramed in 
Fig. 1.1.

Sleep need is the biological requirement for sleep, or 
the minimal amount of rest the body requires to prepare for 
the next day. This need is defined by individual genetics 
and physiology and does not change after losing a night of 
sleep or oversleeping on the weekends. Unfortunately, there 
is no standard method for measuring sleep need. While epi-
demiological studies suggest an average of 7–8 h for healthy 
adults, some individuals naturally need more sleep (e.g., 
children and adolescents), while some need less. Sleep need 
represents the core motivation for engaging in sleep, and 
consistently failing to meet this need can promote cardio-
metabolic disease, impair cognitive functioning, and in-
crease risk for psychiatric disorders.

The only way to satisfy sleep need is to sleep. The 
amount of sleep an individual can achieve is known as sleep 
ability and is approximated by total calculated sleep time. 
Unlike sleep need, sleep ability can change from one night 
to the next depending on life circumstances. Stress, a cold, 
or the death of a loved one can reduce sleep ability, while 
one night of sleep deprivation can increase sleep ability the 
following evening. Thus, while sleep ability cannot be di-
rectly controlled, it can be influenced by behavior.

Whereas sleep ability is correlated to the amount 
of time one spends sleeping, sleep opportunity is the 
amount of time the person makes available for sleep. Sleep 

Chapter 1

FIG. 1.1 The three process model of sleep.
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 opportunity is measured by the amount of time the person 
stays in bed (although time spent in habitual “bedtime” 
activities like reading a book could theoretically be incor-
porated). Unlike the two previous processes, sleep oppor-
tunity is under conscious control and is the most vulnerable 
to environmental factors. This is illustrated by a trauma 
resident on a 24-h call. Fatigue accumulates over the 
course of the shift, slowly increasing the resident’s sleep 
ability. However, sleep opportunity is negligible, since the 
resident must be ready at a moment’s notice to respond to 
a life-threatening crisis.

While these three sleep processes can be described in-
dependently, in the real-world they work together to control 
sleep. Sleep need motivates the creation of sleep opportu-
nity, which provides a context for sleep ability to produce 
sleep—thus satisfying sleep need and reinforcing the meth-
ods used to create sleep opportunity in the first place.

Conceptualizing sleep as a physiological 
process

Sleep involves a progression of neurophysiological changes in 
the brain. These changes are grouped (somewhat artificially) 
into stages based on scoring convention. To explore these 
changes, this section will briefly describe wakefulness and 
then proceed to give a description of each of the sleep stages.

Wakefulness
During wake, the brain is engaged in numerous activities, 
many of which are unrelated to one another. For example, 
someone might be watching a TV show while listening for 
the sound of a car in the rain and thinking about whether 
there is enough food in the refrigerator for lunch tomor-
row. The aggregated electrical activity produced by these 
processes can be observed using electroencephalography 
(EEG), which would show a high-frequency, low-amplitude 
signal traveling across the surface of the brain (Fig.  1.2). 
To understand what this means, imagine a crowd cheer-
ing in a sports stadium. Everyone is shouting at different 

times. This means that while someone is always cheering 
(high frequency), it is impossible to discern individual 
words because everyone’s words are drowning each other 
out (low amplitude). Coming back to the brain, a high fre-
quency signal means many different processes are present 
in the circuitry of the brain, but the timing of these pro-
cesses is scattered. Because this activity is widespread, it 
is hard to resolve any one particular process, resulting in a 
low amplitude signal. The beta frequency is the classic fre-
quency of active wake and ranges from 12 to 30 Hz (cycles 
per second). When subjects lay down and close their eyes, 
electrical activity generally slows to an alpha frequency 
(8.5–12 Hz), which indicates that the person is awake but 
not necessarily attending to their surroundings (Fig.  1.2). 
Along with electrical activity, wakefulness is characterized 
by high levels of arousal neurotransmitters, such as dopa-
mine, noradrenaline, and serotonin. There is also increased 
autonomic activity; heart rate, respiratory rate, and blood 
pressure are constantly responding and adapting to changes 
in the body and the environment throughout the day.

NREM sleep: General overview
The first half of the sleep cycle can be divided into three 
distinct stages of nonrapid eye movement (NREM) sleep, 
aptly named Stage 1, Stage 2, and Stage 3. Electrical ac-
tivity throughout the brain decreases in frequency and in-
creases in amplitude at each progressive stage. This reflects 
a reduction in overall neural activity, but an increasing 
coordination among neurons (i.e., enhanced oscillation). 
Recalling the example from above, imagine if the crowd 
slowly coordinated their cheering. At first, the sound would 
still be noisy and unintelligible. However, once everyone 
followed along, a wave of quiet alternating with cheer-
ing would emerge. The number of cheers would decrease 
(lower frequency), but the volume and clarity of each cheer 
would steadily increase (higher amplitude). By the end of 
NREM the electrical activity of the brain is tightly synchro-
nized, leading to lower frequency, higher amplitude oscil-
lating waves known as “slow waves,” which cycle about 

FIG. 1.2 Example traces of the stages of sleep. Blue box highlights a sleep spindle. Green box highlights a k-complex. Notice how in REM sleep the 
electrical activity is similar to Wake or Stage 1, but there is a complete lack of motor activity in the electromyogram (EMG). Images taken from an anony-
mous human recording.
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once every second. The final stage of NREM is commonly 
referred to as slow wave sleep because of the dominance of 
these waves in the EEG record.

In addition to shifts in brain activity, NREM sleep is ac-
companied by a global decrease in wake-related neurotrans-
mitters and impaired perception of external stimuli. In fact, 
most sensory inputs are specifically filtered out by the thal-
amus to protect sleep. Indices of autonomic activity such 
as heart rate, respiratory rate, temperature, and blood flow 
to the brain are reduced as one advances from one NREM 
stage to the next. Motor activity is markedly reduced, but 
not completely absent.

NREM: Stage dissection
The Rechstschaffen and Kales scoring criteria divide NREM 
into four stages [1], while the more current American 
Academy of Sleep Medicine (AASM) criteria combine the 
last two NREM stages [2] since the distinction is not viewed 
as clinically relevant [3]. Here, in our stage dissection of 
NREM, we observe the AASM criteria.

Stage 1 is characterized by approximately 50% alpha 
activity (waves of brain activity cycling at 8–12 Hz) and 
the emergence of theta waves (4–7 Hz) in the EEG trace. 
Nonelectrophysiological markers can also include slow-
rolling eye movements, unusual visual sensations that take 
the form of clouds or flares of light (phosphenes), and hyp-
nagogic myoclonia, which are brief jerking movements. The 
arousal thresholds for waking during Stage 1 are selective, 
as the brain determines if there is something worth attend-
ing to or whether it can commit to extended sleep. Here, for 
example, one’s name spoken softly can awaken a person 
whereas a similar sounding word spoken at the same inten-
sity might not. Stage 1 accounts for 5% of total sleep time 
and, in healthy sleep, is the entry point for NREM Stage 2.

Stage 2 is characterized by the absence of slow-rolling 
eye movements, mixed frequency neurophysiological ac-
tivity, and the presence two major transient electrical phe-
nomena: k-complexes and sleep spindles. K-complexes are 
large-amplitude rapidly fluctuating bursts of brain activ-
ity, while spindles are 12–15 Hz oscillating signals lasting 
0.5–2 s (Fig. 1.2). While these phenomena are theorized to 
support memory consolidation and/or filter sensory input, 
their true functions remain unknown. Stage 2 sleep com-
prises 45%–55% of total sleep time and is viewed as a 
bridge between light (Stage 1) and deep (Stage 3) NREM 
sleep.

Stage 3 sleep is often referred to as slow wave sleep 
(SWS) owing to the prominence of high amplitude, low fre-
quency delta oscillations recurring at ~1 Hz. The amount 
of time an individual spends in SWS positively correlates 
with lack of sleep, such that SWS is elevated during the first 
sleep cycle after a prolonged period of wakefulness. SWS 
is thought to discharge sleep pressure that has accumulated 

throughout the day because the amount of time spent in this 
stage decreases dramatically as the night progresses. SWS 
tends to coincide with the timing of peak growth hormone 
secretion, hinting at a role for this sleep stage in nightly 
maintenance and repair of the body. Additionally, oscilla-
tions that appear during SWS may function as a broad con-
duit for the repeated activation of memory centers of the 
brain to support memory-strengthening. The end of Stage 3 
NREM sleep is usually followed by entry into REM sleep.

Description of REM sleep
Rapid eye movement (REM) sleep represents a categorical 
shift in sleep-related brain activity and forms the latter half 
of the sleep cycle. While most neurotransmitters drop to low 
levels, acetylcholine levels match or exceed those produced 
during wake. The surge in acetylcholine creates patterns of 
electrical activity in the sleeping brain that approximate the 
high frequency, low amplitude patterns usually seen in alert 
individuals. Despite this increase in overall excitability, 
there is a paradoxical loss of muscle movement (i.e., sleep 
paralysis). The only exceptions are eye muscles, which 
show the rapid, jerking movements for which the stage is 
named, and the diaphragm, which remains functional but 
contracts erratically. The loss of muscle tone leads to further 
narrowing of the upper airway, which can trigger snoring. 
Blood pressure and heart rate are also destabilized in REM 
sleep, in some cases leading to sympathetic “storms” of 
phasic arousal. At the same time, temperature regulation is 
impaired due to the loss of the ability to shiver.

Perhaps the most dramatic change associated with REM 
is in the content of dreams. In NREM, dreams are often 
more grounded, logical, and procedural, lacking any real vi-
sual or sensory detail. REM dreams, by contrast, are an ab-
solute free-for-all of “sensory” experience, visual content, 
and emotions that can rapidly morph in content and affect 
with little reasoning. REM dreams may support memory 
consolidation processes, particularly by linking disparate 
concepts or connecting new ideas to old ones. They may 
also support emotional processing of difficult events (e.g., 
divorce, bereavement). This is based on functional imag-
ing studies which show elevated activity in limbic regions 
during REM sleep and increases in emotional regulation 
inventories after subjects awake [4, 5]. In recent years, con-
nections between REM sleep and emotion regulation have 
been most manifest in individuals suffering from posttrau-
matic stress disorder (PTSD).

Although the brain generates motor commands during 
dreams, the descending motor neurons are inhibited in the 
brainstem to prevent execution of these commands. When 
this process is disturbed (as in several neurological and psy-
chiatric disorders), subjects will act out their dreams, often 
posing a danger to themselves or their bed partners. REM 
sleep accounts for approximately 25% of sleep and occurs 
in 4–6 episodes distributed across the night.
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Moving through the sleep stages
Although the stages of sleep are presented in a particular 
order here, it should be noted that progression is not always 
linear. While all subjects start in Stage 1, they may proceed 
rapidly through Stage 2 to 3, or they may backtrack to ear-
lier stages before proceeding to REM. Conversely, while it 
is typical to return from REM to NREM Stage 1 or 2, it 
is possible to return to any NREM stage following a REM 
episode. An example diagram of sleep stages, known as a 
hypnogram, is presented in Fig. 1.3.

Sleep and circadian rhythms

Across cultures, geography, seasons, and age, humans tend 
to sleep at night and wake up in the morning. This phe-
nomenon is so ubiquitous that it often escapes scrutiny, but 
consider if it were a different biological function. What if, 
for example, humans only used the restroom at certain times 
of day? It seems banal that sleep should occur at night, but 
it is actually a remarkable feat of biology that humans (and 
many other animals) consolidate this large set of biological 
processes to a particular stretch of the day.

Generally speaking, there are two factors that ensure 
sleep occurs at night. The first is sleep propensity, or the 

drive for sleep. Physical and mental fatigue that accumu-
lates during the day increases sleep propensity, and by 
nighttime the elevated sleep propensity drives humans to 
engage in sleep. The other factor is the circadian system. 
The molecular machinery of the circadian system is found 
within each cell of the body, comprised of an interlock-
ing set of signaling proteins that produce a ~24-h rhythm 
of cellular functions that can be further adjusted by cues 
in the environment. This machinery ensures that func-
tions such as digestion and immune system maintenance 
are optimized at specific points in the 24-h solar day. For 
example, when the clock signals that it is biological night, 
the body responds by shifting neurobiological activities to 
favor sleep.

These two factors are formally referred to as the Two 
Process Model of Sleep (Fig.  1.4). In the morning, sleep 
propensity is low, but increases over the course of wake-
fulness. Conversely, the circadian drive for wakefulness in-
creases during the morning, peaks during the midday, and 
then drops at night. While there is a short, early evening 
peak that sustains wakefulness after sunset (referred to as 
the wake-maintenance zone), sleep propensity eventually 
exceeds circadian wakefulness and sleep onset occurs. This 
point is referred to as the sleep gate. In humans, the peak 

FIG. 1.3 A hypnogram, which tracks the amount of time spent in each sleep stage across the night.

FIG. 1.4 The two process model of sleep.
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of sleep propensity and the trough of wakefulness occur at 
night, which is why humans tend to sleep at that time.

So how exactly do these two forces work to generate 
the sleep gate? Sleep propensity is not well understood, but 
current theories focus on the buildup of certain substances 
(such as adenosine) that signal increasing levels of fatigue. 
This explains why caffeine, which opposes rising adenosine 
levels, is an effective stimulant.

The circadian system is largely underpinned by a part 
of the brain called the suprachiasmatic nucleus of the hy-
pothalamus (SCN). Because of its circuit connections with 
the eye and ability to track sunrise and sunset, the SCN can 
operate as the master pacemaker that synchronizes all the 
miniature cellular clocks of the body to the light schedule 
set by the Earth’s rotation (like a conductor of a symphony 
orchestra). In the absence of external photic cues, the SCN 
can still produce an endogenous rhythm that approximates 
the lengths of day and night. However, this rhythm is im-
precise and follows a schedule that—depending on the 
 person—is slightly longer or shorter than 24 h. Without any 
means of correction, the endogenous rhythm set by the SCN 
would slowly drift away from the solar day’s 24-h cycle (re-
sulting in non-24-h circadian rhythm disorder; Fig.  1.5). 
Fortunately, the SCN can use the light information it re-
ceives from the eye on a daily basis to adjust for the differ-
ence in timing, a process known as entrainment.

Disruptions to the circadian system can manifest as dif-
ficulties with sleep. One example is jet lag. When an indi-
vidual rapidly changes time-zones, the external light/dark 
cues of the new destination become misaligned with the 
endogenous rhythm of night and day, which is still operat-
ing on the previous light schedule. Depending on the direc-
tion of the shift, an individual may awaken hours before 
dawn in the new location (phase advance), or take hours to 
fall asleep after night has fallen (phase delay). Fortunately 
again, after several sleep/wake intervals, the SCN will re-
entrain the body to the new light/dark cues, thus normal-
izing sleep. Examples of typical and atypical circadian 
rhythms are presented in Fig. 1.5.

Basic sleep physiology

There are no specific parts of the brain that act as mono-
lithic sleep or wake centers. Rather, the neurobiological 
states of sleep and arousal are achieved via coordinated in-
teractions between multiple brain regions. This section will 
highlight brain regions, chemical signals, and physiological 
processes that coordinate sleep and wake.

The brainstem
The brainstem is the most evolutionarily conserved struc-
ture within brain. As such, it is the control center for the 
autonomic nervous system, which regulates basic life-
sustaining activities such as heart rate, blood pressure, and 

respiration. Regarding sleep and wake, the brainstem pro-
duces wake-promoting neuromodulators such as serotonin, 
norepinephrine, and dopamine that set the general volume 
of brain activity. The brainstem regions that produce these 
chemicals are collectively referred to as the ascending acti-
vating system because these regions project to and activate 
higher order brain areas located in the cerebral cortex.

The hypothalamus
The hypothalamus supports three major processes associated 
with sleep. First, it houses the SCN, and thus maintains cir-
cadian timekeeping. Second, the hypothalamus regulates the 
autonomic nervous system, particularly with regard to temper-
ature. Third, it augments the wake-promoting neuromodula-
tors of the brainstem with two additional chemicals: histamine 
and orexin (also known as hypocretin). Hypothalamic produc-
tion of histamine and orexin drives wakefulness during the 
day, while low concentrations of histamine and orexin at night 
facilitate drowsiness and a tendency to sleep.

The thalamus
The thalamus is a collection of nuclei that serves as the 
gateway for information related to touch, taste, sight, and 
sound to travel to and between areas of the cerebral cor-
tex. Although historically seen as a simple relay station, the 
thalamus is now understood to perform an extensive filter-
ing function. During sleep, the thalamus blocks most sen-
sory information from reaching the cortex. Ambient noise, 
whispers, and low light are all eliminated, allowing sleep to 
occur without having to consciously process what is going 
on in the environment.

Cerebrum
The cerebrum includes a variety of cortical and subcortical 
structures, such as the somatosensory and motor cortices, 
basal ganglia, and hippocampus. Sensory processing, motor  

FIG. 1.5 Circadian rhythms of wake and sleep. Each bar represents a 
day. Wake is presented as yellow, while sleep is presented as black. Both 
typical and abnormal circadian rhythms are presented.
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commands, language, memory, and emotion all occur in or 
involve elements of the cerebrum, which exhibits the vast 
majority of neural activity in the brain. The cerebrum does 
not drive a specific element of sleep or wake, but the ac-
tivity of billions of cortical neurons plays a large role in 
whether a person is awake or asleep.

Neuromodulators
As mentioned above, neuromodulators play a major role in 
sleep and wakefulness. Listed below are six major neuro-
modulators known to influence sleep.

● Dopamine: Produced by the substantia nigra and the 
ventral tegmental area of the brainstem, dopamine pro-
motes wakefulness. Some other functions of dopamine 
include stimulation of the basal ganglia to promote vol-
untary movement, and stimulation of the nucleus ac-
cumbens as part of the pleasure and reward systems.

● Histamine: Produced by the tuberomammillary nucleus 
of the hypothalamus, histamine promotes wakefulness. 
This is why antihistamines such as diphenhydramine 
(Benadryl) cause drowsiness; they are able to enter the 
brain and block the wakefulness promoting effect of his-
tamine. Second generation antihistamines, such as ceti-
rizine (Zyrtec), do not cause drowsiness because they do 
not cross the blood brain barrier.

● Norepinephrine: the precursor to epinephrine (adren-
alin), norepinephrine is produced by the locus coeruleus 
in the brainstem. Norepinephrine acts at the same recep-
tors as epinephrine to stimulate wakefulness, although at 
a much reduced half-life.

● Acetylcholine: Although acetylcholine is often used as 
a neurotransmitter, it is also produced by the basal fore-
brain and multiple regions of the brainstem to act as a 
neuromodulator. Acetylcholine promotes wakefulness, 
but also supports REM sleep.

● Serotonin: Produced by the dorsal raphe nucleus of the 
brainstem, serotonin has more than 14 receptor sub-
types, many of which differ in their activity. In general, 
increased serotonin levels tend to promote wakefulness 
and inhibit REM.

● Orexin: Produced by the lateral hypothalamus, orexin 
is a major wake-promoting agent in the brain. Its ab-
sence, most likely due to autoimmune destruction, is the 
chief cause of the sleep disorder narcolepsy. In addition, 
orexin enhances the activity of brainstem neuromodula-
tors such as noradrenaline.

The autonomic nervous system
The autonomic nervous system is responsible for the sub-
conscious regulation of heart rate, respiration, blood pres-
sure, temperature, and other vital pieces of physiology. 
This system is divided into two opposing branches: the 
sympathetic (fight or flight) and parasympathetic (rest and 

digest) branches. During wakefulness, the sympathetic and 
parasympathetic branches are constantly adapting to envi-
ronmental stimuli and emotional/mental processes. During 
NREM sleep, however, the sympathetic branch is largely 
quiescent while the parasympathetic branch remains active. 
This results in a progressive decrease in heart rate, tem-
perature, and blood pressure which promotes and maintains 
NREM sleep moving through stages 1–3.

Quantifying sleep

Sleep incorporates a range of biological and behavioral ac-
tivities which cannot be captured by a single measurement. 
Instead, sleep is quantified within two broad domains: sleep 
continuity and sleep architecture.

Sleep continuity encapsulates the timeline of how a per-
son sleeps. Total sleep time, sleep onset latency (amount of 
time it takes to fall asleep), and the number and duration of 
awakenings in the night are all measures of sleep continu-
ity. Sleep continuity also includes sleep efficiency, which is 
defined as the total sleep time divided by the time in bed. In 
other words, sleep efficiency is a ratio of sleep ability (sleep 
time) to sleep opportunity (time in bed). Sleep continuity 
variables are typically self-reported in a sleep diary or by 
using an activity monitor (discussed below). This informa-
tion can help identify sleep patterns over time or diagnose 
specific sleep disturbances, such as insomnia or circadian 
rhythm disorders.

The second domain of sleep quantification is sleep archi-
tecture, which measures the electrophysiological changes 
throughout a sleep episode. Sleep architecture quantifies 
each stage of sleep, and the progression through each stage. 
For example, measures of sleep architecture would capture 
if someone enters REM very quickly after sleep onset, a 
key symptom in the diagnosis of narcolepsy. The gold- 
standard for measuring sleep architecture is polysomnog-
raphy (PSG).

Capturing both the psychological and physiological ele-
ments of sleep requires subjective and objective measure-
ments. Subjective assessments, such as questionnaires or 
sleep diaries, rely on self-report data. While subject percep-
tions may bias the results, these are the only measures that 
capture the subjective experience of sleep. Objective mea-
sures, such as actigraphy or PSG, replace subject percep-
tions with independently observable data, such as changes 
in brain waves or body movement. Although researchers 
and clinicians tend to prefer objective “hard” data to self-
reports, subjective data should be seen as complementary 
to objective data, not subordinate. For example, suppose an 
objective measurement captures 8 h of sleep, but a patient 
only reports 30 min in between tossing and turning. It is 
tempting to think one of the measurements is wrong, but the 
reality is that something unusual is happening that neither 
measure adequately captures. In fact, this phenomenon is 
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referred to as paradoxical insomnia, and is both poorly un-
derstood and difficult to treat.

Subjective measures
The simplest measure of sleep is a single question: “How 
much do you normally sleep?” This question varies in form, 
sometimes asking about weekday versus weekend sleep, 
sleeping alone or with a partner, and sleep before and after 
a child. This basic question is widely used in epidemiologi-
cal studies and large datasets, such as the National Health 
and Nutrition Examination Survey. However, this question 
offers the most limited insight into a person’s sleep. First, it 
is subject to recall bias, in that subjects can recall things dif-
ferently than what actually happened. The second problem 
is resolution, since asking about sleep in the last month or 
year will lead subjects to average across many nights based 
only on what they can remember. This reduces temporal 
precision and increases recall bias. However, this question 
may be the only way to acquire historical information about 
sleep, such as when a clinician is seeking to understand the 
course of a sleep disorder. When patients report decreasing 
sleep durations and increasing sleep onset latency over the 
course of a month, objective measures may not be necessary 
to initiate treatment for early insomnia.

The next level of subjective measurements of sleep are 
validated questionnaires, such as the Insomnia Severity 
Index. Although questionnaires are both subjective and ret-
rospective, they are usually standardized to capture specific 
data or screen for specific disorders. A wide variety of ques-
tionnaires exist, and a few are listed in Table 1.1.

The final subjective measurement is the sleep diary 
which has been used for decades in research and clinical set-

tings. Subjects report on different sleep continuity variables 
shortly after waking up. Unlike questionnaires, a sleep diary 
is considered a prospective measurement of sleep. However, 
if too much time passes between the sleep episode and the 
recording date, recall bias affects the accuracy of the data. 
Sleep diaries are easy to use (the subject can complete it on 
paper or electronically) and can be easily collected for any 
length of time. For these reasons, sleep diaries are an effec-
tive tool for longitudinal assessments of sleep and sleep/
wake timing.

Objective measures
Objective measures replace subjective perceptions with 
independent, observable phenomena. The most ubiquitous 
form of objective sleep measurement is actigraphy. An ac-
tivity monitoring device, usually a wrist-worn device, uses 
an accelerometer to detect and measure bodily motion. An 
activity threshold is set and any activity level below the 
threshold is classified as either “rest” or “sleep.” In addi-
tion to devices used by clinicians and researchers, there are 
consumer “smart” devices, such as phones and watches, 
that utilize actigraphy. However, the algorithms used to as-
sess sleep efficiency and stages are proprietary and can vary 
between companies. It is important to choose a company 
and device that has been validated in many populations and 
against PSG data and other sleep metrics when conducting a 
study or for sleep assessment. An activity monitoring device 
can also include a light sensor. A light sensor allows the 
clinician to also measure changes in natural and artificial 
light the patient is exposed to. This is useful for capturing an 
individual’s photoperiod (i.e., the period of light exposure), 
which can help determine if light exposure is related to the 

TABLE 1.1 Sleep questionnaires.

Questionnaire Description

Insomnia Severity Index [6] Self-report measure of symptoms of insomnia, such as difficulty falling asleep or waking up too early. 
Answers are scored as 0–4, added together, and compared to cutoffs to determine the likelihood of 
clinical insomnia.

Epworth Sleepiness Scale [7]
Karolinska Sleepiness Scale [8]

Sleepiness scales measure a subject’s propensity to fall asleep. The Epworth measures trait sleepiness, 
reflected in the ability to fall asleep in a variety of environments and contexts. The Karolinska measures 
state sleepiness, specifically the sleepiness experienced in the last 10 min on a 1–9 scale.

Pittsburgh Sleep Quality  
Index [9]

The PSQI measures the frequency of sleep difficulties, particularly subjective disturbances in sleep. 
Commonly used in research and as an outcome measure of sleep therapies.

Sleep Disorders Symptom 
Checklist-25 [10]

A 25 item questionnaire that assesses the most common symptoms of several sleep disorders, such as 
insomnia, circadian rhythm disorders, sleep apnea, bruxism, and narcolepsy.

STOP-BANG [11] An 8 item questionnaire that generates a risk score for obstructive sleep apnea.

Morningness-Eveningness 
Questionnaire [12]

A 19 item questionnaire that measures an individual’s circadian preference in wakefulness. Lower 
scores are associated with evening preference, while higher scores are associated with morning 
preference.
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individual’s sleep. For example, blue light has a detrimental 
effect on sleep, and so limiting blue light late in the evening 
may be a treatment strategy for some patients.

Like sleep diaries, activity monitors provide day-to-day 
measures of sleep continuity. Additionally, multiple weeks 
of actigraphy data can be used to evaluate sleep/wake cycles 
and related circadian rhythms. Additional photopic data can 
show whether light exposure is affecting a person’s circa-
dian rhythm. For example, repeated blue light exposure late 
at night may shift sleep onset to later in the evening, result-
ing in a delayed circadian phase. The coupling of actigra-
phy to light exposure allows the comparison of sleep/wake 
behavior with external phototopic cues, which are helpful 
in assessing the synchronization of sleep/wake cycles with 
light/dark cycles.

The other objective measure of sleep is polysomnogra-
phy (PSG), also known as a “sleep study.” During a sleep 
study, subjects spend 1–2 nights in the sleep laboratory 
wearing sensors that measure brain activity, eye movements, 
muscle movements, heart activity, respiratory activity, and 
blood oxygen levels. Additional sensors may be placed on 
the legs to measure periodic limb movements, which can 
occur naturally or as part of sleep movement disorders.

PSG measures the electrical and physiological changes 
that occur during sleep and is currently the only way to de-
termine sleep stages. The primary clinical utility of PSG, 
however, is for the diagnosis and treatment of sleep apnea. 
Sleep apnea is a condition where patients cease breathing 
during sleep, often due to upper airway collapse. The PSG 
captures these events as a decrease in both nasal airflow and 
blood oxygenation, and the number of events per hour is 
used as a measure of the severity of the sleep apnea. In some 
cases, physicians will order a “split-night” study, in which 
sleep apnea is measured in the first part of the night, and 
then positive airway pressure therapy is initiated to control 
the apneas in the later half.

CONCLUSION

Without sleep, a wide variety of systems such as cell divi-
sion, metabolism, neurological functions, and mental and 

emotional health would all be greatly impaired. Diseases 
that affect sleep are life-altering, and if left untreated, can 
decrease quality of life and increase risk of death. It is also 
important to synchronize sleep to our external world, a job 
done exceedingly well by the biological clock. The rhyth-
micity and predictability of sleep highlights where and how 
disruptions are occurring in various conditions and disor-
ders. Understanding sleep at the fundamental level is criti-
cal in understanding the clinical significance sleep has on 
overall health.
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SLEEP AT THE POPULATION LEVEL

Sleep is a universal human phenomenon and impacts every 
person, every day (whether or not they actually get to sleep). 
For this reason, population-level estimates of sleep are im-
portant. However, they may be difficult to obtain. Since an 
individual is unconscious while they are sleeping (and for 
the time surrounding sleep onset and awakening), accurate 
assessment of the population burden of sleep disturbance 
may be difficult. Methods typically exist on a continuum 
whereby increased generalizability is compromised by re-
duced precision. For example, most population-level esti-
mates are based on a retrospective self-report, which lacks 
precision. More precise measures, such as polysomnogra-
phy and even actigraphy, have been thus far impractical for 
truly large and population-level assessments. Still, several 
tentative conclusions about the population can be drawn re-
garding sleep health.

DEFINING INSUFFICIENT SLEEP

There has been a general lack of consensus on the defini-
tion of what constitutes “insufficient sleep” in the general 
population since at least 1964 [1], when Hammond pub-
lished the finding that habitual short and long sleep dura-
tion were associated with increased mortality rates. Since 
that time, there has been considerable debate regarding how 
sleep insufficiency should be defined. Laboratory stud-
ies where sleep is manipulated in an experimental proto-
col are preferred by some (because of their precision) and 
 population-based studies where individuals are observed 
relative to habitual sleep behaviors are preferred by others 
(because of their generalizability).

Regarding the former, information about the physio-
logic and health consequences of sleep duration often come 
from studies that employ total sleep deprivation (defined 
as an experimental manipulation where an individual is 
kept awake for at least an entire sleep period) and partial 

sleep deprivation (defined as an experimental manipulation 
where an individual’s sleep period is restricted over a period 
of days). This is also sometimes called sleep restriction. 
Sometimes, partial sleep deprivation can be characterized 
as chronic partial sleep deprivation (defined as partial sleep 
deprivation over a period of weeks). All of these experi-
mental manipulations can be useful to discern physiologic 
effects of changes in sleep duration, but they are generally 
poor approximations of real-world sleep. As such, total 
sleep deprivation, partial sleep deprivation/sleep restric-
tion, and chronic partial sleep deprivation sacrifice gener-
alizability for precision [2–4].

Other studies use population-based studies of sleep. 
These studies can characterize habitual sleep duration (de-
fined as typical perceived sleep duration experienced in 
real-world settings), often categorized as short sleep dura-
tion, normal/normative sleep duration, and long sleep dura-
tion based on cutoffs that often vary by study. These studies 
may also model sleep loss (reduction in sleep duration over 
time). They may also capture aspects of sleep continuity, in-
cluding total sleep time (calculated sleep duration based on 
time in bed, subtracting sleep latency and wake time after 
sleep onset). These parameters may be assessed retrospec-
tively (e.g., through surveys and questionnaires) or pro-
spectively; prospective assessments can be subjective (e.g., 
sleep diary) or objective (e.g., actigraphy). These studies 
often sacrifice precision for generalizability [2–4].

But what is “insufficient sleep?” Often, terms such as 
sleep deprivation, sleep loss, short sleep, and others are 
used interchangeably. Also, “insufficient sleep” is some-
times used interchangeably with concepts such as sleep 
deficiency (insufficient sleep duration or inadequate sleep 
quality), poor sleep quality, and even insomnia despite 
these concepts being misapplied to insufficient sleep [2–4].

With this in mind, defining insufficient sleep has been 
problematic, since all of these concepts have appropri-
ated the label of “insufficient sleep.” For the purposes of 
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this chapter, “insufficient sleep” will refer to sleep duration 
that is likely too brief to meet physiologic needs. Also, this 
chapter focuses on habitual sleep duration in the popula-
tion and thus experimental terms such as sleep deprivation 
are not appropriate. Even at the population level, there is 
disagreement regarding how much sleep is “insufficient.” 
Various studies use cutoffs of 4, 5, 6, or 7 h as representing 
insufficient sleep.

Recently, a consensus panel was convened by the 
American Academy of Sleep Medicine and Sleep Research 
Society to determine the recommended amount of sleep for 
a healthy adult. This panel recommended that 7 or more 
hours was recommended [5, 6]. In a follow-up manu-
script, the panel members discussed in detail how this was 
reached, pointing out that the consensus was most clear that 
6 h or less was likely insufficient and less clear for sleep du-
rations between 6 and 7 h [5, 6]. This finding was echoed in 
similar consensus statements issues by the National Sleep 
Foundation [7, 8], the American Thoracic Society [9], and 
the American Heart Association [10]. Therefore, for the 
purposes of this chapter, “insufficient sleep” will generally 
refer to habitual sleep duration of 6 h or less.

PREVALENCE OF INSUFFICIENT SLEEP

In order to estimate the prevalence of insufficient sleep in 
the population, data sources that assess habitual sleep dura-
tion in large samples that are representative of the general 
population. Existing work in this area is limited, as most 
studies that investigate sleep in such samples do so without 
using well-validated assessments of sleep. It is important to 
note that most population estimates of habitual sleep dura-
tion are based on subjective, retrospective self-report, which 

presents biases in assessing sleep [11, 12]. These estimates 
may better reflect time in bed than actual physiologic sleep 
and should be interpreted with appropriate caution.

Insufficient sleep in the population

Estimates of the prevalence of insufficient sleep have used 
the Behavioral Risk Factor Surveillance System (BRFSS) 
in the United States. The BRFSS is an annual telephone 
survey of hundreds of thousands of US adults, con-
ducted by the Centers for Disease Control and Prevention 
(CDC) (http://www.cdc.gov/brfss). It is state-based, with 
 population-weighted samples representing each strata of 
age, sex, race/ethnicity, and geographic region. Sleep du-
ration in the BRFSS is assessed with the item, “On aver-
age, how many hours of sleep do you get in a 24-h period?” 
Responses are coded in whole numbers. Liu and colleagues 
reported population-weighted prevalence estimates for 
sleep duration around a cutoff of 7 h (based on the consen-
sus statement [13] from the 2014 BRFSS (N = 444,306). 
Overall, the age-adjusted estimated prevalence of insuffi-
cient sleep (≤6 h) was reported to be 35.1% of the US popu-
lation. Grandner and colleagues [14] reported prevalence 
estimates also using the 2014 BRFSS. Estimated prevalence 
by hour was calculated, such that the estimated prevalence 
by hour of sleep duration was 1.12% for ≤3 h, 3.19% for 
4 h, 7.75% for 5 h, 23.55% for 6 h, 28.72% for 7 h, 27.64% 
for 8 h, 4.42% for 9 h, 2.35% for 10 h, and 1.27% for ≥11 h. 
See Fig. 2.1 for a graphical representation of these data.

Other prevalence estimates have also been calculated us-
ing the National Health and Nutrition Examination Survey 
(NHANES). The NHANES is a survey that is also con-
ducted by the CDC that includes a nationally-representative 
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FIG. 2.1 Distribution of sleep duration in the US Population using 2014 BRFSS. Data from Grandner MA, Seixas A, Shetty S, Shenoy S. Sleep duration 
and diabetes risk: population trends and potential mechanisms. Curr Diab Rep 2016;16(11):106. PubMed PMID: 27664039.
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sample (http://www.cdc.gov/nchs/nhanes). The sample 
size is much smaller than the BRFSS, though reliability of 
data may be improved since surveys were administered in 
person rather than over the phone. Similar to the BRFSS, 
NHANES assesses sleep duration by whole number hour 
(no partial hours). Unlike the BRFSS, though, NHANES 
assesses sleep duration with the item, “How much sleep do 
you usually get at night on weekdays or workdays?” Thus, 
this item may capture modal nighttime sleep, rather than 
24-h sleep, which may include naps. Using the 2007–2008 
wave of NHANES, Grandner and colleagues calculated 
prevalence estimates for sleep duration by category, with 
4.96% reporting ≤4 h, 32.16% reporting 5–6 h, 55.68% 
reporting 7–8 h, and 7.20% reporting ≥9 h [15]. Thus, in-
sufficient sleep (≤6 h) was reported by 37.12% of the US 
population. The higher estimate relative to BRFSS may be 
explained by the wording of the item, which does not in-
clude naps or weekends. See Fig. 2.1 for an illustration of 
these values.

Lower estimates of short sleep duration are reported by 
Basner and colleagues using data from the American Time 
Use Survey (ATUS) [16]. The ATUS is conducted annually 
by the US Bureau of Labor Statistics and assigns activity 
codes to each 15-min increment of the 24-h day in a rep-
resentative sample of US adults (http://www.bls.gov/tus). 
Because ATUS does not distinguish time in bed from time 
asleep, values will generally overestimate sleep and un-
derstate insufficient sleep [16]. Using ATUS from 2003 to 
2011 (N = 124,517), the estimated prevalence of insufficient 
sleep (≤6 h) was 10.6%, compared to 78.4% for 6–11 h and 
11.0% for ≥11 h.

Thus, estimates for insufficient sleep (≤6 h) from relatively 
recent, nationally representative surveys, are 10.6% from 
ATUS, 35.1% from BRFSS, and 37.12% from NHANES. 
These may vary as a result of the survey item asked, as well 
as other factors including the years included and sampling 
methodologies. Although other studies have examined large 
samples using more well-validated measures, none of these 
studies are nationally-representative and thus cannot be used 
to develop population prevalence estimates.

Rather than assess insufficient sleep relative to a bench-
mark (sleep hours), an alternative approach would be to 
ask individuals how often they perceive their sleep to be 
insufficient. The 2008 BRFSS asked, “During the past 
30 days, for about how many days have you felt that you 
did not get enough rest or sleep?” Based on this variable, 
Mcknight-Eily and colleagues [17] reported prevalence 
estimates based on responses to this variable. They esti-
mate that 30.7% of the population reports 0/30 days of in-
sufficient sleep, with 1–13 days reported by 41.3% of the 
population, 14–29 days reported by 16.8% of the popula-
tion, and 30/30 days reported by 11.1% of the population. 
Based on these estimates, 27.9% of the US population re-
ports perceived sleep insufficiency at least 2 weeks out of 

the month. Interestingly, this estimate is similar to the ~1/3 
of the population who experience insufficient sleep based 
on sleep duration, though the overlap between these groups 
is only moderate [18].

Insufficient sleep by age

Based on BRFSS data, Liu and colleagues [19] provided 
age-based prevalence estimates for insufficient sleep (≤6 h). 
They reported estimated of 32.2% for those age 18–24, 
37.9% for 25–34, 38.3% for 35–44, 37.3% for 45–64, and 
26.3% for those 65 or older (see Fig.  2.2). Of note, the 
lowest rate of insufficient sleep was seen among the old-
est adults. This is consistent with other studies that showed 
that perceived insufficient sleep declines with age [20], as 
does self-reported sleep disturbance [21–23]. This is in con-
trast to more objective sleep disturbances, which are well-
characterized to increase in older adults [24–26]. There are 
a number of potential reasons for this, including retirement 
offering greater sleep opportunity and differing expecta-
tions regarding sleep [27].

Similar prevalence estimates of sleep duration by age in 
NHANES were reported by Grandner and colleagues [15]. 
Among teenagers aged 16–17, prevalence of sleep duration 
was 0.63% for ≤4 h, 19.38% for 5–6 h, 62.47% for 7–8 h, 
and 17.52% for ≥9 h. For younger adults aged 18–30, prev-
alence was 4.83% for ≤4 h, 31.02% for 5–6 h, 54.44% for 
7–8 h, and 9.81% for ≥9 h. For adults aged 30–50, preva-
lence was 5.86% for ≤4 h, 33.61% for 5–6 h, 55.49% for 
7–8 h, and 5.03% for ≥9 h. For adults aged 50–65, preva-
lence was 4.95% for ≤4 h, 35.41% for 5–6 h, 56.04% for 
7–8 h, and 3.61% for ≥9 h. For older adults 65 and older, 
prevalence was 4.17% for ≤4 h, 28.31% for 5–6 h, 55.58% 
for 7–8 h, and 11.94% for ≥9 h. Thus, prevalence of insuffi-
cient sleep (≤6 h) was reported to be 20.01% for those aged 
16–17, 35.85% for those aged 18–30, 39.47% for adults 
30–50, 40.36% for adults age 50–65, and 32.48% for older 
adults over 65. Again, prevalence of insufficient sleep is 
highest in working age adults.

20%

25%

30%

35%

40%

18–24 25–34 35–44 45–64 65 or older

FIG. 2.2 Insufficient sleep (6 h or less) by age.
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Using the ATUS data, Basner and colleagues [16] found 
that, compared to 15–24 year olds, increased likelihood of in-
sufficient sleep (≤6 h) was seen in those aged 25–34 (OR = 1.38; 
95% CI = 1.18;1.61), 35–44 (OR = 1.40; 95% CI = 1.22;1.62), 
45–54 (OR = 1.68; 95% CI = 1.44;1.94), and 55–64 (OR = 1.41; 
95% CI = 1.18;1.68), but not those 65 or older. Similarly, short-
est sleep durations were seen in working age adults.

Using self-reported insufficiency from the BRFSS, 
Mcknight-Eily and colleagues [17] report that the preva-
lence of self-reported insufficient sleep at least 14 of the 
past 30  days was reported by 31.3% of 18–24  year olds. 
Estimated prevalence was 34.2% for 35–34  year olds, 
32.1% for 35–44 year olds, 27.2% for 45–64 year olds, and 
15.0% for those 65 or older.

Insufficient sleep by sex

Several studies have examined sex relative to insufficient 
sleep. Liu and colleagues reports that based on the 2014 
BRFSS data, insufficient sleep (≤6 h) is reported by 35.4% 
of men and 34.8% of women [19]. Using data from the 
2007–2008 NHANES, Whinnery and colleagues report no 
sex differences in likelihood of insufficient sleep (though 
they report that women are 35% less likely to report long 
sleep duration after adjusting for covariates) [28]. Using 
NHIS data, Krueger and Friedman report that men are 7% 
less likely to report ≤5 vs 7 h of sleep [29]. Basner and col-
leagues report that men are more likely to report insufficient 
sleep (OR = 1.27; 95% CI = 1.20; 1.35) [16]. McKnight-Eily 
reports that self-reported insufficient sleep at least 14 out of 
the past 30 days was reported by 25.5% of men and 30.4% 
of women [17]. Taken together, sex differences in insuffi-
cient sleep are likely small and difficult to observe. This 
is in contrast to self-reported sleep disturbances, which are 
much more prevalent in women [30–32].

Insufficient sleep by race/ethnicity

Many studies have documented differences in sleep dura-
tion by race/ethnicity. In general, racial/ethnic minorities 
are more likely to experience insufficient sleep duration. 
Actigraphic studies have shown that racial/ethnic minori-
ties demonstrate a sleep duration between 40 and 60 min 
less than non-Hispanic White counterparts [33–35].

More data are available from survey studies that included 
larger numbers of people but lack the precision of objective 
measurements. For example, data from the NHIS has shown 
that sleep duration of 6 h or less was more prevalent among 
Blacks/African-Americans, non-Mexican Hispanics/
Latinos, and Asians/Others, compared to non-Hispanic 
Whites [36, 37]. Longitudinal analysis of NHIS data sug-
gests that Black-White differences in insufficient sleep 
have persisted, relatively unchanged since 1977 [38, 39].  
See Fig. 2.3 for an illustration of this.

Other population-level studies have found similar pat-
terns. For example, Stamatakis showed in the Alameda 
County study that African-Americans were about twice as 
likely to report short sleep duration [40]. Using NHANES 
data, Whinnery and colleagues showed that Blacks/African-
Americans are about 2.5 times as likely to sleep <5 h and 
about twice as likely to sleep 5–6 h, compared to non- Hispanic 
Whites. Non-Mexican Hispanics/Latinos were about 2.7 
times as likely to sleep <5 h and Asians/Others were about 
four times as likely to sleep <5 h and about twice as likely 
to sleep 5–6 h. Mexican-Americans were the only minority 
group not more likely to report insufficient sleep [28].

Insufficient sleep by socioeconomic status

Perhaps due to environmental stressors, those of lower 
socioeconomic status are more likely to experience in-
sufficient sleep. Kruger and Friedman used NHIS data to 
compute mean family income according to sleep duration 
[29]. They found that the highest mean income was reported 
among 7-h sleepers ($48,065), with the lowest income lev-
els in those sleeping 5 h or less ($36,819) or 9 h or more 
($34,883). Stamatakis evaluated likelihood of insufficient 
sleep relative to income quintile [40]. This study reported 
that compared to the highest income quintile, short sleep 
duration (6 h or less) was increasingly reported in the fourth 
(3% more likely), third (11% more likely), second (29% 
more likely), and first quintile (54% more likely). Using 
BRFSS data, days of perceived insufficient sleep decreased 
at higher levels of household income [20].

Using NHANES data, Whinnery and colleagues exam-
ined several socioeconomic indices relative to sleep duration 
[28]. Compared to those with family income over $75,000, 
increased likelihood of <5 h of sleep (P < 0.05) was ob-
served for all categories, including <$20,000 (OR = 5.5), 
$20,000–$25,000 (OR = 2.9), $25,000–$35,000 (OR = 4.1), 
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FIG. 2.3 Black-white differences in 7–8 h sleep in the US Population in 
NHIS. Data from Jean-Louis G, Grandner MA, Youngstedt SD, Williams 
NJ, Zizi F, Sarpong DF, Ogedegbe GG. Differential increase in preva-
lence estimates of inadequate sleep among black and white Americans. 
BMC Public Health 2015;15:1185. PubMed PMID: 26611643; PMCID: 
PMC4661980; Jean-Louis G, Youngstedt S, Grandner M, Williams NJ, 
Sarpong D, Zizi F, Ogedegbe G. Unequal burden of sleep-related obesity 
among black and white Americans. Sleep Health. 2015;1(3):169–176. 
PubMed PMID: 26937487; PMCID: PMC4770938.
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$35,000–$45,000 (OR = 2.4), $45,000–$55,000 (OR = 2.8), 
$55,000–$65,000 (OR = 2.4), and even $65,000–$75,000 
(OR = 3.8). Increased likelihood of 5–6 h sleep relative 
to those earning over $75,000 was only seen in the low-
est income group earning <$20,000 (OR = 1.3). Education 
level was another socioeconomic indicator that was asso-
ciated with sleep duration in this sample. Those with less 
than a high school education were approximately four 
times as likely to report <5 h of sleep, compared to col-
lege graduates. Similarly, those who completed some high 
school were more likely than college graduates to report 
<5 (OR = 5.3) and 5–6 (OR = 1.7) hours of sleep, those who 
completed high school were more likely than college gradu-
ates to report <5 (OR = 4.3) or 5–6 (OR = 1.6) hours, and 
those with some college were also more likely than college 
graduates to report <5 (OR = 3.6) or 5–6 (OR = 1.6) hours 
of sleep [28]. Another socioeconomic indicator evaluated 
in this study was lack of access to healthcare, which was 
more common among those reporting <5 h of sleep. Food 
insecurity—a measure of inability to financially provide 
healthy access to enough food—was also more common 
among those reporting <5 and 5–6 h of sleep [28].

Insufficient sleep by geography

Insufficient sleep in the United States is differentially expe-
rienced across varying regions of the country. An analysis 
of self-reported perceived insufficient sleep using BRFSS 

data was reported [41]. Using a geospatial hotspot analy-
sis, several key “hotspots” of insufficient sleep were identi-
fied in the United States, including parts of the southeast, 
parts of the Texas/Louisiana border, areas in the Midwest, 
and the largest hotspot in central Appalachia. “Coldspots” 
with abnormally low levels of insufficient sleep were seen 
in the northern Midwest (Wisconsin/Minnesota/Iowa), 
central Texas, central Virginia, and areas in along the West 
Coast. See Fig. 2.4 for a map of US counties relative to their 
proportion of insufficient sleep and Fig. 2.5 for a map of 
hotspots and coldspots.

Rather than examine statistical hotspots of perceived in-
sufficient sleep, researchers at the CDC used BRFSS data to 
map prevalence of ≤6 h of sleep across the United States19. 
The US states with the highest prevalence were (in order) 
Hawaii (43.9%), Kentucky (39.7%), Maryland (38.9%), 
Alabama (38.8%), Georgia (38.7%) and Michigan (38.7%). 
The US states with the lowest prevalence were (in order) 
South Dakota (28.4%), Colorado (28.5%), Minnesota 
(29.2%), Nebraska (30.4%), and Idaho (30.6%).

KEY LIMITATIONS TO POPULATION 
ESTIMATES OF INSUFFICIENT SLEEP

There are several key limitations in the existing literature 
on insufficient sleep epidemiology. First, there is a lack of 
clarity of gold-standard methods for estimating popula-
tion levels of sleep duration. Most of these studies used 
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FIG. 2.4 County-level insufficient sleep in the US. From Grandner MA, Smith TE, Jackson N, Jackson T, Burgard S, Branas C. Geographic distribution 
of insufficient sleep across the United States: a county-level hotspot analysis. Sleep Health 2015;1(3):158–165. PubMed PMID: 26989761; PMCID: 
4790125.
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 single-item self-report measures from surveys, which are 
fraught with psychometric problems [2, 11, 42]. Not only 
do self-report measures tend to over-report sleep relative 
to physiologic recordings and likely better approximate 
time in bed than physiologic sleep, they may be sub-
ject to a number of other biases, demand characteristics, 
and social desirability. There still exists no nationally- 
representative dataset that estimates sleep duration based 
on gold-standard approaches, especially those that record 
physiologic sleep.

Second, the definition of insufficient sleep varies widely 
across studies, and most studies do not allow enough reso-
lution to examine different cutoffs. Given recent consensus 
statements [5–7, 9, 10], a cutoff of 7 h seems reasonable, 
but there is yet no clear consensus on the range between 6 
and 7 h, where many Americans fall regarding their typical 
sleep habits. Also, it is not clear whether a determination 
of insufficient sleep should be made on the basis of physi-
ologic sleep or perceived sleep.

Third, definitions of insufficient sleep are based on no-
mothetic, population-level recommendations which don’t 
take into account individual differences in sleep need, sleep 
ability, and resilience to sleep loss. Also, these do not neces-
sarily take into account sleep sufficiency relative to any par-
ticular outcome. Future work should consider these issues in 
order to take a more personalized/precision medicine view 
of sleep duration, as it relates to an individual and impacts 
on specific outcome measures, in a specific set of contexts.

PREVALENCE OF POOR SLEEP QUALITY

Poor sleep quality, like insufficient sleep, has been vari-
ably defined. The National Sleep Foundation has recently 
attempted to develop a coherent conceptualization of sleep 
quality [43, 44]. In a consensus document, elements of 
sleep quality included sleep latency (amount of time to fall 
asleep), wake time after sleep onset (amount of time awake 
at night), and sleep efficiency (proportion of the time in bed 
spent sleeping). Thus, sleep quality was generally defined 
as good sleep continuity. Recognizing the limitations of 
this, the National Sleep Foundation has begun work on a 
tool to measure sleep satisfaction with is presented as an-
other key element of overall sleep quality [45]. In addition 
to sleep-focused elements as indicators of sleep quality, per-
haps daytime indicators can be useful as well. For example, 
daytime sleepiness is often an indicator of poor nighttime 
sleep [46, 47] and may also serve as an indicator of poor 
sleep quality.

Prevalence of sleep disorders

Poor sleep quality can refer to a relatively wide range of 
problems, including sleep disorders as well as sleep symp-
toms. The most common types of sleep disorders in the 
population are insomnia and sleep apnea. Although other 
chapters in this volume focus specifically on these is-
sues at the population level, it is important to note that the 
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FIG. 2.5 Hotspots and coldspots of insufficient sleep in the US. From Grandner MA, Smith TE, Jackson N, Jackson T, Burgard S, Branas C. Geographic 
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 population prevalence of acute insomnia is high (about 4% 
per month) [48, 49] and that although most of these resolve, 
approximately 10% of the population likely meets criteria 
for an insomnia disorder [50, 51].

Regarding sleep apnea, prevalence estimates need to ac-
count for sex and body mass index. Relatively recent esti-
mates of the prevalence of sleep apnea estimate that among 
men age 30–49, rates are 7.0%, 18.3%, 44.6%, and 79.5% 
for those with BMI of <25, 25–29.9, 30–39.9, and 40 or 
above, respectively. For men 50–70, the rates increase to 
18.9%, 36.6%, 61.4%, and 82.8%, respectively. For women 
age 30–49, the rates of sleep apnea are lower, at 1.4$, 4.2%, 
13.5%, and 43.0% for women with a BMI of <25, 25–29.9, 
30–39.9, and 40 or higher, respectively. As with men, 
these numbers are higher in women age 50–70, with 9.3%, 
20.2%, 41.1%, and 67.9% with sleep apnea among those 
with BMI of <25, 25–29.9, 30–39.9, and 40 or greater, re-
spectively. This high prevalence of sleep apnea (Fig. 2.6) is 
particularly notable [52], especially since recent estimates 
suggest that approximately 85% of sleep apnea cases are 
never diagnosed, and up to half of diagnosed cases remain 
insufficiently treated [53].

Regarding circadian rhythm sleep disorders, the prev-
alence of delayed sleep phase disorder is estimated to be 
about 0.2% of the general population but 7–16% of ado-
lescents [54]. Prevalence of other circadian rhythm sleep 
disorders is largely unknown, though the prevalence of shift 
work disorder is estimated to be about 5–10% of the popu-
lation, based on prevalence estimates of night shift work 
and the prevalence of the disorder among shift workers [55].

Prevalence of sleep complaints

Several studies have examined prevalence of sleep com-
plaints in the general population. For example, Grandner 
and colleagues [21] found that the rate of general sleep dis-
turbance in the US population was about 16% in men and 
21% in women, and general daytime fatigue was 18% in 
men and 26% in women. However, this depended on age. 
Fig. 2.7 depicts the rates of these across age groups, illus-
trating a general decline in reports with age. Of note, in 
women, increased sleep duration and tiredness are evident 
around the age typical of menopause and in both men and 
women, fatigue increases starting at age 70. When odds ra-
tios for these outcomes were computed after adjusting for 
covariates that included sociodemographics, health and de-
pression, the decrease in symptoms with age was even more 
pronounced. This has been replicated by several others, 
using other databases and addressing the issue of subjec-
tive sleep complaint in different ways [20, 22]. In general, 
self-reported sleep complaints generally decrease with age. 
This is in contrast to objective sleep disturbances, which 
generally increase with age [24].

This general sleep complaint may be differentially ex-
perienced across demographic groups. Grandner and col-
leagues [56] showed that in addition to age and sex, general 
sleep disturbance was reported more frequently among 
non-Hispanic Whites, compared to other groups. It was also 
more frequently reported by those with less education, less 
income, and lack of employment. In addition, it is reported 
more frequently among those in worse health overall and 
less healthcare access [21].

Regarding specific sleep complaints, Grandner and 
colleagues [57] examined data from the NHANES. In a 
 nationally-representative sample, the prevalence of self- 
reported sleep latency >30 min was 18.8%. Regarding other 
insomnia symptoms, the prevalence of difficulty at least once 
per week was 19.4% for falling asleep, 20.9% for resuming 
sleep during the night, and 16.5% for early morning awaken-
ings; regarding problems at least three nights per week, these 
rates were reduced to 7.7%, 7.7%, and 5.8%, respectively. 
Regarding daytime symptoms, daytime sleepiness and non-
restorative sleep at least once per week were reported by 
18.8% and 28.7% of the population, respectively; when the 
criterion was increased to three nights per week, this was 
reduced to 5.8% and 10.9%, respectively. In this sample, 
70.6% of adults reported snoring at least once per week and 
51% reported snoring at least three nights per week.

SUMMARY AND CONCLUSIONS

Although accurately measuring sleeping individuals in large 
numbers is difficult, prevalence estimates for insufficient 
and poor quality sleep can be obtained from large-scale 
studies of health. Despite limitations of these estimates, 
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it is clear that many adults are achieving insufficient sleep 
duration and/or inadequate sleep quality. This is concern-
ing, since sleep is associated with so many important out-
comes including health, daytime functioning, and mental 
well-being. Public health surveillance efforts should aim to 
improve measurement of sleep health at the population level 
across multiple domains. In addition, public health inter-
vention efforts should address healthy sleep as an important 
population health goal.
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INTRODUCTION

Biologically based sex differences contribute to sleep-
related differences in men and women and may help ex-
plain the differential risk for sleep disorders [1–5]. Sex 
differences refer to biological and physiological differences 
between men and women, with the sex chromosomes and 
the gonadal hormones primarily contributing to these dif-
ferences at the cellular, organ, and system levels. Emerging 
clinical evidence suggests that sleep dysregulation may 
have more severe health consequences for women than 
men. Several studies have demonstrated that women report 
more sleep difficulties [6, 7] and are at greater risk for a 
diagnosis of insomnia compared to men [8, 9]. In general, 
there is a higher prevalence of insomnia and dissatisfaction 
with sleep in women across a wide age range. In subjec-
tive studies, women report poorer sleep quality, difficulties 
falling asleep, frequent night awakenings and longer pe-
riods of time awake throughout the night [3]. In contrast, 
objective measures of sleep, measured by actigraphy and 
polysomnography (PSG), have demonstrated shorter sleep 
onset latency, increased sleep efficiency and total sleep time 
in women compared to men [10–12], whereas a metaanal-
ysis of sex differences of sleep behaviors in older adults 
(aged 58+) revealed no sex differences in total sleep time 
[13]. In addition to sex differences found in complaint of 
sleep disturbances, sex differences also exist for treatment 
of sleep disorders. For example, in 2013 the US Food and 
Drug Administration (FDA) required the manufacturers of 
Ambien to lower the recommended dose of zolpidem for 
women from 10 to 5 mg for immediate-release products and 
from 12.5 to 6.25 mg for extended-release products due to 
the risk of next-morning impairment and motor vehicle ac-
cidents. Women appear to be more susceptible to this risk 
because they eliminate zolpidem from their bodies more 
slowly than men. Zolpidem is the first drug in the United 
States to have different recommended doses for women 
versus men, but it seems likely pharmacokinetic sex dif-
ferences would lead to differences in rates of absorption, 

metabolism, and excretion of other medications as well. 
This review will focus on sex differences in sleep across 
the lifespan.

SEX DIFFERENCES IN INFANT SLEEP

Newborns spend 60%–70% of the 24 h day in sleep, com-
pared to just 20%–25% in adults [14, 15]. The brain struc-
tures and systems that regulate sleep and the circadian 
process are still relatively immature in newborns, and neo-
nates are not synchronized to the 24 h day. By the end of 
first month, though, infants begin to spend more time awake 
during the day and more time sleeping at night. Infants pos-
sess a very strong homeostatic drive for sleep and, com-
bined with the relative lack of a circadian rhythm, infants 
frequently cycle between sleep and wakefulness throughout 
the 24 h day, requiring frequent naps to dissipate the quickly 
building sleep pressure [14]. Sleep in early infancy has not 
yet developed the cyclic patterns found in later life, and 
is more appropriately characterized as active sleep, quiet 
sleep, or indeterminate sleep [16]. It is not until roughly 
3 months of age that infant sleep begins to consolidate to 
resemble the organization and rhythmicity that it will main-
tain throughout the lifespan [17].

The limited research into infant sleep has indicated 
small and inconsistent sex differences [18]. Even so, there 
are some important distinctions that could play a vital role 
in infant health. Males tend to lag behind females in the 
development of the central nervous system (CNS), lead-
ing females to have more mature respiration during the 
first 6 months [19] and more organized sleep patterns [20]. 
These immaturities have been linked with Sudden Infant 
Death Syndrome (SIDS), which affects males at rates about 
1.5 times those of females [21]. Intuitively, the earlier de-
velopment of the CNS system in infant girls suggests that 
circadian entrainment may happen at an earlier chronologi-
cal age in girls compared to boys. In fact, there is some evi-
dence that suggests that girls do, in fact, demonstrate earlier 
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rhythm development in terms of core body temperature 
[22]. Few studies, however, have examined sex differences 
of early circadian development, so conclusions cannot yet 
be drawn.

In terms of sleep continuity, although findings have been 
inconsistent, infant boys tend to have shorter sleep dura-
tion (by 5–10 min, on average) and wake earlier than girls 
[23–25]. Boys spend less time in motionless or quiet sleep 
compared to girls [25]. Thus, in the first year of life, boys 
are more active sleepers [26], wake more frequently, and 
tend to have lower sleep efficiency compared to girls [27]. 
By the end of the first 18 months, however, sex differences 
in nocturnal awakenings have been shown to diminish [18].

Sleep duration in infants has been linked to rates of 
physical growth and weight gain. For all infants, shorter 
sleep duration is correlated with a higher weight to length 
ratio. When examining the sleep duration—growth relation-
ship by sex, poorer sleep quality (more fragmented sleep) 
is associated with a greater weight to length ratio in male 
infants at 6 months of age compared to female infants [28]. 
Thus, the link between poor sleep and weight gain likely 
begins in infancy and is particularly relevant for males.

SEX DIFFERENCES IN CHILDHOOD SLEEP

As development progresses into early childhood, homeo-
static sleep drive remains higher compared to adolescents 
and adults [29]. Over the course of childhood homeostatic 
sleep pressure trends toward a slower daytime build up, 
allowing for children to maintain longer periods of wake-
fulness during the day. By 12 months of age, children are 
napping on average twice daily for several hours [30]. By 
the third and fourth year, children begin to need shorter and 
less frequent naps as they move toward a more consolidated 
sleep-wake pattern [31]. In accordance with these changes, 
total sleep need decreases and total sleep duration (includ-
ing naps) moves from around 13 h at age two, 11 h at age 
six, to 10 h by age nine [32]. In childhood, daily sleep-wake 
patterns stay fairly consistent; wake typically occurs spon-
taneously and at consistent times, even on weekends [33].

Few studies have explored sex differences in childhood 
sleep and the findings remain generally inconsistent and 
relatively small. Although some studies have found no sex 
differences at all [34], there is mounting evidence for general 
trends that mirror those found in infancy. Across the length 
of childhood, girls tend to sleep longer than boys [24, 35, 36], 
potentially attributed to later morning wake times in girls, as 
opposed to differing bed times [24]. It should be noted, how-
ever, that other studies have either found no such differences 
[37], or have found earlier wake times in girls [38], and later 
bed times in boys [39]. Regardless, differences in sleep ef-
ficiency become more apparent during childhood, with girls 
showing higher sleep efficiency and smaller proportions of 
wakefulness compared to boys [36, 40].

Despite the appearance of better sleep suggested by 
higher sleep efficiency and shorter awakenings, girls are 
more vulnerable to sleep complaints, even in childhood. 
These include problems with bedtime resistance, sleep 
anxiety, and daytime sleepiness [41]. In a study assessing 
insomnia across 5–12-year-olds, whereas rates in males re-
mained steady, rates of insomnia for females reached their 
peak in late childhood (aged 11–12), at the cusp of pubertal 
onset [42].

Sleep problems such as these are correlated with emo-
tional and affective problems throughout the lifespan. Sleep 
disturbance is both a risk factor for and a response to many 
emotional and behavioral problems [43–45]. In children, in-
somnia symptoms have been linked to behavioral problems, 
including both internalizing and externalizing behaviors, 
mood variability, and school problems [46]. Further, both 
prepubertal and pubertal girls with depression show a lower 
amplitude of circadian rest-activity cycles, indicating a lack 
of circadian entrainment to the 24 h clock, resulting in irreg-
ular sleep-wake schedules and sleep complaints [47]. Thus, 
early sleep problems may be one initiating factor related to 
emotional problems that may persist into adolescence, and 
girls may be especially vulnerable to the negative effects of 
poor sleep.

Health-related outcomes of poor sleep in childhood are 
highlighted by the associations that exist between short 
sleep duration and obesity in childhood through young 
adulthood. In children as young as 3 years of age, short 
sleep duration is associated with a greater body mass index 
(BMI) for boys, but not for girls [39]. In a longitudinal study 
of 313 children/adolescents ages 8–19 years, Storfer-Isser 
et al. found sleep duration to have a negative linear associa-
tion with BMI for boys but not girls, and the magnitude of 
the association decreased with age [48]. Thus, short sleep 
duration is associated with BMI and weight gain in boys 
during their middle childhood through young adulthood but 
less so through their middle-to-older adult years. Findings 
are contradictory, however, owing in part to differences in 
study design (cross-sectional vs longitudinal), measurement 
(self-report vs objective measures of sleep), race/ethnicity, 
and country of origin.

SEX DIFFERENCES IN ADOLESCENT SLEEP

Puberty brings with it significant physical and psychologi-
cal change and marks the emergence of most sex related dif-
ferences in sleep health. Sleep itself is closely related to the 
regulation of endocrine functioning closely tied to puberty 
initiation and reproductive functioning, including growth 
hormone, melatonin, and sex steroids, such as testosterone 
in males and estrogen and progestin in females [49, 50].

Because girls typically begin puberty at an earlier 
chronological age, they begin to show circadian phase ad-
vancement before boys [51–54] and the sex differences 
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found in infancy and childhood become more pronounced. 
Homeostatic sleep pressure slows significantly at the on-
set of puberty, allowing adolescents to be able to main-
tain wakefulness for even longer periods of time [31]. As 
adolescents mature, the circadian phase shifts later, caus-
ing more wakefulness in the evenings and later bedtimes 
[55, 56]. Some studies have found as much as an hour 
difference in bedtimes once puberty is initiated [54]. The 
puberty-related changes in sleep and circadian timing can 
be attributed to the complex relationship between sleep and 
endocrine functioning. Melatonin is a hormone secreted by 
the pineal gland that is closely tied to the circadian rhythm. 
In humans, melatonin levels are lowest during the day and 
gradually increase in the hours just prior to sleep onset [57]. 
During childhood, melatonin peaks in the early evening; but 
during puberty, the timing of the melatonin peak begins to 
occur later [58].

Despite the biological shift toward a later bedtime, total 
amount of sleep need is not significantly lower than that 
of children. When this phase shift is combined with the in-
creased demands that adolescents face in terms of school 
start times and other obligations, the result is often a sleep 
duration that does not meet recommendations [33, 54, 59]. 
As a result, daytime sleepiness increases dramatically dur-
ing adolescence along with the physical, cognitive, and 
emotional consequences of inadequate sleep [60]. In boys, 
inadequate sleep is related to risk behaviors such as smok-
ing, alcohol use, and excessive caffeine usage. For girls, 
however, poor sleep is associated with more emotional and 
relationship difficulties [61].

Adolescent girls continue exhibit a longer sleep pe-
riod than boys [52, 62, 63], with later weekend wake 
times [54]. Sleep efficiency also remains higher for girls 
compared to boys [62]. Conversely, boys are, on average, 
more active sleepers and spend less time in motionless 
sleep compared to girls. In fact, as males mature and be-
gin puberty, wake time after sleep onset increases [62, 64].  
Males also report later bedtimes and more weekday 
to weekend discrepancy in bed and wake times [65]. 
Conversely, girls tend to be more extreme sleepers,  either 
sleeping much shorter (less than 6 h), or much longer 
(greater than 10 h) than average [66].

Prior to adolescence, no gender differences have been 
consistently detected in sleep architecture. Concurrent with 
the phase delay that occurs with puberty, slow wave sleep 
also begins to decline and is indicative of brain matura-
tion. In prepubertal children, delta power remains the same 
across both sexes. Girls, however, begin to experience this 
decline in slow wave activity before boys. By the age of 
12, boys have greater delta power per minute comparatively, 
likely attributed to girls’ earlier entry into puberty [67]. Sex 
differences remain to a degree, however, when pubertal sta-
tus is controlled, suggesting that gender differences exist 
beyond pubertal timing [68].

Pubertal onset is a time when sex differences in sleep 
complaints tend to arise and are maintained into adulthood. 
Although the degree to which these hormonal changes are 
mechanistic of these differences remain unclear, adoles-
cent girls report greater sleep difficulties than boys. Girls 
report longer sleep onset latency and exhibit greater rates 
of insomnia compared to boys [65, 69]. The increased in-
somnia risk in females persists across the lifespan [69, 70]. 
Increased vulnerability to restless legs symptoms also co-
occurs with pubertal onset, and affects adolescent girls at 
higher rates than males contributing to poorer sleep quality 
and difficulty in sleep initiation [71, 72]. Furthermore, be-
cause puberty is a time of increased vulnerability to affec-
tive disorders [73], the relationship between poor sleep and 
general emotional problems becomes more pronounced. 
Insufficient sleep is associated with higher ratings of anxi-
ety, depression, and negative perceptions of health [74]. This 
is particularly problematic given that even when psychiatric 
disturbances are treated, sleep problems often persist [75].

Beyond emotional difficulties, insufficient sleep in ad-
olescence continues to be linked with metabolic and car-
diovascular consequences. In the National Longitudinal 
Study of Adolescent Health, Suglia et  al. [76] found that 
short sleep duration was associated with obesity in adoles-
cent males (mean age 16 years) but not females. However 
in longitudinal analyses of the same study, the investigators 
found short sleep in adolescents to be predictive of obesity 
in young adulthood (mean age 21 years) in both males and 
females. Also, during puberty, physiological changes that 
occur lead to differences in fat mass, body composition, 
and hormonal changes between adolescent boys and girls 
such that boys tend to decrease fat mass due to increases in 
growth hormone and testosterone and girls tend to increase 
fat mass due to estradiol. Thus, the relationship between 
sleep duration and metabolism, postpuberty into younger 
adulthood, may start favoring a greater obesogenic propen-
sity among women compared to men. Further, sleep and 
obesity are both risk factors for hypertension, a particularly 
dangerous and growing health concern [77–79]. A study 
by Peach et al. found that sleep quality and daytime sleepi-
ness directly serve as direct risk factors for greater BMI, 
which indirectly predicts hypertension. For males, however, 
shorter sleep duration was found to differentially drive these 
risks whereas daytime sleepiness (a proxy for poor qual-
ity sleep) was more likely to be a risk factor for females. 
Therefore, when considering the link between sleep and 
physiological health complaints, risk factors are differen-
tially tied to biological sex, and thus findings of studies that 
do not take into sex into account may be misleading [80].

Sex differences in sleep disordered breathing also 
emerge during adolescence and are related to obesity. 
Whereas rates of obstructive sleep apnea are roughly equiv-
alent in childhood, beginning in adolescence, males are af-
fected in rates that exceed those of females [81]. These rates 
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do not emerge until pubertal onset, indicating the potential 
role of sex steroids in muscle and fat distribution affecting 
airway structure, and further perpetuated by higher rates of 
obesity [82]. Poor sleep may therefore be both a risk factor 
for and a consequence of obesity, indicating that a focus on 
sleep should be at the center of the obesity crisis and that 
biologically based sex differences cannot be ignored.

SEX DIFFERENCES IN YOUNG ADULT SLEEP

The sleep disturbances that initially emerge in adolescence 
frequently carry forward into adulthood. The multitude 
of biological, psychosocial, and environmental factors 
that contribute to insufficient sleep and sleep disturbance 
among adolescents similarly exist for young adults. This 
includes continued biological changes in the accumulation 
of homeostatic sleep pressure, increasing academic and 
vocational demands, and use of substances such as alco-
hol and caffeine [83, 84]. Additionally, the form and func-
tion of sleep continues to change as we age [85]. General 
recommendations for sleep duration in young and midlife 
adults suggest 7–9 h of sleep per night [86]. Forty percent 
of American adults, however, report obtaining less than 
7 h of sleep per night on weeknights [87]. Moreover, 38% 
of young and midlife adults report waking up feeling un-
refreshed with 21% have difficulty falling asleep several 
nights per week. Among young adults ages 19–29, 67% 
reported not getting enough sleep to function properly [88]. 
In general, sleep duration decreases with age across the re-
productive years. In a study by Campbell and Murphy eval-
uating the spontaneous sleep across the 24-h day among 
young, middle-aged, and older adults. Findings indicated 
that compared with young adults (10.5 h), middle-aged 
(9.1 h) and older adults (8.1 h) had significantly shorter 
average nighttime sleep duration [89]. Data from 160 
healthy adults (without sleep complaints) aged between 20 
and 90 years from the SIESTA database showed that sleep 
duration decreased about 8 min per decade in males and 
10 min per decade in females. Further, they found an age-
related increase in lighter sleep (NREM stage 1) associated 
with concomitant decreases in slow wave sleep for males 
and NREM stage 2 sleep for females [90]. Three separate 
metaanalyses found that age was linearly correlated with 
decreased sleep duration. It was further concluded that 
there was an approximately 10–12 min reduction per de-
cade of age in the adult population (with a stronger asso-
ciation in women and young adults when compared to men 
and middle-aged or older adults). Findings also indicated 
that sleep duration plateaued after the age of 60.

The sex differences in sleep that exist in adolescence 
through adulthood are attributed in part to the complex 
interaction of neuroendocrine changes associated with re-
productive functioning [91]. In healthy males, this includes 
production of testosterone that remains fairly stable through 

most of young adulthood. In females, however, puberty 
initiates monthly cyclic changes in the production of vari-
ous hormones, including follicle-stimulating hormone, lu-
teinizing hormone, estrogen, and progesterone. During the 
first half of the cycle, estrogen predominates, whereas pro-
gesterone dominates the latter portion of the cycle prior to 
the sharp decline in both hormones if fertilization does not 
occur (the premenstrual period) [92]. At least one third of 
women report sleep disruptions related to their menstrual 
cycle [87]. Sleep quality decreases and sleep disturbances 
increase toward the end of each menstrual cycle [93, 94]. 
These subjective sleep complaints mirror objective findings 
showing decreased sleep efficiency and total sleep time just 
prior to menses [95], although objective findings are mixed 
[95, 96]. Regardless, these sleep disruptions have been 
linked to the increase in progesterone and a related rise in 
core body temperature [97].

It is well known that sleep plays a multitude of roles 
(including promoting growth, learning and cognitive devel-
opment), has a role in immunoprotective functionalities. In 
addition to obesity-related risk, studies have reported a sig-
nificant association between poor sleep and heart disease in 
adults [98]. Furthermore, both short and long sleep dura-
tions have been associated with increased risk of coronary 
heart disease and type 2 diabetes as well as with daytime 
sleepiness and waking unrefreshed [99, 100]. Short sleep in 
men in particular has been shown to decrease insulin sensi-
tivity, increasing metabolic risk [101]. Similarly, short sleep 
duration has long been identified as a risk factor for hyper-
tension, but this relationship is shown more consistently in 
females [102]. The precise mechanisms behind these find-
ings, however, are poorly understood.

SEX DIFFERENCES IN MIDDLE-AGED SLEEP

The middle years of life are a significant time of change 
in sleep health. As much as 35% of the population aged 
40–60 years old report sleep difficulties [103]. The sex dif-
ferences in subjective sleep complaints found across adoles-
cence and early adulthood tend to be amplified with aging, 
with women demonstrating increased risk of insomnia, 
poorer sleep quality, and more frequent awakenings, de-
spite reporting earlier bedtimes and longer sleep duration 
compared to men [3, 104]. Conversely, the effects of aging 
on objectively measured sleep have been found to be more 
pronounced in men, including reductions in the deeper, 
more restorative sleep characterized by slow wave sleep 
and increases in lighter sleep stages, such as NREM stage 1 
(Fig. 3.1) [105, 106].

The modulating role of endocrine functioning on sleep 
continues to change through adulthood. The slowing of 
growth hormone secretion since adolescence is accompa-
nied by age-related decreases of slow wave sleep throughout 
the lifespan [50, 107]. Rates of melatonin secretion decrease 
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with age, as well. There is evidence that suggests that the 
typical nightly increase in nocturnal melatonin is reduced in 
older compared to younger adults [108]. The changes in go-
nadotropins and sex steroids that naturally occur with aging 
are arguably more strongly associated with sleep changes in 
mid-life. In men, testosterone levels decrease progressively 
with age after year 30, and the diurnal patterning of tes-
tosterone may be reduced in older men [109]. Poorer sleep 
quality is associated with lower testosterone concentrations 
in men [110, 111]. These naturally occurring decreases in 
testosterone may relate to the increased sleep fragmentation 
commonly seen in older adults [112]. In women, sleep may 
be even more sensitive to changes in the sex steroidal milieu. 
Menopause, the permanent cessation of menstrual periods, 
occurs between 50 and 52 years of age for most women (al-
though variations related to race/ethnicity, health, and life-
style factors do exist) [113]. During and after menopause, 
estradiol levels decrease and follicle-stimulating hormone 
levels increase significantly. These changes in reproduc-
tive hormones have been linked to increased complaints of 
sleep disturbance. Insomnia prevalence rates increase from 
33%–36% in premenopausal women to 44%–61% in post-
menopausal women [114–116]. Hot flashes occur in 60%–
80% of women during the menopausal transition [117], and 
when they occur during the night, they are often associated 
with subjectively reported arousals and sleep disturbance, 
although when objective measures are used, findings are 
mixed [118–125].

Rates of sleep apnea increase during the middle age, 
related to increased incidence of obesity and aging [126]. 
Rates of obstructive sleep apnea in men far exceed those of 
premenopausal women [127]. In men, the relationship be-
tween weight and sleep apnea is stronger than that of women 
[128, 129]. Following the menopausal transition, however, 
risk for obstructive sleep apnea increase by 3.5 times for 
women [130]. Although the relationship between steroidal 
hormones and sleep apnea are not yet clear, evidence sug-
gests that estrogen and progesterone are protective factors, 

enhancing respiratory functioning in women [131, 132]. 
Further, the changes in endocrine milieu associated with 
the menopause transition, i.e., the decrease in estrogen has 
been found to be a prominent risk factor for weight gain 
[133], further contributing to postmenopausal sleep apnea 
risk in women. The increased risk for weight gain and sleep 
apnea further increase risk to cardiovascular and metabolic 
health in midlife. Poor sleep further compounds these risks 
for both men and women.

SEX DIFFERENCES IN OLDER ADULT SLEEP

Normative aging is often accompanied by greater diffi-
culties in sleep initiation and maintenance. Older adults 
report longer sleep-onset latency, shorter sleep duration, 
and generally more fragmented sleep, as they spend more 
time awake during the night [134, 135]. The timing of sleep 
changes as well, as older adults show a general advanc-
ing of circadian timing to an earlier nocturnal sleep period 
[136]. Napping frequency increases, with as many as 25% 
of adults aged 75–84 reporting daytime naps [137]. In fact, 
with the advancement of age, a greater vulnerability to cir-
cadian rhythm disorders such has advanced sleep phase and 
the deleterious effects of jet lag emerge [136]. Emerging ev-
idence also suggests that sleep disruptions and complaints 
precede the emergence of dementia and related disorders, 
and may increase risk [138].

Compared to women, men generally exhibit greater age-
related changes objectively measured sleep. In a study of 
2500 older adults, age was associated with continued de-
creases in slow wave sleep and increases in NREM stages 
1 and 2, particularly for men. In fact, slow wave sleep (with 
a concomitant increase in NREM stages 1 and 2) was re-
duced by as much as 50% when comparing those over 70 to 
those aged 55—growing indeed, reductions in rates of slow 
wave sleep have been consistently shown to increase across 
the lifespan in males relative to females [105, 106, 134]. 
Relatedly, following sleep deprivation, men  experience 
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reduced rebound effects on slow wave sleep compared to 
women [139]. It should be noted, however, that several 
studies have found no such sex difference in sleep architec-
ture in older adults [10, 140].

Unsurprisingly, subjective sleep quality appears to de-
crease in older adulthood. Interestingly, however, despite 
the greater objectively measured sleep disturbances found 
in men, older women exhibit greater subjective sleep com-
plaints. Women have been shown to have greater self- 
reported sleep onset latency and report poorer sleep quality 
[3, 104, 106]. While the mechanisms behind these sex differ-
ences are unclear, it may be that variables impact women’s 
perception of their sleep, such as health-related conditions 
like fibromyalgia, chronic pain, and overactive bladder.

CONCLUSION

There is an ever-growing body of work that demonstrates 
sex differences in sleep health across the lifespan. Research 
studies, in general, should be conscious of these differences 
and consider effects of sex when examining sleep. Further, 
investigators should take into account the timing of menstrual 
phase cycle when studying premenopausal women. The field 
has come a long way in recognizing and measuring sex dif-
ferences in sleep health. Much work remains to be completed 
in examining sex differences related the differential effects of 
subjective complaint versus objective measure of sleep and 
the varying impact of sleep duration and sleep disturbance as 
it relates to health outcomes for men versus women.
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INTRODUCTION

The impact of sleep on health outcomes in older adults has 
become a topic of great interest in the geriatric research 
world. Current evidence supports a mostly bidirectional 
relationship between sleep and health. Characteristics of 
sleep often change with age; for example, sleep complaints 
and certain sleep disorders, such as sleep-disordered breath-
ing (SDB) and insomnia, are more common in older adults 
than in young or middle-aged adults. Additionally, homeo-
static sleep drive and circadian rhythm are less robust in 
older adults than in young adults [1]. Age-related changes 
in sleep make older adults more prone to develop sleep 
problems; however, disturbed sleep is not a part of normal 
aging. Disturbed sleep or sleep problems are largely due 
to existing comorbidities and polypharmacy use in older 
adults. At the same time, research suggests that disturbed 
sleep can result in a range of adverse health outcomes in 
older adults. In this chapter, we will review sleep changes in 
normal aging, primary sleep disorders in older adults, and 
the relationship between sleep and health outcomes con-
cerning cognitive function, cardiovascular health, psychiat-
ric illness, and pain in older adults.

SLEEP CHANGES IN NORMAL AGING

Changes in sleep parameters

Sleep clearly changes with aging in multiple ways. For ex-
ample, total sleep time (TST), the ability to maintain sleep, 
and the proportion of slow wave sleep decrease as people 
age from pediatric to older adulthood [2]. However, sleep 
does not change much in aging older adults with excel-
lent health. For example, further age-associated decreases 
in these sleep parameters have not been observed after 
60 years of age in relatively healthy older adults. Evidence 

suggests that older adults maintain their ability to initiate 
sleep (i.e., sleep latency) and fall back to sleep after awak-
enings as rapidly as younger adults after the age of 60 years. 
In contrast, sleep efficiency continues to decline slowly 
with increasing age [1].

Changes in circadian rhythm

Circadian timing and circadian amplitudes change with in-
creasing age [3]. Older adults commonly experience an age-
related advance (1 h) in circadian phases and some degree of 
reduction in circadian amplitudes compared to young adults 
[1]. For instance, older adults often feel sleepy early in the 
evening and wake up early in the morning [1]. Body tem-
perature, rhythm, and timing of secretion of melatonin and 
cortisol can also advance with aging [4]. These age-related 
changes in circadian systems may contribute to sleep disrup-
tion and daytime napping which further decreases the circa-
dian amplitude in older adults [3]. In addition, the ability to 
adjust to and recover from phase shifting (e.g., shift work or 
jet lag) decreases with aging, which may contribute to longer 
periods of sleep disruption and daytime dysfunction [1].

Changes in sleep homeostasis

Sleep homeostasis regulates wakefulness and sleep. Sleep 
pressure is generated by sleep homeostasis and builds up with 
the amount of time being awake. It increases during wakeful-
ness and decreases during sleep [5]. Sleep homeostasis is re-
duced with aging [1, 6], which may cause decreased TST and 
sleep efficiency as well as increased nocturnal awakenings, 
early morning awakening, and daytime sleepiness in older 
adults [7]. The age-related changes in sleep homeostasis co-
occur with changes in circadian rhythm and contribute to ear-
lier sleep times and less consolidated sleep in older adults [8].

Chapter 4
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COMMON SLEEP DISTURBANCES IN 
OLDER ADULTS

Sleep disturbances such as difficulty initiating sleep, fre-
quent nocturnal awakenings, early morning awakenings, 
nonrestorative sleep, and daytime sleepiness are prevalent 
in older adults. In addition, compared to young adults, the 
prevalence of primary sleep disorders (e.g., insomnia, sleep-
disordered breathing, periodic limb movements in sleep, 
restless legs syndrome, and REM sleep behavior disorder) 
is considerably higher in older adults. These primary sleep 
disorders contribute to poor sleep in older adults.

Insomnia

The incidence of insomnia increases continuously with age 
and is more frequent in women than in men [9]. Although 
up to 50% of older adults in epidemiological studies re-
ported at least one insomnia symptom, such as difficulty 
falling asleep, maintaining asleep, or early morning awak-
enings [9], a smaller percentage of older adults (5%–20%) 
met clinical criteria for the diagnosis of insomnia depending 
on the definition [6]. In addition, since many older adults 
perceive these symptoms as expected sleep changes with 
normal aging rather than disturbed sleep, they do not seek 
help from healthcare professionals [1]. Furthermore, older 
adults are more likely to consider difficulty falling asleep as 
a sleep problem than difficulty staying asleep, even though 
the latter is more common [10]. These nocturnal sleep 
symptoms may cause impairments in daytime functioning, 
such as fatigue, daytime sleepiness, and mood/behavioral 
disturbances and lead to insomnia diagnosis.

According to the Diagnostic Criteria for Chronic 
Insomnia (ICSD-3), insomnia is defined as dissatisfactory 
nocturnal sleep (i.e., difficulty falling, staying asleep, or 
early morning awakening) at least 3 nights per week for 
at least 3 months with clinically significant distress or im-
pairment in social, occupational, educational, academic, 
behavioral, or other important areas of functioning [9, 11]. 
Insomnia may be primary or secondary to medical comor-
bidities and psychiatric illness, medication use, and lifestyle 
or environmental changes associated with aging [6].

Both pharmacological and nonpharmacological treat-
ments are used to treat insomnia in older adults. The goal 
of treatment is to improve quantity and/or quality of sleep 
and reduce insomina-realted daytime impairments [9]. The 
treatment plan is usually selected based on the severity and 
duration of the insomnia symptoms, the patient’s existing 
comorbid conditions, the patient’s preference of treatment 
options, and vulnerability of patients to the adverse ef-
fects of medications [12]. Pharmacologic treatments, such 
as benzodiazepines, nonbenzodiazepine hypnotics, mela-
tonin receptor agonists, antidepressant, orexin-receptor 
agents and antihistamine, should start with low doses and in 

most cases only be used for the short-term management of 
 insomnia due to the side effects and long-term safety con-
cerns [9]. In addition, the treatment effects usually do not 
sustain once the patient stops using the medications [13]. 
Behavioral treatments (e.g., cognitive behavioral therapy 
for insomnia (CBTi), physical activity, social engagement, 
and sleep hygiene), bright light therapy, and acupuncture 
are commonly used nonpharmacological treatments for 
insomnia. CBTi is a multicomponent cognitive and behav-
ioral intervention which involves cognitive restructuring, 
sleep hygiene education, sleep restriction, relaxation, and 
stimulus control. Evidence suggests that CBTi is the most 
effective nonpharmacological treatment for insomnia and 
has more long-lasting effects than medications [13, 14].

Sleep-disordered breathing

Sleep disordered breathing (SDB) is an umbrella term for 
chronic conditions in which repeated episodes of hypopnea 
or apnea (not breathing) during sleep occur throughout the 
night. SDB is a more prevalent condition in older adults than 
younger adults and in men than women. Obstructive sleep 
apnea (OSA) is the most common form of SDB. Several epi-
demiologic studies have showed that the prevalence of SDB 
ranged from 27% to 80% in people aged 60 years or older [15]. 
Approximately 80% of older adults aged 71 and older had 
obstructive sleep apnea (OSA) (AHI > 5) and the incidence 
increased 2.2 times for each 10-year increase of age [16].

Snoring and excessive daytime sleepiness (EDS) are main 
symptoms of SDB in older adults [15, 17]. In an epidemio-
logical study of older men, people with SDB were 50% more 
likely to have daytime sleepiness than those didn’t have sleep 
apnea [18]. In addition, studies also found that male gender, 
Asian race, advancing age, higher body mass index/obesity, 
neck girth, habitual snoring, hypertension, cardiovascular 
(CV) disease, and heart failure were independently associ-
ated with SDB in older adults and the magnitude of some 
of these associations decreased with advancing age [18, 19]. 
Older adults with SDB may also experience insomnia and 
those with both sleep disorders have poorer sleep quality. In 
addition, the incidence of comorbid insomnia may be higher 
in women with SDB than in men with SDB [20].

The gold standard for diagnosing SDB in older adults 
is overnight polysomnography (PSG) [15]. Obtaining in-
laboratory PSG recording from older adults, especially 
those with cognitive impairment can be challenging due 
to difficulties with transformation, understanding compli-
cated instructions, and tolerance of equipment. Alternative 
diagnosing tests need to be explored in older adults. For in-
stance, using in-home unattended home sleep apnea testing 
that records airflow, symptoms of sleep apnea (e.g., snor-
ing and sleepiness), BMI, neck circumference, age, and sex 
might be an effective and reliable way to diagnose obstruc-
tive sleep apnea (OSA) in older adults [21].
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The first-line therapy for SDB is the continuous positive 
airway pressure therapy (CPAP). The compliance/noncom-
pliance to CPAP treatment has been associated with gender, 
BMI, severity of OSA and symptoms, early experience of 
treatment, side effects, level of education and support re-
ceived, and behavioral (e.g., cigarette smoking) and cost 
factors [22, 23]. Cognitive impairment may also be associ-
ated with poor CPAP adherence. Studies found that patients 
with Alzheimer’s disease (AD) and depressive symptoms 
had worse adherence than people with mild to moderate AD 
and Parkinson’s disease. People with mild cognitive impair-
ment and Parkinson’s disease could wear CPAP around 5 h 
per night [24, 25]. In addition, oral appliances are used to 
treat OSA, but its effectiveness in managing OSA varies by 
patient anatomy.

FACTORS ASSOCIATED WITH SLEEP 
DISTURBANCES IN OLDER ADULTS

Sleep disturbances reported in older adults are usually mul-
tifactorial and can not simply be explained by age alone. In 
addition to age and primary sleep disorders, medical condi-
tions and changes in social engagement, lifestyle, and living 
environment associated with aging can contribute to sleep 
problems in older adults [15]. For example, older adults 
may be more sedentary and less engaged in daytime physi-
cal and social activities, which impacts sleep homeostasis 
and circadian regulation and leads to sleep disturbances 
[26]. In addition, life events such as loss of loved ones and 
transitioning to long term care settings can create physical 
and emotional stressors that can cause acute sleep problems 
or worsen the sleep quality in older adults. These acute 
sleep problems can develop into long lasting chronic sleep 
disturbances if they are not treated properly. Additionally, 
environmental temperature, noise, and bright light exposure 
affect sleep quality in older adults [1].

SLEEP AND HEALTH IN OLDER ADULTS

Approximately 67%–75% of older adults aged 65 and over 
have two or more concurrent chronic medical conditions, 
the most common being osteoarthritis, cardiovascular dis-
ease, lung disease, cancer, diabetes, Alzheimer’s disease/
dementia, anxiety and depression [27, 28]. The majority 
of these older adults take prescription medications to treat 
these chronic conditions [29, 30], which can impact their 
sleep. Epidemiological studies found that older adults with 
chronic medical conditions report more difficulty initiating 
sleep, difficulty maintaining sleep, daytime sleepiness, and 
fatigue than healthy older adults [28]. Growing evidence 
shows that sleep problems seen in older adults are more com-
monly related to comorbidities rather than normal aging [1]. 
On the other hand, in some cases sleep disturbances can 
also trigger or worsen medical conditions in older adults. 

Older adults with sleep disturbance and comorbid medical 
conditions have increased risks of mortality and hospital-
ization, and may also receive inappropriate polypharmacy  
[1, 28]. Therefore, coexisting sleep disturbances and chronic 
medical conditions must be managed together to promote 
health and quality of life in older adults. We will review the 
relationship between sleep and multiple health outcomes in 
older adults, including cognitive function, cardiovascular 
health, mental health, and pain.

Cognitive function

Cognitive abilities change across the life span, generally 
declining with advancing age during midlife and older 
adulthood [31]. A number of health and behavioral modifi-
able factors contribute to cognitive decline in older adults. 
Growing evidence suggests a potential connection between 
sleep and cognitive function. However, the mechanisms 
underlying the association are not fully understood. In this 
section, we present evidence that examines the association 
between cognitive function/cognitive impairment and sleep 
disturbances in older adults, including studies of short/
long sleep duration, poor sleep quality, self-reported sleep 
complaints, objectively measured sleep disturbances, day-
time napping, excessive daytime sleepiness, insomnia, and 
sleep-disordered breathing.

Sleep duration
Several large-scale epidemiologic studies have investigated 
the association between sleep duration and cognitive func-
tioning in older adults and demonstrate inconsistent results. 
In general, current evidence suggests a potential U-shaped 
association between sleep duration and cognitive outcomes 
in older adults. Many studies showed that short and long 
sleep duration negatively impact older adults’ cognitive 
function [32–34]. However, other studies have found no 
significant influence of sleep on cognitive function [35, 36]. 
For instance, a recent systematic review and metaanalysis 
synthesized findings from 18 studies (11 cross-sectional and 
7 prospective cohort studies; total N = 97,264) and found 
that self-reported short and long sleep durations increased 
the likelihood for poor cognitive function by 1.40 and 1.58 
times, respectively [37]. These associations were not mod-
erated by gender or age. In terms of specific cognitive do-
mains, the analysis of the cross-sectional studies revealed 
both short and long sleep durations were significantly as-
sociated with poor performance in multiple-domain tasks, 
executive function, verbal memory, and working memory 
capacity but not associated with processing speed. Short 
and long sleep durations were only associated with subse-
quent poor multiple-domain performance in the analysis 
of prospective studies. Another systematic review of 32 
observational studies in older adults demonstrated similar 
findings: negative associations were found between short 
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and long sleep durations and cognitive performance [38]. 
Additionally, this review found that greater changes in 
sleep duration from earlier life were associated with cogni-
tive decline in later life [38]. Evidence from the prospective 
studies found that both long and short sleep durations were 
associated with an increased risk of cognitive impairment or 
dementia [39]. Most existing studies use self-reported sleep 
duration to examine the association between sleep duration 
and cognitive outcomes; however, there is an increasing 
need for prospective studies to use objective sleep measures 
(e.g., actigraphy).

Self-reported sleep complaints
Self-reported sleep complaints such as insomnia symp-
toms and poor sleep quality are more prevalent in older 
adults than young and middle-aged adults. Research has 
provided mixed findings, but generally supports an asso-
ciation between these sleep complaints and worse cognitive 
performance or increased likelihood of cognitive decline/
impairment [39]. Three cross-sectional [40, 41] and four 
prospective analyses [42–45] showed that self-reported 
poor sleep quality or sleep complaints were independently 
associated with worse performance in global cognition and 
measures of specific cognitive domains, or increased risk 
of cognitive impairment. The association was nonsignifi-
cant in two cross-sectional [46, 47] and one prospective 
[48] studies. Schmutte et al. found that a longer sleep onset 
latency was cross-sectionally associated with worse per-
formance in tests of verbal knowledge, long-term memory, 
and visuospatial ability in cognitive intact older adults [40]. 
The prospective studies suggest that sleep complaints were 
associated with an increased risk of developing cognitive 
impairment or dementia in older adults [39].

Objectively measured sleep disturbances
Actigraphy and polysomnography (PSG) are the two most 
commonly used objective measures of sleep that provide 
more specific and detailed information on sleep than self-
reported data. For example, actigraphy and PSG can reveal 
information about sleep fragmentation, sleep efficiency, 
night to night sleep variability, and sleep architecture, which 
are believed to be key sleep characteristics that impact 
changes in cognitive function in older adults [39]. Although 
researchers have shown growing interests in this field in the 
last decade, the quantity of research is inadequate to draw 
clear associations. So far, not enough evidence suggests a 
specific association between cognitive function and certain 
PSG measured sleep parameters in older adults population, 
even though a link between less slow-wave sleep and worse 
cognitive function was established in young and middle 
aged adults [49]. There are more actigraphy based sleep 
studies that mostly support the association between dis-
turbed sleep and adverse cognitive outcomes. For example, 

in studies of older men and women in the United States, 
disturbed sleep as measured by actigraphy (lower sleep ef-
ficiency, longer sleep onset latency, longer wake after sleep 
onset, and prolonged napping) was associated with an in-
creased risk of cognitive impairment [47, 50, 51] and ex-
ecutive function [50]. In addition, actigraphically measured 
sleep fragmentation was associated with higher severity of 
cognitive impairment [52] or increased risk of Alzheimer’s 
disease/cognitive decline [53]. Current evidence suggests a 
possible link between poor sleep and cognitive outcomes in 
older adults; however, more research using objectively mea-
sured sleep are needed to demonstrate explicit associations.

Daytime napping
Napping is more prevalent in older adults than young and 
middle-aged adults across the world [54, 55]. Older adults 
nap for numerous reasons such as to compensate for dis-
turbed nighttime sleep, restore energy, reduce excessive 
daytime sleepiness or fatigue from comorbidities or media-
tions, or simply as a habit [1, 56]. The impact of daytime 
napping and cognitive function in older adults largely de-
pends on features of the nap, the population, and napping 
measures used in the study. Current evidence yields mixed 
findings due to the heterogeneity of these aspects among 
studies. The association of long nap (e.g., ≥90 min or 2 h) 
with adverse cognitive outcomes is consistent in most epi-
demiological studies [34, 57, 58]. One recent epidemiologi-
cal study among over 3000 Chinese older adults found that 
those who reported napping for <90 min at both baseline 
and follow up had better cognitive trajectories over 2 years 
than those who did not nap or napped longer [58]. In addi-
tion, positive cognitive effects were found in patients who 
engaged in nap intervention studies (nap intervention lasted 
from single session to 4-week); these patients demonstrated 
improvements in various domains of cognitive function, 
such as attention, alertness, and visual detection [59–61]. 
One study with 4-week nap intervention found that both 
45 min and 2-h napping opportunities in the afternoon were 
associated with improved logical reasoning, mathematical 
processing, and memory [59]. This evidence suggests that 
intentional naps within a certain duration may provide cog-
nitive benefits in later life; however, this finding would ben-
efit from future research to determine optimal nap duration.

Excessive daytime sleepiness
Approximately 20%–30% of older adults report excessive 
daytime sleepiness (EDS) [1, 39]. EDS can be a symptom 
of various disorders (e.g., SDB, cardiovascular disease, and 
depression) or a result of sedative medications. These dis-
orders and sedative medications have proven to increase the 
risk of cognitive impairment [39]. Both cross-sectional and 
prospective studies have found that EDS independently pre-
dicted cognitive impairment [44, 62, 63] and was associated 
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with higher incidence of dementia [64]. EDS was measured 
subjectively in these studies. Future studies will need to ex-
plore the association between EDS and cognitive function 
using both subjective and objective measures of sleepiness 
to elucidate the relationship and underlying mechanisms.

Insomnia
Insomnia has been linked with worse daytime cognitive per-
formance (e.g., working memory and episodic memory) in 
young and middle-aged adults [65]. Only a few studies have 
assessed this association in older adults and the findings are 
inconsistent. Thus, no firm conclusion can be drawn based 
on the current state of the science. For example, in a large 
scale epidemiological study, self-reported insomnia was 
associated with increased risk of cognitive decline after 
3 years in older men, but not in older women [66]. The as-
sociation was not significant in population based samples of 
older Japanese-American men [62] and Italian older adults 
[64]. Some research examined the impact of insomnia in-
tervention on cognitive outcomes and also yielded inconsis-
tent findings. One study showed that a multiple component 
insomnia intervention improved sleep (sleep onset latency 
and sleep efficiency) and performance on simple vigilance 
tasks [67]. However, another insomnia intervention that 
used brief behavioral therapy failed to achieved any cogni-
tive benefits in community dwelling older adults with in-
somnia [68].

Sleep disordered breathing
Numerous studies support a link between SDB and worse 
cognitive outcomes in older adults [39]. A recent systematic 
review and metaanalysis on the association between SDB 
and cognitive function and risk of cognitive impairment 
reviewed 14 population-based study (total N = 4,288,419). 
Analysis of the cross-sectional studies suggested SDB 
was associated with worse executive function but revealed 
no significant association of SDB with memory or global 
cognition. Analyses of six prospective studies showed that 
people with SDB were more likely to develop cognitive im-
pairment or were at risk of dementia. These findings sug-
gest SDB is an essential modifiable risk factor of cognitive 
impairment in older adults and highlight the importance of 
early identification and treatment of SDB.

In addition, studies found that the severity of SDB 
may be associated with cognitive outcomes in older 
adults [69]. According to a recent narrative review, 
studies have found that higher apnea-hypopnea index 
and respiratory disturbance index were associated with 
worse global cognition and domain specific cognitive 
outcomes, including vigilance, executive function, atten-
tion, and memory [69].

There are promising findings on positive airway pressure 
(PAP) treatments’ improvements on cognitive  function in 

older adults with SDB. Studies had shown both  short-term 
and long-term PAP therapy could benefit cognitive functions 
in older adults [69]. Importantly, long-term PAP treatment 
may delay the onset of cognitive impairment in older adults 
with SDB and slow down the speed of cognitive decline in 
Alzheimer’s disease patients with SDB [69, 70]. Compliance 
with PAP therapy may be even more challenging in older 
adults with cognitive impairment than in the general popula-
tion. More research that aims to improve adherence of PAP 
therapy in older adults with cognitive impairment are needed 
to treat SDB and potentially promote cognitive outcomes in 
this population.

Both sleep disturbances and cognitive decline are preva-
lent in older adults. In general, current evidence suggests 
a link between disturbed sleep and adverse cognitive out-
comes in later life, which directs us toward a potential ap-
proach to improve cognitive health through modifying sleep 
health. However, most of the reviewed research included 
observational studies, which do not lead to concrete conclu-
sion based on causality. Future research investigating the 
effects of sleep promoting interventions on cognitive func-
tion in older adults is clearly warranted, especially given 
the growing number of older adults at risk for cognitive 
impairment.

Cardiovascular health

Cardiovascular diseases, including hypertension, coro-
nary heart disease (CHD), peripheral arterial disease 
(PAD), heart failure (HF), valvular heart disease, and 
strokes are prevalent in older adults. In 2016, it was es-
timated that two-thirds of older adults between the ages 
of 60 and 70 and around 85% of older adults aged 80 
and above have cardiovascular disease (CVD). Heart dis-
ease is the leading cause of death in both men and women 
aged 65 and above [71]. Sleep characteristics and sleep 
disorders have been linked to cardiovascular health in 
older adults. For example, epidemiological studies found 
that the prevalence of hypertension and coronary artery 
disease is higher in people with obstructive sleep apnea 
(OSA) than those without OSA [72, 73]. Studies also sug-
gest an association between OSA and increased risk of 
cardiovascular diseases, including hypertension, arrhyth-
mias and heart failure [74].

Sleep duration
Literature suggests that both short and long sleep dura-
tions are predictors of poor cardiovascular outcomes [75]. 
However, most research has been focused on the general 
adult population rather than older adults. Although short 
sleep duration (e.g., <5 h) is a risk factor for hyperten-
sion in young and middle-aged adults [76, 77], research 
on older adults has suggested that only long sleep dura-
tion was associated with poor cardiovascular health and 
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has found no clear association between short sleep dura-
tion and cardiovascular health. A large epidemiological 
study examined the association between sleep duration 
and strokes in over 150,000 US adults and found that 
only long sleep duration (and not short sleep duration) 
was associated with higher prevalence of history of stroke 
[78]. One study that examined the association in both 
middle aged and older adults found that long sleep dura-
tion (>9 h) is a risk factor for hypertension in older adults, 
but not in middle aged adults [76]. A population based 
study of Japanese older adults found that long sleep du-
ration was associated with higher risk of cardiovascular 
mortality among those with poor sleep quality [79]. In 
addition, findings from a recent systematic review with 
metaanalysis suggested long sleep duration was associ-
ated 43% increased risk of cardiovascular mortality in 
older adults [80].

Sleep disordered breathing
Adverse impacts of SDB on cardiovascular outcomes has 
been established in middle-aged adults, but is not clear in 
older adults [15]. Research on whether SDB was associ-
ated with increased risk of hypertension are inconsistent 
in older adults. A study in 372 French older adults found 
that OSA was associated with an increased risk of new on-
set of hypertension. Severe OSA (AHI ≥ 30 per hour) was 
independently associated with 1.8-fold of increased risk 
of incident hypertension after 3 years [81]. However, this 
association was not found in the Sleep Heart Health Study 
[82] and the Osteoporotic Fractures in Men Study (MrOS) 
[83]. In addition, observational studies suggest that SDB 
independently increased the risk for stroke in older adults 
[84–86].

The association between SDB and heart failure (HF) 
might be bidirectional. There is evidence that suggests that 
chronic heart failure (CHF) may contribute to the pathogen-
esis of SDB [28]. For instance, the nocturnal fluid that shifts 
from the legs to the neck in patient with chronic heart fail-
ure could increase the pharyngeal wall edema, which can 
contribute to SDB. In addition, sedentary lifestyle in CHF 
patients may lead to weight gain [87]. It is not clear whether 
higher prevalence of SDB increases the risk of heart fail-
ure (HF) in older adults. One analysis from an MrOS study 
found that central apnea and the Cheyne-Stokes respiration 
(CSR), but not obstructive apnea, significantly predicted in-
cident heart failure over 7 years in older men [88]. Another 
prospective, longitudinal study found that older men with 
an apnea-hypopnea index (AHI) of 30 or greater had in-
creased risk for HF compared to older men with an AHI < 5. 
However, no significant association was found in women 
[89]. The possible bidirectional association between HF and 
SDB suggests that treating either condition could poten-
tially benefit both conditions in patients with both SDB and 

HF. This potential benefit needs to be examined in future 
prospective, randomized, controlled trials.

Insomnia and other sleep disturbances
Systematic reviews suggest that insomnia is significantly 
associated with increased risk of cardiovascular outcomes  
(e.g., myocardial infarction, stroke, and CHD) and mortality 
after adjusting for established cardiovascular risk factors in 
the general adult population [90, 91]. This may remain true in 
the older adults since older adults were included in most of the 
reviewed studies and age was controlled for as a confounding 
factor. There are only a few studies that examine the associa-
tion specifically in the older adult population and the results 
support the association. For example, a cross-sectional study 
of approximate 3000 Chinese older adults who self-reported 
occasional insomnia and frequent insomnia were more likely 
to have CHD than those reported no insomnia [92].

The association between other sleep complaints and 
cardiovascular disease has also been evaluated. Overall, 
there is a paucity of evidence to support the association 
between self-reported sleep quality and cardiovascular 
health in older adults. One population-based cohort study 
of Japanese older adults found no association between self-
reported sleep quality and cardiovascular mortality [79]. In 
regards to daytime sleepiness, one prospective cohort study 
of around 6000 older adults found that daytime sleepiness 
at baseline predicted incident CHF, MI and cardiovascular 
morbidity and mortality over 5 years [93].

Psychiatric illness

Psychiatric illnesses in older adults are common, but less 
prevalent than in young adults. It has been estimated that 
up to 15% and 13% of the population have anxiety and 
depression, respectively [94]. Anxiety and depression 
are serious concerns in older adults due to their asso-
ciation with poor health outcomes, including decreased 
functional status and an increased risk of morbidity [94]. 
Sleep disturbances, including daytime sleepiness, poor 
sleep quality, prolonged sleep latency, and long wake 
after sleep onset, are common in older adults with psy-
chiatric illness, such as anxiety [95]. Epidemiological 
and metaanalytic studies have linked sleep disturbances 
with increased risks of developing depression and anxi-
ety among older adults [96]. We will review current evi-
dence on the relationship between sleep characteristics 
and psychiatric diseases, with a focus on depression and 
anxiety in older adults.

Sleep duration
A metaanalysis of seven prospective studies involving ap-
proximately 49,000 adults revealed that both short and 
long sleep durations were associated with increased risk of 
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 depression in the general adult population [97]. However, 
the association may not be significant in older adults. Two 
large prospective cohort studies found no significant asso-
ciation between sleep duration and later onset of depression 
in older men [98] and older women [99].

Insomnia
Evidence suggests that insomnia is a significant risk fac-
tor for both depression and anxiety in the general adult 
population. We did not find any studies on anxiety and 
diagnosis of insomnia specifically in older adults. Studies 
focused on older adults support this association between 
depression and insomnia [100, 101]. Additionally, a 
cross-sectional study showed that depressive symptoms 
were more likely to be sustained in depressed older adults 
with insomnia than depressed older adults without insom-
nia [102]. Patients who had persistent insomnia had more 
residual depressive symptoms, suicidal ideation remis-
sion, and higher incidences of relapse than those who did 
not have insomnia [103, 104].

When considering specific insomnia symptoms, as 
opposed to an insomnia diagnosis, certain insomnia 
symptoms may prospectively predict depression in older 
adults. A longitudinal study of approximately 5000 older 
men revealed a strong relationship between difficulty ini-
tiating sleep and incidence of depression after 3 years, 
whereas there was no association between early morn-
ing awakening or difficulty maintaining sleep and de-
pression [101]. In addition, sleep disturbances may also 
be associated with anxiety symptoms. A study of 2759 
older adults found that older adults with prolonged sleep 
latency (>30 min) were more likely to have diagnosis of 
anxiety or other mood disorders [105]. A cross-sectional 
study found that after adjusting for depressive symptoms, 
medical conditions, and use of antianxiety medications, 
anxiety symptoms were independently associated with 
poor sleep efficiency and higher sleep fragmentation in 
older women [106].

Sleep-disordered breathing
One review of the literature noted that current evidence is 
not sufficient to illustrate the relationship between SDB 
and anxiety in the adult population [107]. A limited num-
ber of studies in the adult population yielded inconsistent 
findings, with 70% individuals with OSA having anxiety 
in some studies, to no association between the severity of 
apnea symptoms and anxiety symptoms in other studies 
[94]. One study showed that the PAP treatment may be ef-
fective in reducing anxiety symptoms among adult patients 
[108]. However, no study examined the relationship in older 
adults. Generally, current evidence suggests a relationship 
between OSA and depressive symptoms in the adult popu-
lation [94].

Sleep quality and other sleep disturbances
A recent metaanalysis of nine studies explored the relation-
ship between sleep quality and depression. The findings 
suggest that poor sleep quality is significantly associated 
with depression in older adults [109]. A population-based 
study of 2393 older adults found that short sleep duration, 
daytime sleepiness, and sleep disturbance are independently 
associated with anxiety, and sleep medication is associated 
with depression [110].

The number of studies in older adults is limited com-
pared to the body of research in the broader adult popula-
tion. In general, sleep disturbances and sleep disorders are 
associated with increased risks of developing or maintain-
ing depression and anxiety among the adult population. 
However, the strength of association in older adults may 
differ from that in young and middle-aged adults. Future 
perspective studies should further examine the association 
in older adults and explore whether adding strategies that 
address treatment for sleep problems can improve the ef-
ficacy of treatment for psychiatric disorders.

Pain

The prevalence of pain increases with advancing age. Over 
50% of community-dwelling older adults and 80% of nurs-
ing home residents are affected by pain [28]. Pain makes 
older adults more prone to falls and is associated with de-
creased quality of life and increased risks of all-cause mor-
tality. In older adults, pain is usually a symptom of one or 
more existing medical conditions [111]. The relationship 
between sleep and pain has been well examined in many 
epidemiological and experimental studies and suggests a 
likely bidirectional association. Cross-sectional studies also 
found this/a relation between pain and insomnia or insom-
nia symptoms in older adults [28]. Older adults with chronic 
pain are more likely to report clinically significant insomnia 
symptoms than those without pain. Up to 80% older adults 
with pain reported at least one sleep compliant [111]. Acute 
or chronic pain contributes to sleep disturbances and these 
changes in sleep can subsequently/cyclically impact pain 
perception and tolerance [28]. One study found day-to-day 
associations between objectively measured sleep and self-
reported morning pain in community-dwelling older adults 
with insomnia [112]. In addition, some studies suggest that 
sleep disturbances are stronger predictors of pain than using 
pain to predict sleep disturbances [113], though this needs 
to be further explored through additional research.

Psychiatric conditions may play an important role in the 
relation between sleep disturbances and pain. A number of 
studies that explored this topic have suggested that psychi-
atric illnesses may mediate the relationship between sleep 
and pain. Osteoarthritis (OA) has been frequently associ-
ated with pain in older adults [28]. One study of 367 people 
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with OA (mean age of 68 years) found that sleep was asso-
ciated with pain and depression and depressive symptoms 
mediated the sleep-pain relationship in the cross-sectional 
analysis. However, baseline sleep disturbance pain was not 
associated with pain at follow-up [114]. Similarly, a longi-
tudinal analysis of a sample of 1860 participants examined 
whether insomnia and sleep duration predict the onset of 
chronic multisite musculoskeletal pain over 6 years [113]. 
The findings suggest that insomnia and short sleep dura-
tion are risk factors for developing chronic pain, and de-
pressive symptoms partially mediate the effect for insomnia 
and short sleep with developing chronic pain. Another 
 population-based prospective study found that insomnia 
symptoms were associated with an increased risk for new 
onset of pain after 2 years [111]. The relationship was not 
mediated by depression in this study. Anxiety symptoms ac-
counted for 17% of the total effect of difficulty in initiating 
sleep and 15% of the total effect of difficulty in sleep main-
tenance on the new onset of pain, respectively.

There might be an association between OSA and pain 
in older adults. A randomized, double blind crossover study 
found significant improvement in electrical pain tolerance 
when OSA patients were treated with CPAP [115]. In ad-
dition, improved sleep in older adults may benefit pain 
management. A recent study found that older adults with 
clinically significant improvements in insomnia symptoms 

within 2 months sustained the improvements in sleep mea-
sures over an 18 months period, and showed improvements 
in measures of pain (Tables 4.1 and 4.2) [116].

CONCLUSION

Sleep patterns change with normal aging across the lifespan 
from pediatric to middle age to older age, but generally have 
minimal further progressive change in healthy older adult-
hood. Prevalent disturbed sleep or sleep problems in older 
adults are largely attributable to existing medical conditions 
and polypharmacy used to treat these conditions, rather than 
aging. Older adults with chronic medical conditions com-
monly experience insomnia symptoms, daytime sleepiness, 
and fatigue. Those with sleep disturbance have an increased 
risk of multiple adverse health outcomes, such as impaired 
cognition, cardiovascular morbidity, depression, pain, etc. 
Likewise, these chronic conditions can contribute to sleep 
disturbances or sleep disorders in older adults, causing a cy-
clical effect. Sleep interventions need to be incorporated in 
the management of chronic conditions as they often occur 
concurrent with sleep problems and vice versa. Future stud-
ies, in addition to testing mechanistic pathways and associa-
tions, should also test whether treating sleep and chronic 
medical condition concurrently could add treatment effects 
to both conditions.

TABLE 4.1 Risk factors of poor sleep in older adults.

Risk factor Description

Advancing age • Sleep changes from pediatric to older adulthood. Advancing age is associated 
with advanced sleep timing, shortened nocturnal sleep duration, increased 
frequency of daytime naps, increased nocturnal awakenings and time spent 
awake, and decreased slow wave sleep.

• Age related changes in sleep may reduce after 60 years of age among older 
adults with good health.

Chronic medical conditions Cardiovascular diseases; pulmonary disease, cancer, Parkinson’s disease, 
dementia, depression, anxiety and pain related illness, such as arthritis.

Medication Diuretics, antidepressant, hypnotics, inappropriate use of OCT medications, etc.

Primary sleep disorders Insomnia, sleep disordered breathing, REM behavior disorder, restless legs 
syndrome

Lifestyle factors Sedentary lifestyle, lack of social engagement, irregular sleep schedules, caffeine 
use later in the day, excessive daytime napping.

Stressful events Transition to live in a nursing home; death of loved ones

Environmental factors Lack of daytime bright light exposure, excessive nighttime light exposure, too 
cold or hot room temperature, excessive noise, uncomfortable bedding, etc.



TABLE 4.2 Summary of reviewed evidence on sleep and reviewed health outcomes in older adults.

Health outcomes

Sleep duration Insomnia 
symptoms/
sleep 
complaints

Poor sleep 
quality

Prolonged 
daytime 
napping

Excessive 
daytime 
sleepiness Insomnia

Sleep 
disordered 
breathingShort Long

Cognitive function

 Global cognition + + + + + N/A +/− +

 Cognitive decline/
impairment/dementia

+ + + + + + +/− +

Cardiovascular health

 Hypertension − + N/A N/A N/A N/A + +/−

 Stroke − + N/A N/A N/A N/A + N/A

 Cardiovascular 
morbidity

− + N/A + N/A N/A + N/A

 Heart failure N/A N/A N/A N/A N/A + N/A +

Psychiatric illness

 Depression − − + +  + + N/A

 Anxiety + − + N/A N/A + N/A +/−

Pain + − + + N/A N/A + +

− denotes current evidence shows no clear association between the sleep character and the poor health outcome in general.
+ denotes current evidence supports association between the sleep character and the poor health outcome in general.
+/− denotes current evidence yielded conflict findings.
N/A denotes the association either not reviewed or no related literature was found.
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INTRODUCTION

Insufficient sleep duration and/or poor sleep quality repre-
sents a significant, unmet public health problem [1]. In epi-
demiological studies, spanning over 40 years and multiple 
continents, short and/or long sleep duration, as well as poor 
sleep quality, is associated with increased mortality risk 
[2,  3]. Additionally, insufficient and/or poor quality sleep 
is associated with (and thought to play a causal role in) 4 
of the 7 leading causes of death, including heart disease, 
stroke, accidents, and diabetes, as well as other important 
health outcomes, such as weight gain and obesity, depres-
sion, and cognitive deficits. Current research is exploring 
mechanistic aspects of these relationships, such as isolating 
genetic vulnerabilities, identifying biomarkers for daytime 
sleepiness, and determining ways in which sleep plays a 
role in protective signaling pathways.

What these studies have in common is that they are 
exploring the “downstream” effects of sleep-related prob-
lems, clarifying how sleep plays a role in cardiometabolic 
disease, in addition to other adverse health outcomes, and 
how these pathways may explain the well-documented rela-
tionships with mortality. Increasingly, attention has focused 
on determinants of sleep—“upstream” influences that play 
a role in the development of the problematic sleep patterns 
that are predictive of worse health. A better understanding 
of the determinants of sleep will aid in the identification 
of modifiable factors and intervention targets that can be 
manipulated. For example, as poor diet is known to be asso-
ciated with a number of negative health states, understand-
ing the determinants of obesity (e.g., advertising, access to 
healthy food, socioeconomic status, sedentary lifestyle) has 
identified useful targets for change.

Accordingly, this chapter proposes a theoretical model 
for considering insufficient and/or poor quality sleep in the 
context of its associated negative health outcomes (e.g., obe-
sity, diabetes, cardiovascular disease, depression), as well 

as its likely determinants. Since there is sparse literature on 
determinants of sleep, we constructed our model with input 
from existing models for other health behaviors (e.g., diet, 
exercise). These models are typically based on a Social-
Ecological framework, which conceives of a behavior of 
interest (e.g., a person’s diet) in the context of individual-
level factors, which are embedded within social networks 
(e.g., family, work), which are themselves interrelated and 
embedded within larger networks (e.g., community, reli-
gion), which exist in a context of society that influences 
these networks in a number of ways (e.g., laws, technology, 
economics). Using a traditional Social-Ecological approach 
as a starting point, we constructed our model as a series 
of embedded systems (Individual Level, Social Level, and 
Societal Level), identifying key components of those sys-
tems believed to be determinants of sleep.

In summary, this model presents a conceptual framework 
for the “downstream” negative effects of insufficient and/or 
poor quality sleep, as well as the “upstream” determinants. 
The upper part of the model (determinants) is constructed 
based on existing theoretical models for other health behav-
iors, focusing on aspects thought to be particularly germane 
to sleep. The second part of the model (outcomes) is con-
structed as a synthesis of available data from epidemiologi-
cal and experimental studies. Together, the model considers 
a global view of sleep and health, establishing a framework 
for future research to explore the determinants of sleep from 
a societal standpoint. Future studies will add clarity to the 
model, discerning unique and combined influences from 
the Individual, Community, and Society levels. Finally, 
interventions developed based on this model can address 
problematic sleep at the Individual (e.g., improving an in-
dividual’s sleep), Social (e.g., promoting workplace initia-
tives that minimize sleep-related impairments or increasing 
healthy sleep habits in families), and Societal (e.g., public 
policy initiatives and educational campaigns) levels.

Chapter 5
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THE SOCIAL ECOLOGICAL MODEL

The Social-Ecological Model was originally proposed by 
Bronfenbrenner [4]. This model was intended to concep-
tualize the role of the individual in their environment. A 
key feature of this model is that the individual exists at the 
center of a nested set of constructs that describe levels of 
the environment in relation to the individual. The idea is 
that each level is nested within the next, and so on. A sche-
matic of the main components of the model is displayed in 
Fig. 5.1. First, the model starts with the individual. Each in-
dividual person is believed to exist within their own specific 
social-ecological framework of nested systems.

The first layer beyond the individual is the “microsys-
tem.” This is the system in which the individual is embed-
ded. According to this model, the microsystem refers to the 
set of interactions between the individual and elements of 
their environment at home, at school or work, etc. These are 
specific environments that the individual interacts with. In 
each of these environments, the individual takes on a spe-
cific role (e.g., mother or father, worker, son or daughter, 
teacher, friend) for specific periods of time. A key element 
of the microsystem is that this is where the individual spe-
cifically acts in relation to those around them.

The next layer around the microsystem is the “meso-
system.” Just as the individual is embedded within the mi-
crosystem of people, places, and roles, the microsystem 
is itself embedded within the mesosystem. This system 
describes the interrelations among elements of the micro-
system that are outside of the individual. For example, the 
interactions of a child at home with their parents and at 
school with their teachers exist within the microsystem, but 
the parent-teacher meeting would, for example, exist within 
the mesosystem. The mesosystem represents the collected 
microsystems of the other people that the individual inter-
acts with in their own microsystem.

The next layer around the mesosystem is the “exosys-
tem.” This system of interactions encompasses elements of 
the mesosystem that do not specifically interact with the mi-
crosystem of the individual. For example, the neighborhood, 

a person’s industry, the media, the consumer landscape, and 
the communication system of mobile phones represent dis-
crete and conceptual members of the exosystem. The exo-
system is the milieu within which the mesosystem exists. It 
represents the interactions and human processes that facili-
tate, hinder, control, or modify elements of the mesosystem 
(e.g., a company or a school) that then influences the micro-
system (e.g., a workplace or a classroom), which influences 
the individual.

Beyond the exosystem, which exists outside of the me-
sosystem, is the “macrosystem.” The macrosystem includes 
the constructs within which the exosystem exists. The meso-
system rarely includes specific entities (as these would likely 
exist in the exosystem). Rather, the macrosystem reflects the 
common ideas, expectations, prototypes, and stereotypes that 
guide the exosystem. For example, there are sets of ideas in 
a culture about how a workplace should be, which influences 
the exosystem of an industry, which influences a specific 
company, which influences a specific workplace, which in-
fluences a specific individual. Thus, the macrosystem is the 
most abstract of the layers of the social-ecological model.

This concept of embedded systems reflecting layers of 
abstraction (the social-ecological framework) has remained 
a useful construct in understanding health behavior. For ex-
ample, it has guided the development of interventions for 
diet [5], physical activity [6, 7], substance abuse [8], stress 
management [9], vaccination [10], suicide prevention [11], 
environmental change [12], and other domains. It is pos-
sible that this model can also be applied to sleep, which 
itself is an important domain of health behavior.

SLEEP AS A DOMAIN OF HEALTH 
BEHAVIOR

The concept of a “health behavior” refers to a behavioral 
domain that can have broad impact on health, functioning, 
and longevity. This idea gained strength when it was found 
that behavioral factors were the leading “actual” causes of 
death in the United States in 2000 [13]. The leading “ac-
tual” causes of death were smoking, poor diet, lack of phys-
ical activity, and alcohol consumption, which accounted 
for >38% of all deaths combined. Insufficient and/or poor 
quality sleep was not considered in these analyses, but as-
sessment of the mortality data for sleep duration and sleep 
apnea suggests that many deaths may be at least partially 
sleep-related. Further, insufficient and/or poor quality sleep 
has wide-ranging physiologic and psychological outcomes 
(described below). For these reasons, we propose that sleep 
represents a domain of health behavior.

Many studies have documented adverse physiologic, 
medical and psychological outcomes associated with ha-
bitual short sleep duration and experimental sleep depriva-
tion (i.e., insufficient sleep duration), as well as poor sleep 
quality in general and sleep disorders such as insomnia, 

Macrosystem

Exosystem

Mesosystem

Microsystem

Individual

FIG. 5.1 Social-ecological model.
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sleep apnea, and others (see other chapters in this volume). 
Accordingly, in building the model, we began with a pro-
posed causal pathway linking sleep to adverse outcomes 
(Fig. 5.2). As depicted, the main domains impacted by sleep 
include general health, cardiovascular health, metabolic 
health, immunologic health, behavioral health, emotional 
health, cognitive health, and physical health.

Several studies have shown that habitual short sleep 
duration is associated with increased risk of hypertension, 
heart attack, and stroke [14]. In addition, short sleep dura-
tion has been associated with elevated cholesterol and in-
flammatory markers [15]. Habitual poor quality sleep has 
also been associated with elevated risk of cardiovascular 
disease [16]. Insomnia—especially in the context of short 
sleep duration—has been shown to be associated with el-
evated cardiovascular disease risk [17]. Regarding sleep 
apnea, a large body of literature describes very strong rela-
tionships between sleep apnea and cardiovascular function 
[18]. Although the primary mechanism proposed for this 
link is through intermittent hypoxia, there is evidence that 
the sleep fragmentation that occurs as part of sleep apnea is 
independently associated with negative effects (see chapter 
in this volume).

Many studies have also found that short sleep duration 
is associated with increased body mass index and/or risk 
of obesity [19]. These findings are supported by a growing 
literature of epidemiologic studies that demonstrate pro-
spective weight gain associated with short sleep duration 
[20–22] and laboratory studies that show that sleep depri-
vation is associated with increased calorie intake (despite 
no difference in energy use) [23]. Although fewer studies 
have explored sleep quality in this regard, a number of stud-
ies have shown that sleep disturbance is associated with in-
creased risk of obesity (see chapter in this volume).

The role of sleep in mental health is also well-established. 
Poor sleep is a well-characterized risk factor for stress and 
is related to dysregulation of neuroendocrine stress systems. 
Insomnia is a major risk factor for  depression [24, 25] and is 

a core feature of nearly all psychiatric conditions. Poor sleep 
has been linked to suicide [26], as has insufficient sleep du-
ration [27] and nocturnal wakefulness [28, 29]. There is a 
growing literature demonstrating the role of sleep in neu-
roaffective regulation [30, 31]. And sleep plays important 
roles in substance abuse disorders involving alcohol, nico-
tine, opiates, cannabis, and other substance use disorders.

The impact of sleep loss on cognitive functioning is well-
characterized as well. Extensive work has demonstrated 
that sleep loss impairs attention and ability to remain vigi-
lant [32]. Sleep difficulties have also been associated with 
processes such as working memory, executive function, and 
function in other neurocognitive domains [33]. This may 
underlie other findings showing that sleep loss impairs stra-
tegic decision-making [34], risk-based  decision-making 
[35, 36], and work productivity [37].

Taken together, the findings described above describe 
associations between sleep and a number of outcomes. It 
should be noted that in Fig.  5.2, these outcomes are in a 
common box; this represents the many intercorrelations 
among these domains. It should be noted that the model 
also takes into account the many studies that have shown 
that poor health states cause disruptions in sleep—either by 
shortening sleep duration or worsening sleep quality.

CONCEPTUALIZING SLEEP IN A SOCIAL-
ECOLOGICAL MODEL

The social-ecological model, outlined above, describes 
the individual as embedded within the microsystem within 
which they interact, which is embedded within the meso-
system in which elements of the microsystem interact, 
which is embedded within the exosystem which includes 
the structures that surround the mesosystem, and the mac-
rosystem which includes the broader constructs that guide 
the social environment. For the purposes of the proposed 
model, sleep is conceptualized along a similar nested sys-
tem. The proposed model conceptualizes the determinants 
of sleep to exist on three levels: the individual level, the 
social level, and the societal level.

INDIVIDUAL LEVEL

Fig. 5.3 shows the causal relationship between individual-
level factors and sleep. These individual-level factors are 
conceptualized to reflect aspects of the individual that prox-
imally and/or directly relate to that individual’s sleep. These 
factors represent aspects of the individual that impact sleep, 
as well as cognitive and behavioral phenomena that impact 
sleep. This level contains all factors that could fit into this 
category. For example, this level could include individual 
genetics, beliefs about sleep, attitudes about sleep, sleep-
related behaviors, aspects of individual physiology, health 
status, and sleep-related choices.
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FIG. 5.2 Sleep as factor in health and mortality.



48 PART | I General concepts in sleep health

An individual’s genotype may exert influence over sleep 
in many ways. For example, genetics may influence circa-
dian preference, sleep need, resilience against sleep loss, 
risk for sleep disorders, or even risk for other disorders that 
may impact sleep. Similarly, some aspects of physiology 
may impact sleep. For example, individuals who have low-
ered arousal thresholds may have more difficulty sleeping, 
as might those with disrupted neuroendocrine stress systems 
or even raised body temperature. Along these lines, health 
status is well known to influence sleep. Individuals may ex-
perience problems sleeping if they are ill, are in pain, have a 
sleep disorder, or another medical condition that interferes 
with sleep. Beliefs about sleep are also important factors at 
this level. Individuals who believe that they need less sleep, 
for example, may engage in more sleep-promoting behaviors. 
Previous studies have shown associations between sleep- 
related beliefs and sleep health [38], and changing sleep 
beliefs may impact on sleep-related behaviors. In addition 
to beliefs, individuals maintain attitudes about sleep. Those 
who express generally positive attitudes about sleep may be 
more likely to experience better quality sleep in general [39]. 
Further, these attitudes may be additional important contribu-
tors to behavior. An individual’s sleep-related behaviors can 
encompass a wide range of possibilities, including sleep hy-
giene practices, bedtime routines, schedules maintained, etc.

Individual-level factors represent the proximal determi-
nants of an individual’s sleep, in a specific place, at a specific 
time. Some of these factors will represent aspects of the indi-
vidual, some of these factors will represent aspects of the indi-
vidual’s current state, and some will represent aspects of what 
the individual is believing, thinking, and doing. These factors 
are conceptualized as generally time-dependent in that their 
influence on sleep depends on their characteristics at the time 
in which they exert influence. Genetics, for example, may not 
change, but beliefs may change, as might health conditions.

SOCIAL LEVEL

The proposed model conceptualizes the individual level fac-
tors as being embedded within social-level factors. These 
exist outside of the individual but include the individual. 

A construct exists at the social level if the individual is part 
of that construct but that construct would exist whether or 
not the individual exists. For example, work represents a so-
cial level construct, as the workplace represents a construct 
that contains the individual but would theoretically exist 
without them. Fig.  5.4 depicts the embedded relationship 
between the individual and social levels. Some factors that 
could exist on the social level are also depicted and include 
Home, Family, Work, School, Neighborhood, Religion, 
Culture, Race/Ethnicity, Socioeconomic Status, and Social 
Networks.

The home represents the most proximal social-level fac-
tor since it includes many elements, including a sleeping en-
vironment, social dynamics, access to other behaviors such 
as eating, socializing, working, relating to family members, 
etc. It is (often) the place where people generally sleep, 
which gives it a prominent place. Many previous studies 
have described ways in which elements of the home might 
impact sleep. Related to the home is the family. The fam-
ily can play an important role in an individual’s sleep. The 
family may represent the source or model for sleep-related 
beliefs, attitudes, and behaviors. The family may also rep-
resent a source for aspects of the individual such as health 
and even genetics. The family—which represents both the 
nuclear or extended family—plays many roles in an indi-
vidual’s sleep.

Another key factor at the social level is work or school. 
This is another complex factor that subsumes schedules, so-
cial circles, stresses, expectations, hierarchies, physical en-
vironments, logistics, and other factors. For those in school, 
school start times have been explored as key determinants 
of sleep [40–43] and modifying them has been shown to 
be helpful for promoting sleep. School-related stresses  
(in many forms) can impact sleep of young children and ado-
lescents alike. For working adults, the workplace similarly 
can impact sleep—especially by dictating work demands, 
schedule demands, and sometimes even out-of-work activities 
(including evening activities). Problems at work can impact 
sleep and poor sleep can impact performance at work [37].

Individual-Level Factors
Genetics, Beliefs, Attitudes, Behaviors, Physiology,

Psychology, Health, Choices

SLEEP
FIG. 5.3 Individual-level factors, sleep, and health.

Social-Level Factors
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Race/Ethnicity, Socioeconomic Status, Social Networks
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Individual-Level Factors
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Psychology, Health, Choices

FIG. 5.4 Role of social factors in sleep and health.
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Aspects of the built environment are also relevant at 
this level. The built environment represents the build-
ings, streets, and other man-made elements of the envi-
ronment. Ways in which these elements may impact sleep 
can be direct (for example via light or noise) or indirect 
(for example via crime and stress). The social environ-
ment is also relevant at this level. This includes an in-
dividual’s social network of friends, acquaintances, and 
other people that may contribute to norming, behaviors, 
beliefs, and other individual-level factors. It can also rep-
resent aspects such as race/ethnicity and socioeconom-
ics, which are also related to sleep at an individual and 
population level.

The model suggests that it is factors at the social level 
that are largely responsible for the factors at the individ-
ual level. In some cases, the social-level factors represent 
an explanation for the origin of some of the individual-
level factors (e.g., predisposition for a physical or mental 
health condition). In other cases, individual-level factors 
are facilitated or impinged on by the social-level fac-
tors (e.g., work schedules). Alternatively, social-level 
factors may more subtly shape individual-level factors 
(e.g., beliefs, practices and attitudes). In some cases, a 
sleep intervention at the individual level will be inert un-
less  social-level factors are considered (e.g., individuals 
working multiple jobs).

SOCIETAL LEVEL

Just as the individual is embedded within a social context, 
these factors, too, are embedded within an even broader so-
cietal context. Just as the social level describe the forces that 
converge to act upon the individual, the societal level repre-
sents the forces that impact the social context and, in turn, 
the individual. Fig. 5.5 adds the societal layer to the model, 
listing societal factors such as globalization, 24/7 Society, 
geography, public policy, technology and progress, racism 
and discrimination, economics, and the natural environment 
as factors that directly and indirectly affect sleep.

The social level represented constructs that exist outside 
of the individual but of which the individual is a part (with 
a key element that if the individual ceased to exist, those 
structures would still exist). Similarly, the societal level 
consists of constructs of which the social-level factors are a 
part, and would persist even if those factors would cease to 
exist. For example, globalization exists outside of any one 
workplace or organization, but arguably most workplaces 
and organizations participate in globalization in ways rang-
ing from outsourcing to calling tech support in another 
country. Similar constructs that exist at a regional, national, 
and/or global level are included in this level.

Although individual-level factors are proximal and more 
direct causes of an individual’s sleep experience, societal 
factors are also critically important. Although they may 

Societal-Level Factors 

Globalization, 24/7 Society, Geography, Public Policy, Technology and Progress,
Racism and Discrimination, Economics, Natural Environment 

Social-Level Factors

Home, Family, Work, School, Neighborhood, Religion, Culture,
Race/Ethnicity, Socioeconomic Status, Social Networks

SLEEP

Individual-Level Factors
Genetics, Beliefs, Attitudes, Behaviors, Physiology,

Psychology, Health, Choices

FIG. 5.5 Individual, social, and societal influences on sleep.
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be less readily modifiable, conceptualizing an individual’s 
sleep without considering the role of these factors omits im-
portant contextual information. For example, the increased 
drive toward globalization has interacted with the 24/7 so-
ciety brought on by automation and the industrial revolu-
tion. This has led to products and services available at all 
hours of the day, and, consequently, the awake consumers 
taking advantage of this opportunity and the shiftworkers 
employed to meet these demands. Public policy and eco-
nomics may also impact sleep, whether it be reflected in 
school start times or regulations about sleep disorders test-
ing, or workplace rules, or light/noise ordinances, or other 
policies. Factors such as economic stress can impact an in-
dividual’s sleep whether that stress is felt at the individual 
level [44], at the level of the neighborhood [45–47], or even 
at the national level [48, 49]. The physical environment and 
geography may dictate elements that impact sleep such as 
sunlight duration, weather patterns, disease risk, local cul-
ture, green space, pollution, traffic, or other aspects of the 
environment. Technology represents a particularly salient 
factor that indirectly influences sleep. There has been much 
discussion about the sleep-related effects of using technol-
ogy in the bedroom [50], which has quickly become ubiq-
uitous in our society.

Taken together, the combined social-ecological model of 
sleep, represented in Figs. 5.5 and 5.6, attempts to concep-
tualize the upstream influences on sleep as being primarily 
driven at the individual level (representing aspects of the in-
dividual as well as what the individual thinks/does). But the 
model recognizes that these individual-level factors exist in 
a social context and it is these social-level factors that may 
dictate many aspects of the individual-level factors. These 
social factors, though, exist in the context of societal fac-
tors that operate at a macro level, influencing communities, 
workplaces, schools, and families, which then subsequently 
influence individuals. In this way, a societal-level factor 
(e.g., development and adoption of mobile technology) in-
fluences social-level factors (e.g., workplace emails at all 
hours of the day), which subsequently influences individual 
behavior (e.g., sleeping with a smartphone by the bed).

COMBINING UPSTREAM INFLUENCES 
AND DOWNSTREAM CONSEQUENCES

The role of sleep as a mediator or moderator on aspects of 
health is still relatively unclear. Sleep could mediate or mod-
erate the relationships between individual-level factors and 
adverse health outcomes. Namely, these relationships could 
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FIG. 5.6 Full social-ecological model of sleep and health.
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be partly explained by the effects of the individual-level 
factors on sleep, which, in turn produces adverse outcomes 
(mediator), or process involved in sleep could change the 
strength of relationships between individual-level factors 
and adverse outcomes (moderator). Likely, these relation-
ships are complex. Future research will need to better clar-
ify this. For parsimony, figures only display the mediation 
relationship, though this is not the only possibility.

APPLICATIONS OF THE MODEL

The first version of this model for sleep health and mortality 
risk was originally proposed by Grandner et al. [2] and has 
since appeared in various forms in several other publica-
tions (e.g., [16, 51–53]). This model has been modified to fit 
various publications because the concepts underlying it are 
flexible. For example, the model could be used to develop 
interventions by examining modifiable targets that account 
for the social environmental context. The model can also be 
used to conceptualize the role of sleep in health, with sleep 
being more than just a set of physiologic processes.

This is somewhat more evident in the simplified version 
of the model presented in Fig. 5.7. This version highlights 
the core of what the model is describing—sleep exists at the 
intersection of upstream influences (individual, embedded 
within social, embedded within societal) and downstream 
influences that encompass the combination of health out-
comes and functioning/performance. Although this ver-
sion is simplified, the core elements remain, including the 
nested determinants and the explicit implication that health 
and functioning are inseparably overlapping as outcomes 
of sleep. Future studies could use this model to  better 

 understand the health context of factors related to sleep 
(such as health disparities, public policy, etc.), to better un-
derstand the role of upstream factors in sleep-related out-
comes (such as sleep-related cardiometabolic risk), and to 
better develop and contextualize healthy sleep interventions 
that aim to improve downstream factors while addressing 
the contextualized upstream determinants.

REFERENCES
 [1] Colten HR, Altevogt BM, Institute of Medicine Committee on Sleep 

Medicine and Research. Sleep disorders and sleep deprivation: an un-
met public health problem. Washington, DC: Institute of Medicine: 
National Academies Press; 2006. xviii, 404 p..

 [2] Grandner MA, Patel NP, Hale L, Moore M. Mortality associated with 
sleep duration: the evidence, the possible mechanisms, and the fu-
ture. Sleep Med Rev 2010;14:191–203.

 [3] Gallicchio L, Kalesan B. Sleep duration and mortality: a systematic 
review and meta-analysis. J Sleep Res 2009;18(2):148–58.

 [4] Bronfenbrenner U. Toward an experimental ecology of human devel-
opment. Am Psychol 1977;32:513–31.

 [5] Chang J, Guy MC, Rosales C, de Zapien JG, Staten LK, Fernandez 
ML, Carvajal SC. Investigating social ecological contributors to 
diabetes within Hispanics in an underserved U.S.-Mexico border 
community. Int J Environ Res Public Health 2013;10(8):3217–32. 
PubMed PMID: 23912202.

 [6] Sisson SB, Broyles ST. Social-ecological correlates of exces-
sive TV viewing: difference by race and sex. J Phys Act Health 
2012;9(3):449–55. Epub 2011/09/22. PubMed PMID: 21934164.

 [7] Hinkley T, Salmon J, Okely AD, Hesketh K, Crawford D. 
Correlates of preschool children’s physical activity. Am J Prev Med 
2012;43(2):159–67. PubMed PMID: 22813680.

 [8] Stellefson M, Barry AE, Stewart M, Paige SR, Apperson A, Garris 
E, Russell A. Resources to reduce underage drinking risks and as-
sociated harms: social ecological perspectives. Health Promot Pract 
2018:1524839918814736. PubMed PMID: 30466329.

 [9] Loewenstein K. Parent psychological distress in the neonatal inten-
sive care unit within the context of the social ecological model: a 
scoping review. J Am Psychiatr Nurses Assoc 2018;24(6):495–509. 
PubMed PMID: 29577790.

 [10] Nyambe A, Van Hal G, Kampen JK. Screening and vaccination as 
determined by the social ecological model and the theory of triadic 
influence: a systematic review. BMC Public Health 2016;16(1):1166. 
PubMed PMID: 27855680.

 [11] Cramer RJ, Kapusta ND. A Social-ecological framework of theory, 
assessment and prevention of suicide, Front Psychol 2017;8:1756. 
PubMed PMID: 29062296.

 [12] Golden SD, McLeroy KR, Green LW, Earp JA, Lieberman LD. 
Upending the social ecological model to guide health promotion ef-
forts toward policy and environmental change. Health Educ Behav 
2015;42(1 Suppl):8S–14S. PubMed PMID: 25829123.

 [13] Mokdad AH, Marks JS, Stroup DF, Gerberding JL. Actual causes 
of death in the United States, 2000. JAMA 2004;291(10):1238–45. 
Epub 2004/03/11. PubMed PMID: 15010446.

 [14] Grandner MA, Alfonso-Miller P, Fernandez-Mendoza J, Shetty S, 
Shenoy S, Combs D. Sleep: important considerations for the preven-
tion of cardiovascular disease. Curr Opin Cardiol 2016;31(5):551–65. 
PubMed PMID: 27467177.

Societal

Social

Individual

SLEEP

HEALTH & FUNCTIONING

FIG. 5.7 Simplified social-ecological model of sleep health.

http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0010
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0010
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0010
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0010
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0015
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0015
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0015
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0020
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0020
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0025
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0025
pmid:23912202.
pmid:21934164
pmid:22813680
pmid:30466329
pmid:29577790
pmid:27855680
pmid:29062296
pmid:25829123
pmid:15010446
pmid:27467177


52 PART | I General concepts in sleep health

 [15] Grandner MA, Sands-Lincoln MR, Pak VM, Garland SN. Sleep du-
ration, cardiovascular disease and proinflammatory biomarkers, Nat 
Sci Sleep 2013;5:93–107. PubMed PMID: 23901303.

 [16] Grandner MA. Addressing sleep disturbances: an opportunity to pre-
vent cardiometabolic disease? Int Rev Psychiatry 2014;26(2):155–
76. PubMed PMID: 24892892.

 [17] Grandner MA. Sleep, health, and society. Sleep Med Clin 
2017;12(1):1–22. PubMed PMID: [28159089].

 [18] Ge X, Han F, Huang Y, Zhang Y, Yang T, Bai C, Guo X. Is obstructive 
sleep apnea associated with cardiovascular and all-cause mortality? 
PLoS One 2013;8(7):e69432. PubMed PMID: 23936014.

 [19] Koren D, Taveras EM. Association of sleep disturbances with obesi-
ty, insulin resistance and the metabolic syndrome. Metabolism 2018. 
PubMed PMID: 29630921.

 [20] Markwald RR, Melanson EL, Smith MR, Higgins J, Perreault L, 
Eckel RH, Wright KP, Jr. Impact of insufficient sleep on total daily 
energy expenditure, food intake and weight gain, Proc Natl Acad Sci 
USA 2013;110(14):5695–700. PubMed PMID: 23479616.

 [21] Nagai M, Tomata Y, Watanabe T, Kakizaki M, Tsuji I. Association 
between sleep duration, weight gain, and obesity for long period. 
Sleep Med 2013;14(2):206–10. PubMed PMID: 23218534.

 [22] St-Onge MP. The role of sleep duration in the regulation of energy 
balance: effects on energy intakes and expenditure. J Clin Sleep Med 
2013;9(1):73–80. PubMed PMID: 23319909.

 [23] St-Onge MP, Roberts AL, Chen J, Kelleman M, O’Keeffe M, 
RoyChoudhury A, Jones PJ. Short sleep duration increases energy 
intakes but does not change energy expenditure in normal-weight 
individuals. Am J Clin Nutr. 2011;94(2):410–6. Epub 2011/07/01. 
PubMed PMID: 21715510.

 [24] Baglioni C, Riemann D. Is chronic insomnia a precursor to major de-
pression? Epidemiological and biological findings. Curr Psychiatry 
Rep 2012;14(5):511–8. PubMed PMID: 22865155.

 [25] Baglioni C, Spiegelhalder K, Lombardo C, Riemann D. Sleep and 
emotions: a focus on insomnia. Sleep Med Rev 2010;14(4):227–38. 
Epub 2010/02/09. PubMed PMID: [20137989].

 [26] Pigeon WR, Pinquart M, Conner K. Meta-analysis of sleep dis-
turbance and suicidal thoughts and behaviors. J Clin Psychiatry 
2012;73(9):e1160–7. PubMed PMID: 23059158.

 [27] Chakravorty S, Siu HY, Lalley-Chareczko L, Brown GK, Findley JC, 
Perlis ML, Grandner MA. Sleep duration and insomnia symptoms as 
risk factors for suicidal ideation in a nationally representative sample. 
The primary care companion to CNS disorders. 2015;17(6). PubMed 
PMID: 27057399.

 [28] Perlis ML, Grandner MA, Brown GK, Basner M, Chakravorty S, 
Morales KH, Gehrman PR, Chaudhary NS, Thase ME, Dinges DF. 
Nocturnal wakefulness as a previously unrecognized risk factor for sui-
cide. J Clin Psychiatry 2016;77(6):e726–33. PubMed PMID: 27337421.

 [29] Perlis ML, Grandner MA, Chakravorty S, Bernert RA, Brown GK, 
Thase ME. Suicide and sleep: is it a bad thing to be awake when reason 
sleeps? Sleep Med Rev 2016;29:101–7. PubMed PMID: 26706755.

 [30] Perogamvros L, Schwartz S. The roles of the reward system in 
sleep and dreaming. Neurosci Biobehav Rev 2012;36(8):1934–51. 
PubMed PMID: 22669078.

 [31] van der Helm E, Walker MP. Sleep and emotional memory process-
ing. Sleep Med Clin 2011;6:31–43.

 [32] Banks S, Dinges DF. Behavioral and physiological consequences 
of sleep restriction. J Clin Sleep Med 2007;3(5):519–28. Epub 
2007/09/07. PubMed PMID: 17803017.

 [33] Jackson ML, Gunzelmann G, Whitney P, Hinson JM, Belenky 
G, Rabat A, Van Dongen HP. Deconstructing and reconstruct-
ing cognitive performance in sleep deprivation. Sleep Med Rev 
2013;17(3):215–25. PubMed PMID: 22884948.

 [34] Killgore WD, Grugle NL, Balkin TJ. Gambling when sleep deprived: 
don’t bet on stimulants. Chronobiol Int 2012;29(1):43–54. Epub 
2012/01/06. PubMed PMID: [22217100].

 [35] Hisler G, Krizan Z. Sleepiness and behavioral risk-taking: do sleepy 
people take more or less risk? Behav Sleep Med 2017:1–14. PubMed 
PMID: 28745529.

 [36] Fraser M, Conduit R, Phillips JG. Effects of sleep deprivation on 
decisional support utilisation. Ergonomics 2013;56(2):235–45. 
PubMed PMID: 23419086.

 [37] Hui SK, Grandner MA. Trouble sleeping associated with lower work 
performance and greater health care costs: longitudinal data from 
Kansas state employee wellness program. J Occup Environ Med 
2015;57(10):1031–8. PubMed PMID: 26461857.

 [38] Meridew  CM, Jaszewski  A, Newman-Smith  K, Killgore  WDS, 
Gallagher  RA, Carrazco  N, Alfonso-Miller  P, Gehrels  J, 
Grandner MA. Sleep practices, beliefs, and attitudes associated with 
overall health. Sleep 2016;39(Abstract Supplement):A268–9.

 [39] Grandner MA, Patel NP, Jean-Louis G, Jackson N, Gehrman 
PR, Perlis ML, Gooneratne NS. Sleep-related behaviors and be-
liefs associated with race/ethnicity in women. J Natl Med Assoc 
2013;105(1):4–15. PubMed PMID: 23862291.

 [40] Barnes M, Davis K, Mancini M, Ruffin J, Simpson T, Casazza K. 
Setting adolescents up for success: promoting a policy to delay high 
school start times. J Sch Health 2016;86(7):552–7. PubMed PMID: 
27246680.

 [41] Millman RP, Boergers J, Owens J. Healthy school start times: can 
we do a better job in reaching our goals? Sleep 2016;39(2):267–8. 
PubMed PMID: 26943474.

 [42] Minges KE, Redeker NS. Delayed school start times and adolescent 
sleep: a systematic review of the experimental evidence. Sleep Med 
Rev 2016;28:86–95. PubMed PMID: 26545246.

 [43] Thacher PV, Onyper SV. Longitudinal outcomes of start time de-
lay on sleep, behavior and achievement in high school, Sleep 
2016;39(2):271–81. PubMed PMID: 26446106.

 [44] Grandner  MA, Patel  NP, Gehrman  PR, Xie  D, Sha  D, Weaver  T, 
Gooneratne N. Who gets the best sleep? Ethnic and socioeconomic 
factors related to sleep disturbance. Sleep Med 2010;11:470–9.

 [45] Hale L, Hill TD, Friedman E, Nieto FJ, Galvao LW, Engelman 
CD, Malecki KM, Peppard PE. Perceived neighborhood quality, 
sleep quality, and health status: evidence from the survey of the 
health of Wisconsin. Soc Sci Med 2013;79:16–22. PubMed PMID: 
22901794.

 [46] Hale L, Hill TD, Burdette AM. Does sleep quality mediate the as-
sociation between neighborhood disorder and self-rated physical 
health? Prev Med 2010;51(3–4):275–8. Epub 2010/07/06. PubMed 
PMID: [20600254].

 [47] Hill TD, Burdette AM, Hale L. Neighborhood disorder, sleep quality, 
and psychological distress: testing a model of structural amplifica-
tion. Health Place 2009;15(4):1006–13. Epub 2009/05/19. PubMed 
PMID: [19447667].

 [48] Whinnery J, Jackson N, Rattanaumpawan P, Grandner MA. Short 
and long sleep duration associated with race/ethnicity, sociodemo-
graphics, and socioeconomic position. Sleep 2014;37(3):601–11. 
PubMed PMID: 24587584.

pmid:23901303
pmid:24892892
pmid:28159089
pmid:23936014
pmid:29630921
pmid:23479616
pmid:23218534
pmid:23319909
pmid:21715510
pmid:22865155
pmid:20137989
pmid:23059158
pmid:27057399
pmid:27337421
pmid:26706755
pmid:22669078
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0030
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0030
pmid:17803017
pmid:22884948
pmid:22217100
pmid:28745529
pmid:23419086
pmid:26461857
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0035
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0035
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0035
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0035
pmid:23862291
pmid:27246680
pmid:26943474
pmid:26545246
pmid:26446106
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0040
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0040
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0040
pmid:22901794
pmid:20600254
pmid:19447667
pmid:24587584


Social-ecological model of sleep health  Chapter | 5 53

 [49] Grandner MA, Petrov MER, Rattanaumpawan P, Jackson N, Platt A, 
Patel  NP. Sleep symptoms, race/ethnicity, and socioeconomic 
 position. J Clin Sleep Med 2013;9(9):897–905. PubMed PMID: 
WOS:000324375100009.

 [50] Ko PR, Kientz JA, Choe EK, Kay M, Landis CA, Watson NF. 
Consumer sleep technologies: a review of the landscape. J Clin Sleep 
Med 2015;11(12):1455–61. PubMed PMID: 26156958.

 [51] Grandner MA, Williams NJ, Knutson KL, Roberts D, Jean-Louis G. 
Sleep disparity, race/ethnicity, and socioeconomic position. Sleep 
Med 2016;18:7–18. PubMed PMID: 26431755.

 [52] Watson NF, Badr MS, Belenky G, Bliwise DL, Buxton OM, Buysse 
D, Dinges DF, Gangwisch J, Grandner MA, Kushida C, Malhotra 

RK, Martin JL, Patel SR, Quan SF, Tasali E. Joint consensus state-
ment of the American academy of sleep medicine and sleep research 
society on the recommended amount of sleep for a healthy adult: 
methodology and discussion. J Clin Sleep Med 2015;11(8):931–52. 
PubMed PMID: 26235159.

 [53] Watson NF, Badr MS, Belenky G, Bliwise DL, Buxton OM, Buysse 
D, Dinges DF, Gangwisch J, Grandner MA, Kushida C, Malhotra 
RK, Martin JL, Patel SR, Quan SF, Tasali E. Joint consensus state-
ment of the American academy of sleep medicine and sleep research 
society on the recommended amount of sleep for a healthy adult: 
methodology and discussion. Sleep 2015;38(8):1161–83. PubMed 
PMID: 26194576.

http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0045
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0045
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0045
http://refhub.elsevier.com/B978-0-12-815373-4.00005-8/rf0045
pmid:26156958
pmid:26431755
pmid:26235159
pmid:26194576




57
Sleep and Health. https://doi.org/10.1016/B978-0-12-815373-4.00006-X
© 2019 Elsevier Inc. All rights reserved.

Race, socioeconomic position 
and sleep
Natasha Williamsa,⁎, Girardin Jean-Louisb,c, Judite Blancd, Douglas M. Wallacee,f,⁎

aNYU Langone Health, Division of Health and Behavior, Department of Population Health, Center for 

Healthful Behavior Change, New York, NY, United States, bNYU Langone Health, Department of Population 

Health, New York, NY, United States, cNYU Langone Health, Department of Psychiatry, New York, NY, 

United States, dNYU Langone Health, Department of Population Health, Center for Healthful Behavior 

Change, New York, NY, United States, eDepartment of Neurology, Sleep Medicine Division, University of 

Miami Miller School of Medicine, Miami, FL, United States, fMiami VA HealthCare System, Sleep Disorders 

Laboratory, Miami, FL,United States

Much of the history of thinking about inequality in the United 
States, including health inequality, has usually been framed in 
terms of race or class, but seldom both

[1, 347, pp.]

ABBREVIATIONS

ACT actigraphy
DFA difficulty falling asleep
DMS difficulty maintaining sleep
EDS excessive daytime sleepiness
EMA early morning awakening
LS long sleep
NHANES National Health and Nutrition Examination 

Survey
NHIS National Health Interview Survey
NRS nonrestorative sleep
OSA obstructive sleep apnea
PLMS periodic limb movements during sleep
PSG polysomnography
RLS restless leg syndrome
SC sleep complaints
SDB sleep disordered breathing
SES socioeconomic status
SL sleep latency
SS short sleep
TST total sleep time
WASO wake after sleep onset

INTRODUCTION

There is no doubt that the US economy has experienced strong 
growth. Broadly defined as a measure of  economic well- 
being [2], the gross domestic product (GDP) is  approximately 
4.2%, an 18% increase from the 2009 financial crisis [2]. The 
unemployment rate is 4%, also approaching the same rate as 
in 2009 [3]. Lamentably, only a small segment of the popula-
tion has benefited from this recent economic growth. For ex-
ample, Blacks with a college degree earn less than their white 
counterparts without a college degree [4]. Only 70% of Native 
American/Alaska Natives earned a high school diploma in 
4 years compared to 87% of whites [5]. The total household 
income of Blacks has remained relatively unchanged over 
the past 30 years [6]. In 2015, the total household income of 
Hispanics was less than it was in 1972 and 1 in 4 Hispanics 
were living at the US federal poverty level [6]. Black and 
white Americans have significant differences in life expec-
tancy. Life expectancy at birth for white men is 76.1, ap-
proximately 4 years longer than Black men and in 2016 white 
women were expected to live until age 81 compared to Black 
women at 77.9 [7]. Hispanics make up the highest percent-
age of Americans without health insurance coverage (19.5%) 
whereas only 6% of non-Hispanic whites do not have health 
insurance coverage. Given that there are disparities at nearly 
every level of socioeconomic status (SES) and racial/ethnic 
disparities by nearly every indicator of health status, address-
ing these persistent health disparities has become one of the 
most pressing public health challenges.

Beginning with Healthy People 2010 (officially launched 
in January 2000), the nation's public health agenda has in-
cluded the broad goal of eliminating disparities [8]. Healthy 
People 2020 includes sleep health objectives, specifically to 
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increase sleep duration among adults and adolescents and to 
increase the proportion of adults seeking a medical evalua-
tion for obstructive sleep apnea [5]. Aligned with the over-
arching goals, the inclusion of the sleep health objectives 
provides an important opportunity for the sleep community 
to: (1) address health disparities, (2) identify the complex 
conditions that contribute to and/or exacerbate these dispar-
ities, and (3) develop, evaluate, and implement evidenced-
based interventions for achieving these objectives among 
socioeconomically disadvantaged Americans and racial/
ethnic minorities.

The purpose of this chapter is not to present an exhaus-
tive and comprehensive review of the literature, because 
several reviews about sleep among racial/ethnic minorities 
have been conducted [9–11]. Rather, we describe the current 
landscape in health disparities science in the United States. 
First, we provide a brief overview of health disparities. 
Second, we summarize the available influential published 
studies on inadequate sleep duration, poor sleep quality, and 
a selection of the sleep disorders. Finally, we identify gaps 
in the literature and suggestions for future inquiry.

(BRIEF) HISTORY AND DEFINITION OF 
HEALTH DISPARITIES

Presumably, the earliest remark of a “health disparity” in 
the United States was noted in the Secretary's Task Force on 
Black and Minority Human Services. Congress convened 
the report in 1984 in order to comprehend the health of mi-
nority populations [5]. In the report, former Secretary of 
the Department of Health and Human Services, Margaret 
Heckler, described “…the disparity has existed ever since 
accurate federal record keeping began.” The definition of 
disparity was best defined as ‘excess deaths,’ or “the dif-
ference between the number of deaths observed in minority 
populations and the number of deaths which would have 
been expected in the minority population and the same age- 
and sex-specific death rate as the non-minority population 
[5].” While the Secretary's remarks stated that the report 
should serve as a “generating force” for a “national assault 
on the persisting health disparity, (p. 1),” the disparities 
widened.

In 1999, Congress requested that the National Academy 
of Medicine (formerly known as the Institute of Medicine), 
to convene its seminal study that synthesized the evidence of 
disparities in health care [12]. In this work titled, “Unequal 
Treatment: What Healthcare Providers need to Know about 
Racial and Ethnic Disparities in Health Care” the commit-
tee defined disparities in healthcare as “racial or ethnic 
differences in the quality of healthcare that are not due to 
access-related factors or clinical needs, preferences, and ap-
propriateness of interventions.” The Committee reviewed 
over 100 published studies and concluded that even among 
the insured, there were differences in health care utilization  

and treatment and these differences occurred beyond the 
traditional individual level factors such as smoking and pa-
tients' attitudes about treatment. Rather, these differences 
could be attributed to factors within the healthcare system, 
prejudice and discrimination and clinical uncertainty [12]. 
Moreover, eliminating these disparities is possible. In con-
trast to efforts in monitoring disparities in the United States, 
European countries consistently report health status by SES 
indicators [13]. For example, the Whitehall studies of British 
civilian workers were most striking as it related to SES and 
health inequities. In those studies, a homogeneous sample, 
with access to national health insurance, demonstrated that 
SES was related to age-adjusted mortality in 10 years and 
that there was an SES-gradient effect for nearly every cause 
of death. That is, higher-ranking employees had a lower 
relative risk of mortality compared to lower ranking em-
ployees [14]. These studies have demonstrated the impor-
tance of exploring disparities not only by educational level 
and income but also occupation status and within various 
economic strata to assess whether relationships are graded.

SLEEP CHARACTERISTICS

Self-reported sleep duration across  
racial/ethnic groups

Population-based studies have shown that individuals be-
longing to minority racial/ethnic groups are more likely to 
 experience self-reported extremes in sleep duration than 
white individuals. In the Alameda County Health and Ways 
of Living Study, Stamatakis et  al. found that disparities 
among minorities for habitual short sleep (SS; ≤6 h daily) 
have existed for several decades and have widened over time 
[15]. In 1965, Blacks had nearly a twofold higher odds for 
SS while non-Hispanic individuals of other race- ethnicity 
had a 40% increased odds for SS than whites (Table 6.1) 
[15]. Over the 34 years of the study (1965–99), the age- 
adjusted mean probability of SS among black (26%–54%) 
and Hispanic (12%–37%) individuals grew disproportion-
ately relative to whites (15%–25%). In a nationally repre-
sentative sample (National Health Interview Survey 1990 
data) adjusting for individual SES factors, health behav-
iors, and urban living environments, Hale and Do found 
that individuals of black, non-Mexican Hispanic, and other 
non-Hispanic race- ethnicity had increased odds of SS rela-
tive to whites (Table 6.1) [16]. Blacks also had increased 
odds of long sleep (LS; ≥9 h; OR 1.62 [1.40–1.88]) relative 
to whites. Examining more recent data from the National 
Health and Interview Survey (NHIS) (2004–07), Krueger 
et al. reported similar racial/ethnic findings for SS. However, 
they also found that Blacks (OR 1.46 [1.33–1.59]) and 
Mexican-Americans (1.42 [1.27–1.60]) were more likely 
to report LS [18, 25]. In the National Health and Nutrition 
Examination Survey (NHANES), Whinnery et al. examined 



TABLE 6.1 Representative studies examining sleep duration in adult racial/ethnic minorities and lower SES populations.

Study Design/source Sample

Racial/ethnic/
SES group (% of 
sample)

Sleep duration 
assessment

Sleep duration 
definitions  
(h/night) Covariates

Findings (racial/ethnic 
reference group is white 
unless specified)

Stamatakis et al. 
[15]

Longitudinal; Alameda 
County Health and 
Ways of Living Study 
(1965–99)

N = 6928 (1965); 
N = 2123 (1999); 
age: 16–94

Black: 12.4
Hispanic: 3.9
Other: 4.7
White: 78.9
–
Lowest income 
quintile: 20

Self-report at 
each study wave

Short: ≤6
Reference:7–8
Excluded: ≥9

Age, BMI, living 
conditions, health 
behaviors, health 
status, depression, 
insomnia

Short sleep (<6 h):
Black OR 1.97 (1.7–2.3)
Other OR 1.4 (1.1–1.9)
–
Lowest income quintile 
OR 1.6 (1.3–1.9) relative to 
highest quintile

Hale and Do [16] Cross-sectional; 
National Health 
Interview Survey 1990

N = 32,749; 52% 
women; age 43

Black: 10.1
Mex-Amer: 4.1
Other Hispanic: 3.5
Other non-Hisp: 3.3
White: 79.0

Self-report: “total 
hours slept over 
24-h day”

Short: ≤6
Reference: 7–8
Long sleep: ≥9

Age, sex, individual 
SES, health 
conditions/behaviors, 
residence type, 
urban environment 
characteristics

Short sleep (<6 h):
Black OR 1.4 (1.3–1.6)
Other Hispanic OR 1.3 
(1.1–1.5)
Other non-Hispanic OR 1.4 
(1.1–1.6)
Long sleep(>9 h):
Black OR 1.6 (1.4–1.9)

Whinnery et al. 
[17]

Cross-sectional; 
National Health and 
Nutrition Examination 
Survey 2007–08

N = 4850; 52% 
women; age 
25–64: 71%

Black: 11.4
Mex-Amer:8.5
Other Hispanic:5.0
Asian/other: 6.0
White: 69.2
Income
<20K:16.4
>75K:33.4

Self-report: “sleep 
on weekday or 
workday nights”

Very short: <5
Short: 5–6
Normal: 7–8
Long: ≥9

Demographics, self-
rated health, country 
of origin, language, 
income, education, 
health insurance, food 
security

Very short sleep(<5 h):
Black OR 2.3 (1.6–3.4)
Other Hispanic OR 2.7 
(1.1–6.3)
Asians/others OR 3.99 
(1.7–9.5)
Short sleep (5–6 h):
Black OR 1.85 (1.5–2.2)
Asians/others OR 2.1 
(1.3–3.3)
Long sleep(≥9 h):
Mex-Amer OR 0.4 (0.1–0.9)

Krueger and 
Friedman [18]

Cross-sectional; 
National Health 
Interview Survey 
2004–07

N = 110,441 NR Self-report: “total 
hours slept over 
24-h day”

5, 6, 8, 9
7 (reference)

Demographics, foreign 
born status, family 
structure, SES, health 
behaviors, health status

6 vs 7 h:
Blacks OR 1.5 (1.4–1.6)
Other Hispanics OR 1.15 
(1.03–1.3)
Other non-Hispanic OR 1.4 
(1.2–1.5)
9 vs 7 h
Blacks OR 1.5 (1.3–1.6)
Mex-Amer OR 1.4 (1.3–1.6)

Lauderdale et al. 
[19]

Cross-sectional; 
CARDIA 2003–04

N = 669; 58% 
women; age 
43 ± 4

Black: 44
White: 56

3 days of ACT Continuous Age, BMI, individual 
SES, employment, 
household, health 
behaviors, SDB-risk, 
shift work

White women 6.5 (6.0–6.9) h
White men 5.8 (5.3–6.3) h
Black women 5.9 (5.5–6.3) h
Black men 5.1 (4.6–5.6) h

Continued



Study Design/source Sample

Racial/ethnic/
SES group (% of 
sample)

Sleep duration 
assessment

Sleep duration 
definitions  
(h/night) Covariates

Findings (racial/ethnic 
reference group is white 
unless specified)

Mezick et al. [20] Cross-sectional; 
Pittsburgh Sleep 
SCORE

N = 187; 47% 
women; age 
60 ± 7

Black: 41
White/Asians: 59
(Asians; n = 3)

9 days of ACT; 
2-nights of home 
PSG

Continuous Age, sex, medication 
use

ACT: black 5.4 ± 0.8 vs white/
Asian 6.0 ± 0.9 h
PSG: black 5.8 ± 1.1 vs white/
Asian 6.2 ± 0.9 h

Hall et al. [21] Cross-sectional; Study 
of Women's Health 
Across the Nation 
(SWAN)
Sleep ancillary

N = 368 adults; 
100% women; 
age 51 ± 2

Black: 37.5
Chinese: 16.0
White: 46.5
–
Difficulty paying for 
basics: 27.4

3-nights of home 
PSG (1st night 
excluded)

Continuous Age, menopausal 
status, vasomotor 
symptoms, BMI, 
depression, perceived 
health, sleep meds

Beta for blacks: −0.27
Beta for Chinese: −0.04; 
P = NS
Beta for difficulty paying for 
basics: 0.02; P = NS

Song et al. [27] Cross-sectional; 
Outcomes of Sleep 
Disorders in Older 
Men Study (MrOs 
Sleep)

N = 2862 adults; 
100% men; age 
76 ± 6

Black:3.4
Hispanic: 1.9
Asian-Amer: 2.9
Other: 1.1
White: 90.8

5 days of ACT Continuous Age, social status, 
BMI, education, 
marital status, health 
behaviors/conditions, 
study site

Black: 6.1 (5.8–6.3)
Hispanic: 6.7 (6.4–7.0)
Asian-Amer: 6.1 (5.8–6.4)
Other: 6.5 (6.1–7.0)
White: 6.4 (6.4–6.5)

Chen et al. [22] Cross-sectional; 
Multi-Ethnic Study of 
Atherosclerosis (MESA)
Sleep cohort

N = 2230 adults; 
54% women; age 
68 ± 9

Black: 28.0
Hispanic: 23.9
Chinese: 12.1
White: 36.1

7 days of ACT Short: <6,6–7
Reference: 7–8
Long: > 8

Age, sex, and site Short sleep (<6 h):
Blacks OR 4.95 (3.6–6.9)
Hispanics OR 1.80 (1.3–2.6)
Chinese OR 2.3 (1.5–3.6)
Long sleep (>8 h):
No racial differences

Carnethon et al. 
[23]

Cross-sectional; 
Chicago Area Sleep 
Study (CASS)

N = 496 adults; 
60% women; age 
48 ± 8

Black: 31.3
Hispanic: 20.8
Asian: 22.0
White: 26.0

7 days of ACT Continuous Age, sex, BMI, 
education, shift work, 
health behaviors, 
depression

Black: 6.7 (6.5–6.8) h
Hispanic: 6.9 (6.6–7.1) h
Asian: 6.8 (6.6–7.1) h
White: 7.5 (7.3–7.7) h

Dudley et al. [24] Cross-sectional; 
Hispanic Community 
Health Study/Study of 
Latinos (HCHS/SOL)

N = 2087 adults; 
64.6% women; 
age 47 ± 12

Mexico: 26.9
Central Am: 13.6
Cuban: 18.1
Dominican: 12.5
Puerto Rico: 20.7
South Am: 8.2

5–7 days of ACT Continuous Age, sex, education, 
employment status, 
shift work status, 
income, BMI, SDB, 
depression, health 
behaviors, sleep 
medication, season

Regression coeff beta [SE] min
Mexico (reference)
Central Am: −13.2 [5.2]
Cuban −5.2 [4.9]
Dominican: −10.5 [5.1]
Puerto Rico: −12.4 [6.7]
South Am: −19.3 [6.7]

Data presented as mean ± SD, mean [SE], or OR (95% CI). Bolded values represent P < .05; ACT, actigraphy; BMI, body mass index; CARDIA, Coronary Artery Risk Development in Young Adults; LS, long sleep; OR, odds ratio; SDB, 
sleep disordered breathing; SES, socioeconomic; SOL, sleep onset latency; SS, short sleep; VSS, very short sleep.

TABLE 6.1 Representative studies examining sleep duration in adult racial/ethnic minorities and lower SES populations.—cont’d
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the relationship between racial/ethnic groups and extremes 
of sleep duration while adjusting not only for individual SES 
characteristics, but also including homeownership, health 
insurance, food insecurity, and acculturation  measures 
[17]. Blacks and non-Mexican Hispanics were more than 
two times the odds to report very SS (<5 h nightly) com-
pared to whites, while Asians/individuals of other race/
ethnicity were nearly four times more likely to report very 
SS relative to whites (Table 6.1). Blacks and Asians/others 
also reported about two times the odds of SS (5–6 h) com-
pared to whites. In contrast, Mexican Americans were about 
one-third as likely to report LS (>9 h) relative to whites. 
Finally, Jean-Louis et  al. examined three decades of data 
from NHIS (1977–2007), among whites, the prevalence of 
VSS increased from 1.5% in 1977 to 2.3% in 2009, and the 
prevalence of SS increased from 19.3% to 25.4%, whereas 
prevalence among blacks, the prevalence of VSS increased 
from 3.3% to 4.0%, and the prevalence of SS increased from 
24.6% to 33.7% [26].

These nationally representative self-reported data sug-
gest that specific racial/ethnic groups may be at greater risk 
for very SS, SS and LS than whites and that these disparities 
in sleep duration may have widened over time.

Objective reported sleep duration across 
racial/ethnic groups

In addition to self-reported measures, some population-
based studies have employed objective measures of total 
sleep time (TST). Objective measures of TST is important 
because (1) the disparity between subjectively and objec-
tively measured TST can exceed 1 h and (2) comorbid sleep 
disorders (e.g., undiagnosed sleep disordered breathing 
can influence an individual's perception of sleep duration). 
Using three nights of actigraphy (ACT) in black and white 
participants aged 39–50 years, Lauderdale et al. examined 
race–sex interactions for sleep measures in the Coronary 
Artery Risk Development in Young Adults (CARDIA) 
study [19]. In models adjusting for individual SES factors, 
employment, health behaviors, and sleep disordered breath-
ing (SDB) risk, white women slept 6.5 h while black men 
slept 5.1 h with white men and black women having simi-
lar intermediate sleep durations (Table 6.1). Mezick et al. 
used two nights of home polysomnography (PSG) and nine 
nights of ACT finding that Blacks, on average, had signifi-
cantly shorter TST (about 30 min less) than white/Asian 
participants by both methods [20] (Table 6.1). In the Study 
of Women's Health Across the Nation (SWAN) sleep co-
hort, participants completed three nights of home PSG in 
a diverse sample of middle-aged women from seven US 
cities [21]. Adjusting for financial strain and education at-
tainment, black, but not Chinese, women had significantly 
shorter PSG-measured TST than white women. Similarly, 
Song et al. assessed the sleep characteristics of older men 

(>65 years of age) enrolled in the Outcomes of Sleep 
Disorders in Older Men study (MrOs Sleep) using 5 days 
of ACT and one night of PSG to measure TST and SDB, 
respectively [27]. In adjusted models accounting for social 
status and a number of health factors, black men slept less 
than white men (6.0 vs 6.4 h) while Hispanic men [28] slept 
more than black (6.0 h) and Asian American (6.1 h) partici-
pants. Similar results were observed in further analyses ad-
justing for SDB. More recently, Chen et al. used 7 days of 
ACT to measure TST and home PSG to assess for SDB in 
the Multi-Ethnic Study of Atherosclerosis (MESA) in par-
ticipants from six US cities [22]. After adjusting for age, 
sex, and study site, Blacks were nearly five times as likely 
to have objectively SS (<6 h) compared to whites while 
Hispanics and Chinese had nearly twice the odds of SS rela-
tive to white participants. These racial differences in odds 
for SS persisted despite additional adjustments for SDB and 
insomnia. As in CARDIA, the shortest sleep duration was 
found among black men who on average slept 75 min less 
than white women. Black women on average slept 43 min 
less than white women. Finally, Carnethon et al. expanded 
the results of CARDIA by examining additional racial/eth-
nic groups (Hispanics and Asians), and screening for SDB 
with PSG in the Chicago Area Sleep Study [23, 29]. Using 
7 days of ACT, Carnethon et al. found that, in adjusted anal-
yses, Blacks, Asians, and Hispanics each had significantly 
shorter TST than whites (Table  6.1). Most, but not all, 
studies using objective TST and accounting for comorbid 
sleep disorders suggest individuals of minority background 
have greater risk for shorter sleep duration than whites. 
Consistently across these studies with varying adjustments 
(e.g., SES), black men and women had the shortest objec-
tive TST relative to their white counterparts.

Sleep duration within racial/ethnic groups

There are fewer data concerning heterogeneity of sleep du-
ration within racial/ethnic groups. Recently, the Hispanic 
Community Health Study/Study of Latinos (HCHS/SOL) 
has provided detailed sleep characteristics concerning 
 intra-ethnic variability within US Hispanics from the Bronx, 
Chicago, San Diego, and Miami [24]. Using 7 days of ACT 
in participants evaluated for SDB with PSG, Dudley et al. 
found that mean TST for US Hispanics was >30 min longer 
than for non-Hispanic Blacks and whites who participated 
in CARDIA. In age- and sex-adjusted analyses, Mexican 
Americans had the longest TST (6.82 h) while individuals 
of Puerto Rican (6.57 h) and South American (6.44 h) heri-
tage had the shortest TST (Table 6.1).

Sleep duration across SES groups

Above and beyond the effects of race-ethnicity, there is evi-
dence for individuals belonging to lower SES groups  having 
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greater risk for extremes of TST than individuals from higher 
SES groups. For example, in the Alameda County Health and 
Ways of Living Study, individuals in the lowest income quin-
tile had over a 60% increased odds of SS relative to those 
in the highest quintile [15] (Table 6.1). In the Nurses Health 
Study II, Patel et al. observed that the odds of subjective LS 
(>9 h) relative to normal sleep duration (7–8 h) was increased 
for never having been married (OR 1.4 [1.2,1.5]), unemploy-
ment (OR 2.4 [2.3,2.6]), and having an annual income less 
than $30,000 [30]. In NHANES, Whinnery et  al. reported 
that lower educational attainment and very low food security 
was associated with SS, while having public health insur-
ance relative to being uninsured was associated with LS [17]. 
Within US Hispanics (n = 11,860), Patel found that having 
full-time employment and less than a high school education 
predicted self-reported SS (<7 h); whereas unemployment, 
less than a high school education, and household income 
(<$10,000 annually) predicted LS (>9 h) [31]. A similar as-
sociation between lower SES position and LS (>9 h) has been 
reported within US Blacks in the Jackson Heart Study (JHS) 
[32]. In contrast, among middle aged women in the SWAN 
study, financial strain was not associated with PSG-measured 
TST in adjusted analyses [21]. In CARDIA, ACT-defined 
TST was not associated to traditional SES measures (income, 
education) but was associated with other employment factors 
(i.e., unemployment, shift work) [19]. In a sample of health-
care workers, Ertel et al. used 7 days of ACT to compare the 
sleep duration of black Caribbean/African immigrants to 
those of whites [33]. In age- and gender-adjusted analyses, 
the sleep duration disparity between black Caribbean/African 
immigrants was >1 h relative to whites, which was attenuated 
by 41% with adjustment for individual economic indicators 
and occupational characteristics [34]. Finally, in a nationally 
representative sample (NHIS), a race by occupation/industry 
interaction has been observed for SS. With increasing pro-
fessional/managerial roles, SS increases among Blacks but 
decreases among whites [35]. These data suggest that psy-
chosocial measures of SES (e.g., workplace, social, and en-
vironmental features) may be more closely linked to sleep 
duration for racial/ethnic groups than traditional measures of 
SES. Of note, these studies used objective measures of TST, 
which may be more accurate than self-reported sleep dura-
tion [19].

Sleep architecture and continuity across 
racial/ethnic groups

Most studies examining sleep architecture and continuity 
across racial/ethnic groups have shown that minority indi-
viduals tend to have “lighter” and more fragmented sleep 
than whites [36, 37]. For example, Redline et al. used home 
PSG to characterize sleep architecture in the Sleep Heart 
Health Study (SHHS) [38] (Table 6.2). In analyses adjust-
ing for demographics, health comorbidities and SDB, 

American Indians had higher percentage N1 sleep than 
Blacks (6.7% vs 5.3%, P = .01) or whites (6.7% vs 5.4%, 
P < .001). Additionally, American Indians had higher per-
centage N2 sleep than Hispanics (65.1% vs 58.4%, P < .001) 
or whites (65.1% vs 58.4%, P < .001). The same group also 
had  significantly less percentage of N3 (deep) sleep than any 
other racial and ethnic group. Blacks had higher percent-
age of N2 sleep than whites (62.2% vs 58.4%, P < .001) or 
Hispanics (62.2% vs 58.4%, P = .02) and lower N3 sleep than 
whites (11.0% vs 14.8%) or Hispanics (11.0% vs 15.1%). In 
a study examining sleep architecture in the sleep laboratory, 
Tomfohr et al. found that Blacks spent approximately 4.5% 
more TST in N2 sleep and 4.7% less in N3 sleep than whites 
[46]. Similar sleep architecture findings were reported in the 
MrOs Sleep study (one night of home PSG) where black men 
had less N3 sleep than white men (4.9% vs 8.8%, P < .001) 
[27]. Actigraphic measures also found that black men had 
longer sleep latencies (28.7 vs 21.9 min, P = .02) and lower 
sleep efficiencies (80.6% vs 83.4%, P = .02). Similarly, in 
CASS, Carnethon et  al. reported that Blacks significantly 
increased sleep fragmentation index and greater wake af-
ter sleep onset time (50.2 vs 41.2 min, P < .01) than whites. 
However, these sleep parameters were similar in Asians and 
Hispanics relative to whites [23]. In the SWAN sleep study, 
using home PSG, black women had longer sleep latency, 
poorer sleep efficiency, lower N3 stage sleep than white 
women [21]. Chinese women also had significantly lower N3 
sleep than white women. Additionally, this study used EEG 
spectral analysis to quantify sleep microstructural differences 
and found that beta power, a marker of hyperarousal during 
sleep, was significantly higher in black women than white 
women [21]. Using ACT in CARDIA, white women had 
shorter sleep latency (34 vs 48 min, P < .01) and greater sleep 
efficiency (77% vs 69%, P < .01) than black men [19]. White 
men and black women had similar intermediate sleep latency 
and sleep efficiency. In a metaanalysis of studies comparing 
subjective and objective sleep parameters [47] and among 
Black (n = 1010) and white (n = 3156) healthy sleepers, Ruiter 
et al. reported that Blacks had significantly shorter TST (ob-
jective and subjective), longer sleep latency (SL) greater N2 
and lower N3 sleep percentage than whites [48]. However, ra-
cial/ethnic differences in many of these variables disappeared 
when studies examined participants in sleep laboratories and 
excluded participants with (1) undiagnosed mental illness 
or (2) using prescription medications. Finally, the Hispanic 
Community Health Study/Study of Latinos (HCHS/SOL) 
has shown that there is significant heterogeneity in ACT sleep 
patterns among US Hispanics [24]. In SES-adjusted models, 
Dudley et  al. showed that individuals of Mexican heritage 
had the most consolidated sleep and healthiest sleep schedule 
while individuals of Puerto Rican descent had the most frag-
mented sleep and irregular sleep. To our knowledge, there are 
no other objective sleep data examining sleep heterogeneity 
within other US racial/ethnic minority groups.



TABLE 6.2 Representative studies examining sleep disordered breathing in racial/ethnic minorities and low SES populations.

Study Design/source Sample
Racial/ethnic/SES 
(% of sample)

SDB 
assessment

SDB 
definition Covariates

Findings; OR (95% CI) (reference racial/ethnic 
group is white)

Young 
et al. [39, 
40]

Cross-sectional; Sleep 
Heart Health Study 
(SHHS)

N = 5615; 53% 
women; age 
64 ± 11

Black: 7.4
American Indian: 
10.4
Other: 5.0
White: 77.1

1-night home 
PSG

AHI ≥ 15 Age, sex Black 1.23 (0.97–1.6)
American Indian 1.70 (1.4–2.1)
Other 0.94 (0.65–1.37)

Fulop et al. 
[41]

Cross-sectional; Jackson 
Heart Study (JHS)

N = 5301; 63% 
women; age 
55 ± 13

Black: 100
Annual income 
<25K: 27.5

5 items: sex, 
snoring, 
witnessed 
apneas, BMI, 
age

SDB risk score None High SDB risk: women 16.8% men 3.5%
Habitual loud snoring: women 58.1% men 66.3%
Excessive daytime sleepiness: women 61.4% men 
68.6%

Johnson 
et al. [42]

Cross-sectional; Jackson 
Heart Study (JHS)

N = 825; 66% 
women; age 
63 ± 11

Black: 100 1-night home 
PSG

AHI 5–15; AHI 
15–30; AHI 
≥30

None Mild SDB 38.4%
Moderate SDB 21.3%
Severe SDB 15.8%

Chen et al. 
[22]

Cross-sectional; 
Multi-Ethnic Study of 
Atherosclerosis (MESA)
Sleep cohort

N = 2230; 54% 
women; age 
68 ± 9

Black: 28.0
Hispanic: 23.9
Chinese: 12.1
White: 36.1

1-night home 
PSG

SAS: AHI ≥ 5 
and ESS ≥10
Severe SDB: 
AHI ≥ 30

Age, sex, and 
site

 SAS AHI ≥ 30

Black
Hispanic
Chinese

1.8 
(1.2–2.6)
1.5 
(0.9–2.4)
1.3 
(0.7–2.2)

1.4 (0.9–2.0)
2.1 (1.4–3.3)
1.4 (0.8–2.3)

Mihaere 
et al. [43]

Cross-sectional; New 
Zealand

N = 358; 27% 
women; age 
30–59

Maori: 46.4
White: 53.6

1-night of 
home PSG

RDI ≥ 15 Age, sex Maori 4.26 (1.31–13.9)

Kripke 
et al. [44]

Cross-sectional; San 
Diego, CA

N = 355; 54% 
women; age 
40–64

Black: 3.4
Hispanic: 12.4
Other: 3.9
White: 80.3

4-nights of 
oximetry and 
actigraphy

ODI 4 ≥ 20 None Black 16.7
Hispanic 15.9
Other 21.5
White 5.6

Redline 
et al. [45]

Cross-sectional; 
Hispanic Community 
Health Study/Study of 
Latinos (HCHS/SOL)

N = 14,440; 
60% women; 
age 46 ± 12

Central Am:10.3
Cuba: 13.2
Dom Rep: 8.9
Puerto Rico:15.9
South Am: 6.5
Mexico: 42.3
Mixed: 2.8
Annual income  
<30K: 64

1-night of 
home PSG

AHI ≥ 15 Age, BMI  Men Women

Central Am
Cuba
Dom Rep
Puerto Rico
South Am
Mexico
mixed

15.2
17.8
16.0
11.7
13.0
14.4
16.4

4.9
6.1
4.9
7.0
5.5
5.8
4.6

Data presented as means ± SD, frequency (95% CI) or OR (95% CI). Bolded values represent P < .05 for Chi-square comparisons. AHI, apnea-hypopnea index (events/h of sleep); BMI, body mass index; ESS, Epworth sleepiness scale; 
PSG, polysomnography; RDI, respiratory disturbance index; SAS, sleep apnea syndrome; SDB, sleep disordered breathing; SES, socioeconomic status.
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Sleep architecture and continuity across  
SES groups

Currently, sparse data concerning the influence of SES fac-
tors on sleep architecture and continuity independent of 
race/ethnicity exists in the literature. In ACT-measured sleep 
in CARDIA, analyses adjusting for education and employ-
ment status showed that lower income was associated with 
longer SL and lower sleep efficiency [19]. In Pittsburgh, 
lower SES (assessed by a composite of education and in-
come) was associated with longer ACT SL and greater PSG 
wake after sleep onset (WASO) time [20]. Similarly, in the 
SWAN study, financial strain was associated with poorer 
PSG-assessed sleep continuity and efficiency and this re-
lationship was equivalent across race-ethnicity [21]. Thus, 
using multiple proxies for SES, most existing data sug-
gest more disruptive and less efficient sleep in lower SES 
individuals.

SLEEP DISORDERS

Sleep disordered breathing (SDB)

SDB encompasses a number of chronic breathing abnor-
malities occurring during sleep, of which OSA is the most 
common [49] Diagnosis of SDB requires PSG with detec-
tion of breathing abnormalities (>5 per hour of sleep) asso-
ciated with sleep irregularities/daytime consequences [49]. 
Estimates of the prevalence of moderate to severe SDB 
(apnea–hypopnea index [AHI] ≥ 15) in the US middle-aged 
(50–70 years of age) population are 17% for men and 9% 
for women [50].

Symptoms of and risk factors for sleep 
disordered breathing across racial/ethnic 
groups

Population-based studies have shown that SDB symptoms 
may vary across racial/ethnic groups. In the Sleep Heart 
Health Study, habitual loud snoring was significantly more 
common among Black (OR 1.6 [1.1–2.1]) and Hispanic 
(OR 2.3 [1.5–3.4]) women than among white women [51]. 
Hispanic men had more than twice the odds (OR 2.3 [1.4–
3.7]) of reporting loud snoring than white men; However, 
the prevalence of loud snoring was similar among Black, 
Asian/Pacific islander, American Indian and white men 
[51]. Subjective excessive daytime sleepiness (EDS), one 
of the hallmark consequences of SDB, varies by racial/eth-
nic groups and assessment method. In analyses adjusted for 
demographics, medical comorbidities, sleep and psychoso-
cial variables in the MESA study, Baron et al. found that 
Blacks had significantly higher odds (OR 1.5 [1.2–1.9]) for 
EDS (Epworth sleepiness scale >12) than whites [52]. The 
odds of reporting EDS (ESS > 12) among Hispanics and 

Chinese participants was similar to that of whites. However, 
when EDS was measured as frequency reporting feeling 
excessively sleepy on 5 days or more over the previous 
month, Black (OR 0.57 [0.5–0.7]) and Hispanic (OR 0.62 
[0.5–0.8]) participants were less likely to report EDS than 
whites. These contradictory data may suggest cultural dif-
ferences in the interpretations of questions assessing sleepi-
ness or normative levels of daytime sleepiness [52, 53]. 
Normalization of the consequences of the nocturnal symp-
toms may lead to lower screening for SDB among racial/
ethnic individuals.

Some recognized risk factors for SDB may vary among 
racial/ethnic groups compared to whites. For example, one 
of the strongest risk factors for SDB is obesity, which is 
prevalent among US Blacks, Hispanics, and American 
Indians [32, 54–56]. In age- and gender-adjusted analysis 
of SHHS, Blacks and American Indians had a significantly 
higher odds of moderate to severe SDB (AHI ≥ 15) [39]. 
However, after adjusting for body habitus, racial/ethnic 
background was no longer associated with increased risk 
for SDB relative to whites. Thus, much of the increased 
risk of SDB among racial/ethnic individuals may be attrib-
utable to increased prevalence of obesity. Also, racial/eth-
nic individuals may distribute excess body fat differently. 
Therefore, typical body mass index (BMI) definitions of 
obesity (i.e., 30 kg/m2) may not adequately measure SDB 
risk across racial/ethnic groups. As Asians store greater 
amounts of body fat at the same level of BMI, the World 
Health Organizations has recommended using a lower 
BMI threshold (i.e., 25 kg/m2) to define obesity in Asian 
populations [57]. Data from MESA shows that each unit 
BMI increase may have a greater effect on AHI in Asian 
Americans that among other US racial/ethnic groups 
[58]. Thus, alternative measurements of obesity among 
racial/ethnic individuals should be considered in SDB 
risk-stratification.

Racial/ethnic differences in craniofacial anatomy have 
also been implicated in differential risk for SDB among ra-
cial/ethnic groups. Studies have suggested that soft tissue 
factors (e.g., tongue size, soft palate, tonsils) may be more 
relevant in predicting SDB risk among Blacks while skeletal 
components of the upper airways (e.g., maxillary-mandibular  
shape, inferior hyoid position) may be more important 
among Asians [59]. Studies comparing the anatomical dif-
ferences between Blacks and whites have noted that the 
volume of the tongue is significantly larger among Blacks 
with SDB [60]. Relative to whites, Asian individuals have 
been found to have greater skeletal restrictions assessed by 
shorter cranial base as well as decreased thyromental dis-
tance and larger thyromental angles, suggesting the pres-
ence of these skeletal features contributed to their upper 
airway obstruction [61]. Among the Maori of New Zealand, 
reductions in mandibular prognathism and wider bony nasal 
aperture were associated with SDB, while reduced retro-
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palatal airway size was more important among whites par-
ticipants [62]. Less is known about Hispanic craniofacial 
structure and SDB risk. One cephalometric study found that 
Hispanics had greater bimaxillary retroposition relative to 
whites, but another failed to find any  anatomical differences 
between Hispanics and whites [63, 64]. However, these ana-
tomical data are limited by the relatively small sample size 
(n < 100) of these studies.

Diagnosis of SDB across and within  
racial/ethnic groups

The prevalence of SDB among some racial/ethnic groups 
has been reported to be higher than among whites. For ex-
ample, in the SHHS, the prevalence of moderate to severe 
SDB (AHI ≥ 15) was 23%, 20%, and 17% among American 
Indians, Blacks, and whites, respectively [40]. A metaanaly-
sis examining studies of SBD between Blacks and whites 
(n = 10 studies) found a small but significant effect size for 
Blacks having more prevalent and severe SDB relative to 
whites [65]. A recent study (n = 512; 48% women; 66% 
black) has specifically identified that this Black–white dif-
ference in SBD severity may be primarily driven by younger 
[66] and middle-aged (50–59 years of age) Black men [67]. 
In the Jackson Heart Study (n = 5301), Fulop et al. reported 
that 16.8% of Black women and 3.5% of Black men were 
at high risk for SDB and that individual symptoms of SDB 
were extremely common [41] (Table 6.2). In a subset of this 
cohort completing PSG (n = 825), 37.1% of this sample had 
moderate to severe SDB.

Early studies that explored diverse samples suggested 
that Hispanics may carry an excessive burden of SDB 
relative to their white counterparts. In a population-based 
study in San Diego, Kripke et al. showed that Hispanic par-
ticipants (n = 44, mainly of Mexican-descent) had higher 
prevalence of moderate to severe SDB than whites (15.9% 
vs 5.6%) [44]. In the MESA study, US Hispanics had 
more than twice the odds of severe SDB than whites [22]. 
Recently, data from the HCHS/SOL (n = 14,440) showed 
that the large heterogeneity within US Hispanics regarding 
SDB [45]. Overall, 19% of Hispanic women and 33% of 
Hispanic men had at least mild SDB (AHI ≥ 5) with 6% of 
women and 14% of men having moderate to severe SBD 
(AHI ≥ 15). However, among US Hispanic men, moder-
ate to severe SDB was most common among Cubans and 
least common among those of South American and Puerto 
Rican background (Table 6.2). Among Hispanic women, 
SDB was most prevalent among individuals of Puerto 
Rican heritage and least common among women of South 
American background [45]. Thus, although the overall 
SDB estimates among US Hispanics may be similar to 
that of the US general population, these data suggest that 
specific Hispanic subgroups may be particularly high risk 
for SDB.

There is also evidence of heterogeneity in the prevalence 
of SDB within individuals of Asian descent. Early studies 
comparing SDB among white and Asian individuals (eth-
nicity not reported) presenting to a sleep center reported that 
Asians had significantly greater prevalence of severe SDB 
(25% vs 11%, P = .03) [68]. In the MESA study, adjusted 
analyses revealed that Chinese individuals were 37% more 
likely to have severe SDB (AHI ≥ 30) than whites [22]. 
However, a cross-cultural SDB comparison study between 
individuals from Japan (n = 978) and the US (Hispanics 
n = 211; whites n = 246) found that the prevalence of SDB 
(RDI ≥ 15) among the Japanese (18.4%) was significantly 
lower than among US Hispanics (36.5%) or whites (33.3%) 
[69]. The SDB prevalence differences in these groups were 
largely explained by differences in their BMIs. There are 
few data for direct SDB comparison studies of other Asian 
ethnic subgroups living in the United States. Finally, in 
 population-based studies from New Zealand, the Maori 
people have been reported to have four times the risk of 
moderate to severe SDB than white individuals (6% vs 
1.5%) [43]. However, in analyses that adjusted for BMI, 
the association between ethnicity and SDB disappears. This 
suggests that increased body habitus among the Maori, as in 
US racial/ethnic groups, imparts greater SDB risk. Overall, 
these studies propose that a great deal of heterogeneity for 
SDB may exist in individuals of Asian descent.

SDB symptoms and diagnosis across SES 
groups

Beyond the risk factors of race/ethnicity, low SES individu-
als may have higher risk for SDB mediated by increased 
obesity rates, unhealthy behaviors (e.g., smoking, alcohol 
use), toxic environmental exposure, or other factors [20, 
32, 42, 70]. However, as seen in Table 6.2, most epidemio-
logical studies examining PSG-verified SDB among racial/
ethnic groups have not adjusted for SES measures [22, 40, 
44, 68]. Indirect evidence for SDB comparisons among so-
cioeconomically diverse samples may be gained from ran-
domized clinical trials that eliminate some of the financial 
barriers associated with sleep testing. For example, in the 
Home PAP study (seven US cities; n = 183) [71], individu-
als who lived in the poorest neighborhoods had similar SDB 
severity to those who lived in more affluent neighborhoods 
(AHI 43 ± 28 vs 44 ± 26, P = .81). In other smaller studies 
(SWAN, Sleep Score Table  6.1), different SES measures 
have not been found to be associated with SBD severity [20, 
21]. In NHANES analyses (N = 4081; household income 
<$20,000 annually; 15.5% of the sample) adjusting for de-
mographics, income, and other SES factors, Grandner et al. 
described an inverse relationship between habitual snoring 
and educational attainment with those achieving higher ed-
ucational degrees reporting lower odds of snoring relative to 
highly educated individuals [72]. In addition, low household 
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food security (versus high) was associated to greater odds 
of symptoms suggestive of SDB [73]. Similarly, analyses 
from the JHS adjusting for demographics, health behaviors, 
and comorbidities, Fulop et al. reported that lower SES in-
dividuals and physical inactivity were associated with high 
SDB risk among Blacks [41]. To date, the prevalence of 
PSG-diagnosed SDB between different SES levels has not 
been comprehensively studied.

Insomnia

Approximately 33% of the US general population reports 
insomnia complaints, including difficulty falling asleep, 
maintaining sleep, and/or premature awakening [74]. Even 
when more stringent diagnostic criteria are used, the preva-
lence of chronic insomnia disorder ranges from 6% to 15% 
[75]. Most population-based studies have focused on in-
somnia complaints (nocturnal symptoms alone) as opposed 
to insomnia disorder (complaints associated with daytime 
impairments) [49]. We have included studies examining 
sleep quality in this section in accordance with one presen-
tation of insomnia: nonrestorative sleep.

Insomnia complaints across racial/ethnic 
groups

Studies assessing insomnia complaints in racially/ethni-
cally diverse samples have used a varying assessment of 
insomnia symptoms. One of the first studies was conducted 
among Blacks and whites living in a small county in Florida 
(n = 1645) [76]. In that study, 58% reported on survey 
questionnaire insomnia complaints, and this finding was 
greater among lower SES, but unrelated to race. An early 
population-based study concerning racial/ethnic differ-
ences in sleep complaints was the Established Populations 
for Epidemiologic Studies of the Elderly Study [77]. Using 
a racially diverse sample representing older individuals 
from North Carolina (n = 3976, 54% Black), Blazer et  al. 
evaluated sleep complaints using questions: difficulty fall-
ing asleep (DFA), difficulty maintaining sleep (DMS), 
early morning awakenings (EMA), and nonrestorative sleep 
(NRS). Whites were significantly more likely to endorse 
all insomnia complaints than Blacks (Table 6.3). In addi-
tion, among those with high levels of insomnia complaints, 
whites were more likely to be prescribed sedative-hypnotic 
medications than Blacks (83% vs 17%, P < .001) [77]. 
Significant Black–white disparity in insomnia complaints 
were also found in the Atherosclerosis Communities at Risk 
(ARIC) study, a population-based study of cardiovascular 
risk in four US cities [78]. Assessing symptoms of DFA, 
DMS, or NRS, Phillips and Mannino found that Blacks had 
significantly lower odds of reporting DFA or DMS (OR 0.8 
[0.7–0.9] for both sleep complaints) [78]. In an analysis of 
the Women's Health Initiative (n = 98,705; 8% Black, 3% 

Hispanic, 4% other), Kripke et al. assessed the frequency of 
sleep complaints [81] in the previous month in postmeno-
pausal women [82]. Black, Hispanic, and women of other 
racial/ethnic minorities reported more DFA but less DMS 
and use of sleep aids. Similarly, in sample of older women 
in Brooklyn, Jean Louis et al. (n = 1274, 72% Black) found 
that white women reported insomnia complaints more often 
than Black women (74% vs 46%, P < .001). Specifically, 
white women complained of greater rates of DFA (42% vs 
16%, P < .01), DMS (64% vs 40%, P < .01), EMA (53% 
vs 27%, P < .01), and regular use of sleep medicine (19% 
vs 4%, P < .01) than Black women [83]. In a metaanaly-
sis comparing insomnia studies among Black and whites 
(n = 13 studies; 21,685 Black, 108,964 white participants), 
Ruiter et al. found small negative effect sizes for sleep com-
plaints and subjectively measured wake after sleep onset 
(WASO) and terminal wakefulness but not for subjective 
SL [65]. These data show that Blacks report significantly 
less sleep complaints and report less subjective time awake 
after falling asleep than whites.

Other community-based and nationally representative 
samples have been able to provide data on insomnia com-
plaints of other racial/ethnic groups. Analyzing the 2006 
Behavioral Risk Factor Surveillance System (BRFSS), 
Grandner et  al. used responses to the question “Over the 
last 2 weeks, how many days have you had trouble falling 
asleep or staying asleep or sleeping too much?” to catego-
rize sleep complaints (SC) and their association with social 
determinants [79]. Participants categorized with SCs were 
those reporting problems most days of the week. In adjusted 
models for age, education, income, marital status, and unem-
ployment, Asian/other men had significantly lower odds (OR 
0.43 [0.24–0.76]) of reporting SCs than white men. The odds 
for SC in men of other racial/ethnic groups (Black, Asian/
other, Hispanic) were equivalent to those of white men [79]. 
For women, Black, Asian/other, and Hispanic women all had 
significantly lower odds of reporting SCs than white women. 
In contrast, multiracial women had increased odds of SCs 
(OR 1.67 [1.09–2.55]) compared to white women. Similar 
results were found in the MESA study, where Chen et  al. 
used the Women's Health Initiative Insomnia Rating Scale 
(WHIIRS) to diagnose insomnia complaints over the previ-
ous 4 weeks [22]. Black and Hispanic participants had similar 
odds of insomnia than whites while Chinese participants had 
lower odds of insomnia (OR 0.66 [0.44–1.00]) than whites. 
In NHANES, Grandner et al. assessed insomnia complaints 
via two methods: (1) asking how long it took an individual 
to fall asleep and (2) inquiring about frequency of difficulty 
with falling asleep, maintaining sleep, premature awaken-
ings, or nonrestorative sleep [73]. Mexican Americans and 
other Hispanic individuals had a 40% and 30%, respectively, 
lower odds of having DFA than whites. In addition, Mexican 
Americans had 20% lower odds of reporting DMS. Relative 
to whites, Blacks had greater odds of reporting SL > 30 min 



TABLE 6.3 Representative studies examining insomnia in adult racial/ethnic minority and lower SES populations.

Study Design/source Sample
Racial/ethnic/SES 
(% of sample)

Insomnia 
assessment

Insomnia 
definition Covariates

Findings; OR (95% CI) (reference racial/
ethnic group is white)

Blazer et al. 
[77]

Cross-sectional; 
Established 
Populations for 
Epidemiologic Studies 
of the Elderly study 
(EPESES)

N = 3976; 65% 
women; age 
73 ± 7

Black: 54.2
White: 45.8

4 items; no data 
on symptom 
duration

DFA, DMS, EMA, 
NRS

None DFA
White 16.3% vs black 13.4%
DMS
White 33.8% vs black 19.9%
EMA
White 16.0% vs black 12.9%
NRS
White 13.3% vs black 10.4%

Phillips and 
Mannino 
[78]

Cross-sectional; 
Atherosclerosis Risk 
in Community Study 
(ARIC) 1990–92 wave

N = 13,563; 55% 
women; age 
50–59: 53%

Black: 23.7
White: 76.3
Annual income 
<16K: 19.1

3 items; no data 
on symptom 
duration or 
frequency

DFA, DMS, or NRS Age, sex, BMI, 
individual SES 
factors, health 
behaviors, 
comorbidities, 
depression, 
hypnotic use, 
menopausal 
status

DFA
Black 0.8 (0.7–0.9)
DMS
Black 0.8 (0.7–0.9)
NRS
Black 1.0 (0.9–1.1)

Grandner 
et al. [79]

Cross-sectional; 
Behavioral Risk Factor 
Surveillance System 
(BRFSS)

N = 159,856; 
60% women; age 
52 ± 16

Black: 8.9
Hispanic: 17.4
Asian/other:4.8
Multirace: 1.8
White: 67.1

Telephone survey 
items

1 item: “trouble 
falling asleep, 
staying asleep, or 
sleeping too much” 
over 2 weeks

Age, education, 
income, 
marital status, 
employment, 
interactions

OR (95% CI) Women Men

Black
Hisp
Asian
Multi

0.7 (0.6–1.0)
0.7 (0.6–1.0)
0.4 (0.3–0.6)
1.7 (1.1–2.6)

0.8 (0.5–1.3)
0.9 (0.5–1.5)
0.4 (0.2–0.8)
0.7(0.3–1.6)

Chen et al. 
[22]

Cross-sectional; 
Multi-Ethnic Study of 
Atherosclerosis (MESA)
Sleep cohort

N = 2230 adults; 
54% women; age 
68 ± 9

Black: 27.4
Hispanic: 23.7
Chinese: 11.7
White: 37.1

5 items: Women's 
Health Initiative 
Insomnia
Rating Scale

WHIIRS >10 Age, sex, and site Black 1.11 (0.86–1.45)
Hispanic 1.28 (0.95–1.72)
Chinese 0.66 (0.44–1.00)

Patel et al. 
[30]

Cross-sectional; 
Philadelphia Health 
Management 
Corporation

N = 9553; 67% 
women; age 
40–64:51%

Black: 21.1
Hispanic: 10.6
Other: 2.6
White: 65.7
Poor: 26.8

Telephone survey 
item

1 item: “How would 
you rate quality of 
sleep in past week?”

Age, sex, BMI, 
education, 
employment, 
marital status, 
general and 
mental health, 
health behaviors

OR (95% CI)
Black, not poor 1.45 (1.1–1.9)
Black, poor 1.2 (0.9–1.5)
Hispanic, not poor 1.3 (0.8–2.1)
Hispanic, poor 1.05 (0.7–1.5)
Other, not poor 1.01 (0.5–2.1)
Other, poor 0.67 (0.2–2.3)
White, poor 4.20 (3.3–5.4)

Continued



Study Design/source Sample
Racial/ethnic/SES 
(% of sample)

Insomnia 
assessment

Insomnia 
definition Covariates

Findings; OR (95% CI) (reference racial/
ethnic group is white)

Grandner 
et al. [72, 
73]

Cross-sectional; 
National Health and 
Nutrition Examination 
Survey 2007–08

N = 4081; 48% 
women; age 
47 ± 17

Black: 10.3
Mex-Amer: 7.6
Other Hisp:4.6
Asian/other:4.8
White: 72.8
Income <20K: 13.5

5 items; “How 
long does it take 
to fall asleep at 
bedtime?”; “In 
the past month, 
how often had 
you had difficulty 
with….”

SOL >30 min, DFA, 
DMS, EMA, or NR 
sleep

Age, sex, marital 
status, individual 
SES factors, 
marital status, 
immigrant status, 
physical and 
mental health

SOL ≥ 30 min
Black 1.6 (1.3–2.0)
DFA
Black 0.6 (0.5–0.7)
Mex-Amer 0.6 (0.5–0.8)
Other Hispanic 0.7 (0.5–0.9)
DMS
Black 0.8 (0.7–0.98)
Mex-Amer 0.8 (0.6–0.98)
EMA
Black 0.8 (0.7–0.96)
NRS
Black 1.6 (1.3–2.0)

Paine et al. 
[80]

Cross-sectional; New 
Zealand

N = 2670; 56% 
women; age 
20–59

Maori: 45.8
White: 54.2

Mailed 
questionnaire

DFA, DMS, EMA, 
NRS

Age, sex, 
shift work, 
employment 
status, SES 
deprivation score

DMS Maori 1.2 (1.0–1.5)
EMA Maori 1.4 (1.2–1.7)
Unemployed vs employed
DFA 1.4 (1.1–1.7)
DMS 1.4 (1.2–1.9)

Data presented as means ± SD or OR (95% CI). Bolded values represent P < .05 for Chi-square comparisons. AHI, apnea-hypopnea index; BMI, body mass index; DFA, difficulty falling asleep; DMS, difficulty maintaining sleep; EMA, 
early morning awakening; NRS, nonrestorative sleep; SES, socioeconomic status; SOL, sleep onset latency; WASO, wake after sleep onset; WHIIRS, women's health initiative insomnia rating scale.

TABLE 6.3 Representative studies examining insomnia in adult racial/ethnic minority and lower SES populations.—cont’d
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but lower odds of reporting DFA, DMS, EMA or NRS 
(Table 6.3) [73]. These data among minority individuals sug-
gest that the wording of insomnia assessment may influence 
results among racially/ethnically diverse individuals.

In a community-based sample of three indigenous North 
American groups (56% women, age 43 ± 1 years) [56], 
Froese et al. found that 17% of this sample reported insom-
nia symptoms (DFA, DMS, EMA, or NRS) “every night 
or almost every night.” Using the Pittsburgh Sleep Quality 
Index in participants from eight rural Indian reservations 
(n = 386, 54% women, age 31 ± 14 years), Ehlers et al. re-
ported that slightly >50% of the sample had SL > 30 min 
and reported overall poor sleep quality (PSQI score > 5) 
[84]. In age-, gender-, and SES-adjusted analyses in New 
Zealand, Maori ethnicity was associated with greater odds 
of DMS and EMA complaints than among whites [80].

Insomnia complaints across SES groups

Many of the same studies evaluating insomnia complaints 
or poor sleep among racial/ethnic groups have also explored 
their associations with SES variables. Among elderly in-
dividuals in EPSES, lower education was associated with 
greater insomnia complaints after adjustment for demo-
graphics, health status, depression, cognitive impairment, 
and use of sedative-hypnotics [77]. In a study using sleep 
diaries and daytime impairments to define insomnia disor-
der (n = 575, 50% women, 27% Black), Gellis et al. found 
that individuals with lower educational attainment had 
greater odds of insomnia (Table 6.3) [85]. Compared to col-
lege graduates, high school drop outs were 3.9 times more 
likely to have insomnia and high school graduates were 2.3 
times more likely to have insomnia. Analyzing data from the 
BRFSS, Grandner et al. found that having lower educational 
attainment, living in poverty (annual income < $10,000), 
or unemployment were all associated with significantly 
greater odds of SS than college graduates, earning more than 
$75,000 annually, or having full-time employment [79]. An 
inverse linear relationship was noted between education, in-
come, and SS with increasing odds for SS as income and ed-
ucation categories each decreased. Similarly, in NHANES, 
Grandner et  al. reported that long SL was associated with 
lower educational attainment, lacking private insurance, and 
food insecurity [73]. In nationally representative sample of 
New Zealand, after adjusting for ethnicity and demographic 
factors, living in areas of socioeconomic deprivation and be-
ing unemployed were also associated with increased odds of 
DFA and DMS complaints [80].

Studies that have utilized sleep quality as a proxy for 
insomnia have produced similar findings. In the SWAN 
Sleep study cohort, analyses adjusted for demographics, 
health status, depression, and sleep medications showed 
that greater financial strain was related to more sleep qual-
ity complaints [21]. Similarly, in Pittsburgh, Mezick et al. 

found that a lower SES composite score (income and educa-
tion) was associated with poorer sleep quality [20]. In an-
other study focusing on sleep quality, Patel et al. examined 
the relationship between sociodemographic factors and per-
ceived poor sleep [30]. In models adjusting for education, 
employment, and health covariates, impoverished whites 
(OR 4.20 [3.3–5.4]) and nonpoor Blacks (OR 1.45 [1.1–
1.9]) had significantly increased odds of poor sleep quality 
than nonpoor whites. These covariates mediated the asso-
ciation of poor sleep quality among poor Blacks observed 
in unadjusted analyses. These data suggest a complex rela-
tionship between SES measures and perceived sleep health 
that may vary by racial/ethnic background. Not all studies 
have found an association between insomnia and SES. For 
example, in a diverse sample of low-income individuals in 
Brooklyn (n = 1118; mean income < $20,000 annually), ad-
justing for health status, social support, and demographics, 
neither education nor income predicted a composite sleep 
disturbance index score [86]. These contradictory data sug-
gest that the relationship with SES and insomnia may vary 
in racial/ethnic samples. They may also indicate a need for 
comprehensive measures of SES and/or measurement of 
protective factors (e.g., coping style, social networks) that 
may explain the moderation of race on the relationship be-
tween SES and insomnia symptoms.

Restless leg syndrome (RLS) and periodic 
limb movements during sleep (PLMS)

The prevalence of RLS and PLMS is estimated to be be-
tween over 1% and 15% in the general population, depend-
ing on the diagnostic criteria used [87]. Almost all patients 
with RLS exhibit PLMS [88]. In a comprehensive sleep 
study including 24-h PSG, 592 participants from Detroit 
(n = 186 Blacks) completed subjective and objective sleep 
measurements to determine racial/ethnic differences in the 
prevalence of PLMS. The authors found a lower prevalence 
of PLMS in Blacks compared to whites (4.3% vs 9.3%, 
P < .05) [89]. While the other racial/ethnic groups were too 
small to analyze, they included American Indian or Alaskan 
Native, Asian and “other racial” groups. The “other” racial 
category had similar prevalence of PLMS to whites. Given 
that lower stores in the blood is associated with PLMS/
RLS [90], one study examined serum ferritin—a protein 
that stores iron—and complaints of RLS in dialysis patients 
comparing Blacks with whites. Using a combination of in-
person interviews and medical chart review, 210 chronic 
kidney disease patients (48% Black) were asked: “During 
the past 4 weeks, to what extent were you bothered by rest-
less legs?” Blacks had a lower odds of complaint or “both-
ered by restless legs symptoms” compared with whites. 
Blacks also had a lower odds of reporting RLS than white 
patients (OR, 0.44; P = .03) [91]. The results were similar 
to an earlier investigation conducted by the same group. 
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In that study, 48% of older Blacks reported a complaint of 
RLS compared to 68% of whites (P = .0006). The findings 
remained significant after adjusting for gender, education, 
BMI, cardiovascular disease (CVD) morbidity, hours re-
ceiving hemodialysis treatment, and months receiving he-
modialysis treatment [92].

Most recently, in a large representative cohort of veter-
ans, Molnar et al. conducted a 1:1 propensity score matched 
analysis in a cohort consisting of 3696 patients (17% Black) 
in each group. In adjusted analysis, Black, Hispanic, and 
“other race” was associated with a decreased risk of in-
cident RLS than whites. In an assessment of clinical out-
comes, Blacks reported a similar risk to whites for CVD 
and stroke, but reduced risk for mortality. No other racial/
ethnic group was included in the analysis. Finally, incident 
RLS was associated with an 88% increased hazard ratio of 
mortality across all racial groups, except for Blacks [87].

Using data from the Baltimore Health and Mental 
Health Study, which included a seven-item RLS validated 
questionnaire, unadjusted results revealed similar preva-
lence rates of RLS (4.7%) in Blacks and (3.8%) whites. 
After adjusting for age, gender, SES, and medical comor-
bidities, there were no differences in rates of RLS found 
between Blacks and whites [93]. The authors speculated 
that a phenotypically difference in RLS symptoms could 
be different in Blacks than other racial groups. Given the 
lower prevalence of RLS and/or PLMS among Blacks, one 
group of investigators speculated that Blacks are less likely 
to seek treatment for RLS/PLMS. This may partly explain 
the lower prevalence [93], but to our knowledge, this hy-
pothesis has not been tested.

The Sleep Health and Knowledge in US Hispanics 
Project conducted the first population-based study to as-
sess RLS in Hispanics [94]. 1754 Hispanics of Mexican 
descent and 1913 non-Hispanic whites in San Diego, were 
queried about RLS, based on the four diagnostic criteria 
from the International Restless Legs Syndrome Study Group 
[95]. Hispanics had a lower prevalence of RLS than whites 
(14.4% vs 18.3%, P = .002). Koo et al. analyzed data from 
the MESA sleep study, and found that Blacks had less PLMS 
(10.5%) than other ethnic groups. A higher prevalence of 
PLMS was found in whites (18.8%), Hispanics (20.1%), and 
Chinese Americans (19.1%). When analyzing race/ethnicity 
and prevalence of hypertension among those with PLMS, 
middle aged to older Blacks had 20% increase in their odds 
of having hypertension and Chinese Americans had a 10% 
increase in their odds of having hypertension relative to 
whites [96]. In sensitivity analysis, PLMS was associated 
with 2.47 mmHg systolic and as high as 3.71 mmHg systolic, 
depending on the unit of PLMS (periodic leg movement in-
dex [97] 10-unit versus PLMAI 1-unit) (P < .0001). Similar 
findings were reported for Chinese Americans, 10-unit in-
crease in PLMI was associated with 1.31 mmHg higher SBP 
(P = .03). For diastolic blood pressure, there were modest 

significant findings with PLMI among Blacks and Chinese 
Americans (P = .09 and P = .08) but not for Hispanics.

To summarize, in all previous studies Blacks have re-
ported lower prevalence of RLS and PLMS, other racial/
ethnic groups have similar prevalence of PLMS compared 
to whites, and all studies compared one racial/ethnic groups 
(e.g., Blacks to whites) with the exception of the MESA 
study. The clinical outcomes suggest that despite lower 
risk, when the disorder is present it confers greater morbid-
ity among racial/ethnic minorities. Given that there are few 
studies on these conditions, and because not all studies have 
adjusted for the same set of covariates, and population dif-
ferences (e.g., older men only, hemodialysis patients), it is 
too soon to definitively make an assessment about the lower 
prevalence of RLS/PLMS in Blacks compared to whites. 
Notably, none of the aforementioned studies investigated 
the role of SES.

Narcolepsy

The first study to assess the prevalence of narcolepsy in the 
United States was conducted among young (16–34 years of 
age) naval recruit men at the US Marine Corps in North 
Carolina [98]. In this study, the prevalence of narcolepsy was 
estimated to be 19 cases out of 10,000 recruits [98]. The au-
thor described Black men as “constantly in a state of readi-
ness for sleep” and referenced an impoverished environment 
as potential contributions to narcolepsy among Black men. 
Later in 2002, Okun et al. conducted a retrospective study 
of patient data at the Stanford Sleep Clinic (n = 64 Blacks, 
n = 353 whites, n = 32 Asians, n = 26 Latinos, n = 9 mixed 
ethnicity). There were no differences across ethnic groups 
in symptomatology and severity [99]. In 2009, a population-
based study was conducted in King County, Washington to 
determine the prevalence of narcolepsy among a diverse 
patient population. Patients were recruited from local sleep 
centers, neurologists, or self- referred. Patients were eligible 
if they reported a diagnosis by a physician of narcolepsy. 
Blacks (42.8%) had the highest prevalence of narcolepsy 
followed by whites (32.2%), Asians (15.0%), and other 
races (27.9%) [100]. At Stanford University, the largest 
study to date that compared ethnic differences (n = 839 
whites, n = 182 Blacks, n = 35 Asians, n = 41 Latinos) in the 
clinical presentation of narcolepsy type 1 [100] and type 
2 [101] was conducted. Adjusting for age, sex and BMI, 
Black patients with narcolepsy type 1 and patients with nar-
colepsy type 2 were diagnosed at an earlier age and scored 
higher on the Epworth Sleepiness Scale (P < .001) than 
whites, Asians, and Hispanics [101]. In a subgroup analy-
sis, Hispanics with type 2 also presented at an earlier age 
(P < .003). Blacks with narcolepsy type 2 exhibited cerebro-
spinal fluid (CSF) hypocretin-1 deficiency and lower mean 
CSF hypocretin-1 levels than whites (45.7 ± 22.1 pg/mL  
vs 262.6 ± 16.4 pg/mL). The sample size was too small 
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among other groups to analyze CSF hypocretin-1  
levels. Importantly, from this data, genetic typing of human 
leukocyte antigen (HLA) DQB1*0602 allele, was analyzed. 
HLA DQB1*06:02 positivity was significantly higher in 
blacks than other ethnicities (91.6% vs 77.4%, 80.4%, and 
71.7%, respectively; P < .001). Blacks were also obese and 
of younger age. The early age finding is likely related to a 
strong genetic component and a difference in clinical pre-
sentation of the disorder in Blacks versus whites. Another 
interesting finding is that Blacks were less likely to report 
complaints of cataplexy. It is plausible that there is overlap 
between cataplexy and other psychological problems (e.g., 
nightmares, trauma) leading to an underestimation of cata-
plexy among Blacks.

Circadian rhythms

The results on the circadian processes of racial/ethnic mi-
norities compared with whites is mixed. Among a multi-
ethnic cohort of postmenopausal women, circadian rhythm 
was measured by 24-h collection of urine specimens for 
melatonin and an Actillume wrist monitor worn for up to 
1 week. Daily sleep logs and 1 week of actigraphic record-
ing measured subjective sleep duration. Findings revealed 
that ethnicity was significantly associated with illumina-
tion and European Americans received greater illumina-
tion than Blacks, Hispanics and American Indian/Alaska 
Native (P < .001). Melatonin secretion was not signifi-
cantly related to ethnicity and declined with increasing 
age (P < .001) [82]. Jean-Louis et  al. analyzed data from 
a group of men and women from San Diego and found 
no differences in activity patterns, illumination, and tim-
ing of sleep between non-Hispanic whites and minori-
ties [102]. More recent studies suggest that Blacks have 
a shorter free-running (tau) period. One study conducted 
by Eastman et al. included 94 healthy adults. Participants 
provided saliva every 30 min over the course of 5 days and 
slept in windowless rooms. Data collection was conducted 
in dim light (<5 lx). Findings revealed that Black women 
had a tau that was approximately 14 min shorter than white 
women [103]. The authors findings were confirmed based 
on a  previous analysis conducted in an earlier study which 
found that Blacks have larger phase shifts than whites 

[104]. In another study conducted by Eastman's group, re-
searchers observed Blacks and whites in a laboratory and 
conducted phase sleep shift (i.e., changing their sleep time 
as if on eastern time zone). The authors explored cogni-
tion and found that Blacks performed less on cognitive as-
sessments than whites [105]. But these findings were in 
contrast to a later study in which Blacks and whites per-
formed equally on cognitive tasks [106]. While these stud-
ies have been conducted in the laboratory environment and 
with small samples, these early findings raise important 
questions as circadian sleep–wake processes can have a 
profound effect on the trajectory of psychiatric disorders 
[107] and metabolic health [108, 109]. Additional research 
is needed to understand the mechanisms of how these pro-
cesses influence the development and outcomes of psychi-
atric and medical morbidity and how these vary by race/
ethnicity and sex.

WHY DO MINORITY AMERICANS HAVE 
POOR SLEEP?

Thomas et  al. [110] described health disparities research 
occurring across generations including first, second, third, 
and fourth (see Fig.  6.1). First generation was character-
ized as measuring the gap in a health outcome based on 
epidemiological, observational studies using cohort studies 
and large population data sets. Second generation focused 
on identifying the mechanisms, third generation focused on 
designing or identifying solutions to address challenges, 
and fourth and current generation focuses on taking action 
and addressing health equity. In the field of sleep medicine, 
significant work has been done as part of first and second 
generation, which we have outlined in this chapter. Far less 
has been done with respect to third and fourth generation 
research. In the next section, we highlight a select set of 
potential mediators that could explain disparities: accultura-
tion, discrimination, worry and risk perception, and sleep 
opportunity, as well as potential solutions.

Acculturation

Acculturation is a multidimensional process in which mi-
grants maintain aspects of their culture of origin while 

Generations of notable sleep health disparities research

First 
generation—

document 
disparities 

(1970s)

Second 
generation—

explain 
mechanisms 

(2000s)

Third 
generation—

provide 
solutions 

(2015)

Fourth 
generation—
take action 

(2019)

FIG. 6.1 Historical timeline of notable studies examining sleep and race/ethnicity and health disparities research. (Adapted from Thomas SB, Quinn SC, 
Butler J, Fryer CS, Garza MA. Toward a fourth generation of disparities research to achieve health equity. Annu Rev Public Health 2011;32:399–416. 
WOS:000290776200022.)
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 adopting elements of their new cultural group. Acculturation 
has been measured via multiple proxies (e.g., nativity, lan-
guage) in studies examining its relationship to sleep [55]. 
In the NHIS, foreign-born individuals had lower risk for SS 
(6 h OR 0.92 [0.85–0.99]) and LS (9 h OR 0.85 [0.76–0.95]) 
than US-born individuals [18]. Similarly, in NHANES, in-
dividuals who were born in Mexico reported less SS and 
those who spoke Spanish only at home reported less very 
SS (<5 h) compared to whites [17]. In the SWAN study co-
hort, Hale et al. reported that US-born Latinas, Japanese, and 
Chinese women were more likely to report SC than their first 
generation ethnic counterparts [54]. In addition, language 
acculturation mediated 40% of the association between im-
migrant status and SC. Among US Hispanics in the HCHS/
SOL, greater levels of acculturation stress have been linked to 
lower ACT-measured TST, greater sleep fragmentation, and 
more variable sleep timing [111]. Although individuals in the 
Sleep Health and Knowledge in US Hispanics Project [94] 
reported a lower prevalence of RLS than whites, additional 
analyses revealed that among Hispanics with high accultura-
tion, prevalence of RLS was greater than Hispanics with a 
lower acculturation score (17.4% vs 12.8%, P = .008). Highly 
acculturated individuals had similar prevalence to whites 
(17.4% vs 18.3%, P = .637). There was also a difference in 
acculturation and gender with high acculturated younger 
men reporting higher prevalence of RLS than low accultur-
ated younger men (15.5% vs 7.4%, P = .003) [94]. In general, 
greater acculturation is associated with worsened sleep quan-
tity and quality possibly via adoption of unhealthy lifestyle 
factors of the new culture (e.g., electronics use, lower levels 
of physical activity) or weakening of protective factors asso-
ciated with the culture of origin (e.g., social cohesion).

Perceived discrimination

Racial/ethnic minorities experience perceived discrimina-
tion and several studies have documented that perceived 
discrimination is associated with sleep duration and sleep 
quality [112]. In a review by Slopen et  al. [112], absent 
from these studies were sufficient objective measurements 
of sleep; 13 out of 17 studies used self-report to measure 
sleep. Of those studies using an objective measure, the 
 results were inconsistent. Additionally, these studies lacked 
a richness of measures of discrimination and none explored 
the role of coping including racial/ethnic identity develop-
ment, which could serve as protective factors [113]. One 
peer reviewed abstract reported that experiences of racial 
identity may moderate the relationship between sleep du-
ration and discrimination [114]. Additional evidence on 
 potential mediators to explain this relationship as well as 
more novel race-discrimination factors including inter-
nalized racism and structural racism should be explored. 
Studying this further may be particularly important as 
many investigations have described the physiological and 

 psychological  consequences of discrimination [115–117], 
which could have significant implications for sleep health.

Worry and risk perception

Worry and risk perception in the health psychology litera-
ture are often seen as contradictory but overlapping con-
structs [118, 119]. One potential reason is that cognitive 
risk perception (the degree of perceived susceptibility) and 
worry (affective perceptions) may influence health behav-
ior differently and may also interact in influencing health 
behavior. These psychosocial variables have been shown to 
influence cancer screening [120] and uptake of flu vaccina-
tion [121]. Little is known about risk perception and worry 
in sleep medicine. Understanding the role of these factors in 
sleep is important because these could influence the uptake 
of screening for PSG, the ability to engage in healthy sleep 
and adherence to treatment for sleep disorders.

Sleep opportunity

Optimizing sleep entails a balance in sleep opportunity (how 
much time you spend in bed) and sleep ability (how long 
you are able to sleep) [122]. If there is a mismatch between 
sleep ability (low) and opportunity by habitual napping and 
sleeping in (high) it is likely that the individual will experi-
ence too little sleep, too much sleep, NRS, or low sleep effi-
ciency [123]. For example, if you are in bed for 10 h and you 
can only sleep 5 h then there is a mismatch. This hypothesis 
has been tested in Drosophila flies where extending a dark 
period (sleep) from 12 to 14 h and 16 h resulted in impaired 
sleep [123]. Indeed, when sleep opportunity is aligned with 
sleep ability, as is done through sleep restriction, individu-
als achieve improve sleep efficiency and quality sleep. This 
research is a promising beginning and raises the importance 
to test this model in human populations.

FUTURE DIRECTIONS AND SUMMARY

Converging evidence from several studies over the past two 
decades demonstrate that racial/ethnic minorities report 
inadequate sleep, experience poor sleep quality, and have 
a greater risk for certain sleep disorders, than their white 
counterparts. Four broad questions remain: First, most of 
the sleep disparities literature has focused on Blacks, but 
some studies have described the experience of other racial/
ethnic groups. There is a marked paucity in good data on 
other racial/ethnic groups, rural populations and sexual mi-
norities. How will researchers engage these populations in 
order to recruit and retain a rich and diverse sample for 
 further inquiry? Second, few studies provide sufficient data 
to understand the mechanisms of sleep symptoms and sleep 
disorders by race/ethnicity and SES limiting the ability to 
infer causality. How will researchers argue for  large-scale 
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multiethnic epidemiological studies with long-term 
 follow-up to fully elucidate potential mechanisms that may 
contribute to disparities in sleep? Simultaneously, intensive 
naturalistic studies with a smaller sample size could also be 
undertaken. Third, as there is increasing national, local and 
global recognition of social determinants of health (SDH), 
the question for the sleep community is: how do we act 
on the SDH and implement important public health policy 
as it relates to closing the disparities gap? Fourth, as we 
work to determine a strategy to assess these important chal-
lenges, at the same time, there is an urgent need to test the 
efficacy of evidence-based sleep interventions (e.g., PAP 
adherence, sleep extension, cognitive behavioral therapy 
for insomnia) to improve health and well-being (e.g., obe-
sity, impaired glucose intolerance, depression, quality of 
life). A few investigators have reported on evidence-based 
sleep interventions and results are promising [124, 125]. 
But, the question still holds which is how does the com-
munity ensure that established efficacious treatments (e.g., 
cognitive behavioral therapy for insomnia) for sleep disor-
ders are generalizable and also personalized to the needs of 
vulnerable populations? Overall, more could be done to ex-
plore variability in sleep disorders by race/ethnicity, SES, 
and the inclusion of sexual minorities. Importantly, studies 
must be designed with the explicit purpose of addressing 
these questions.

In our observation, the field of sleep medicine could 
advance the discussion by examining both racial/ethnic 
disparities and SES. In the pursuit of effective policy that 
could close the disparities gap, we hope that the materials 
outlined in this chapter will move the field forward.
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NEIGHBORHOODS AND SLEEP HEALTH

Sleep, a modifiable health behavior, is increasingly recog-
nized as integral for optimal health and well-being [1,2]. 
One-third of Americans report obtaining <7 h of sleep: an 
insufficient amount according to expert consensus panels 
[3,4]. Highly prevalent sleep disorders such as sleep ap-
nea and insomnia [5,6] are underdiagnosed and a pressing 
public health burden [7]. Additionally, there are substan-
tial disparities in sleep health; insufficient sleep and un-
recognized and undertreated sleep disorders are highly 
prevalent among racial/ethnic minorities and lower socio-
economic status populations who disproportionately reside 
in under-resourced neighborhoods [8,9]. In this chapter, we 
first present a theoretical justification for the link between 
neighborhoods and sleep health, review current literature 
on the neighborhood determinants of sleep among children 
and adolescents, followed by a separate section on neigh-
borhoods and sleep among adults. We conclude with op-
portunities and challenges for advancing the research on 
neighborhoods and sleep health and their implications for 
developing interventions and reducing health disparities.

THEORETICAL JUSTIFICATION FOR 
NEIGHBORHOODS AND SLEEP HEALTH

As part of the emerging literature on the social determinants 
of sleep health, one active line of research investigates the 
neighborhood factors that are associated with sleep health 
across the life course [10]. The high prevalence of poor 
sleep health, particularly among vulnerable populations, 
is associated with neighborhood features such as noise 

 disturbances, crime, crowding, excess light, and social 
isolation; these same factors are also associated with poor 
health outcomes [11,12]. The theoretical rationale for such 
an association is rooted in an evolutionary understanding of 
sleep as being highly contextually dependent [13]. When an 
external threat puts a sleeping individual at risk, we can ex-
pect sleep to be affected through a reduction in sleep qual-
ity or duration to minimize the time vulnerable to threats 
[14,15]. Thus, the study of sleep health must embrace a so-
cioecological model in which neighborhood factors are a 
key component [2].

A growing number of studies have evaluated the asso-
ciation between neighborhood factors and sleep outcomes 
[10–12,16–22]. As with other neighborhood research, asso-
ciations between neighborhoods and an outcome of interest 
may be due to causal processes or due simply to compo-
sitional differences across the neighborhoods. Insufficient 
sleep may be a cause of poor health outcomes observed 
among residents of disadvantaged neighborhoods [18,23,24]. 
Previous research has identified key environmental factors 
that may be causally linked to sleep quality and duration, 
including (1) safety concerns, (2) neighborhood socioeco-
nomic status (NSES), (3) noise, (4) temperature, (5) neigh-
borhood disorder, (6) pollution, and (7) cultural factors. For 
example, the regional clustering of insufficient sleep, such as 
in American Appalachia, may be related to poor health be-
haviors, reduced access to health care, and/or economic dis-
parity [25]. In contrast, a compositional explanation for the 
association between neighborhood characteristics and sleep 
means that individuals with less or poorer quality sleep are 
more likely to live in the same neighborhoods, and it is not 
the features of the  neighborhoods themselves that  contribute 
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to the sleep outcomes. That is, there may be collinearity of 
disadvantage with other causal environmental factors con-
tributing to sleep health (such as pollution, noise, and disor-
der, or other items listed before) [26,27]. Therefore, in this 
chapter, we limit our discussion to articles that adjust for 
individual risk factors to minimize the role of compositional 
explanations for the associations between neighborhood fac-
tors and sleep outcomes.

NEIGHBORHOOD FACTORS ASSOCIATED 
WITH PEDIATRIC SLEEP

Research on the association between neighborhood factors 
and pediatric sleep health has shown that a variety of neigh-
borhood factors are associated with child and adolescent 
sleep outcomes. These factors include urbanicity and neigh-
borhood density, neighborhood disadvantage, low walkabil-
ity, and neighborhood violence.

Urbanicity and population density

Infants, children and adolescents living in more urban areas 
and/or areas with higher population density have shorter 
sleep durations [28,29], higher odds of inadequate sleep 
[29,30], and higher rates of obstructive sleep apnea [31] 
than do children living in less urban or dense areas.

Neighborhood socioeconomic status (NSES)

Low NSES and related measures of neighborhood disad-
vantage are consistently associated with worse sleep health 
among both children and adolescents. Children and adoles-
cents living in disadvantaged neighborhoods have shorter 
nightly sleep durations [32,33] and greater odds of inad-
equate sleep [30] than do children and adolescents living in 
more advantaged neighborhoods. Notably, one recent study 
of children ages 5–10 years living in urban California coun-
ties found that children living in neighborhoods with 40-
year histories of consistently high poverty have higher odds 
of inadequate sleep than children living in neighborhoods 
with consistently low- or moderate-poverty trajectories [34]; 
the same study finds that current neighborhood poverty is 
not associated with sleep adequacy [34]. Additionally, ado-
lescents living in more disadvantaged neighborhoods have 
more variable sleep times [35] and more sleep problems 
[36,37] than those living in more advantaged neighbor-
hoods. Finally, obstructive sleep apnea is also substantially 
more common [31,38] and the sleep apnea severity is greater 
[39] among children living in disadvantaged neighborhoods 
compared to more advantaged areas.

Neighborhood access to physical activity

The association between neighborhoods and sleep may par-
tially operate through the promotion of physical  activity, 

which is necessary for good sleep. Using data from the 
National Survey of Children’s Health, including waves 
from 2003, 2007, and 2011–2012, Singh and Kenney [30] 
found that children ages 6–17 years residing in neighbor-
hoods with fewer amenities—such as a lack of parks/
playgrounds, recreation/community center, or access to a 
library/bookmobile—had higher odds of inadequate sleep 
than their peers living in neighborhoods with these ameni-
ties. A smaller study of adolescents living in the Southeast 
found that recreation facilities located closer to the adoles-
cent’s home lead to higher physical activity, which in turn 
predicted more daily sleep minutes, better-quality sleep, 
and less variability in sleep schedules [40]. Relatedly, sleep 
is more variable for adolescents living on busier streets [35].

Neighborhood violence and safety concerns

Exposure to violence within the neighborhood may 
also impact sleep. Concerns about violence and crime 
or exposure to community violence are associated with 
a range of sleep problems and inadequate sleep among 
children and adolescents [36,37,41–47]. Similarly, con-
cerns about school and community violence are associ-
ated with poorer sleep quality in a sample of adolescents 
living in the Southeastern United States, with stronger 
associations for girls than boys. In less violent settings, 
girls slept longer each night than boys but in violent con-
texts there was no sex difference in nightly sleep duration 
[45]. Finally, acute exposure to violent events is associ-
ated with delayed sleep timing and shorter duration [48]. 
Using a rigorous within-person study design in a small 
sample of adolescents, Heissel et al. [48] found that ado-
lescents go to sleep 30 min later and sleep for 39 min less 
on the night after a violent crime occurred within half a 
mile of their home.

NEIGHBORHOOD FACTORS ASSOCIATED 
WITH ADULT SLEEP

Social characteristics of the neighborhood environment 
(e.g., social cohesion, safety, violence, disorder) are associ-
ated with sleep duration, daytime sleepiness, sleep difficul-
ties and a sleep quality among adults [12,17,18,20,49,50]. 
Adverse neighborhood social environments—those low in 
social cohesion and high in violence and disorder—are as-
sociated with sleeping between 7 and 11 min less per night 
on average, after adjustment for age and sex [12,50,51]. 
Perceived neighborhood safety and social cohesion are as-
sociated with both self-reported and objectively measured 
sleep duration, with longer sleep in safer and more cohesive 
neighborhoods [12,50]. Neighborhood features are also as-
sociated with common adult sleep problems as detailed as 
follows: inadequate sleep duration and sleep timing, insom-
nia, and obstructive sleep apnea.
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Inadequate sleep duration and delayed 
sleep timing

Physical neighborhood features such as artificial light, ve-
hicular traffic and noise related to crowding all impact sleep. 
Traffic (including air, road, and rail), and other urban noise 
(such as that of alarms, construction, sirens, etc.) can lead to 
sleep fragmentation, delay sleep onset or contribute to early 
awakenings. Bright light exposure from street lights, houses, 
business and commercial space can similarly impact sleep 
timing, typically delaying sleep onset (circadian phase de-
lay) [52–59]. Excess artificial light may depress melatonin 
secretion, which impacts the initiation of sleep by causing 
circadian phase delay and prolonging sleep latency [60]. In 
a US study, those with greater nighttime exposure to out-
door lights had a 28% greater odds of a circadian phase de-
lay. Similarly, those living in areas that are brighter at night 
(typically dense cities) have a later bedtime [61]. Thus, city 
dwellers often sleep less than their rural counterparts as a 
result of these physical features of urban neighborhoods.

Other features of the built neighborhood environment, such 
as walkability, green space, density, street connectivity, and 
mixed land use, may also impact sleep. Observational stud-
ies show that adults living in neighborhoods with more green 
space or natural water features have a lower likelihood of in-
sufficient sleep [62,63]. However, data from the Multi-Ethnic 
Study of Atherosclerosis showed that living in neighborhoods 
with higher street smart walk scores, more social engagement 
destinations, street intersections, and population density are 
associated with 17%–23% higher odds of short sleep duration 
(≤6 h) [64]. This finding demonstrates the complex relation of 
the built environment with health—while built environment 
features may be favorable for physical activity [65,66] simul-
taneously there may be a cost to sleep opportunity.

Insomnia

An estimated 10% of adults suffer from chronic insomnia 
with 35% of the adult population experiencing insomnia 
symptoms annually. Insomnia, a clinical diagnosis, is char-
acterized as difficulty initiating and/or maintaining sleep, 
awakening too early, with a resulting daytime impairment 
[67]. Contextual features of the neighborhood likely contrib-
ute to insomnia. Living in disadvantaged neighborhoods is 
associated with insomnia symptoms [9,12,19,68]. Objective 
measures of insomnia such as a greater period of wake after 
sleep onset are also associated with neighborhood disadvan-
tage [69]. One possible mechanism underlying the asso-
ciation of neighborhood features with insomnia symptoms 
may be that crime, noise, disorder promote hypervigilance 
and lead to increased trouble falling asleep, staying asleep, 
among other sleep disturbances [11,23]. Neighborhood 
physical disorder and low social cohesion are associated 
with greater odds of difficulty falling asleep among older 

adults [70]. Neighborhood disadvantage may also have an 
indirect association with sleep through increased psycho-
social distress, which is associated with insufficient sleep 
[71,72]. Residing in an adverse neighborhood environment, 
fear of crime and violence, discrimination, and/or social dis-
organization may increase anxiety or depression, which may 
lead to dysregulation of the hypothalamic-pituitary-adrenal 
(HPA) axis, impacting biological rhythms and mood [73].

Neighborhood light and noise pollution can also foster 
insomnia in susceptible urbanites. A study in Oslo, Norway 
found a 5% greater odds of difficulty falling asleep and too 
early awakenings per 5 dB increase in traffic noise. Loud 
noises from trucks, trains, planes, sirens, and highways—all 
sounds related to a high population density—also disrupt 
sleep and may lead to insomnia symptoms [53,54,74,75]. 
For example, noisy neighborhoods were associated with a 
4% greater prevalence of insomnia symptoms in a US na-
tional epidemiological study of Hispanics and Latinos [19]. 
In the elderly, artificial light exposure at night can decrease 
melatonin secretion and lead to increased objective sleep 
disturbance and subjective insomnia [76].

Obstructive sleep apnea (OSA)

Neighborhood features which promote obesity, sedentary be-
haviors and metabolic disease [77,78] likely increase the risk 
of OSA. Sleep apnea is highly correlated with obesity, with 
greater prevalence and severity among the morbidly obese 
[6]. Neighborhood built characteristics associated with body 
mass index (BMI) and physical activity levels include walk-
ability, access to healthy food, recreation, street connectivity 
and green spaces [65,66,79–81]. Living in neighborhoods 
with lower-rated walking environments is associated with a 
greater severity of OSA, with stronger associations in persons 
with obesity [16]. Neighborhood crowding is also associated 
with OSA, and BMI partially mediates the association [82].

Neighborhood physical features such as traffic and am-
bient air pollution are associated with OSA. Individuals ex-
posed to higher levels of ozone and particulate matter have a 
greater severity of OSA, particularly in the summer [83–85]. 
In a recent study in Taiwan, higher exposure to traffic pol-
lution is associated with a 4%–5% greater OSA severity. 
Similarly, proximity to traffic is associated with greater OSA 
symptoms such as snoring and daytime sleepiness, possibly 
through noise and air pollution mechanisms [86,87]. An ad-
verse physical environment with greater inflammatory irri-
tants may also increase OSA propensity [88,89].

CURRENT LIMITATIONS AND FUTURE 
DIRECTIONS

Though recent research has generated a growing body of 
evidence supporting an important role of neighborhood 
 environment in sleep health, we have identified several gaps 
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in the current literature. Specifically, the field would benefit 
from more studies that (1) characterize long-term neighbor-
hood conditions, (2) evaluate evidence from quasi- or natu-
ral experiments that use statistical methods to strengthen the 
argument for causality, and (3) use technological advances 
to objectively measure neighborhood characteristics at a 
larger spatial scale.

Studying long-term trajectories of 
neighborhood conditions and sleep

The vast majority of the literature on neighborhood factors as-
sociated with pediatric and adult sleep health examined neigh-
borhood conditions at a single time point. Yet neighborhoods 
are not static and people are mobile, both of which may lead to 
changes in neighborhood environment that may impact sleep 
behaviors. Similarly, sleep health may be differently influ-
enced by exposure to neighborhood factors at different points 
in the lifespan (such as during childhood). However, only a 
few studies have sought to understand the impact of long-term 
exposure patterns to neighborhood conditions on sleep. In 
one study, compared to neighborhoods with historically high 
poverty, neighborhoods that showed upward mobility over 
one decade were associated with lower odds of insufficient 
sleep [90]. In another study of middle-to-older aged adults, 
a decrease in NSES was associated with very short sleep 
(<5 h) in women; while an improvement in NSES was associ-
ated with long sleep (≥9 h) in men [91]. Additional studies 
with this longitudinal approach could help better characterize 
neighborhood-related sleep disparities in the population and 
identify vulnerable groups that are at a high risk of adverse 
health outcomes related to sleep deficiency.

Evaluating evidence from natural 
experiments and other causal methods

Most of the empirical studies of neighborhood factors and 
sleep health have relied on observational data. However, 
observational studies are plagued by residual confound-
ing from individual backgrounds, which limit their ability 
to make causal inferences [92]. Due to the scarcity of in-
terventional studies that change neighborhood conditions, 
quasi-experimental studies take advantage of public policy, 
funding and physical environmental changes to examine the 
impact of neighborhood factors on health behaviors and re-
lated outcomes. Many such studies have provided valuable 
insight about designing interventions that aim at improving 
environmental conditions to reduce health disparities re-
lated to physical activity and nutrition [93]. Using a similar 
approach, the effect of neighborhood factors on sleep could 
be more accurately assessed. In addition, some studies use 
methods designed to approximate causal estimates, such as 
propensity score analysis, marginal structural models, and 
fixed effect models, to examine neighborhood conditions 

and health behaviors and outcomes longitudinally [94–97]. 
The application of such methods in the research of neigh-
borhood and sleep is limited, with the notable exception of 
a recent paper that examined neighborhood disorders and 
sleep problems in older adults using fixed-effect models to 
control for confounding of unmeasured personal traits [98]. 
Future research on the neighborhood determinants of sleep 
health would be strengthened by evaluating evidence from 
experimentally designed studies and the use of more rigor-
ous statistical methods.

Using technological advances to studying 
neighborhoods and sleep at a larger scale

Though recent studies have taken advantage of satellite im-
agery, national exposure maps, and other technologies to 
investigate environmental exposures associated with health 
outcomes [99–101], these data have been underutilized to 
understand sleep health. Because many population-based 
studies have collected both sleep data and participants’ 
addresses, more large-scale epidemiological studies could 
link information such as street connectivity, land use, veg-
etation, environmental pollutants, and outdoor light and 
noise exposures to participants’ neighborhoods [102]. For 
example, two recent studies examined satellite measure-
ments of nighttime outdoor artificial light as predictors of 
sleep health variables and found that a higher level of out-
door light at night was associated with insufficient sleep in 
Korean adults [103], and a stronger evening-type orienta-
tion in adolescents in Germany [104]. In addition, wide-
spread use of commercial sleep tracking devices may allow 
objective assessments of sleep on a large-scale population 
level [105,106]. More studies are needed to link sleep data 
with large-scale exposure databases, and such linkages will 
provide novel means of assessing the environmental deter-
minants of sleep in the population.

ARE THERE INTERVENTIONS AND 
POLICIES TO IMPROVE NEIGHBORHOODS 
AND SLEEP HEALTH?

Substantial evidence demonstrates that adverse physical 
and social neighborhood environments negatively impact 
sleep health and likely contribute to sleep health dispari-
ties. Thus, there is a clear need for community interven-
tions and policies to improve neighborhood conditions and 
promote healthy sleep. Governmental agencies (e.g. World 
Health Organization, US Centers for Disease Control and 
Prevention) have highlighted the need to improve hous-
ing and neighborhood conditions as a strategy to improve 
health and address health disparities [107–111]. Although 
limited, there are examples in the sleep research literature 
that have demonstrated that interventions which  consider the 
 neighborhood environment or the  neighborhood  environment  
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in combination with household factors may improve sleep 
outcomes. A randomized controlled trial of households in 
five communities in New Zealand found that children in the 
intervention group (installation of nonpolluting, more effec-
tive home heater before winter) had less sleep disturbed by 
wheezing than children in the control group [112]. Another 
in the Peruvian Andes showed reduced sleep apnea symp-
toms with less indoor air pollution by modifying biomass 
exposure [113]. Cross-sectional data have shown that ac-
cess to neighborhood green space is associated with a lower 
risk of short sleep [62,114]; therefore policies that promote 
green spaces may also promote healthy sleep. As a result 
of home and neighborhood structures, exposure to daylight 
may be limited, thus interventions that include light boxes 
in the home can be efficacious in community settings for 
improving sleep [115,116]. Also, interventions that target 
walking outside can also have a positive effect on sleep. 
For example, results of a small randomized controlled 
trial among individuals with Alzheimer’s disease (n = 132) 
showed that a combination of walking and light exposure 
were effective treatments for improving sleep in terms of re-
duced actigraphic total wake time at night [115]. However, 
for neighborhood interventions to be successful, walkable 
and safe neighborhoods are necessary. Racial/ethnic mi-
norities and lower SES populations disproportionately re-
side in adverse neighborhoods [117], which may impact 
the uptake of neighborhood-sleep interventions. Based on 
evidence that neighborhood factors are more adverse for the 
sleep health of minority populations [30,33,50,64,69,118], 
there is a clear need for policy that will increase safety and 
development in the neighborhood that promotes physi-
cal activity, social cohesion, and improved esthetics. Such 
policy changes could potentially address sleep health dis-
parities. Further, interventions that target changes in the en-
vironment to promote healthy sleep should be developed, 
tested, and evaluated as possible pathways for ameliorating 
sleep health disparities and subsequently health dispari-
ties. Interventions to improve sleep should target the home 
sleeping environment (e.g., shades, thermal comfort, smart 
home lighting), the physical neighborhood (e.g., traffic, 
light, noise, and pollution reduction; access to parks), and 
the social atmosphere neighborhood (e.g. improved neigh-
borhood safety and social cohesion). Targeting these salient 
neighborhood factors will help to identify priorities for pub-
lic health intervention and policies. Improving the neigh-
borhood environment has the potential to improve sleep 
health as well as population health.

CONCLUSIONS AND PUBLIC HEALTH 
SIGNIFICANCE

Identifying the mechanisms underlying the association 
between neighborhood characteristics and sleep health 
may provide opportunities to reduce population health 

 disparities, as adequate and high-quality sleep are funda-
mental to physical and mental health. To further advance 
this field, rigorous experimental studies with urban plan-
ning and policy interventions are necessary to confirm how 
neighborhood context might be modified to improve sleep 
health and reduce overall health disparities.
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ABBREVIATIONS

ALAN Artificial light at night
C Celsius
CVD Cardiovascular disease
dB Decibel
F Fahrenheit
HHCM High heat capacity mattress
JHS Jackson Heart Study
LED Light emitting diode
LHCM Low heat capacity mattress
mm/s Millimeter per second
MESA Multi-Ethnic Study of Atherosclerosis
nm Nanometer
NO2 Nitrogen dioxide
PM Particulate matter
PSG Polysomnography 
REM Rapid eye movement
SWS Slow wave sleep
SDB Sleep disordered breathing
SEP Socioeconomic position
SES Socioeconomic status
W Watt
WASO Wake after sleep onset

THE PHYSICAL ENVIRONMENT AND SLEEP

Sleep is an essential human need for maintaining biological 
homeostasis. While many internal biological mechanisms 
act in concert to regulate sleep-wake cycles, sleep is not en-
tirely endogenous. In fact, many naturally-occurring and ar-
tificial external factors can have either a negative or positive 
effect on sleep. Fig. 8.1. displays our conceptual framework 
for how physical and social environments across the life-
course may (1) influence a person’s health behaviors (e.g., 
sleep) that are related to risk, protection, and/or resiliency 

and (2) “get under their skin” to subsequently  influence 
health conditions (e.g., cardiovascular disease). Of note, in-
dividuals spend the 24-h period in either their residential, 
work and/or school, or recreational environments. These 
environments have structural factors (e.g., policies), com-
munity stressors (e.g., low social cohesion), both social 
and material resources to promote or maintain health and 
mitigate individual- and community-level stressors, and po-
tential environmental hazards/pollutants (e.g., light, noise, 
and/or air pollution) that could either directly or indirectly 
impact the individual’s health through various pathways.

In this section of the chapter, we describe the most salient 
known—albeit understudied—exposures in the physical envi-
ronment (i.e., light, temperature, noise, vibrations, air quality, 
seasonality, and latitude/longitude) that influence sleep health. 
We also summarize prior observational and experimental 
studies (including interventions) that have investigated the 
impact of these external exposures on sleep before providing 
future directions based on gaps in our current understanding.

The impact of light on sleep

Greatly influencing human health and well-being, environ-
mental light is the strongest synchronizing agent between the 
external physical environment and a person’s circadian clock, 
which helps regulate internal biological systems [1, 2]. As one 
of the most pervasive and fastest growing forms of environ-
mental pollution with an annual increase of approximately 2%, 
excessive light has become a substantial public health concern 
[3]. Light pollution is generally considered artificial lighting 
that is either (1) unnecessary or inefficient (e.g., not targeted 
for a specific task and that can trespass into homes and bed-
rooms), (2) brighter than natural light like lighting often used 
for advertising commercial goods and services such as gas sta-
tions and shopping centers, (3) uncomfortable/annoying to the 
human eye, and/or (4) unsafe (e.g., causes glare among drivers 
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and pedestrians) [4–6]. Various forms include overillumina-
tion, light trespass, glare, and sky glow [5]. In addition to wast-
ing energy by shining non-targeted light upward into space and 
creating sky glow above cities that obscures views of the stars 
and other planets, light pollution can even harm the biological 
integrity of ecosystems and has been shown to affect both flora 
and fauna [6].

Although light pollution thresholds have not been of-
ficially established, the International Astronomical Union 
recommends considering light pollution as artificial sky 
brightness >10% of the natural sky brightness above 45° of 
elevation (see Table 8.1) [7]. It is also recommended that the 
visible light spectrum wavelength range (i.e., 440–540 nm) that 
corresponds to the maximum scotopic vision sensitivity (re-
sponsible for night vision) serve as the established protected 
range. Therefore, one should not install outdoor lamps with a 
wavelength that exceeds 15% of the energy flux emitted in the 
photopic (responsible for daytime vision) response pass band 
(measured in watts [W]) and where emissions in the scotopic 
response pass band exceeds two-thirds of that emitted in the 
photopic response pass band (measured in lumens) [8].

Regarding potential biological mechanisms linking light 
pollution to poor sleep, humans are genetically adapted to 
a natural environment consisting of sunlight during the day 
and darkness at night; thus, making biological processes 

in rhythm with the 24-h light/dark cycle [9]. However, 
 artificial light has replaced natural sunlight during the day 
and artificial light at night (ALAN) has also replaced dark-
ness at night. Exposure to ALAN now begins in early life, 
continues throughout one’s lifespan, and presumably affects 
biological processes in ways that raise the risk of poor sleep 
and health conditions like obesity, type 2 diabetes, certain 
cancers (e.g., breast), depression, and cardiovascular dis-
ease (CVD) [10, 11]. Inopportune light exposure could lead 
to misalignment between one’s external environment and 
their internal biological circadian clock. Circadian rhythm 
mechanisms that may underlie or contribute to the afore-
mentioned health conditions include: melatonin synthesis 
suppression, circadian disruption/misalignment, 24-h sleep-
wake cycle perturbations, sleep deprivation, or a combina-
tion of all of these factors [23].

ALAN (based on both light intensity and wavelength) 
has been shown to suppress melatonin production, which 
is a hormone secreted by the pineal gland in the epithala-
mus of the brain that helps regulate sleeping patterns by, 
for instance, enhancing sleep onset. Human health can be 
negatively affected due to inhibited melatonin production 
because of exposure to bright light at night, especially blue 
light (described in greater detail later in the chapter) since 
it, in particular, disrupts normal melatonin rhythms [6].  

FIG. 8.1 How risk, protective, and resiliency factors in the physical and social environments may “get under the skin” to influence health behaviors and 
subsequently impact health outcomes.
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TABLE 8.1 Potential pollution definitions and thresholds.

 Definition of pollution Threshold
Organization defining 
threshold

Light

Indoor No definition identified No threshold identified No threshold identified

Outdoor Light that is not targeted for a specific task, 
is bright and uncomfortable to the human 
eye, causes unsafe glare, trespasses in 
homes and bedrooms, or creates sky glow 
above cities [4, 6]

Artificial brightness >10% of the 
natural sky brightness above 45° of 
elevation [160]

International Astronomical Union

Noise

Indoor No definition identified Indoor A-weighted sound 
equivalent level >35 dB [161]

World Health Organization

Outdoor No definition identified Outdoor noise at night >40 dB [48] World Health Organization 
Occupational and Environmental 
Health Team

Temperature

Indoor No definition identified (a) minimum: 18°C [162]
(b) 17–19°C in winter and 

23–25°C in summer [41]
(c) minimum for heating: 20°C and 

maximum for cooling: 26°C 
[163]

(a) World Health Organization 
Regional Office for Europe

(b) Chartered Institution of 
Building Services Engineers

(c) Comitè Europèen de 
Normalization

Outdoor No definition identified No threshold identified No threshold identified

Vibration

Outdoor Indoor and outdoor—ground-borne 
vibration from railway movements created 
by the interaction between the wheels 
and the rail, where regularities from 
either surface can generate considerable 
vibration energy [63]

No threshold identified No threshold identified

Air

Indoor Indoor air quality defined as the air 
quality within and around buildings and 
structures, especially as it relates to the 
health and comfort of building occupants 
[164]

State-specific (for the United States) 
indoor air quality information is 
available at: https://www.epa.gov/
indoor-air-quality-iaq/epa-regional-
office-and-state-indoor-air-quality-
information

US Environmental Protection 
Agency

Outdoor Air pollution represents ambient 
concentrations of particulate matter, 
ozone, nitrogen dioxide, and sulfur 
dioxide

Air quality guidelines for 
particulate matter, ozone, nitrogen 
dioxide, and sulfur dioxide are 
found online:
(a) World Health Organization: 

http://apps.who.int/iris/
bitstream/handle/10665/69477/
WHO_SDE_PHE_OEH_06.02_
eng.pdf;jsessionid=1F2335180
E99DF2100546E2FA14FBF8B?s
equence=1

(b) US Environmental Protection 
Agency: https://www.epa.
gov/indoor-air-quality-iaq/
introduction-indoor-air-quality

(a) World Health Organization
(b) US Environmental Protection 

Agency

https://www.epa.gov/indoor-air-quality-iaq/epa-regional-office-and-state-indoor-air-quality-information
https://www.epa.gov/indoor-air-quality-iaq/epa-regional-office-and-state-indoor-air-quality-information
https://www.epa.gov/indoor-air-quality-iaq/epa-regional-office-and-state-indoor-air-quality-information
https://www.epa.gov/indoor-air-quality-iaq/epa-regional-office-and-state-indoor-air-quality-information
http://apps.who.int/iris/bitstream/handle/10665/69477/WHO_SDE_PHE_OEH_06.02_eng.pdf;jsessionid=1F2335180E99DF2100546E2FA14FBF8B?sequence=1
http://apps.who.int/iris/bitstream/handle/10665/69477/WHO_SDE_PHE_OEH_06.02_eng.pdf;jsessionid=1F2335180E99DF2100546E2FA14FBF8B?sequence=1
http://apps.who.int/iris/bitstream/handle/10665/69477/WHO_SDE_PHE_OEH_06.02_eng.pdf;jsessionid=1F2335180E99DF2100546E2FA14FBF8B?sequence=1
http://apps.who.int/iris/bitstream/handle/10665/69477/WHO_SDE_PHE_OEH_06.02_eng.pdf;jsessionid=1F2335180E99DF2100546E2FA14FBF8B?sequence=1
http://apps.who.int/iris/bitstream/handle/10665/69477/WHO_SDE_PHE_OEH_06.02_eng.pdf;jsessionid=1F2335180E99DF2100546E2FA14FBF8B?sequence=1
http://apps.who.int/iris/bitstream/handle/10665/69477/WHO_SDE_PHE_OEH_06.02_eng.pdf;jsessionid=1F2335180E99DF2100546E2FA14FBF8B?sequence=1
https://www.epa.gov/indoor-air-quality-iaq/introduction-indoor-air-quality
https://www.epa.gov/indoor-air-quality-iaq/introduction-indoor-air-quality
https://www.epa.gov/indoor-air-quality-iaq/introduction-indoor-air-quality
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Of note, bedroom illumination that is typical for most 
homes in the US is sufficient to reduce and delay mela-
tonin production.

Schulmeister et al. found that monochromatic red light 
at 100 lux would take 403 h to suppress melatonin expo-
sure by 50% and other sources take a much shorter time 
period: candle (66 min), 60 W incandescent bulb (39 min), 
58 W deluxe daylight fluorescent light (15 min), and pure 
white high-output light emitting diode (LED) (13 min) 
[12]. LED light is an important source of light pollution 
that emits a large amount of blue light, which actually ap-
pears white to the naked human eye. LED light can cause 
glare and reduces visibility or the ability to resolve spatial 
detail. This glare is considered worse than conventional 
lighting, and can create a safety hazard when, for example, 
drivers are affected. The main advantages of popular LED 
lighting are energy efficiency (in terms of reduced energy 
consumption and a decrease in fossil fuel use) along with 
cost savings [12a]. It, however, takes years to accrue cost 
savings.

Previous studies have found that bright residential light-
ing from LED, for example, is associated with reduced sleep 
time, dissatisfaction with sleep quality, night-time awaken-
ings, excessive sleepiness, impaired daytime functioning, 
and obesity [13, 14]. Therefore, outdoor LED lighting may 
contribute to chronic disease risk in cities where they are 
installed. In studies of outdoor ALAN, individual or group 
residential areas have been found to be key contributors. 
Outdoor ALAN has been positively associated with an in-
creased risk of breast cancer among women and prostate 
cancer in men [15–17]. However, there have been no rele-
vant links made between outdoor ALAN and melatonin lev-
els (based on a urinary biomarker) in cross-sectional studies 
[10]. Also, the threshold of light intensity that triggers a re-
sponse in human health effects is currently unknown, which 
is an important topic for future research.

In terms of indoor illumination levels, melatonin levels 
have been found to be significantly lower in nurses who 
work night versus day shifts [18–20]. Nurses working night 
shifts were exposed to more light during sleep. Rotating 
shift workers with erratic light exposure also had abnormal 
melatonin levels [10]. Intense ALAN was also associated 
with a higher prevalence of self-reported insomnia symp-
toms [14]. It has been proposed that interventions among 
night-shift workers could seek to reset circadian rhythms 
to match work schedules with dark/light cycles by using 
bright light exposure during work and avoiding light expo-
sure before sleep. Additionally, entrainment to scheduled 
time cues for food and exercise may further reduce health 
effects despite disrupted photoperiods. Night workers could 
also curtail non-essential shift work and establish or main-
tain good sleep hygiene practices (e.g., regular sleep-wake 
schedule, avoid stimulants before bed) [5, 6, 21], but more 
research is needed.

Higher ALAN exposure and reduced nocturnal mela-
tonin concentrations have also been observed among ado-
lescents with delayed sleep phase disorder compared to 
controls [10, 22, 23]. Increased evening and nighttime 
light exposure also significantly raised sleep onset latency 
[24]. Bright light 1 m away from eyes during sleep was as-
sociated with less deep sleep as demonstrated by periodic 
arousal and altered brain activity [25]. It was also associ-
ated with delayed sleep initiation and reduced overall sleep 
quality and fatigue [26, 27]. Of note, an increase in duration 
of exposure to bright light at night may be more important 
than intensity [10], and melatonin levels were negatively af-
fected by blue light exposure, in particular. Blue light ex-
posure was associated with decreased sleepiness and raised 
alertness [25].

Although more research is warranted, chronic sleep dis-
ruption or shift work associated with exposure to brighter 
light in the evening and at night appears to be associated 
with a long-term increased risk of obesity, diabetes, cer-
tain cancers (e.g., breast and prostate), and cardiovascular 
disease [28]. One study found low bedroom brightness 
was associated with reduced obesity rates in children [29]. 
Another study that examined the association between 
ALAN and obesity among 113,343 women in the United 
Kingdom found that body mass index, waist-to-hip ratio, 
waist-to-height ratio, and waist circumference increased 
with increasing lightness of the room that the person sleeps 
in at night, even after adjusting for factors like sleep dura-
tion [30]. The worldwide rise of obesity and use of electric 
lighting have paralleled each other, and both epidemiologi-
cal evidence and animal experimental models support the 
belief that electric lighting is not merely a marker for a de-
veloped society in which behavioral factors (e.g., increased 
consumption, less energy expenditure) increase likelihood 
of obesity [30a]. Chronic circadian disruption from a 24-h 
light dark cycle could mediate increased susceptibility 
to obesity [30a], and more studies of, for instance, gene-
by-environment interactions that take lighting and other 
environmental factors into account are needed since obe-
sity and internal circadian clocks both have a high genetic 
component.

To protect sleep and avoid over lighting (greater than 
the minimum required for the task at hand), it is recom-
mended by Falchi et al. that indoor light be dim and limited 
to the area that needs illumination before being turned off 
when deemed unnecessary. Since vision provided by rods 
and cones has sensitivity to certain wavelengths, the light 
also needs to have wavelengths towards the red, yellow, 
and orange rather than the blue end of the spectrum [5]. For 
instance, incandescent lights are preferred over fluorescent 
lights although they are considered less energy efficient [5]. 
International Dark Sky Association recommends use of low-
pressure sodium lights generally and high-pressure sodium 
lights when color perception is important [5]. Ultimately, 
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there are various types of lighting recommended in the 
following order from the most to least recommended: low 
pressure sodium, high pressure sodium, incandescent, metal 
halide, and LED are the least recommended because of their 
scotopic-to-photopic ratios and melatonin suppression ef-
fects [5]. A randomized controlled trial found that wearing 
amber versus clear lenses 2 h before bed was associated 
with reduced severity in insomnia symptoms and signifi-
cant improvements in sleep, which may represent one effec-
tive intervention if behaviors prove difficult to change [31]. 
Practically, there should be complete darkness during sleep; 
therefore, televisions and other devices should not remain 
on during the sleep period [6]. Blinds should be closed to 
keep illumination from street lights out. To minimize mel-
atonin suppression, elderly patients should be exposed to 
natural light via skylights and other daytime lighting rang-
ing from 2500 to 3000 lux. Red lights should light the way 
to bathrooms at night [6]. Furthermore, recommendations 
for limiting outdoor artificial light at night includes avoid-
ing the over lighting of outdoor spaces by turning lights 
off when not in use and banning outdoor emission of light 
at wavelengths shorter than 540 nm to reduce the adverse 
health effects of decreased melatonin production and cir-
cadian rhythm disruption in both humans and animals [5]. 
Also, luminaires should not send any light directly at and 
above the horizontal plane [5]. While it is important to note 
that some suggested interventions are counter to “public 
safety” (e.g., mall parking lots, etc. lighting to deter crime- 
even though not proven effective), these recommendations 
should be evaluated for effectiveness in improving sleep. 
A previous study sought to identify protected areas that 
could be a refuge from light pollution and daily noise in 
European countries using spatial mapping and regression 
modeling to define areas without light pollution and that 
are quiet [31a]. However, the authors have recommended 
that future studies go beyond finding refuge from light and 
noise pollution towards finding ways to reduce these forms 
of pollution. Future studies should also use more advanced 
mapping tools to create finer map scales for more local ar-
eas (e.g., regional) versus country, and define classes of ar-
eas needed beyond just dichotomous levels of illuminated 
versus unilluminated.

There are several gaps in the literature that can serve 
as important directions for future research. For instance, 
more longitudinal studies assessing the impact of ALAN 
on melatonin and subsequent poor sleep and disease risk 
are needed. More research is needed to determine how 
varying levels of bedroom illumination affect melato-
nin production in different types of sleepers, which may 
be especially important for people with sleep  disorders 
(e.g., insomnia) and disparities in sleep architecture [6]. 
We need more research on illumination levels, duration, 
and colors of the light spectrum required to suppress hu-
man melatonin production. Furthermore, more research 

should be conducted on indoor light pollution; sleep stud-
ies should ascertain outdoor and indoor ALAN along with 
their independent and combined effects, and the combined 
effects of insufficient exposure to light during the day (or 
 wakefulness periods) and too much exposure to light at night  
(or during desired sleeping periods) should be increasingly 
investigated. Future research should also study communities 
and cities that have adopted outdoor LED lighting, and in-
vestigate its impact on sleep and health conditions affected 
by light-dark cycles. Additional recommended strategies 
are outlined in a National Heart, Lung, and Blood Institute 
workshop report on circadian health and light [32].

The impact of temperature on sleep

In addition to light, outdoor, indoor, and an individual’s core 
body temperature can also affect sleep health, which has 
noteworthy implications for disease risk [33, 34]. The core 
body temperature of humans is regulated by the thermo-
regulatory control center (known as the preoptic- anterior-
hypothalamus), and is typically 37.0°C (or 98.6°F) [35]. 
There is an overlap in neurons that are sensitive to heat and 
neurons that change their firing pattern before and during 
sleep [36]. Control of both body and brain temperature is 
closely tied to sleep regulation [37]. During normal sleep, 
a 2°F decrease in core body temperature occurs from the 
person’s peak in body temperature in the early evening to 
their lowest point before waking up [36]. External factors 
can influence core body temperature, and distal skin tem-
perature appears to be more important than the proximal 
skin temperature for sleep regulation [37a]. For instance, air 
conditioners are usually unnecessarily low at night (when 
compared to thermal comfort temperatures) [38]. Although 
cycling temperatures within the individual’s personal ther-
moneutral temperature range do not appear to significantly 
affect sleep stages, the thermal environment is one of the 
primary causes of sleep disturbance, and rapid-eye move-
ment (REM) sleep is more vulnerable to thermal discomfort 
than other sleep stages [39]. Cold temperatures can increase 
the number and duration of wakefulness periods and the 
length of REM cycles. Furthermore, a high temperature can 
reduce total sleep time, duration of REM and slow wave 
sleep (SWS), and increase sleep onset latency and wakeful-
ness. Higher ambient air temperatures have been associated 
with afternoon rest periods, but there appears to be no rela-
tionship with afternoon resting periods when temperatures 
were lower than an 18–25°C threshold [40].

Of note, an agreed upon thermal neutral temperature 
for sleeping people has not been established. Bed micro-
environments vary by person, season, location, indoor air 
temperature, bedding, clothing, etc. Females have also been 
shown to be more sensitive to ambient air temperature than 
males [37a]. Furthermore, humidity at night/during sleep 
increases heart rate, sweat rate, and thermal load, which 
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suppresses SWS and increases wakefulness [39]. Effects 
of humidity vary by time of sleep with stronger effects ob-
served during the initial versus later sleeping period [39]. 
Negative effects of heat exposure are aggravated by high 
humidity as compromised air flow can reduce the heat load 
and wakefulness in warm, humid climates. Even exposure 
to bright light at night maintains high skin as well as rec-
tal temperature and increases both heart rate and systolic 
blood pressure [39]. Therefore, temperature measurements 
are insufficient to thoroughly describe the thermal environ-
ment. While there is no threshold for outdoor temperature, 
the minimum recommended indoor threshold for European 
homes is approximately 18°C (17–19°C in winter and  
23–25° in summer) (see Table  8.1) [41]. Limitations of 
 current thresholds include thermal standards being defined 
for waking people, but the thermal comfort/neutral temper-
ature is often warmer for sleeping compared to awake indi-
viduals [37a]. There is also important natural/endogenously 
driven and unnatural/exogenously driven variation in ther-
mal comfort/neutral temperature that is difficult to capture.

A previous study sought to examine the impact of a 
high heat capacity mattress (HHCM) compared to a low 
heat capacity mattress (LHCM) on sleep and to determine 
whether core body temperature decline is enhanced and 
SWS is increased under gentle core body cooling on a 
HHCM [42]. The investigators found that participants on a 
HHCM had significantly reduced core body temperature, 
proximal skin temperatures on the back, and mattress sur-
face temperature compared to participants on a LHCM. 
They also had significantly increased N3 (or slow wave) 
sleep (27% of total sleep time for HHCM vs 23% for 
LHCM, P = .03) [42]. Since Japanese preschool children 
often share beds with mothers and distal skin tempera-
ture has been shown to have a strong modulating effect 
on sleep onset and sleep depth, a study among Japanese 
mother-child dyads investigated the relationship between 
sleep and distal skin temperature in preschool children and 
compared the temperature to their mother’s temperature 
[43]. The study found that proximal and distal skin tem-
perature were lower in children than in their mothers in 
the early segment of sleep or the sleep onset period. The 
authors concluded that behavioral thermoregulation (e.g., 
removal of bed covers) may be important for maintain-
ing sleep in preschoolers. Future interventions could fo-
cus on changing the indoor environment in ways that meet 
the varied thermal comfort requirements throughout the 
sleep period. Although more research is needed, bedside 
personalized ventilation systems could help with thermal 
comfort maintenance in addition to improving indoor air 
quality [37a]. 

Important gaps in the literature on temperature and sleep 
currently exist. For instance, objective measures of both the 
environment and sleep are necessary. It is important to mea-
sure heart rate variability and skin temperature  concurrently 

with sleep to monitor human thermal comfort state as com-
fort reported during subjective sleep can be influenced by 
emotional or psychological stress. These influences may 
affect associations of interest if sleep is subjectively mea-
sured. More studies of the micro-environment/climate of 
bed and its interaction with, for example, ventilation sys-
tems are needed to define a comfortable thermal neutral 
zone or sleep environment.

The impact of noise on sleep

Excessive natural and anthropogenic noise is an environ-
mental pollutant and an increasingly recognized public 
health issue that can negatively impact sleep health, which 
is considered the most serious non-auditory effect of ex-
cessive noise [46]. Noise is perceived by the auditory sys-
tem in humans, and important studied sources of outdoor 
noise include traffic on the road, railways, and aircraft near 
homes [47]. Indoor noise/sound pollution is considered 
>35 decibels (dB) and outdoor noise at night is >40 dB 
(see Table 8.1) [48], but even ambient noise from external 
stimuli can be processed by the sleeper’s sensory functions 
despite a non-conscious perception of their presence [47]. 
Environmental noise (and other external environmental 
events) can also activate processes during sleep that lead to 
eventual consciousness [49].

Previous studies have found that noise can negatively af-
fect sleep architecture [47]. For instance, one study concluded 
that railway noise was associated with a higher percentage 
of people self-reporting sleep disturbance compared to those 
exposed to the same amount of road noise [50]. In addition to 
railway noise leading to sleep disturbance [51], studies have 
also found delayed sleep onset, induced awakenings, earlier 
final awakening or nocturnal awakenings, arousals along with 
hormonal responses as well as acute autonomic and cardiac 
activations that may explain associations between noise and 
compromised cardiovascular health [47, 52, 53]. In addition 
to reductions in REM sleep [54], there are also reports of a 
greater likelihood of taking sleep medications and experienc-
ing objectively-measured body movements during sleep [51, 
55], increased wakefulness [51], performance decrements 
[56], and impaired daytime functioning in terms of increased 
tiredness, daytime sleepiness, and need for compensatory 
resting periods [52]. Railway noise exposure has even been 
linked with a higher risk for certain types of breast cancer 
compared to non-exposure to railway noise [50]. Moreover, 
freight train noise may be particularly deleterious as it has 
been shown to cause more frequent awakenings [57, 58], a 
stronger cardiac response [53], and greater night time annoy-
ance compared to passenger trains [59]. Wind turbine noise 
also has the potential to adversely affect sleep through fre-
quent physiological activation in response to disturbance; 
however, prior studies have had inconsistent results and ad-
ditional studies are needed [60].
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In a meta-analysis of pooled data from 28 data sources, 
Miedema and Vos investigated the association between 
night-time noise and sleep disturbance to both establish 
functions that specify self-reported sleep disturbance in re-
lation to nighttime transportation noise exposure (ranging 
from 45 to 65 dB) and to quantify the impact of transporta-
tion types (i.e., air, road, rail) [61]. The authors found that 
exposure to nighttime transportation noise was related to 
self-reported sleep in a dose-response manner [61]. Also, 
aircraft noise was associated with more self-reported sleep 
disturbance than road traffic, and road traffic noise had a 
stronger association with sleep disturbance than railways. 
Furthermore, the association between noise-induced sleep 
disturbance and age had an inverse U-shape, with the 
strongest reaction found between 50 and 56 years of age. 
The investigators concluded that this counterintuitive find-
ing could be due to hearing decline in older age. Another 
study investigating the independent and combined effects 
of air, road, and rail traffic noise on sleep and recuperation, 
found small changes in SWS latency (+8.3 min), stage 1 
sleep (+4 min), and SWS (−6 min) associated with traffic 
noise [52]. Changes in sleep continuity were also signifi-
cant in that small noise-induced changes affected subjec-
tive assessments of sleep quality but did not affect daytime 
performance. Road traffic noise led to the most prominent 
changes in sleep structure and continuity even though nights 
with air and rail traffic noise were reported as being more 
disturbing than road traffic noise [52]. Relatively moder-
ate cumulative effects of noise on sleep structure were only 
observed for REM latency, SWS latency, and time spent in 
REM. Awakening probability decreased in the order of rail, 
road, and air traffic noise, which is the reverse order for an-
noyance rankings reported during the day. A different study 
among hospitalized patients found a new-onset insomnia 
prevalence of 36% and that noise/brightness were contribu-
tors after frequent blood draws and vital sign checks due to 
the their illnesses [62].

Challenges associated with research on noise and 
sleep include the association being modified by personal/
non-auditory factors including sensitivity to noise [62a]. 
Also, sound levels in communities constantly change. 
Intermittent noise is more likely to affect sleep (than con-
stant noise) [62a], which can vary by source like rail versus 
road versus aircrafts. Moreover, bedroom noise depends 
on a variety of factors (e.g., insulation of house, sounds of 
household appliances, if windows are open) and is difficult 
to measure [62a]. Overall, for this type of research to ad-
vance, it is necessary for some fundamental questions to be 
answered regarding whether environmental noise has long 
term detrimental effects on health and quality of life and, 
if so, what these effects are for night-time, noise-exposed 
populations. Studies of individual differences in sensitivity 
of noise and effects of daytime noise on shift/night work-
ers are also needed. Furthermore, more longitudinal studies 

need to investigate how sleep is affected by noise and its 
subsequent impact on health outcomes like CVD. As pre-
viously recommended by researchers who study the health 
effects of noise, future research should also focus on long-
term effects of night-time noise exposure among different 
populations, specific subgroups that are “at risk” (e.g., chil-
dren, elderly people, self-estimated noise-sensitive people, 
individuals with a severe disease that may be disturbed by 
noise, insomniacs, sleep disorder patients, night and shift 
workers), and the combined effects of noise exposure and 
other physical agents or stressors during sleep.

The impact of vibrations on sleep

Noise is often accompanied by vibrations. Ground-born vi-
bration from railway movements, as an example, are created 
by the interaction between the wheels and the rail, where 
irregularities from either surface can generate considerable 
vibrational energy [63]. Ground vibrations near railway lines 
are often in the range of 0.4–1.5 mm/s [64]. Previous stud-
ies have found that increasing vibration results in increased 
reporting of waking during the night and waking too early 
in the morning [65]. Annoyance due to railway vibration is 
higher during the evening than the day, and higher during 
night than evening [66]. Both lower sleep quality and alert-
ness have been reported following the night after vibration 
exposure of 1.4 mm/s compared to nights with vibration of 
0.4 mm/s. This finding corresponded with more restless-
ness, greater difficulty falling asleep, and more awakenings 
once asleep [66]. Although stronger vibrations from rail-
way freight were associated with reduced subjective sleep 
quality and increased self-reported sleep disturbance [67], 
self-reported sleep parameters do not necessarily correlate 
strongly with actual physiological responses [68]. Like with 
noise, even minor sleep disturbances due to vibrations can 
cause degradation of executive functions despite a lack of 
subjective response [69]. There is also some evidence that 
the number of trains can influence human response as an-
noyance was found to be higher in areas with a greater num-
ber of trains [64]. Pass-by frequency during the night has 
also been linked to self-reported noise-induced disturbances 
[51]. However, the number of nocturnal pass-bys was not 
found to be statistically significantly associated with wake-
fulness and light sleep time as objectively determined by 
polysomnography [51]. The vibration amplitude contrib-
uted to arousal as well as awakening and sleep stage change 
probabilities in that the number of trains during the night 
led to self-reports of sleep disturbance at moderate vibra-
tion amplitudes. Furthermore, both vibration amplitude and 
the number of trains contributed to effects on sleep archi-
tecture, whereby the number of sleep depth changes, SWS 
continuity and nocturnal wakefulness were negatively af-
fected during the high vibration condition with a high num-
ber of trains. Some studies also suggest that  low-frequency 
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vibration (like from a car or inside a train) can, in turn, in-
duce sleep [70]. Nonetheless, future studies need to inves-
tigate the long-term effect of nocturnal vibrations, examine 
the combined impact of noise and vibration, and elucidate 
mechanisms involved in potential vibration habituation and/
or sensitization.

The impact of air quality on sleep

It is biologically plausible that elevations in ambient pollu-
tion may affect sleep through pollutant-associated effects 
on central or peripheral neurotransmitters that influence 
sleep state stability, upper airway patency, and/or ventila-
tory control. Pollutants may directly contribute to nasal or 
pharyngeal inflammatory and oxidative stress responses 
that increase upper and lower airway resistance and reduce 
airway patency, which could lead to, for instance, oxyhemo-
globin desaturation [71]. Fine and ultrafine particles may al-
ter ventilation-perfusion relations, exacerbating the hypoxia 
of sleep disordered breathing (SDB) [71, 72], and pollution 
may increase SDB through influencing central ventilatory 
control centers. In patients with asthma and SDB, elevated 
air pollution has been demonstrated to worsen lower airway 
inflammation and airflow obstruction through allergic and 
nonallergic mechanisms [73]; this may also contribute to 
the propensity for desaturation with sleep-associated reduc-
tions in ventilation. In patients with hay fever, upper air-
flow obstruction may worsen on an allergic basis when air 
pollution particles also contain allergen fragments [71, 72]. 
Pollutants entering the blood could have an effect on the 
brain and hence the regulation of breathing.

Of the few studies that have investigated the relation-
ship between outdoor air pollution and sleep apnea or SDB, 
results have been mixed among adults [74–77]. Among US 
adults aged 39 years and older, Zanobetti et al. found that 
an interquartile increase in short-term exposure to fine par-
ticulate matter ≤10 μm (PM10) in diameter was associated 
with an approximately 12% increase in the percentage of 
sleep time at <90% oxygen saturation as well as a 1% de-
crease in sleep efficiency (affected by sleep state stability) 
[74]. However, population-based studies among German 
and Taiwanese adults observed no associations between 
PM10 and sleep apnea severity [75]. Furthermore, Weinreich 
et al. suggest that short-term exposure to ozone was associ-
ated with sleep apnea severity [76]. Shen et al., found no 
relationship between sleep apnea severity and ozone, but 
observed positive associations between sleep apnea sever-
ity and both short-term and annual exposure to particulate 
matter with aerodynamic diameters ≤2.5 (PM2.5) as well as 
nitrogen dioxide (NO2) [75]. These associations were stron-
ger in the winter and spring seasons. There also may be as-
sociations between PM2.5 and average sleep duration. For 
instance, a prospective study of 12,291 college freshman 
in China found that students reported longer sleep duration 

(in hours) for each standard deviation (36.5 mg/m3) increase 
in PM2.5 exposure (β = 1.07(95% CI: 1.04–1.11)) [78].

Tenero et  al. conducted a review highlighting studies 
of air pollution and SDB among children [77]. They found 
that, compared to children with low exposure, Australian 
and Italian children with high exposure to NO2 and PM10 
(Italian children only for PM10) were more likely to report 
SDB or have objectively-measured SDB [77]. Similarly, a 
study of elementary-aged children in Tehran, Iran suggested 
that odds of subjectively-measured habitual snoring were 
higher among children exposed to greater air pollution com-
pared to children exposed to less pollution [77]. Conversely, 
Abou-Khadra et al. did not observe a relationship between 
PM10 exposure and SDB among Egyptian elementary 
school-aged children [77].

While the relationship between outdoor air pollution and 
sleep may prove important, humans spend approximately 
80%–90% of their time indoors with approximately 34% of 
their day in the sleep microenvironment [79–81], which —
as delineated by Boor et al.—is characterized as the physi-
cal space generally involving a mattress, pillow, bedding 
materials, bed frame, breathing zone, and a buoyant thermal 
plume [82, 83]. This physical environment (especially beds 
as reservoirs for a complex mixture of chemical- and non-
chemical-laden dust) can harbor diverse indoor pollutants 
like house dust mites comprising a wide range of organ-
isms and their associated allergens, fungi, bacteria (mainly 
from human origins [e.g. skin, intestinal, genital]), volatile 
organic compounds, plasticizers like phthalates, flame re-
tardants such as polybrominated diphenyl ethers in and on 
mattresses, pillows, and bed sheets (as accumulation zones) 
[82]. Inhalation and dermal absorption of these potentially 
detrimental chemical and non-chemical environmental 
 exposures while sleeping could be hazardous to health. In 
fact, data suggests that the sleep microenvironment may 
even play a critical role in characterizing exposures of very 
young children to indoor pollutants. Of note, if a child and 
an adult are exposed to the same breathing zone concentra-
tion of a pollutant released from, for example, a mattress, 
then the child-normalized dose will be much greater than 
the adult.

There are several key factors in the sleep microenviron-
ment that contribute to a source-proximity effect also de-
scribed by Boor et  al., including the spatial proximity of 
the breathing zone to the source of the exposure, incom-
plete mixing and common poor ventilation of bedroom air 
that leads to concentration gradients in the space near an 
actively emitting source, the personal cloud due to human 
body movement-induced particle resuspension, the buoyant 
human thermal plume, heat transfer from the human body 
to the source (which may elevate the emissions of gaseous 
pollutants), and direct dermal contact with the source [83].  
Sleep microenvironments are important, but they have not 
been extensively researched in contrast to exposures in 
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other types of indoor environments, such as classrooms, 
kitchens, and occupational workplaces. To investigate sub-
sequent health effects and to develop strategies to promote 
healthy bedrooms, more research is needed to understand 
the pollutants commonly found in sleep microenviron-
ments, the mechanisms by which pollutants are transported 
around the human body to an individual’s breathing zone, 
pollutant concentrations and exposure levels that individu-
als experience while sleeping, and the total amount of pol-
lutants that are inhaled or absorbed via dermal exposure. As 
summarized by Boor et al., future research should focus on 
personal exposure monitoring of particles and gases, which 
will permit more reliable associations with health outcomes 
beyond basic mattress dust sampling/analysis [83]. Studies 
should also investigate the contribution of early-life sleep 
exposures to microbes, allergens, and semi-volatile organic 
compounds as well as total exposures to these agents. In 
fact, a systematic review found an overall positive associa-
tion between allergic rhinitis and sleep-disordered breath-
ing among children [84]. It is also important to understand 
variation in exposures during sleep among various demo-
graphic groups (e.g., ethnically-diverse populations and age 
groups) as well as to elucidate the impact of human expo-
sure to the full range (indoor and outdoor) of particulate and 
gaseous air pollutants. Investigators should also identify the 
role of bed partners since 48%–72% of Americans sleep 
with a significant other and 2%–16% with their pets [83]. 
Studies should also evaluate the impact of bedside person-
alized ventilation systems helping to filter and deliver fresh 
air in addition to providing thermal comfort maintenance 
(as described earlier in the chapter). Ventilation systems 
are also considered energy efficient. In addition to fan air 
ventilation, opening windows is associated with lower car-
bon monoxide levels and better subjective  sleep quality al-
though there have been weak or nonsignificant associations 
with objective sleep as measured by wrist actigraphy [44]. 
Furthermore, stoves with external versus internal exhaust 
also appear to be an effective intervention to help address 
parent reported child sleep problems [45]. Lastly, indoor air 
quality and its effects on sleep quality as well as special 
settings for sleep microenvironments (e.g., hospital beds, 
camping tents, dormitories) should be studied.

The impact of seasonality and latitude/
longitude on sleep

Although the health effects are not well understood, sea-
sonal variation in sleep/wake cycles likely exist due to dif-
ferences in photoperiod, which refers to variability in hours 
of light throughout the four weather seasons [85]. Since 
light entrains circadian rhythms that depend on when the 
light exposure occurs, light exposure prior to the normal 
temperature nadir will phase-delay the circadian rhythm 
and exposure to light after the normal temperature nadir will 

phase-advance the circadian rhythm [86]. During summer 
sleep times, core body temperature and melatonin secretion 
tend to be slightly advanced due to the longer photoperiods. 
Users of a smartphone ENTRAIN app found that later sun-
set times were associated with longer sleep duration among 
>20 different countries located around the globe [87]. They 
also found that those reporting being typically exposed to 
outdoor light go to sleep earlier and sleep more than those 
who reported more indoor light exposure [87].

Furthermore, seasonal changes during the year are more 
marked in extreme Arctic and Antarctic latitudes than in 
equatorial regions. Thus, people living at higher latitudes 
have a higher variability of sunlight duration, depending 
on the season. Even in pre-industrial societies, the specific 
photopic period related to latitude seems to markedly in-
fluence sleep duration [85]. For instance, geographic lati-
tude showed significant associations with self-reported 
sleep duration in a large population-based sample of people 
living between 18°29′S and 53°18′S in Chile [88]. Those 
individuals who lived closer to the Antarctic Circle had sig-
nificantly longer sleep durations compared to their coun-
terparts who resided closer to the equator. This association 
was stronger in men, especially for sleep during weekends. 
People living in latitudes more proximal to the equator had 
a greater than threefold odds of being short sleepers dur-
ing weekends than those living near the Antarctic Circle 
[88]. Another study investigated the impact of seasonality 
on sleep by comparing Norway and Ghana where Norway 
experiences large seasonal variation while Ghana does not 
(due to its position near the equator). While not found in 
Ghana, the bed and wake times in Norway were earlier in 
the summer while insomnia, fatigue, and poor mood were 
more common in the winter [89]. Furthermore, Stothard 
et al. aimed to [1] quantify the impact of a week-long ex-
posure to the natural winter light-dark cycle compared to 
exposure to modern electrical lighting on the timing of the 
human circadian clock and quantify the circadian response 
to a weekend of exposure to the natural summer light-dark 
cycle [90]. Investigators found that the beginning of the 
biological night and sleep occurred earlier after a week’s 
exposure to a natural winter light-dark cycle as compared to 
the modern electrical lighting environment [90]. They also 
found that the human circadian clock was sensitive to sea-
sonal changes in the natural light-dark cycle in that it was 
longer in the winter than the summer [90]. Circadian and 
sleep timing occurred earlier after spending a week camp-
ing in a summer natural light-dark cycle compared to a typi-
cal weekend in the modern environment; thus, the circadian 
clock appears timed later in the modern environment in 
both the winter and the summer. Furthermore, participants 
in cities along the same latitude had similar resting periods, 
and resting periods over the year reflected the length of the 
night throughout the year [40]. Since better characterizing 
the impact of seasonality and latitude/longitude on sleep 
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health could lead to more effective interventions, more re-
search in this area is warranted.

THE SOCIAL ENVIRONMENT AND SLEEP

In addition to naturally-occurring and man-made expo-
sures in the physical environment (e.g., light, temperature, 
noise, vibrations, air quality in the microenvironment, sea-
sonality, latitude/longitude) affecting sleep health, many 
factors in one’s social environment also appear important. 
The social environment includes social conditions (e.g., 
culture), policies (e.g., workplace flexibility), and institu-
tions (e.g., the economic system), the community (e.g., 
neighborhood) immediately surrounding an individual, 
interpersonal factors (e.g., intimate relationships), and in-
trapersonal activities (e.g., actions like coffee consump-
tion directed toward curtailing sleep) (see Fig.  8.1) [91]. 
With psychosocial stress as a main driver connecting 
the social environment to poor sleep, this section of the 
chapter summarizes prior observational studies that have 
investigated how sleep is impacted by psychosocial stress-
ors one may experience across multiple social domains  
and in various settings within the social environment  
(e.g., neighborhood, home, workplace, social/recreational). 
For example, we discuss relationships between sleep and 
low socioeconomic status; suboptimal neighborhood char-
acteristics like low safety and high disorder; racism and 
other forms of discrimination at multiple levels (e.g., insti-
tutional and interpersonal); suboptimal work-related condi-
tions like shift work and job strain; as well as interpersonal 
factors such as family structure and trauma.

Psychosocial stress and sleep

An adverse social environment whether at the policy, com-
munity, or interpersonal level can lead to psychosocial 
stress in individuals. Defined as stress that occurs when a 
person perceives that the external demands of a stressor ex-
ceed their ability to cope with the stressor [92], there are 
two types of psychosocial stress: acute stress (e.g., major 
event like a flood) and chronic stress (e.g., the aftermath 
of such disasters like homelessness or financial strain). 
Chronic stress is associated with increased vulnerability to 
disease [93] and poor sleep may be on the causal pathway 
from stress to disease.

Each form of psychosocial stress has the potential to 
affect sleep as shown in the results of a prior review [94]. 
Although most of the investigated stressors have been 
chronic, acute stress has been associated with worse sleep 
efficiency, frequent awakenings, decreased REM sleep, and 
less SWS [94]. Particularly, major stressful life events can 
affect sleep through decreases in REM latency, increased 
REM sleep percentage, and reduced SWS [94]. It has been 
difficult to observe consistent patterns between various 

chronic stressors and sleep, likely due to differences in study 
populations and the daily life stressors measured; yet, every-
day emotional stress was found to be consistently associated 
with unfavorable changes in sleep architecture, namely less 
SWS [94]. Since a variety of acute and chronic, everyday 
psychosocial stressors within an individual’s social environ-
ment can affect sleep, we summarize the most salient factors 
that have been investigated in the sleep literature.

Social conditions, policies, institutions: The 
impact of socioeconomic status and racism 
on sleep

Socioeconomic status (SES) is a fundamental cause and 
strong driver of differences in population health, and it 
likely affects sleep by determining an individual’s physical 
as well as social environmental exposures [95]. Within sev-
eral studies highlighted in a literature review by Grandner 
et al., lower socioeconomic position (SEP) has been associ-
ated with higher rates of sleep disturbance, such as difficulty 
falling asleep, difficulty staying asleep, waking too early, 
and worse sleep quality [95]. SES characteristics associated 
with worse sleep include not graduating from college, lower 
household income, unemployment, a lack of access to pri-
vate health insurance, and food insecurity [96, 97]. Studies 
also suggest a negative association between educational at-
tainment and insomnia [98] and that lower childhood SEP is 
associated with decreased SWS and increased stage 2 sleep 
in adulthood [99].

Discussed in greater detail in Chapter 7, many racial/
ethnic groups are disproportionately represented in lower 
socioeconomic status groups, which is likely a manifesta-
tion of discriminatory policies and practices on the societal 
level. Discrimination is generally defined as differential or 
unfair treatment based on actual or perceived membership 
in a group [100] and can occur based on race/ethnicity, 
national origin, religion, sex/gender, sexual orientation, 
SES, or other social factors related to an identity [101]. 
In fact, the pervasive, widespread observation of racial/
ethnic disparities across a range of health outcomes likely 
results from a race-based or race-conscious society involv-
ing systematic discrimination across institutions and cul-
tural practices on the basis of race [102]. In terms of sleep, 
racial/ethnic minorities are even more likely to experience 
poor sleep, especially African Americans [95]. For in-
stance, non-whites like African Americans and Hispanics/
Latinos in the US are generally 2–4 times more likely 
than whites to report shorter and longer sleep duration 
[95], both of which are associated with suboptimal health. 
Certain racial/ethnic minorities are also more likely to ex-
perience suboptimal sleep architecture and quality [95]. 
One manifestation of an individual living in a stressful/
oppressive environment is known as John Henryism in 
the epidemiological literature. It is the hypothesis that 
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 members of marginalized groups are routinely exposed 
to psychosocial stressors (e.g., discrimination, job strain) 
that require a consistently high level of active coping or 
use of considerable energy to manage the psychosocial 
stress [103]. When continual engagement in effortful ac-
tive coping and ambitions or interests are not met with 
support or resources, strain ensues. This strain or stress 
can lead to disrupted sleep, which may (as an example) 
lead to less SWS and non-dipping of blood pressure dur-
ing normal sleep [104]. Discriminatory practices related 
to, for example, residential segregation, un- or subpar-
employment, and/or low education quality based on race 
likely play an important role in determining differential 
exposure to factors that promote or harm health.

Community: The impact of neighborhood 
social and physical environments on sleep

Described in greater detail in Chapter 7, the neighborhood 
environment has been linked to individual health outcomes 
and sleep may be on the causal pathway through which fac-
tors in the environment—both physical and social—affect 
health. In short, psychosocial stress in the neighborhood 
(like relative social disadvantage and a lack of social cohe-
sion, social capital, and/or safety) can affect sleep health 
and subsequent risk of disease. Aspects of the neighborhood 
environment are measured differently across studies, but 
most suggest that suboptimal neighborhood conditions can 
contribute to poor sleep. However, these studies are often 
cross-sectional and rely on self-reported data. Therefore, 
more research with longitudinal designs and objective mea-
sures are needed.

Nonetheless, neighborhood physical and social dis-
order were associated with self-reported trouble falling 
asleep and waking too early [105] as well as shorter sleep 
duration [106]. In one study, no social or physical neigh-
borhood factors were associated with insomnia symptoms 
[106], but insomnia symptoms were found to be more 
prevalent in noisy compared to non-noisy neighborhoods 
in another study [107]. Johnson et  al. found that neither 
sleep fragmentation nor sleep efficiency varied by social 
environment, but participants residing in increasingly 
more favorable social environments had approximately 
6 min longer sleep duration and an earlier sleep midpoint 
[108]. Lower neighborhood social cohesion has been 
found to be associated with self-reported trouble falling 
asleep and feeling unrested [105] as well as worse sleep 
quality [109]. There was a suggestion that a cohesive, pos-
itive social environment was associated with less daytime 
sleepiness [106].

Studies about neighborhood socioeconomic factors and 
sleep have had mixed results. Neighborhood disadvantage, 
measured by census tract-level data (e.g., percentage of 
residents with a Bachelor’s degree, median home value, 

median household income), was not associated with sleep 
duration in the Jackson Heart Study (JHS) after adjustment 
for individual-level SES factors, demographic factors, and 
health characteristics [109]. However, Fang et al. observed 
that participants with low- and middle-neighborhood SES 
had higher odds of very short and short sleep compared to 
individuals in high SES neighborhoods in Boston commu-
nities [110]. Furthermore, DeSantis et  al. showed higher 
neighborhood SES was associated with less daytime sleepi-
ness within US adults enrolled in the Multi-Ethnic Study 
of Atherosclerosis (MESA) [106]. Similarly, Xiao and Hale 
found that adults residing in lower-SES neighborhoods 
were more likely to report very short sleep, long sleep, and 
long (≥1 h) napping [111].

Relationships between neighborhood characteristics 
and various sleep dimensions may vary by sex and an in-
dividual's perception of their neighborhood. For instance, 
neighborhood disadvantage has been associated with higher 
odds of restless sleep among women and not men, but cen-
sus tract density was associated with higher odds of restless 
sleep among men and not women [112]. An individual’s 
perception as well as outsiders’ perceptions of their neigh-
borhood may also affect sleep, but such relationships vary 
by the neighborhood perceptions measured. Perceived low 
neighborhood quality was associated with fair/poor sleep 
quality [113, 114] and prolonged sleep latency [114]. 
Studies have shown that perceived neighborhood safety 
was not associated with sleep disruption [115] nor insomnia 
symptoms [107], but neighborhood safety was associated 
with longer sleep duration in a different study [106]. High 
levels of neighborhood violence were associated with in-
somnia symptoms among Hispanics/Latinos [107] as well 
as shorter sleep duration and poor sleep quality among 
African Americans [109]. In the JHS, participants with 
perceptions of neighborhood problems like traffic, trash/
litter, and lack of parks had lower sleep quality than partici-
pants with more positive neighborhood perceptions, which 
remained after adjustment for  individual-level sociodemo-
graphic and socioeconomic factors as well as health charac-
teristics [109]. Neighborhood stigma in the form of negative 
media perception was negatively associated with self-
reported sleep duration and quality among 120 Hispanic/
Latino adults enrolled in the New York City Low Income 
Housing, Neighborhoods, and Health Study [116].

Physical features of the neighborhood environment 
may also be associated with sleep. For instance, low 
neighborhood walkability was associated with greater 
severity of sleep apnea (especially among male individu-
als who were obese) [117], greater built environment was 
associated with shorter average sleep duration, and larger 
intersection density was associated with lower sleep ef-
ficiency [118]. Neighborhood-level crowding has also 
been suggested as a factor related to increased severity 
of SDB [119].
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Community: Work environment and sleep

The workplace is an important setting for potential expo-
sure to suboptimal physical and social environmental fac-
tors that can negatively affect sleep, which are described 
in greater detail in Chapter 36. Briefly, shift work has been 
identified as a probable human carcinogen [120], and shift 
workers have been shown to have long sleep latency, de-
creased SWS, increased REM, and shorter REM latency, 
which is attributed largely to emotional stress or worry 
regarding the next morning [94]. A meta-analysis of three 
longitudinal studies suggested that steady shift work was 
a risk factor for future sleep disturbances [121]. Shift work 
can also lead to circadian misalignment, resulting in delete-
rious outcomes like chronic sleep loss, shift work disorder 
(a clinically diagnosed circadian rhythm sleep disorder), 
and morbidity [21]. Shift workers are more likely to have 
low SES and be non-white (particularly, African American), 
which has several implications regarding racial/ethnic and 
socioeconomic sleep disparities discussed previously.

Meta-analyses of longitudinal and cross-sectional stud-
ies provide evidence that stressful work environments may 
lead to poor sleep [121–123]. Higher job demands are posi-
tively associated with sleep disturbances and lower sleep 
quality in longitudinal studies [121, 122]. In terms of job 
control, there is evidence that higher job control is posi-
tively associated with higher sleep quality in longitudinal 
studies [122]. Positive associations have also been observed 
between job control and lower levels of sleep disturbances 
in fixed effects models, although the relationship was no 
longer significant in the random effects model [121]. Job 
strain may be a risk factor for sleep disturbances [121].  
A meta-analysis found moderately strong evidence that 
 social support within the work environment may induce 
better sleep quality [122] and lower frequency of sleep 
disturbances [121]. Effort-reward imbalance (imbalance 
between the effort to perform a job and the reward it pro-
vides), although negatively associated with sleep quality 
[122], was not found to influence future sleep disturbances 
[121]. However, self-reported and actual workplace bully-
ing was positively associated with future sleep disturbances 
[121]. Lastly, organizational justice/influence over deci-
sions was positively related to better sleep quality and lack 
thereof was related to future sleep disturbances [121, 122]. 
Despite these findings among longitudinal studies, no sig-
nificant effect of changes to psychosocial work characteris-
tics on sleep quality have been established [122].

Interpersonal relationships and sleep

In addition to the aforementioned institutional discrimi-
nation, interpersonal discrimination occurs in ways that 
have been shown to affect sleep. For instance, there are 
consistent positive associations between various forms of 

interpersonal discrimination and self-reported sleep dif-
ficulties as well as insomnia [101]. However, one study 
among older adult participants aged 50 years and older in 
the Health and Retirement Study reported no longitudi-
nal association between discrimination and sleep quality 
[124]. Findings related to sleep duration are inconsistent, 
and vary by type of discrimination (major vs everyday dis-
crimination). Among four studies that used PSG or actig-
raphy, one study found that everyday discrimination was 
associated with shorter sleep duration, but no significant 
association was observed in the other studies [101].

In terms of sleep architecture, across four studies of 
objectively- measured sleep, discrimination was positively as-
sociated with wake after sleep onset (WASO) in two of the 
studies as well as a smaller proportion of REM sleep in one 
study, and experiencing discrimination was inversely related 
to the proportion of SWS (stages 3 and 4) in two studies 
[101]. One study examined and found a positive relation-
ship between discrimination and light (stage 2) sleep [101]. 
Of the three studies that examined discrimination and sleep 
efficiency, two reported no association with discrimination, 
but one suggested an inverse relationship [101]. Associations 
between discrimination and sleep were generally attenuated 
after adjustment for depressive symptoms [101].

An additionally important social stressor that may af-
fect sleep is acculturation, which is the process by which 
immigrants adopt, internalize, and exhibit the behaviors of 
the host society [125]. Among Hispanics/Latinos, one’s level 
of acculturation has been associated with changes in health 
status when living in the United States [126]. Most studies 
regarding acculturation and sleep among the United States 
population have focused on Hispanics/Latinos, were cross-
sectional, and investigated associations with self-reported 
sleep [97, 125–132]. Although the measure of acculturation 
varied across studies, less acculturation was consistently as-
sociated with better sleep. Among adolescents, middle-aged 
adults, and older adults, less acculturated Hispanic/Latinos 
were more likely to report longer sleep duration and better 
sleep quality and were also less likely to report very short 
sleep, short sleep, and insomnia symptoms—although re-
lationships with insomnia symptoms were attenuated after 
adjustment for sociodemographic and behavioral character-
istics [97, 125, 132, 133]. Furthermore, greater accultura-
tion and acculturation stress were marginally associated with 
long sleep and positively associated with poor sleep quality 
including daytime sleepiness, short sleep (prior to adjustment 
for sociodemographic and behavioral factors), and more 
sleep complaints [127, 129–131]. One repeated measures 
study among Mexican-American pregnant women found that 
women with higher acculturation reported more nighttime 
disruptions in sleep compared to less acculturated women 
throughout pregnancy [128]. Further research regarding accul-
turation inclusive of non-Mexicans and other immigrant pop-
ulations (e.g., Caribbean-born Blacks, non-US-born Whites)  



The impact of environmental exposures on sleep  Chapter | 8 97

with longitudinal study designs and objective measures of 
sleep throughout the lifecourse is warranted.

A few studies with a focus on personal stigma and sleep 
have been conducted, and stigma may be associated with 
worse sleep. For instance, in a study of HIV-infected in-
dividuals, internalized (integration of others attitudes and 
opinions into one’s identity/sense of self) HIV stigma was 
indirectly associated with poorer sleep quality, as measured 
by the Pittsburgh Sleep Quality Index, through depres-
sion and loneliness [134]. Similarly, among 64 adults aged  
18–64 years that reported substance abuse, internalized 
stigma mediated the positive association between perceived 
stigma and self-reported poorer sleep [135].

In terms of trauma as a stressor that appears to affect 
sleep, a systematic review conducted by Kajeepeta et  al. 
showed significant associations between history of child-
hood adversity and a variety of sleep disorders including 
sleep apnea, narcolepsy, nightmare distress, sleep paraly-
sis, and psychiatric sleep disorders in adulthood among 
women [136]. The strengths of the associations increased 
with the number and severity of experiences [136]. These 
findings, particularly among adult women of childbearing 
age, have potential implications for child health because 
poor maternal mental health may be associated with WASO 
among infants [137]. Another early-life trauma, bullying 
victimization at 8 and 10 years, has also been associated 
with nightmares, night terrors, sleepwalking and any type 
of parasomnia at age 12 years [137]. Furthermore, there is 
evidence that peer victimization is associated with insomnia 
symptoms over time among both preschool-aged children 
and adolescents [138, 139]. In terms of violence, a review 
of literature investigating relationships between community 
violence and physical health outcomes among youth aged 
0–18 years found that exposure to community violence was 
associated with sleep problems in all of the included studies 
[140]. Bailey et al. reported that children who were victims 
of community violence had a 94% increased risk of self-
reported sleep difficulty [141]. Youth who reported witness-
ing a homicide had a twofold increase in WASO at baseline 
in one of the studies; but, associations were no longer statis-
tically significant at study follow-up [142]. One study sug-
gests that relationships between witnessing violence and 
sleep problems may be stronger among females compared 
to males [143]. Lastly, high exposure to violence was also 
associated with self-reports of short sleep and sleep inter-
ruption among the mothers of young children [115].

Family structure or dynamics are important for sleep 
throughout the lifecourse as noted in a review by Meltzer 
and Montgomery-Downs [144]. During pregnancy and in 
the postpartum period, mothers are likely to experience less 
sleep, lower sleep efficiency, less deep sleep, more daytime 
sleepiness, and have more frequent awakenings [145–147]. 
Newborn sleep is often fragmented; thus, the parents’ 
sleep is likely to be fragmented. Conversely, parents are 

 considered the main agents affecting infant sleep [148]. 
Therefore, there may be a bidirectional relationship between 
parent and infant sleep [144]. Toddler, preschool-aged, and 
school-aged children’s sleep problems can disrupt parents’ 
sleep and family functioning [144]. Among adolescents, 
there may be bidirectional relationships between adolescent 
sleep quantity, quality, and problems and family factors 
including parenting style, family problems, and the home 
environment [144]. Adolescent behaviors and activities like 
being involved in extracurricular activities/events that result 
in time constraints can affect parents’ ability to initiate and 
maintain sleep [144]. Conversely, adolescent sleep can also 
be affected by parental behaviors. While parents are not 
typically strongly involved in establishing adolescent sleep 
routines, total sleep time has been increased with parental 
rules like setting bedtimes [149]. Additionally, when par-
ents are more involved with monitoring adolescents, ado-
lescents have been shown to experience less psychosocial 
distress and greater sleep efficiency [150]. Single parent 
family structure has also been found to be associated with 
worse sleep efficiency and shorter sleep duration among 
both black and white adolescents [151]. Relationships be-
tween family conflict and sleep may remain when children 
reach adulthood: family conflict at ages 7–15 years has been 
associated with higher odds of insomnia in adulthood [136].

Many adults share a bed with a partner or spouse, and 
there is evidence that couple-level factors affect sleep (such 
as through relational conflicts, abuse, differential preferences 
for morningness-eveningness, and timing of sleep-wake cy-
cles) [152]. Sleep can be affected by other relationships such 
as those with caregivers, including parents of infants and 
children, healthcare professionals, and family or other infor-
mal caregivers of individuals with physical or cognitive dis-
abilities, for instance. In a study of caregivers who live with 
adult care-receivers, in addition to predisposing risk factors 
(e.g., female sex, chronic health conditions, and precipitating 
events like menopause), factors like reduced physical activity 
and irregular sleep/wake schedules due to caregiving could 
lead to sleep problems such as insomnia in caregivers [153].

Early attachment style, defined as the interpersonal style 
that develops during childhood based on the type of bond 
and amount of trust with primary caregivers, may be associ-
ated with sleep throughout the lifecourse [154]. In all stud-
ies except for one among 2–18 year-olds, lower attachment 
was associated with poorer subjective and objective sleep 
measures, and studies also suggest bidirectional relation-
ships among parental attachment, emotional security, and 
sleep in children [154]. Of 14 studies among individuals 
18–64 years old, only one had a longitudinal design, and 
the majority identified a relationship between insecure at-
tachment and poorer sleep as well as differences in sleep 
architecture [154]. Among studies of individuals >65 years 
of age, two found that those with high attachment  reported 
better sleep, but less securely attached individuals were 
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more likely to report daytime napping, use of sleep- inducing 
medication, and tended to sleep less at night [154].

Lastly, a variety of other social factors may positively or 
negatively affect sleep, but additional studies are warranted. 
Social support is considered a protective/resiliency factor 
against a variety of poor health outcomes, which is also 
plausible for sleep given that studies show lack of social 
support as being associated with shorter subjectively mea-
sured sleep [155–157]. A study using actigraphy among US 
adults aged 24–81 years enrolled in the MacArthur Study on 
Aging: Midlife in the United States found that neither social 
support nor social strain were associated with total sleep 
time, but social strain, defined as strained aspects of the in-
dividual’s social network, was associated with lower sleep 
efficiency and night-to-night sleep variability [158]. Other 
psychosocial factors like financial strain, social isolation, 
low emotional support, and negative social interactions 
were related to self-reported sleep problems in a cross- 
sectional study of 736 men and women aged 58–72 years in 
the Whitehall II civil servants cohort [159].

In conclusion, this chapter has discussed many of the most 
salient physical and social environmental factors that can either 
positively or negatively impact sleep, which is important for 
maintaining and restoring health across the lifecourse. Some 
organizations or researchers have provided threshold recom-
mendations for certain exposures in the physical environment 
like light or temperature that are based on scientific evidence 
or expert opinion. We have complied a non-exhaustive list 
of potential pollution definitions and safety thresholds (see 
Table 8.1), but recommendations for defining and determining 
the maximum acceptable level across the range of factors that 
impact sleep health and subsequent risk of disease are desper-
ately needed. There are many gaps in our current understand-
ing of how environmental exposures affect sleep, and we have 
provided directions for future research; but, a wide range of ex-
perimental studies and interventions across multiple domains 
from the individual- to societal-level and across the lifecourse 
should be designed and evaluated to optimize the impact of the 
physical and social environments on sleep health.
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GLOSSARY

Air pollution Term representing ambient concentrations 
of particulate matter, ozone, nitrogen dioxide, and sulfur 
dioxide.

Buoyant thermal plume Upwelling and downwelling 
features in an element (e.g., fluid) that are maintained 
by thermal buoyancy, which is the ability or tendency to 
float in water, air, or some other fluid.

Circadian misalignment The incorrect arrangement or 
position of the sleep-wake cycle to the biological night; 
incorrect arrangement or position of feeding rhythms to 
the sleep-wake cycle; internal misalignment of central 
and peripheral rhythms.

Circadian rhythm A daily rhythmic activity cycle, based 
on 24-h intervals, that is exhibited by many organisms.

Circadian time structure disruption or circadian dis-
ruption Disturbance or problems that interrupt natu-
rally recurring 24-h cycles of biological processes.

Effort-reward imbalance “High cost/low gain” situation 
at work, in which individuals spend high effort while 
receiving low rewards (in terms of monetary gratification, 
career opportunities, esteem, respect, and job security).

Environment The complex physical, chemical, and biotic 
factors that act upon an organism or an ecological com-
munity and ultimately determine its form and survival; 
the aggregate of social and cultural conditions that influ-
ence the life of an individual or community.

Glare A visual sensation caused by excessive and uncon-
trolled brightness.

Health disparity A type of difference in health that is 
closely linked with social or economic disadvantage 
and negatively affects groups of people who have sys-
tematically experienced greater social or economic 
obstacles to health. These obstacles stem from charac-
teristics historically linked to discrimination or exclu-
sion such as race or ethnicity, religion, socioeconomic 
status, gender, mental health, sexual orientation, or 
geographic location.

Health inequity A difference or disparity in health out-
comes between groups that is systematic, avoidable, and 
unjust.

Job control Two theoretically distinct subdimensions of 
decision latitude, namely skill discretion and decision 
authority.

Job demands Stressors present in the work environment.
Job strain Work condition that occurs when job demand 

is greater than job control.
Light trespass Light that is cast where it is not wanted.
Light pollution Light that is not targeted for a specific 

task, is bright and uncomfortable to the human eye, 
causes unsafe glare, trespasses in homes and bedrooms, 
or creates sky glow above cities.

Microenvironment A small or relatively small usually 
distinctly specialized and effectively isolated habitat or 
environment.

Noise pollution Annoying or harmful noise (as of auto-
mobiles or jet airplanes) in an environment.

Organizational justice A multidimensional concept, 
which refers to the fairness of decision-making process-
es, how equally supervisors treat employees and share 
information, and whether employees themselves per-
ceive that their viewpoints are taken into account.

Overillumination Excessive light supplied beyond the 
amount required for a given task that can produce glare, 
annoyance, and adverse health effects.

Photopic Relating to vision in bright light with light-
adapted eyes, which involves the cones of the retina.

Sky glow A glow in the night sky deriving from an arti-
ficial source.

Sleep onset latency The length of time that it takes to 
accomplish the transition from full wakefulness to sleep, 
which is normally to the lightest of the non-REM sleep 
stages.

Scotopic Relating to vision in dim or low light with dark-
adapted eyes, which involves the retinal rods as light 
receptors.

Thermal comfort/neutral temperature Satisfaction 
with thermal environment assessed by subjective evalu-
ation.

Thermal neutral zone An endotherm’s temperature tol-
erance range where the basal rate of heat production is 
in equilibrium with the rate of heat loss to the external 
environment. 
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INTRODUCTION

Sleep is important for overall health. Yet, achieving health 
sleep is difficult for a large number of people. This is not 
likely because people dislike sleep. Rather, there are ob-
stacles to overcome that are imposed by individuals them-
selves and their contexts. This chapter will address some of 
the common real-world barriers to sleep health, conceptual-
izing how understanding these real-world barriers can be 
thought of in context, and recommendations for using this 
information to design and implement sleep health interven-
tions in real-world settings.

REAL-WORLD BARRIERS TO SLEEP HEALTH

Lack of time

One of the most common explanations given for insufficient 
sleep is a lack of time. To examine this phenomenon, Basner 
and colleagues examined data from the American Time Use 
Survey (ATUS). The first study to explore these data [1] 
found that there was a relationship between sleep time and 
time spent socializing/leisure activities and traveling, such 
that less sleep associated with more of these activities. But 
the largest relationship was seen with work—clearly it is 
work that Americans are trading for time to sleep. This rela-
tionship is displayed in Fig. 9.1. In a follow-up analysis [2], 
the authors examined the activities in the 2 h prior to bed 
and following getting up. Fig. 9.2 shows the results of this 
analysis. In examining the 2 h before bed, the activity that 
seems to be most likely to interfere with getting into bed is 
not work, though, but watching television. And in examin-
ing what gets people up, that seems to be where work comes 
into play—the likelihood of working in after  awakening 

 increases steadily in the first 2 h, as does travel (e.g., com-
mute). Still, many people find it difficult to make time for 
sleep, and this is a key barrier for interventions.

Social norms and beliefs

There is a general perception that sleep might be important, 
but it is difficult to achieve for people who are busy; this is 
a sentiment repeatedly echoed in the popular press but has 
received relatively little scientific attention. In a study by 
Henry and colleagues, the cultural impact of work being 
paramount and more important than sleep was reported by 
US adults [3]. In a study of a general population sample, 
Grandner and colleagues found that perceived social norms 
about the importance of sleep varied based on the outcome 
[4]. As depicted in Fig. 9.3, respondents generally agreed 
that lack of sleep could lead to cognitive/functional prob-
lems including tiredness, sleepiness, lack of energy, and 
memory/concentration problems. There was also general 
agreement that friends and family believed that lack of sleep 
could lead to moodiness and difficulties at work or school. 
The only outcomes where >40% of respondents reported 
that their friends and family strongly agreed that lack of 
sleep could lead to that outcome were tiredness, lower en-
ergy, and daytime sleepiness. The minority of respondents 
agreed that their friends and family believed that lack of 
sleep could lead to missed days, lower sex drive, weight 
gain, heart disease, hypertension, diabetes, and high choles-
terol. Of note, most respondents who did not agree that their 
friends and family believed that lack of sleep could lead to 
outcomes indicated that they were unsure of their friends’ 
and family’s beliefs, rather than indicating that their friends 
and family do not believe those things.

Chapter 9
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Physical environment

Aspects of the physical environment propose unique barri-
ers to sleep. Since sleep requires an environment conducive 
to a lack of sensory input, environments with an uncom-
fortable temperature level, too much or too little light, too 
much or too little noise, or some other aspect of the physical 
environment that is uncomfortable can interfere with sleep 
[5]. In the bedroom, this can present as environmental tem-
perature that is too hot or too cold, or contains too much 
light or noise. It can also be represented in an uncomfort-
able sleeping surface or pillows or blankets. Outside of the 
bedroom, barriers to sleep become apparent when aspects 
of the physical environment become out of the individu-
al’s control. For example, regions that experience exces-
sive light pollution have been shown to present a unique 
risk for medically-treated insomnia [6]. Other studies have 
shown that environmental noise from airplanes, traffic, and 
other sources can systematically interfere with sleep [7]. 

Addressing these aspects of the physical environment may 
be important ingredients of a sleep health intervention.

Health conditions and chronic pain

Chronic pain impacts approximately 1/5 of US adults [8], 
though this depends on age—rates ranged from 7.0% among 
18–24 year olds to 33.6% among those 85 years old or older. 
High-impact chronic pain is estimated to impact 8% of US 
adults, and this also is strongly related to age, such that the least 
prevalence was among 18–24 year olds (1.5%) and the highest 
was among those 85 or older (15.8%). Chronic pain can di-
rectly interfere with sleep, causing reduced sleep duration and 
impaired sleep quality [9]. Other relatively common health 
problems can impact on sleep health as well. Sleep disorders 
such as sleep apnea, restless legs syndrome, and insomnia dis-
order are often undertreated in the population. Autoimmune 
and rheumatological diseases, as well as musculoskeletal and 
other orthopedic conditions can also be common and impact 
sleep. Cardiometabolic diseases such as diabetes, obesity, 
and hypertension can be reflected in poor sleep [10]. Cancer 
and remitted cancer are both associated with sleep difficulties 
[11]. Of note, nearly every domain of medical diagnosis has 
sleep disturbance as a common symptom either via pain/dis-
comfort or through some other mechanism.

Substance use

Many substances that are commonly consumed in society 
have adverse impacts on sleep. Among these, alcohol, nico-
tine, caffeine, and cannabis have undergone the most study. 
Alcohol is consumed by the majority of US adults. It is fre-
quently consumed as a sleep aid. Yet, alcohol can directly in-
terfere with sleep by reducing sleep duration, increasing sleep 
fragmentation, and reducing sleep quality [12]. Although rates 
of smoking are declining, may US adults smoke. Although 
many people smoke to relax, and/or smoke in bed, nicotine is 
a stimulant. Smokers are more likely to have sleeping difficul-
ties, especially in the beginning of the night [13, 14]. Further, 
smoking cessation treatments also tend to be insomnogenic 
[15]. As cannabis use becomes legitimized in society, its ef-
fects on sleep require much more study—especially since 
many people are using it as a sleep aid. Existing evidence sug-
gests that it may provide some short-term benefits in terms 
of sleep continuity, but this may come at a cost of impaired 
sleep architecture [16, 17]. Further, those who regularly use 
cannabis are not more likely to have better sleep outcomes; 
rather, they frequently report worse sleep. This may indicate 
that although people use this substance to improve sleep, it 
is ineffective. Caffeine is possibly the most frequently con-
sumed psychoactive drug in the world. Caffeine is frequently 
used to improve daytime functioning, and it is quite effec-
tive as a relatively safe stimulant. Yet, the effects of caffeine 
may last for several hours after consumption and this may 
interfere with sleep [18]. These and other commonly-used  

(A)

(B)

FIG. 9.1 Panels A and B show distributions of time of going to bed (A) 
and time of getting up (B) for respondents who did not work (black lines, 
N = 9770), who worked less than 8 h (gray lines, N = 5589), and for those 
who worked 8 h or more (broken black lines, N = 6116). From Basner M, 
Fomberstein KM, Razavi FM, Banks S, William JH, Rosa RR, Dinges DF. 
American time use survey: sleep time and its relationship to waking activities. 
Sleep 2007;30(9):1085–95. Epub 2007/10/04. PubMed PMID: 17910380.
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substances—which for many adults have become a regular 
part of daily life—may represent important barriers to sleep.

Distractions and on-demand culture

As the dominant culture has become one that discourages 
downtime and relaxation in favor of work and productivity, 
this has led to several widespread phenomena that are inter-
fering with sleep. As highlighted earlier, television watch-
ing is probably the most universally common activity in the 
2 h before bedtime, often leading right up until sleep [1]. 
Television is just one of many possible electronic distrac-
tions that people engage in the evening. For example, us-
ing mobile phones (which are actually more like handheld 
computers) to browse the internet, engage with social me-
dia, communicate via messaging system, play video games, 
and watch videos has become an indispensable part of the 
evening routines of many people. There is a growing body 
of evidence that the mental engagement (and distraction) 
that electronic devices provide may interfere with sleep 
just as they do so by emitting light [19]. This may reflect 
the cultural attitude toward constantly remaining mentally 

 active—when not actively working or fulfilling other ob-
ligations, we keep our minds busy with these distractions. 
Yet, distraction is not relaxation, which is an active process 
of reducing physical and mental strain and tension. And this 
may result in extended time spent engaged in distracting ac-
tivities in the hopes that they will aid in relaxation when they 
do not. This is evident in the practice of “binge- watching” 
television shows for hours rather than sleeping. This is re-
lated to the concept of “on-demand” culture, where things 
and experiences are available at all times, immediately. For 
example, whole seasons of television shows are available 
for bingeing at any time, day or night. Stores and especially 
websites are open 24 h a day, every day. In the middle of the 
night, in a relatively quiet town, a person can—if they so 
choose—watch nearly any movie or television show every 
recorded, shop online for everything from housewares to 
clothing to real estate to a new car, access nearly any book 
that has ever been written, immediately download and play 
nearly every video game ever developed, send a message to 
anyone that is instantly delivered, etc. It is possible that this 
cultural shift has provided additional opportunities for peo-
ple to engage in distracting activities rather than sleeping.

FIG. 9.2 Activities just before and after sleep periods, from the American Time Use Survey. From Basner M, Dinges DF. Dubious bargain: trading sleep 
for Leno and Letterman. Sleep 2009;32(6):747–752. Epub 2009/06/24. PubMed PMID: 19544750; PMCID: 2690561.
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CONCEPTUALIZING STRATEGIES FOR 
OVERCOMING THESE BARRIERS

Although sleep is a biological imperative, it is driven by 
volitional behaviors and, thus, many of the same factors 
that drive other health-related behaviors. Several theories of 
health behavior change have been developed to understand 
how individuals decide to engage in healthful behaviors, 
and these might be applicable to sleep.

The health belief model and application to 
sleep

The Health Belief Model has been utilized for a wide range 
of possible health behaviors. Briefly, the Health Belief 
Model conceptualizes that a person will engage in a behav-
ior based on the following conditions:

1. Perceived Susceptibility: “How vulnerable am I?”
2. Perceived Severity: “Are the consequences severe?”

3. Perceived Benefits: “Will taking action remove 
consequences?”

4. Perceived Barriers: “What is preventing me from taking 
action?”

5. Cues to Action: “Will I remember to take action?”
6. Self-Efficacy: “Is taking action in my control?”

See Fig. 9.4 for a schematic of this model (reprinted from 
Ref. [20]). There are many ways in which this model can 
be applied to sleep. For example, interventions should aim 
to address all six components of the model. Interventions 
should provide education about the overall relationship of 
sleep to the outcomes that people care about and also how 
they, personally, may be at risk for those adverse outcomes. 
These interventions should also focus on the importance of 
the outcomes and place them in the context that would be 
relevant for daily life. For example, an intervention aimed at 
getting an individual to prioritize sleep should not only pro-
vide education about how sleep is relevant to outcomes that 
the individual is specifically interested in (e.g., weight gain, 

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Raise cholesterol

Develop diabetes

Develop hypertension (high blood
pressure)

Develop heart disease

Gain weight

Have a lower sex drive

Miss more days of work or school

Perform worse at work or school

Fall asleep while driving

Have problems remembering things or
concentrating

Be more moody

Feel sleepy during the day

Have less energy

Feel tired

My friends and family believe that not enough sleep can cause them to:

Strongly Agree Agree Disagree Strongly Disagree Unsure

FIG. 9.3 Perceived social norms about sleep. From Grandner MA, Jackson N, Gooneratne NS, Patel NP. The development of a questionnaire to assess 
sleep-related practices, beliefs, and attitudes. Behav Sleep Med 2014;12(2):123–142. PubMed PMID: 23514261; PMCID: 3795978.
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work performance, relationship quality), but that the effects 
are large enough to warrant action. Interventions should also 
address consequences of performing the  action—communi-
cate that improving sleep can produce measurable changes 
in the outcomes that the individual cares about. Addressing 
barriers is absolutely critical. As outlined above, barri-
ers to achieving healthy sleep are often cultural, physical, 
and (seemingly) external. If individuals do not consider 
these barriers to be surmountable, the intervention will be 
ineffective. A thorough understanding of the barriers, and 
the proposed solutions to those barriers, is needed. Self-
efficacy is also very important. If a person feels that they 
have decreased ability to get sleep, even if those barriers are 
removed, then the intervention will be unlikely to be effec-
tive. Finally, the health belief model notes the importance 
of cues to action—reminders and encouragement needed in 
order for the intervention to be successful. Thus, in order 
for change to sleep to be possible, then a broad approach 
needs to be undertaken that connects the individual to the 
outcomes that they care about, convinces them that sleep 
will improve those outcomes, and facilitating that change 
by removing barriers, increasing self-efficacy, and provid-
ing cues to action.

The integrated behavioral model and 
application to sleep

The Integrated Behavioral Model arose from the Theory 
of Planned Behavior and Theory of Reasoned Action [21] 
to describe why people engage in behaviors. These are 
described in more detail in Chapter  14. According to the 
integrated behavior model, an individual needs to make a 
formal motivated decision (intention) to perform that be-
havior. That intention is thought to be the product of three 
separate influences:

1. Attitudes (overall cognitive and emotional perception of 
performing the behavior), which consist of
a. Experiential Attitudes (emotional responses to the 

idea of performing the action)
b. Instrumental Attitudes (beliefs about what would 

happen if the outcome is performed)

2. Subjective Norms (perception of the social influences 
over performing the action), which consist of
a. Injunctive Norms (beliefs about what others think an 

individual should do and motivation to comply with 
those pressures)

b. Descriptive Norms (beliefs about what other people 
in an individual’s social group are actually doing)

3. Personal Agency (capability to actually perform the be-
havior, influenced by knowledge, sills, environmental 
constraints, etc.), which consists of
a. Perceived Control (beliefs about whether or not an 

individual can actually perform the behavior in the 
context of constraints)

b. Self-Efficacy (beliefs about whether or not an indi-
vidual can perform a behavior well)

A schematic for this model is presented in Fig.  9.5. 
Regarding the understanding of sleep health in society, this 
model can help toward understanding how to build a stron-
ger motivation for individuals to prioritize healthy sleep. 
According to this model, attitudes, norms, and agency all 
need to be addressed.

Interventions will need to focus on helping individu-
als to endorse helpful beliefs and attitudes about sleep. It 
will also necessitate that individuals generally have posi-
tive feelings about sleep—which may be difficult given the 
dominant culture. Norms can be addressed by better exam-
ining how the sleep of a person’s (perceived) peers impacts 
behavior, as well as the (perceived) sleep of those to which 
that individual wishes to emulate. This would involve gain-
ing a better understanding of what an individual believes 
their social group believes and does regarding sleep and 
determining the value of this information. For example, 
a person in a workplace where working late is prioritized 
over sufficient sleep will have a difficult time maintaining 
healthy habits no matter what positive sleep attitudes they 
hold. The social pressure to work late is a powerful force 
that will need to be addressed and not ignored. Regarding 
agency, this involves helping individuals feel empowered 
in engaging in positive sleep behaviors. When an indi-
vidual has positive attitudes about sleep, perceives healthy 
sleep to be consistent with their social group, and perceives 
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FIG. 9.4 Health belief model. Reprinted from Grandner MA. Sleep, health, and society. Sleep Med Clin 2017;12(1):1–22. PubMed PMID: 28159089.
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 themselves to have the power to influence their sleep, posi-
tive changes in society are possible.

The transtheoretical stages-of-change model

The transtheoretical model of behavior change is sometimes 
called the “Stages of Change” model because it addresses 
the issue of readiness for change. According to this model, 
behavior change depends on an individual’s readiness to en-
gage in that healthy behavior. This is operationalized along 
five levels (depicted in Fig. 9.6):

1. Precontemplation (not even begun to consider change)
2. Contemplation (considered change, have not decided 

to act)
3. Preparation (decided to act, but have not begun)
4. Action (started to act, in early stages)
5. Maintenance (maintaining action over time)

Based on this model, an individual’s readiness to en-
gage in a behavior exists on a spectrum, and any attempt to 
promote healthy behavior should be tailored to the specific 
stage that the individual is currently inhabiting. For example, 
demanding action of someone in precontemplation is pre-
mature. And for those in the action stage, relapse prevention 
rather than motivation to begin an action is more appropriate.

This model can help in the understanding of the role of 
healthy sleep in society. Many individuals are likely at the 
precontemplation and contemplation stages, whereas others 
are at other stages. Understanding this concept of readiness 
for change can aid in the education and provision of sleep 
interventions. Many interventions aim for action, but if the 
individual is not yet at the action stage, then the intervention 
will be less likely to be successful. This implies that ad-
ditional efforts are needed to simply increase “contempla-
tion” and awareness, and separate efforts need to motivate 
action. It also implies that efforts should also be focused on 
maintenance once people engage in healthy sleep behav-
iors, so that they are maintained.

Other health behavior models

Other health behavior models exist, and many of these 
are reviewed in another chapter. Taken together, they may 
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 provide insights on how sleep health interventions should 
be implemented in order to motivate sustained change and, 
eventually, better population sleep health.

IMPLEMENTING SLEEP HEALTH 
PROGRAMS

Addressing perceived benefits

In order for a sleep health intervention to be successful, it 
needs to appropriately aid the individual in perceiving ben-
efits from improved sleep. Some suggestions include:

● Providing education on the importance of sleep for sev-
eral domains of health and functioning, including tired-
ness/sleepiness/fatigue, behavioral and emotional health 
and well-being, cardiovascular and metabolic health, 
immune system functioning, cognitive performance, 
and overall physical and mental performance. In par-
ticular, interventions should focus on the outcomes that 
are the most relevant to the individual. These can be spe-
cific, such as absenteeism, financial stability, etc.

● Highlighting how sleep can impact both short-term and 
long-term outcomes. That the effects may be measurable 
in some outcomes very quickly and others over time. 
This will help reinforce that there are aspects of the per-
son’s daily life that can be impacted quickly so that they 
may see benefits soon, but that longer term changes may 
need more sustained efforts. Still, these benefits can be 
expected, eve if they take time.

● Demonstrating which areas of the individual’s life might 
be amenable to better sleep. This may provide opportu-
nities for helping the individual see the ways that im-
proved sleep can benefit them.

● Pointing out how their functioning is improved on days 
when they sleep better. This will help individuals see 
that benefits of better sleep are possible and that they 
have, in fact, already been experienced.

Addressing perceived barriers

In addition to supporting perceived benefits, interventions 
should address perceived barriers as well. Some sugges-
tions include:

● Comprehensively addressing the individual’s perceived 
barriers to better sleep. Work with the individual to iden-
tify what all of those barriers are and develop strategies for 
overcoming them. These could be relatively simple or com-
plicated, depending on the presenting  problem. And some 
barriers may not be readily overcome (e.g., shiftwork).

● Review a chronology of a typical day or week, so that 
all of the barriers to healthy sleep could be identified. 
This can be accomplished as an interview, which would 
allow for follow-up questions regarding clarifying spe-
cific barriers that may be less obvious.

● Inventory which barriers are the most relevant and most 
likely to impede progress. Attention should be focused 
on those barriers that impede sleep the most.

● Develop strategies for mitigating the impact of barriers 
that are less amenable to change. For example, if a per-
son’s work shift is precluding healthy sleep and this can-
not be changed, perhaps fatigue countermeasures could 
be employed or other approaches can be taken to sup-
port healthy sleep.

Addressing social norms

Even if the individual perceives benefits to healthy sleep behav-
iors and perceives that the barriers are addressable, the presence 
of social norms about sleep is important. Some suggestions for 
incorporating this concept into interventions include:

● Inventory perceived social norms regarding sleep, sleep 
health, taking time for sleep, winding down, and other 
relevant concepts. This inventory should address the 
norms perceived across various social factors such as 
work, family, friends, relevant social groups and demo-
graphic groups with which the person identified, “soci-
ety,” and other groups deemed important.

● Question the degree to which unhelpful attitudes about 
sleep are actually held by these groups, and/or question 
the degree to which disagreeing with those attitudes will 
result in social or other adverse outcomes.

● Focus on the benefits of better sleep, and identify ways 
in which those benefits would be valuable according to 
the norms of the identified social groups. For example, 
if an individual believes that their workplace does not 
value sleep, perhaps focus on the fact that the workplace 
values productivity, which may be enhanced with better 
sleep. Thus, even in the presence of social norms that are 
counter to healthy sleep, other social norms may be used 
to support a sleep health intervention.

● Include multiple individuals in group-wide sleep health 
interventions, and reinforce the importance of sleep 
from those in leadership positions. For example, if a 
workplace wellness program includes sleep health, then 
the program should reinforce the idea that all of the em-
ployees in the program are valuing sleep together, and 
that the company leadership also values sleep because 
they are supporting this program.

Addressing self-efficacy and control

There are a number of strategies that can be appropriated in 
order to increase an individual’s sense of control over their 
sleep and their sense of self-efficacy regarding taking steps 
to improve their sleep. Some suggestions include:

● Inventory perceived control over sleep. This can be 
accomplished with the Brief Index of Sleep Control 
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(BrISC) or some other tool. Generally, any inventory 
should assess perceived control over sleep timing, sleep 
duration, and sleep quality. This may identify which as-
pects of sleep are seen as most problematic and should 
be the focus of a more intensive approach.

● Provide education about the basic functions of sleep 
and how basic sleep health interventions work. The goal 
of this approach is to help take some of the “mystery” 
out of sleep and help individuals see sleep as a set of 
processes that they can understand (at some level) and, 
therefore, control.

● Interventions should focus on measurable and attain-
able goals. Setting goals that are too difficult to achieve 
(e.g., sleep 8 h a night and feel refreshed every morning) 
may be too difficult. And repeated, daily failure to meet 
those goals may lead to frustration, burnout, and giving 
up. Rather, interventions should focus on incremental, 
achievable goals (e.g., go to bed 10 min earlier tonight) 
that can result in a track record of successes that accu-
mulate over time. This can reinforce a sense of mastery 
rather than failure.

Addressing readiness

Interventions focused on immediate action may be prema-
ture. And those struggling to maintain behaviors despite al-
ready attempting to change behavior may be left without 
options. Some suggestions for promoting readiness and 
adapting to stages of change are:

● Assess the individual’s stage of change. This would 
ascertain whether the person is in a stage of precon-
templation, contemplation, preparation, action, or main-
tenance. Depending on the stage of change for sleep, 
interventions could be targeted.

● Individuals in the precontemplation stage should be 
funneled to interventions focused simply on increas-
ing awareness. These interventions should aim to bring 
those individuals to the contemplation stage, whether or 
not they engage in behaviors yet.

● Individuals in the contemplation stage should be met 
with interventions aimed are achieving a behavioral 
intention to improve sleep and progress to the prepara-
tion stage. These interventions should aim to understand 
what the individual will need in order to make the deci-
sion to change their sleep.

● Individuals in the preparation stage, who are intending 
or planning to make a change, do not need to be con-
vinced about the importance of sleep. Rather, interven-
tions at this stage should focus on removing barriers and 
facilitating the first steps of actual action.

● Individuals at the action stage should be given all of 
the tools possible in order to remain successful for as 
long as possible. This includes a focus on the barriers 

and benefits, as well as maintaining focus on the issues 
that are most relevant to them. The goal at this stage 
is to turn the intervention into a habit and facilitate its 
maintenance.

● Individuals who have been working on their sleep for 
some time should be given the tools needed in order to 
identify problem areas, address those, and periodically 
reinforce their healthy practices. Dealing with lapses is 
important here as well. The goal at this stage is to keep 
individuals performing healthy sleep behaviors and pre-
venting relapse.

Taken together, these recommendations focus on six 
main areas (depicted in Fig. 9.7). Interventions should in-
clude education about sleep, about the importance of sleep, 
and about how to make improvements to sleep. Assessment 
is another key component; this entails not just assessment of 
sleep, but also assessment of the contextual factors that play 
a role in sleep, including social-level factors. Interventions 
should also include an element of facilitation—identify-
ing and removing perceived barriers. Related to this issue 
is the one of control; interventions should explicitly aim 
to increase individuals’ sense of control over their sleep 
and their self-efficacy regarding sleep-related behaviors. 
Another key element is addressing the social norms—this 
includes assessment but also may include strategies for mit-
igating unhelpful sleep-related norms. Finally, interventions 
should be adaptive regarding an individual’s level of readi-
ness and stage of change.

CONCLUSION

Real-world barriers to sleep health include intra- and inter-
personal factors, as well as social and contextual factors. 
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FIG. 9.7 Recommended elements of a sleep health intervention.
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These can encompass a wide range of possibilities, most 
prominently perceived lack of time for sleep, social norms, 
physical environment, health issues, substances used, and 
the ubiquity of distractions. These barriers and others can 
be conceptualized in any number of models, including 
the Health Belief Model, Integrated Behavior Model, and 
Transtheoretical Model. Using these frameworks, some 
recommendations for implementing sleep behavior change 
interventions include (1) maximizing perceived benefits, 
(2) minimizing perceived barriers, (3) mitigating unhelp-
ful social norms, (4) increasing self-efficacy and feelings of 
control, and (5) leveraging the concept of readiness. Future 
research needs to study the implementation of these ap-
proaches into existing sleep health interventions in order to 
evaluate which elements of sleep health interventions are 
most helpful, and in what contexts.
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ABBREVIATIONS

AASM American Academy of Sleep Medicine
AHI Apnea-hypopnea index
AIS Athens Insomnia Scale
BMI Body mass index
CAT Computer-adaptive test
CPAP Continuous positive airway pressure
DLMO Dim light melatonin onset
EEG Electroencephalography
ESS Epworth Sleepiness Scale
FOSQ-30 Functional Outcomes of Sleep Questionnaire
HSAT Home sleep apnea test
HSROC Hierarchical summary receiver operating char-

acteristic
ICSD International Classification of Sleep Disorders
IRLS International Restless Legs Syndrome Scale
IRT Item response theory
ISI Insomnia Severity Index
KSS Karolinska Sleepiness Scale
MCTQ Munich Chronotype Questionnaire
MEQ Horne-Ostberg Morningness-Eveningness 

Questionnaire
MSLT Multiple sleep latency test
MWT Maintenance of wakefulness test
NIH National Institutes of Health
NPV Negative predictive value
ODI Oxygen desaturation index
OSA Obstructive sleep apnea
PPV Positive predictive value
PROMIS Patient-Reported Outcomes Measurement 

Information System
PSG Polysomnography
PSQI Pittsburgh Sleep Quality Index
REM Rapid eye movement
RLS Restless legs syndrome
SD Sleep disturbance

SRI Sleep-related impairment
SSS Stanford Sleepiness Scale

INTRODUCTION

An estimated 50–70 million people worldwide have chronic 
disorders of sleep and wakefulness [1]. The most common 
sleep disorders in the general population include insomnia, 
obstructive sleep apnea (OSA), circadian rhythm disorders, 
restless legs syndrome (RLS), and chronically insufficient 
sleep. Up to 33% of adults report difficulty with sleep onset 
or maintenance, with chronic insomnia affecting approxi-
mately 30 million Americans [2]. As obesity incidence in-
creases and the population ages, the prevalence of OSA has 
increased to ~26%, of whom 10% have moderate-to-severe 
illness [3]. Despite the high prevalence in the general popu-
lation, routine screening for these disorders does not com-
monly occur in the primary care setting [4]. For OSA alone, 
between 80% and 85% of individuals with the disorder re-
main undiagnosed [5].

In addition to primary sleep disorders, industrialized 
countries face an epidemic of chronic sleep deprivation 
perpetuated by long work hours and commute times, early 
school start times, and increasing exposure to electronic 
devices during normal sleep hours. These societal pres-
sures and technologies have led to increasingly later bed-
times and earlier rise times for both children and adults. 
In health surveys conducted by the Centers for Disease 
Control and Prevention, 35%–40% of U.S. adults report 
sleeping <7–8 h per night, with 15% sleeping less than 
6 h [6]. In 2018, the makers of a popular consumer sleep 
technology (Fitbit Inc., San Francisco, CA, United States) 
reported an analysis of their 2017 worldwide user database 
indicating an average nightly sleep duration for women of 
6 h and 50 min, with men averaging 6 h and 26 min [7], both 
substantially less than the minimum sleep duration of 7 h 
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or more per night recommended by the American Academy 
of Sleep Medicine and Sleep Research Society [8].

Poor sleep is associated with numerous adverse health 
outcomes. Chronic insufficient sleep (<7 h per 24) has been 
linked with increased risk of all-cause mortality in longitu-
dinal studies, even after controlling for age and health co-
morbidities [9]. In addition, chronic sleep deprivation has 
been associated with risk for hypertension [10], major cor-
onary events [11], diabetes [12], poor memory, decreased 
concentration, slowed reaction times, motor vehicle acci-
dents including fatal fall asleep crashes [13], and impaired 
judgment [14]. Adverse health outcomes have also been 
well-studied in most primary sleep disorders. Untreated 
OSA is associated with increased risk for hypertension 
[15], myocardial infarction [16], stroke [17], depression 
[18], congestive heart failure [19], COPD [20], arrhythmias 
[21], type 2 diabetes [22], motor vehicle and industrial ac-
cidents [23], and overall mortality [24]. Untreated insomnia 
is linked to the development of depression, substance use 
disorders, poor quality of life, and suicide [25, 26].

The costs of sleep loss and sleep disorders are estimated 
to be billions of dollars and are a huge economic drain at 
both the individual and societal levels. Recent reports in-
dicate sleep deprivation costs the US economy $411 bil-
lion dollars per year [27], sleep apnea $100 billion, and 
insomnia $30–100 billion [28–30]. In all three cases, most 
of these economic losses are due to workplace absentee-
ism and presenteeism, and to a lesser extent health care 
utilization costs. Excessive sleepiness is associated with 
industrial accidents, motor vehicle crashes, medical errors, 
work- related injuries, reduced academic performance, and 
impaired work productivity [1].

Over the past several years, increased recognition of 
the morbidity and mortality associated with sleep disor-
ders has led to a rising demand for sleep medicine services. 
However, access to trained sleep clinicians and diagnostic 
testing resources is limited. Laboratory polysomnography 
(PSG) is considered the gold standard for the diagnostic 
assessment of most sleep disorders, but requires extensive 
resources for equipment, facilities, staffing, and interpreta-
tion of sleep data. The cost and limited availability of PSG 
increases wait times for diagnosis and delays in treatment. 
Home sleep apnea testing (HSAT) is also available as a 
more limited tool for detecting OSA; however still typically 
requires an evaluation by a sleep medicine practitioner prior 
to undergoing testing. An increasing need to appropriately 
triage high-risk individuals for further sleep evaluation un-
derscores the need for screening tools with high predictive 
validity for sleep disorders.

Various screening instruments have been developed to 
evaluate patients who would benefit the most from further 
evaluation and diagnostic testing. Screening questionnaires 
have been found to be an efficient and relatively simple way 
to identify patients at risk for sleep disorders in the primary 

care setting [4]. Some of these instruments assess nonspe-
cific symptoms such as subjective sleepiness, while others 
target symptoms of specific sleep disorders such as OSA. 
An effective screening tool is cost-effective, minimally bur-
densome to complete and score, and has a high sensitivity 
for the targeted symptoms or disorder. With the advent of 
mobile technology, patients are also increasingly turning 
to consumer sleep technologies that track sleep parameters 
such as timing, duration, and even sleep architecture. In the 
following sections, we discuss the more common screening 
tools that identify patients at elevated risk for sleep-related 
illnesses. See Table  10.1 for more information regarding 
each instrument, including format, scoring, and accessibility.

SLEEP-DISORDERED BREATHING

OSA is a sleep disorder characterized by partial or complete 
closure of the upper airway during sleep. Symptoms of OSA 
include snoring, choking during sleep, and breathing pauses 
associated with oxygen desaturation and/or cortical arousal. 
Daytime symptoms associated with this disorder include 
excessive sleepiness, lack of energy, morning headaches, 
nocturnal gastroesophageal reflux, and erectile dysfunc-
tion. Approximately 13% of men and 6% of women aged  
30–70 years have an apnea-hypopnea index (AHI, a measure 
on polysomnography of breathing pauses or irregularity) 
>15 events/h, whereas 14% of men and 5% of women have 
an AHI of >5 events/h with symptoms of daytime sleepi-
ness [3]. Both of these scenarios meet criteria for obstructive 
sleep apnea as defined by the International Classification of 
Sleep Disorders, 3rd Edition [41]. The prevalence of OSA is 
higher in individuals with elevated body mass index (BMI), 
male gender, advancing age, increased neck circumference, 
and post-menopausal status [42, 43].

Despite the increased risk conferred by signs and 
symptoms of OSA, subjective clinical impressions of this 
disorder appear to have low diagnostic sensitivity and speci-
ficity [44]. In one study of patients referred to a sleep cen-
ter, a report of snoring was found to have high sensitivity  
(80%–90%) and low specificity (20%–50%) for the  diagnosis 
of OSA, whereas a report of nocturnal choking or gasping 
was less sensitive (52%) and more specific (84%). The posi-
tive predictive value (PPV) of nocturnal choking or gasping 
for the diagnosis of OSA was 35%, which is greater than 
the PPV of morning headache, witnessed apneas, snoring, 
or excessive daytime sleepiness [44]. Optimal screening of 
patients with OSA may include a combination of signs and 
symptoms of OSA, including habitual snoring, witnessed 
apneas, large neck circumference, elevated BMI, and sys-
temic hypertension [45]. Various screening instruments 
have been designed to evaluate risk for OSA by assessing 
these factors. Other screening tools commonly used for 
OSA include those assessing nonspecific symptoms such 
as excessive daytime sleepiness, reduced daytime function, 



TABLE 10.1 Common screening questionnaires.

Questionnaire
Symptoms 
measured

Timing of 
symptoms

Number of 
questions Response options Scoring How to obtain

STOP-BANG 
[31]

Sleep-disordered 
breathing

No specified 
timing

8 Four yes/no questions plus four 
clinical attributes

Item responses are summed to obtain 
a total score. Scores range from 0 to 8. 
Suggested guidelines: 0–2 = low risk; 
3–4 = intermediate risk; 5–8 = high risk

http://www.stopbang.ca

Berlin 
questionnaire 
[32]

Sleep-disordered 
breathing

No specified 
timing

9 Multiple choice questions 
in three categories: OSA 
symptoms, daytime sleepiness, 
and the presence of 
hypertension

Each item is given a unique score. 
Categories are considered “positive” with 
a specific number of total points. 2–3 
positive categories = high risk for OSA. 0–1 
positive categories = low risk for OSA

Freely available online

Epworth 
Sleepiness Scale 
[33]

Hypersomnolence “Recently”; no 
specific timing

8 4-point Likert scale response 
format regarding the likelihood of 
falling asleep in various situations, 
from 0 (would never doze) to 3 
(high chance of dozing)

Item responses are summed to obtain a 
total score. Scores range from 0 to 28. 
Scores of ≥10 indicate clinically significant 
hypersomnia

http://
epworthsleepinessscale.
com

Functional 
Outcomes 
of Sleep 
Questionnaire 
[34]

Hypersomnolence No specified 
timing

FOSQ-30: 30
FOSQ-10: 10

4-point Likert scale response 
format, divided into five 
subscales rating the current 
difficulty of performing various 
tasks due to sleepiness. Answers 
range from 1 (extreme difficulty) 
to 4 (no difficulty)

An average score is calculated for each 
sub-scale. The five sub-scales are totaled 
to produce a total score ranging from 
5 to 20, with higher scores indicating 
better functional status. A total score <18 
indicates a clinically significant impact of 
sleepiness on quality of life. A change of 
two or more points indicates a significant 
change in sleep-related daily functioning

Available from the 
authors. Permission for 
use is required. Contact 
Terri E. Weaver, PhD, RN, 
University of Illinois at 
Chicago, teweaver@uic.
edu

Stanford 
Sleepiness Scale 
[35]

Hypersomnolence Current point in 
time

1 One item in which respondents 
select one of seven statements 
best representing their current 
level of sleepiness

Score is 1–7, with 1 indicating no 
sleepiness, and 7 indicating excessive 
sleepiness

Freely available online

Karolinska 
Sleepiness Scale 
[64]

Hypersomnolence Current point in 
time

1 One item in which respondents 
select one of nine statements 
representing their level of 
alertness or sleepiness

Score is 1–9, with 7 or above indicating 
excessive sleepiness

A copy can be obtained 
from the author: Torbjörn 
Ǻkerstedt, IPM & 
Karolinska Institutet,
Torbjorn.Akerstedt@ki.se

Insomnia 
Severity Index 
[36]

Insomnia Last 2 weeks 7 5-point Likert response format 
ranging from 0 (None) to 4 (very 
severe) in two sections: severity 
of insomnia, and impact of 
symptoms

Responses are added to determine the total 
score
Score range is 0–28. Suggested 
guidelines: 0–7 = no clinically significantly 
insomnia; 8–14 = subthreshold insomnia; 
15–21 = moderate clinical insomnia; 
22–28 = severe clinical insomnia

Permission for usage can 
be obtained from the 
author: Charles M. Morin, 
PhD, Université Laval 
and Centre de recherche 
Université, cmorin@psy.
ulaval.ca

Continued
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Questionnaire
Symptoms 
measured

Timing of 
symptoms

Number of 
questions Response options Scoring How to obtain

Pittsburgh Sleep 
Quality Index 
[37]

Subjective sleep 
quality and 
insomnia

1 month 19, plus 5 
additional 
items 
completed by a 
bed partner

Seven components: subjective 
sleep quality, sleep latency, 
sleep duration, habitual sleep 
efficiency, sleep disturbance, 
use of sleep medications, and 
daytime dysfunction. Items 1–4 
are free entry fields for sleep 
timing. Remaining items have 
4-point Likert scale response 
format with 0 indicating lowest 
severity/frequency, and 4 
indicating greatest severity/
frequency

A scoring algorithm is used to calculate 
each component score from 0 to 3, which 
are then summed to obtain a total score. 
Scores range from 0 to 21, with higher 
scores indicating worse sleep quality. A 
score ≥5 indicates poor sleep quality

Permission for usage 
can be obtained from 
the author: Daniel J. 
Buysse, MD, University 
of Pittsburgh, buyssedj@
upmc.edu

Patient-Reported 
Outcomes 
Measurement 
Information 
System [38]

Sleep disturbance, 
sleep-related 
impairment

7 days SD Scale: 27;
SRI Scale: 16;
CAT and short 
versions with 
4, 6, and 8 
items also 
available

5-point Likert scale response 
format from 1 to 5, with 5 
indicating more severe sleep 
disturbance or impairment

A scoring algorithm converts the raw score 
to a standardized T-score with a mean 
of 50 and standard deviation of 10, with 
higher scores indicating greater sleep 
disturbance or impairment

Freely available 
online at: http://www.
healthmeasures.net/
explore-measurement-
systems/promis

Horne-Ostberg 
Morningness-
Eveningness 
Questionnaire 
[39]

Chronotype “Recent weeks” 19 Multiple choice answers ranging 
from 0 to 6

Responses are added to determine the total 
score. Score range is 16–86, with lower 
scores indicating an evening chronotype 
and higher scores indicating a morning 
chronotype

Freely available online

Munich 
Chronotype 
Questionnaire 
[40]

Chronotype, 
circadian rhythm 
disorders

Last 4 weeks Full version: 32 
core version: 
13

Combination of multiple choice 
and free entry in six sections: 
personal data, sleep schedule 
on work days and free days, 
work and commute times, time 
spent outdoors, and frequency 
of stimulants

 Permission for usage can 
be obtained from the 
author: Till Roenneberg, 
till.roenneberg@med.uni-
muenchen.de

International 
Restless Legs 
Syndrome Scale 
[87]

Restless legs 
syndrome

Most recent 
2 weeks

10 5-point Likert scale response 
format with 0 indicating no 
symptoms and 4 indicating 
greater severity or frequency of 
symptoms

Responses are added to determine the total 
score. Score range is 0–40, with higher 
numbers indicating more severe RLS 
symptoms

Permission for usage 
can be obtained 
from: Caroline Anfray, 
Information Resources 
Centre, MAPI Research 
Institute, canfray@mapi.fr 
or instdoc@mapi.fr

OSA, obstructive sleep apnea; SD, sleep disturbance; SRI, sleep-related impairment; CAT, computer-adaptive test.

TABLE 10.1 Common screening questionnaires.—cont’d
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and poor sleep quality. Screening for OSA may improve 
the sensitivity and specificity of laboratory and home sleep 
apnea tests, and reduce overall cost by limiting expensive 
diagnostic studies to those who have higher pre-test proba-
bility of having the disease. The following sections describe 
the most commonly used screening tools designed to assess 
sleep-disordered breathing.

STOP-BANG questionnaire

The STOP-BANG is an eight-item screening tool for OSA 
that consists of four yes/no questions and four clinical at-
tributes, with a total possible score of 0–8 [31]. The tool is 
a simple mnemonic in which “S” stands for snoring, “T” 
for tiredness/fatigue, “O” for observed apneas, “P” for high 
blood pressure, “B” for BMI >35, “A” for age >50, “N” 
for neck circumference >40 cm, and “G” for male gender. 
This tool was originally developed as the four-item STOP 
questionnaire to screen for OSA in pre-surgical patients, 
and was validated against the AHI recorded during over-
night PSG [31]. The authors found that, of those patients 
with an AHI of >5 events/h, there was a higher percentage 
of males (57%) versus females (43%). This group was also 
about 10 years older, had greater BMI, and larger neck size 
than patients with AHI ≤5. The STOP questionnaire was 
then revised to include these additional measures.

Since then, a number of studies have validated the effec-
tiveness of the STOP-BANG for OSA screening in various 
populations. A systematic review and meta-analysis including 
17 studies with 9206 subjects validating STOP-BANG scores 
by polysomnographic testing concluded that in the sleep 
clinic population, sensitivity was 90% for detecting any OSA 
(defined as AHI ≥5), 94% for detecting moderate-severe OSA 
(defined as AHI ≥15), and 96% for detecting severe OSA  
(defined as AHI ≥30). However, specificity was relatively low 
at 49%, 34% and 25% respectively. The positive  predictive 
value (PPV) was 91% for any OSA, 72% for moderate-  
severe OSA, and 48% for severe OSA, and the negative predic-
tive values (NPV) were 46%, 75%, and 90%, respectively. In 
the sleep clinic population, the probability of severe OSA with 
a STOP-Bang score of 3 was 25%. With a stepwise increase of 
the STOP-BANG score to 4, 5, 6 and 7/8, the probability rose 
proportionally to 35%, 45%, 55% and 75%, respectively [46].

The American Academy of Sleep Medicine (AASM) 
clinical practice guideline for the diagnostic testing of OSA 
notes the STOP-BANG tool demonstrates overall high 
sensitivity, but low specificity, for the detection of OSA in 
studies validating the instrument against PSG. The findings 
were similar for home sleep apnea tests [47].

Berlin questionnaire

The Berlin questionnaire is an 11-item self-report measure-
ment, divided into three categories: five questions describing 

snoring and witnessed apneas, four questions rating daytime 
sleepiness, and a yes/no question regarding the presence or 
absence of hypertension, scored in conjunction with the pa-
tient’s BMI. (Fig.  10.1) Each category is graded as “high 
risk” or “low risk” for OSA based on separate criteria. The 
patient is considered at overall “high risk” if the patient re-
ports having persistent (>3–4 times/week) symptoms in at 
least two symptom categories [32].

A meta-analysis comparing the summary sensitivity 
and specificity of the Berlin Questionnaire, STOP-BANG, 
STOP, and Epworth Sleepiness Scale (ESS) found pooled 
sensitivity levels of 76% for AHI ≥5, 77% for AHI ≥15, 
and 84% for AHI ≥30. Pooled specificity was 59% for AHI 
≥5, 44% for AHI ≥15, and 38% for AHI ≥30. This was less 
sensitive and more specific than the STOP-BANG for all 
severities of OSA, but less specific than the ESS [48].

The AASM clinical practice guideline found similar re-
sults in a meta-analysis of 19 studies that evaluated the per-
formance of the Berlin Questionnaire against PSG in various 
patient populations and geographic studies, finding a pooled 
sensitivity of 76% and pooled specificity of 45% for AHI 
≥5. The authors additionally noted suboptimal accuracy, de-
rived by hierarchical summary receiver operating character-
istic (HSROC) curves, ranging from 56% to 70% that was 
progressively reduced with higher AHI thresholds [47].

HYPERSOMNOLENCE

A large proportion of adults presenting to sleep clinics re-
port symptoms of excessive daytime sleepiness. The preva-
lence of chronic excessive sleepiness is as high as 20% in 
the general population [49]. Sleepiness is associated with a 
wide array of sleep disorders, medical illnesses, and medi-
cation side effects. Assessing the severity of sleepiness, as 
opposed to fatigue, is an important aspect of diagnosis and 
management of sleep disorders such as OSA, idiopathic hy-
persomnia, and narcolepsy.

The multiple sleep latency test (MSLT) is a widely used 
assessment of objective sleepiness. It involves four to five 
sequential daytime nap opportunities, each separated by 2 h. 
This test is based on the premise that, given an adequate op-
portunity to sleep the night prior, a patient with hypersomnia 
will have a shorter mean sleep latency than a patient without 
hypersomnia. In addition, observation of two or more naps 
containing rapid eye movement (REM) sleep within 15 min 
of falling asleep is indicative of narcolepsy, a central nervous 
system hypersomnic disorder. The MSLT has a high test- 
retest reliability in normal subjects and is the standard method 
for objectively measuring daytime sleepiness despite being 
time-consuming and expensive. Another laboratory test that 
indirectly assesses sleepiness is the maintenance of wake-
fulness test (MWT), which measures the individual’s ability 
to stay awake in a quiet, nonstimulating environment. Other 
sleepiness assessments are subjective and reviewed below.
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Epworth Sleepiness Scale (ESS)

The ESS is an eight-item self-report measure assessing 
sleep propensity in a variety of common situations [33]. 
Respondents are asked, “How likely are you to doze off or 
fall asleep in the following situations, in contrast to feeling 
just tired?” Answer choices for each scenario range from 
0 (“would never doze”) to 3 (“high chance of dozing”).  
Responses are summed to yield a total score of 0–24, with 
higher scores indicating greater sleep propensity. The ESS 
is the most widely used tool for assessing subjective sleepi-
ness in both research and clinical practice. Unlike other 
sleepiness scales such as the Stanford Sleepiness Scale, 
the ESS measures sleep propensity based on recall of situ-
ational tendencies to fall asleep, rather than subjective 
sleepiness itself.

The ESS reliability and efficacy were initially assessed 
in OSA patients. Fifty-four OSA patients completed the 
ESS before and after starting treatment with continuous 
positive airway pressure (CPAP). When compared to 104 
medical student controls, a significant difference in baseline 
ESS score was observed in OSA patients before, but not 
after, CPAP treatment [50]. Additional evidence of validity 
includes a study suggesting ESS predicts narcolepsy with 
greater accuracy than the MSLT [51]. Since then, a number 
of studies have shown an association between ESS score 

and OSA severity using PSG or objective sleepiness using 
MSLT [10, 52]; however other studies show no significant 
association [53–55].

The AASM clinical practice guideline task force re-
viewed studies evaluating the performance of the ESS 
against PSG for identifying OSA, and found a sensitivity of 
27%–72%, with a specificity of 50%–76% for identifying 
patients with AHI ≥5. When compared to home sleep ap-
nea tests, the ESS showed low sensitivity (36%) and higher 
specificity (77%) for identifying OSA [47].

One challenge when evaluating ESS validity for OSA 
diagnosis is that sleepiness is commonly reported in 
OSA as fatigue and lack of energy [56, 57]. Patients with 
 moderate-to-severe OSA may report feeling unrested or 
tired but deny sleepiness and have a normal ESS score [57]. 
Additionally, some patients underestimate their own sleep 
propensity. One study in which both the patient and their 
bed partner completed the ESS, the scores completed by 
the partner were significantly higher than those completed 
by the patient. Additionally, the partner and patient-partner 
consensus scores were both significantly correlated with 
the presence of OSA, whereas patient scores alone were 
not [58]. Physician-administered ESS scores may also 
be greater than patient self-reported scores. Physician-
administered ESS scores also correlate better with PSG 

Category 1:
1. Do you snore?

a. Yes
b. No
c. Don’t know

If you answered ‘yes’:
2. Your snoring is:

a. Slightly louder than breathing
b. As loud as talking
c. Louder than talking

3. How often do you snore?
a. Almost every day
b. 3-4 times per week
c. 1-2 times per week
d. 1-2 times per month
e. Rarely or never

4. Has your snoring ever bothered other
people?

a. Yes
b. No
c. Don’t know

5. Has anyone noticed that you stop
breathing during your sleep?

a. Almost every day
b. 3-4 times per week
c. 1-2 times per week
d. 1-2 times per month
e. Rarely or never

Category 2
6. How often do you feel tired or fatigued

after your sleep?
a. Almost every day
b. 3-4 times per week
c. 1-2 times per week
d. 1-2 times per month
e. Rarely or never

7. During your waking time, do you feel
tired, fatigued or not up to par?

a. Almost every day
b. 3-4 times per week
c. 1-2 times per week
d. 1-2 times per month
e. Rarely or never

8. Have you ever nodded off or fallen
asleep while driving a vehicle?

a. Yes
b. No

If you answered ‘yes’:
9. How often does this occur?

a. Almost every day
b. 3-4 times per week
c. 1-2 times per week
d. 1-2 times per month
e. Rarely or never

Category 3
10. Do you have high blood pressure?

a. Yes
b. No
c. Don’t know

FIG. 10.1 Berlin questionnaire.
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 determined AHI and oxygen desaturation indices (ODI) 
than those self-administered by the patient [59].

Functional Outcomes of Sleep Questionnaire 
(FOSQ-30)

The FOSQ-30 is a 30-item questionnaire assessing the re-
spondent’s current difficulty performing tasks due to sleepi-
ness, based on a Likert-type scale from 1 to 4, with a rating 
of 1 indicating “extreme difficulty,” and 4 indicating “no 
difficulty.” [34] The difference between “sleepy” and “tired” 
is clarified in the instructions. All 30 items are categorized 
into one of five sub-scales: activity level (9 items), vigilance 
(7 items), intimacy and sexual relationships (4 items), gen-
eral productivity (8 items), and social outcomes (2 items). 
There is additionally a shorter version of the FOSQ with 
only 10 items.

In clinical practice and research, the FOSQ assesses 
sleep disorders impact on daytime function and evalu-
ates therapeutic response. The FOSQ has good sensitivity 
in measuring CPAP adherence differences [60]. A score 
>17.9 represents the lower limit for normal sleep-related 
quality of life, whereas a change of two or more points in-
dicates a clinically meaningful improvement in daily func-
tioning [61].

Stanford Sleepiness Scale (SSS)

The Stanford Sleepiness Scale (SSS) is a simple test where 
patients select one of seven statements best representing 
their present level of perceived sleepiness [35]. (Fig. 10.2) 
The SSS is a momentary sleepiness scale often admin-
istered repeatedly to detect sleepiness variation over the 

course of a day. The SSS was initially validated to predict 
performance deficits during acute total or short-term partial 
sleep deprivation [35, 62]; however, it is less valid for as-
sessing cumulative partial sleep deprivation [62] or identi-
fying narcolepsy [63]. The SSS has not been validated, to 
our knowledge, as a predictive measure for OSA.

Karolinska Sleepiness Scale (KSS)

Similar to the SSS, the Karolinska Sleepiness Scale (KSS) 
is a tool measuring momentary sleepiness using a nine-
point Likert-type scale with possible ratings ranging from 
a score of 1 signifying “very alert” to 9, signifying “very 
sleepy, great effort to stay awake, fighting sleep.” Scores 
of ≥7 are pathologic (Fig. 10.3) [64]. The original version 
provided labels at every other number of the scale, however 
studies showed a bias where subjects selected labeled num-
bers over unlabeled numbers. This resulted in labels being 
added to all numbers of the scale [65].

The KSS focuses on sleep propensity, whereas the SSS 
assesses levels of fatigue or boredom [66]. The KSS is vali-
dated against electroencephalography (EEG) and various 
performance measurements, and is most commonly used to 
evaluate sleepiness in drug trial participants, professional 
drivers, flight crews, train engineers, and oil rig workers 
[64, 67]. The KSS varies over the diurnal cycle, and is im-
pacted by physical activity, social interaction, and light ex-
posure [66].

Data is limited regarding efficacy of sleepiness measures 
in clinical populations, including predictive value for OSA 
diagnosis. One study showed positive correlations between 
subjective sleepiness on the KSS, EEG changes indicative 
of sleepiness, and likelihood of errors on a 2-h monotonous 

Degree of Sleepiness Scale Rating
Feeling active and vital, alert, wide awake 1
Functioning at a high level, but not at peak, able to concentrate 2
Relaxed, awake, not at full alertness, responsive 3
A little foggy, not at peak, let down 4
Foggy, beginning to lose interest in remaining awake, slowed down 5
Sleepy, prefer to be lying down, fighting sleep, woozy 6
Almost in reverie, sleep onset soon, lost struggle to remain awake 7

FIG. 10.2 Stanford Sleepiness Scale.

Select the one statement that best describes your sleepiness during the previous 5 minutes.
_____ 1. Extremely alert
_____ 2. Very alert
_____ 3. Alert
_____ 4. Rather alert
_____ 5. Neither alert nor sleepy
_____ 6. Some signs of sleepiness
_____ 7. Sleepy, but no effort to keep awake
_____ 8. Sleepy, some effort to keep awake
_____ 9. Very sleepy, great effort to keep awake, fighting sleep

FIG. 10.3 Karolinska Sleepiness Scale.
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driving simulator task in OSA patients treated with CPAP. 
After sleep restriction, OSA patients had significantly 
shorter safe driving times relative to controls, and under-
estimation of KSS reported sleepiness level [68]. Another 
study with OSA patients found significantly higher baseline 
KSS scores in OSA patients compared to controls, but no 
difference in sleepiness or performance on the psychomotor 
vigilance task after 40 h of sustained wakefulness [69].

INSOMNIA AND SLEEP QUALITY

Insomnia is a disorder characterized by persistent difficulty 
with sleep initiation, sleep maintenance, sleep consolida-
tion, and/or sleep quality. Diagnosing insomnia requires a 
complete history identifying medical, neurologic, psychiat-
ric, medication and/or substance-related causes of the sleep 
impairment. Unlike with other sleep disorders, PSG is not 
indicated for insomnia diagnosis, although it is necessary to 
rule out other sleep disorders such as OSA that may cause 
persistent difficulty sleeping. Screening instruments are 
highly predictive for insomnia because symptoms define 
the disorder [70]. Some instruments such as the Insomnia 
Severity Index (ISI) identify core symptoms of insomnia, 
whereas others such as the Pittsburgh Sleep Quality Index 
(PSQI) include additional questions on sleep quality and 
daytime dysfunction.

Insomnia Severity Index (ISI)

The ISI is a self-report instrument with seven items that 
characterize insomnia symptoms and the degree of concern 
or distress caused by those symptoms [36]. Initially devel-
oped to measure insomnia research outcomes, including 
clinical trials and morbidity studies, the ISI is now a com-
monly used insomnia screening instrument. The first three 
questions rate respondents’ difficulty falling asleep, staying 
asleep, or waking up too early over the past 2 weeks, with 
0 indicating “None” and four indicating “Very Severe.” The 
last four questions rate how satisfied/dissatisfied they are 
with their current sleep pattern, the noticeability of their 
problem, how worried/distressed they are, and to what ex-
tent their sleep problem interferes with daily functioning. 
Each of these questions is also rated from 0 to 4, with 4 
indicating greater problem severity. The total scores range 
from 0 to 28, with higher numbers indicating more severe 
insomnia.

Suggested guidelines for interpreting scores state 0–7 
indicates no clinically significant insomnia, 8–14 indicates 
subthreshold (mild) insomnia, 15–21 indicates moderate 
clinical insomnia, and 22–28 indicates severe clinical in-
somnia. Although few studies validate these cutoffs, one 
 community-based study found a score of ≥10 identified in-
somnia with a sensitivity of 86% and a specificity of 88%. 
In a clinical sample in the same study, a score reduction of 

8.4 points revealed moderate insomnia improvement follow-
ing treatment as rated by an independent assessor [71, 72].  
A study with 1670 cancer patients showed significant correla-
tions between the ISI rating of sleep onset insomnia and PSG 
sleep onset latency, and ISI rating of sleep maintenance in-
somnia and PSG number of nocturnal awakenings. Receiver 
operating characteristic analysis showed a score of 8 repre-
sents an optimal cutoff score for clinically significant insom-
nia, with a sensitivity of 95% and specificity of 47% [73].

A meta-analysis of 19 studies comprising 4693 partici-
pants evaluating the diagnostic accuracy of the ISI, Athens 
Insomnia Scale (AIS), and Pittsburg Sleep Quality Index 
(PSQI) found a pooled sensitivity of 88% and specificity 
of 85% when compared to a diagnostic reference standard 
such as the International Classification of Sleep Disorders 
(ICSD). This was less sensitive but more specific than the 
PSQI for identifying individuals with insomnia [74].

Pittsburgh Sleep Quality Index (PSQI)

The PSQI is a self-report measure of sleep quality consist-
ing of 19 items, plus a five-item rating completed by a bed 
partner not included in scoring [37]. Respondents are in-
structed to record their typical sleep schedule and frequency 
of specific sleep problems over the past month on a four-
point Likert-type scale, with 0 indicating lower frequency 
or severity, and 3 indicating greater frequency or severity. 
Unlike sleep instruments targeted to screen only for the 
presence of insomnia, the PSQI also includes questions on 
symptoms causing sleep disturbance such as snoring, night-
mares, discomfort, and pain. These questions yield scores 
on seven subscales: subjective sleep efficiency, sleep la-
tency, sleep duration, sleep quality, sleep disturbance, sleep 
medication use, and daytime dysfunction due to sleepiness. 
The subscale scores are added to obtain a total score rang-
ing from 0 to 21, with higher total scores indicating poorer 
sleep quality.

The PSQI has high sensitivity in studies assessing in-
somnia screening accuracy. A meta-analysis comparing 
the PSQI to a diagnostic reference standard such as the 
International Classification of Sleep Disorders (ICSD) 
found a sensitivity of 94% and specificity of 76%. This 
was more sensitive but less specific in identifying insomnia 
than the ISI [74]. Studies examining other clinical popu-
lations including individuals with obstructive sleep apnea, 
periodic limb movement disorder, rapid eye movement 
sleep behavior disorder, and narcolepsy found low crite-
rion validity for these diagnoses when compared to PSG 
and MSLT. However significant correlations were observed 
with  symptoms of depression and anxiety in these popula-
tions [75, 76]. The PSQI is useful for identifying factors 
contributing to insomnia, including psychiatric and medical 
symptoms, but requires more time to complete than shorter 
insomnia questionnaires.
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Patient-Reported Outcomes Measurement 
Information System (PROMIS™)

The PROMIS is a set of scales created as an NIH Roadmap 
initiative for improving patient-reported outcomes for a 
variety of symptoms, including sleep and wakefulness 
[38]. The scales were developed based on rigorous psy-
chometric testing methods to provide continuous, relative 
values for individuals rather than categorizing disorders. 
There are two sleep-related item banks in this System: the 
Sleep Disturbance (SD) scale with 27 items, and the Sleep-
Related Impairment (SRI) scale with 16 items. Questions 
are posed as statements with potential responses ranging 
from 1 to 5 for symptoms occurring within the last 7 days. 
Individual items can be selected from these item banks to 
create short forms. All of the scales are free and available 
in multiple “short forms” of 4, 6, and 8-item questionnaires, 
as well as computer-adaptive tests (CAT) that display only 
relevant questions based on the respondent’s prior answers. 
The short forms allow providers to combine questions from 
other domains of the PROMIS database, for example fa-
tigue, depression, and pain. Scoring is performed using 
Item Response Theory (IRT), a family of statistical mod-
els linking individual questions to a theoretical underlying 
syndrome of sleep disturbance. Using the PROMIS scoring 
manual or scoring service, the respondent’s score is con-
verted into a standardized T-score, which can be viewed rel-
ative to a mean of 50 and standard deviation of 10. Higher 
scores indicate greater sleep disturbance or impairment. 
(For more information, see www.nihpromis.org.)

One study investigating the validity of customized 
eight-item short forms for the SD and SRI item banks de-
veloped from post-hoc CAT simulations found these short 
forms demonstrated greater measurement precision than 
the PSQI and ESS, although the full item banks provided 
greater test information [77]. A study in ambulatory cancer 
patients with PROMIS CAT item banks found high correla-
tion with ISI scores, and 98% of the patients reported the 
screening was not burdensome [78]. We were unable to find 
any studies comparing the PROMIS instrument to an objec-
tive reference standard, such as PSG, for the diagnosis of a 
sleep disorder.

Some advantages of using the PROMIS instruments in-
clude scale-specific psychometric validity, customizability 
in combination with other symptom domains, and measure-
ment power regarding an individual’s fit along a spectrum 
of symptom severity. The PROMIS scales help providers 
follow trends in symptoms or treatment outcomes over 
time. The National Institutes of Health (NIH) integrates 
PROMIS measures into electronic health records, including 
Epic and Cerner. However, this instrument does not query 
respondents on quantitative data such as sleep timing, sleep 
duration, or symptoms of specific sleep disorders. Although 
it would help identify and track sleep-related symptoms, it 

does not provide the necessary screening data to quantify 
risk for a specific diagnosis or support PSG testing. Scoring 
the instrument requires time and knowledge if a scoring ser-
vice is not utilized.

CIRCADIAN RHYTHM DISORDERS

Although most humans sleep at night and are awake dur-
ing the day, considerable inter-individual variation exists in 
chronotype, with extreme morning types often described as 
“larks” and extreme evening types described as “owls.”

Circadian rhythm sleep disorders are typically due to 
discrepancies between the internal circadian cycle and the 
external light-dark cycle. These disorders can be caused 
by alterations in the external cycle (e.g., shift work or jet 
lag), internal cycle (e.g., delayed sleep-wake phase dis-
order or advanced sleep-wake phase disorder), or dys-
function in the clock circuitry of the brain (e.g., irregular 
sleep-wake rhythm disorder). Delayed sleep-wake phase 
disorder typically presents as nighttime insomnia with 
morning hypersomnolence, whereas advanced sleep-wake 
phase disorder presents as evening hypersomnolence with 
early morning awakenings. Approximately 7%–16% of 
patients presenting to sleep disorders clinics with insom-
nia complaints are diagnosed with delayed sleep-wake 
phase disorder [79]. Questionnaires such as the Munich 
Chronotype Questionnaire (MCTQ) and the Horne-
Ostberg Morningness-Eveningness Questionnaire (MEQ) 
may be useful to distinguish a circadian rhythm disorder 
from chronic insomnia by identifying the individual’s 
chronotype.

Horne-Ostberg Morningness-Eveningness 
Questionnaire (MEQ)

The MEQ is a 19-item self-report questionnaire in which 
respondents report their optimal sleep and wake schedule, 
how they feel at various points in their current schedule, and 
what they would do faced with a variety of sleep scheduling 
scenarios [39]. (Fig. 10.4) Each item has a range of possible 
scores from 0 to 6. The sum of the individual items ranges 
from 16 to 86, with lower scores corresponding to evening 
types or “owls,” and higher scores indicating morning types 
or “larks.” The MEQ has become a widely used instrument 
to classify circadian type in research on normal subjects and 
patients.

A review of 14 studies using the MEQ in normal sub-
jects in comparison to an objective circadian phase marker 
such as core body temperature or dim light melatonin onset 
(DLMO) found a strong negative correlation between the 
MEQ score and the objective marker, indicating congruence 
between these measures. Four of the studies used additional 
measures such as actigraphy or sleep diaries and found the 
MEQ score correlated with the ability to adapt to night shift 

http://www.nihpromis.org
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FIG. 10.4 Morningness-Eveningness Questionnaire. English version prepared by Terman M, Rifkin JB, Jacobs J, White TM (2001), New York State 
Psychiatric Institute, 1051 Riverside Drive, Unit 50, New York, NY, 10032.

For each question, please select the answer that best describes you by circling the point value that best
indicates how you have felt in recent weeks.
1. Approximately what time would you get up if you were entirely free to plan your day?

[5] 5:00 AM–6:30 AM (05:00–06:30 h)
[4] 6:30 AM–7:45 AM (06:30–07:45 h)
[3] 7:45 AM–9:45 AM (07:45–09:45 h)
[2] 9:45 AM–11:00 AM (09:45–11:00 h)
[1] 11:00 AM–12 noon (11:00–12:00 h)

2. Approximately what time would you go to bed if you were entirely free to plan your evening?
[5] 8:00 PM–9:00 PM (20:00–21:00 h)
[4] 9:00 PM–10:15 PM (21:00–22:15 h)
[3] 10:15 PM–12:30 AM (22:15–00:30 h)
[2] 12:30 AM–1:45 AM (00:30–01:45 h)
[1] 1:45 AM–3:00 AM (01:45–03:00 h)

3. If you usually have to get up at a specific time in the morning, how much do you depend on an alarm
clock?

[4] Not at all
[3] Slightly
[2] Somewhat
[1] Very much

4. How easy do you find it to get up in the morning (when you are not awakened unexpectedly)?
[1] Very difficult
[2] Somewhat difficult
[3] Fairly easy
[4] Very easy

5. How alert do you feel during the first half hour after you wake up in the morning?
[1] Not at all alert
[2] Slightly alert
[3] Fairly alert
[4] Very alert

6. How hungry do you feel during the first half hour after you wake up?
[1] Not at all hungry
[2] Slightly hungry
[3] Fairly hungry
[4] Very hungry

7. During the first half hour after you wake up in the morning, how do you feel?
[1] Very tired
[2] Fairly tired
[3] Fairly refreshed
[4] Very refreshed

8. If you had no commitments the next day, what time would you go to bed compared to your usual
bedtime?

[4] Seldom or never later
[3] Less than 1 hour later
[2] 1 2 hours later
[1] More than 2 hours later

9. You have decided to do physical exercise. A friend suggests that you do this for one hour twice a
week, and the best time for him is between 7-8 AM (07-08 h). Bearing in mind nothing but your own
internal “clock,” how do you think you would perform?

[4] Would be in good form
[3] Would be in reasonable form
[2] Would find it difficult
[1] Would find it very difficult

10. At approximately what time in the evening do you feel tired, and, as a result, in need of sleep?
[5] 8:00 PM–9:00 PM (20:00–21:00 h)
[4] 9:00 PM–10:15 PM (21:00–22:15 h)
[3] 10:15 PM–12:45 AM (22:15–00:45 h)
[2] 12:45 AM–2:00 AM (00:45–02:00 h)
[1] 2:00 AM–3:00 AM (02:00–03:00 h)

11. You want to be at your peak performance for a test that you know is going to be mentally exhausting
and will last two hours. You are entirely free to plan your day. Considering only your “internal clock,”
which one of the four testing times would you choose?

[6] 8 AM–10 AM (08–10 h)
[4] 11 AM–1 PM (11–13 h)
[2] 3 PM–5 PM (15–17 h)
[0] 7 PM–9 PM (19–21 h)
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work, preferred exercise time, age, and characteristic cir-
cadian sleep difficulties relative to diurnal preference [80].

In clinical populations, two studies of families with fa-
milial advanced sleep-wake phase disorder showed affected 
family members scored significantly higher on the MEQ 
than unaffected members, and unaffected first-degree rela-
tives scored higher than controls [81, 82].

One criticism of the MEQ is that respondents do not re-
port actual sleep times, nor differences between work days 

and free days, or circadian cues such as exposure to outdoor 
light [40]. The Munich Chronotype Questionnaire (MCTQ) 
was developed to obtain this information in addition to di-
urnal preferences.

Munich Chronotype Questionnaire (MCTQ)

On the MCTQ, respondents report their current sleep 
times, how they feel at various times of the day, and the 

13. For some reason you have gone to bed several hours later than usual, but there is no need to get up
at any particular time the next morning. Which one of the following are you most likely to do?

[4] Will wake up at usual time, but will not fall back asleep
[3] Will wake up at usual time and will doze thereafter
[2] Will wake up at usual time, but will fall asleep again
[1] Will not wake up until later than usual

14. One night you have to remain awake between 4-6 AM (04-06 h) in order to carry out a night watch.
You have no time commitments the next day. Which one of the alternatives would suit you best?

[1] Would not go to bed until the watch is over
[2] Would take a nap before and sleep after
[3] Would take a good sleep before and nap after
[4] Would sleep only before the watch

15. You have two hours of hard physical work. You are entirely free to plan your day. Considering only
your internal “clock,” which of the following times would you choose?

[4] 8 AM–10 AM (08–10 h)
[3] 11 AM–1 PM (11–13 h)
[2] 3 PM–5 PM (15–17 h)
[1] 7 PM–9 PM (19–21 h)

16. You have decided to do physical exercise. A friend suggests that you do this for one hour twice a
week. The best time for her is between 10-11 PM (22-23 h). Bearing in mind only your internal “clock,”
how well do you think you would perform?

[1] Would be in good form
[2] Would be in reasonable form
[3] Would find it difficult
[4] Would find it very difficult

17. Suppose you can choose your own work hours. Assume that you work a five-hour day (including
breaks), your job is interesting, and you are paid based on your performance. At approximately what
time would you choose to begin?

[5] 5 hours starting between 4–8 AM (05–08 h)
[4] 5 hours starting between 8–9 AM (08–09 h)
[3] 5 hours starting between 9 AM–2 PM (09–14 h)
[2] 5 hours starting between 2–5 PM (14–17 h)
[1] 5 hours starting between 5 PM–4 AM (17–04 h)

18. At approximately what time of day do you usually feel your best?
[5] 5–8 AM (05–08 h)
[4] 8–10 AM (08–10 h)
[3] 10 AM–5 PM (10–17 h)
[2] 5–10 PM (17–22 h)
[1] 10 PM–5 AM (22–05 h)

19. One hears about “morning types” and “evening types.” Which one of these types do you consider
yourself to be?

[6] Definitely a morning type
[4] Rather more a morning type than an evening type
[2] Rather more an evening type than a morning type
[1] Definitely an evening type

Total points for all 19 questions:

12. If you got into bed at 11 PM (23 h), how tired would you be?
[0] Not at all tired
[2] A little tired
[3] Fairly tired
[5] Very tired

FIG. 10.4, cont’d
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amount of daylight exposure. They also rate themselves as 
one of seven chronotypes: Extreme Early, Moderate Early, 
Slightly Early, Normal, Slightly Late, Moderate Late, and 
Extreme Late [40]. Respondents are additionally asked to 
rate their chronotype at different life stages, and the chro-
notypes of family members. The authors of the MCTC 
initially developed the questionnaire to record the discrep-
ancy between self-assessed chronotype and current sleep 
schedule. In their study of 500 subjects in Germany and 
Switzerland, they found that late chronotypes tended to ac-
cumulate considerable sleep debt during the work week, 
with subsequent compensation of several additional hours 
sleep on free days [40].

A study using both the MEQ and the MCTQ in 2481 
respondents completing both questionnaires online found 
the midpoint sleep time on non-work days and the self-
rated chronotype on the MCTQ both correlated strongly 
with the chronotype based on the MEQ score. Because late 
chronotypes tend to have more variability in sleep times 
between free days and work days, the timing of mid-sleep 
was a better predictor of chronotype than the timing of 
sleep onset or wake time [83]. The midpoint sleep time on 
non-work days on the MCTQ additionally correlates with 
DLMO [84].

RESTLESS LEGS SYNDROME (RLS)

RLS, also known as Willis-Ekbom disease, is a common 
disorder characterized by an unpleasant sensation in the 
legs temporarily alleviated with movement, typically occur-
ring at night and during rest. Up to 88% of those with RLS 
report at least one sleep-related symptom, with the majority 
reporting chronically impaired sleep consistent with insom-
nia [85]. RLS symptoms are exacerbated or precipitated by 
low ferritin levels, pregnancy, peripheral neuropathy, end-
stage renal disease, and antidepressant medications [86]. 
Although RLS is common, the majority of sufferers go 
undiagnosed and untreated even after consulting a physi-
cian about their symptoms [85]. Most RLS screening instru-
ments are brief and helpful for identifying patients at risk of 
disease and monitoring treatment outcomes.

International Restless Legs Syndrome Scale 
(IRLS)

The IRLS is a 10-item self-report questionnaire designed 
by the International Restless Legs Syndrome Study Group 
[87]. This questionnaire evaluates the severity of RLS 
symptoms and their impact on sleep, mood, and daily life 
over a 1-week period. Ratings describe RLS symptoms and 
timing with each question ranging from 0 for “None” to 4 
for “Very severe” or “Very often”. Total scores range from 
0 to 40, with higher scores indicating greater severity and 
impact of RLS symptoms.

The IRLS is the most extensively used RLS sever-
ity scale for research studies. It is validated for outcome 
evaluation in clinical trials, and strongly correlated with 
measures of disease severity at baseline and after treatment 
[88]. Criticisms of the IRLS include the absence of ques-
tions targeting symptom timing, severity of symptoms at 
rest versus during activity, or the presence of symptoms in 
other body parts. A systematic review of RLS ratings scales 
conclude the IRLS is validated under baseline conditions 
and responsive to symptom change, although validation as 
a self-administered scale without clinician intervention is 
yet to be done [89].

CONSUMER SLEEP TECHNOLOGIES

Consumer technologies designed to monitor sleep and 
other health-related data have become increasingly wide-
spread and track sleep timing, duration, sleep stage, and 
even sleep pathology. These technologies include wearable 
devices, stand-alone bedside devices, and apps installed on 
smart phones leveraging the device’s intrinsic accelerom-
eter function to track sleep activity. Major consumer advan-
tages include the ability to measure sleep longitudinally in 
the subject’s typical sleep environment. Some technologies 
also measure aspects of the sleep environment itself such as 
temperature, light and noise levels. The most widely used 
commercial sleep trackers are designed to be user-friendly, 
colorful, and provide immediate information about sleep 
and activity. Some leaders in the healthcare and technol-
ogy consumables industry such as Fitbit, Jawbone, Beddit, 
and SleepScore Labs provide an array of sleep tracking 
functions. In more recent years, companies such as Apple, 
Philips, ResMed, Nokia, and Microsoft have entered the 
consumer health-tracking wearable technology space. 
Presently, validation research is limited on many of these 
devices, obviating users’ ability to substantiate their claims 
in both general and clinical populations.

Most consumer sleep technologies provide some type 
of movement detection, often based on wrist actigraphy, al-
though some devices, such as the SleepScore Max, monitor 
sleep in a contactless manner using radiofrequency biomo-
tion sensor technology, similar to echolocation. This device 
is not worn, but rather placed at the bedside. SleepScore 
also offers a stand-alone app converting the mobile phone 
into an active sonar to objectify aspects of sleep in a contact-
less manner. Individual device technologies use proprietary 
algorithms to calculate wake and sleep, in some cases cat-
egorizing sleep stage as “light sleep” or “deep sleep,” and 
in other cases as rapid eye movement (REM) or non-REM 
sleep. In recent years, devices have also begun to use more 
sophisticated sensors of physiologic data to calculate sleep 
parameters, including aspects of heart rate and respiration.

Advantages to using consumer sleep technologies in-
clude the ability for personal empowerment in tracking, 
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viewing, and changing sleep patterns. Consumers can assess 
objectively in real time the impact that behavior change has 
on their sleep health, increasing the probability that these 
healthy behaviors will become habits. Consumers are able 
to choose devices with appealing features and appearance, 
increasing the likelihood of using and gaining benefit from 
the device. Another potential advantage of these technolo-
gies is the ability to analyze data from all users. SleepScore 
Labs analyzed data from SleepScore Max, and found that 
on average, people who sleep in a room with a tempera-
ture of 65 degrees or lower sleep 30 min more than those 
sleeping in a room that is 77 degrees or higher. Additionally, 
they found that SleepScore Max users of any gender with 
obesity (BMI >30) sleep 18 min less per night than those 
with a normal BMI. Fitbit analyzed data from its world-
wide user base (6 billion nights of data) and reported mean 
sleep durations by country and gender. They also found that 
bedtime variation between free days and workdays was in-
versely correlated with total mean sleep duration. Variation 
of 120 min was associated with approximately 30 min lower 
sleep duration compared to users whose bedtime varied by 
only 30 min [7]. In the future, data from consumer sleep 
technologies may be used to identify causes of short sleep 
duration in individual users, including sleep variation, simi-
larly to the MCTQ.

For sleep disorder screening, the most immediate poten-
tial utility for consumer sleep technologies lie in their ability 
to measure sleep continuity, duration, quality, and regular-
ity. Accurate, ecologically valid, longitudinal sleep moni-
toring can help in the assessment and potential treatment of 
insomnia, hypersomnia, circadian rhythm sleep disorders, 
and insufficient sleep. For insomnia sufferers, evidence ex-
ists that symptoms improve when both objective and sub-
jective data are assessed together [90]. Of less clear benefit 
are device claims of accurate sleep-disordered breathing 
detection, although some technologies are developing this 
function. A device with the capability of detecting nocturnal 
respiratory events may be helpful for risk stratification pur-
poses when used in conjunction with clinical data.

Downsides of consumer sleep technologies include a 
lack of validation and proprietary algorithms preventing 
assessment of how sleep stages or wake are calculated. 
Validation of devices against PSG exists for some devices, 
most notably SleepScore Max, however most studies vali-
date with normal subjects devoid of sleep disorders. Fewer 
studies investigate validity in clinical populations. This par-
adigm is further limited by the rapid development and re-
lease of new versions of these technologies, which typically 
outpace the research timeline. As a result, available studies 
on devices such as Fitbit may be applicable only to the ac-
tual device studied, and not on newer devices with revised 
or enhanced features. Additionally, research on consumer 
sleep technologies is limited by variation of analytic meth-
ods. Other challenges facing consumer sleep  technologies 

include inaccessibility to large segments of the population 
due to cost, and privacy concerns regarding the use of per-
sonal data by developers. In the following sections, we fo-
cus on the most studied consumer sleep monitoring devices 
to date, with a focus on those devices with validation studies 
in a clinical population.

Fitbit

Fitbit now produces a number of wearable devices that 
track movements and position via a triaxial accelerometer. 
In devices not using heart rate variability, two settings ex-
ist: a “normal” setting in which epochs with significant 
movements during sleep are counted as wake periods, and a 
“sensitive” setting in which epochs with any movement are 
counted as wake periods. Fitbit states the sensitive mode is 
helpful for users with sleep disorders, or users who wear 
the device on a body location other than the wrist. More re-
cent devices additionally monitor heart rate. From this data, 
Fitbit uses a proprietary algorithm to estimate sleep stages 
of “light sleep,” “deep sleep,” and REM sleep using a com-
bination of movement and heart rate variability. The device 
requires at least 3 h of sleep data to estimate sleep stages, 
and thus does not calculate stages for naps. (For more infor-
mation, see help.fitbit.com.)

Several Fitbit devices have been validated against PSG 
in subjects without sleep disorders. Validation studies of 
the Fitbit Classic [91], the Fitbit Flex [92], and the Fitbit 
Ultra [93] against PSG have varied with age and the type 
of analysis. Both Fitbit Classic and actigraphy were found 
to overestimate total sleep time and sleep efficiency, with 
high sensitivity for sleep and low specificity for detect-
ing wake when compared to PSG [91]. A similar pattern 
of findings was demonstrated in adolescents between Fitbit 
Ultra, actigraphy, and PSG [93]. However, another study 
found comparable total sleep time between Fitbit Flex and 
PSG in young adults. Time in “deep sleep” did not differ 
from PSG-measured slow-wave sleep plus REM sleep, but 
time in “light sleep” did differ from PSG-measured N1 and 
N2 sleep [92]. In depressed patients, one study evaluating 
the Fitbit Flex found that the “normal” setting significantly 
overestimated sleep time and sleep efficiency, and had low 
specificity relative to PSG. In the “sensitive” setting, the 
Fitbit significantly underestimated sleep time and sleep ef-
ficiency relative to PSG [94].

Few studies have been performed in clinical sleep popula-
tions. A study comparing the Fitbit Flex with actigraphy and 
overnight PSG in patients with insomnia disorder and in good 
sleepers found a strong correlation for total sleep time be-
tween the Fitbit and PSG in the insomnia group (ICC = 0.886) 
and healthy sleepers (ICC = 0.974). However, the Fitbit over-
estimated the total sleep time and sleep efficiency in both 
groups with respect to PSG. The sensitivity (97%) and ac-
curacy (87%) of the Fitbit in an epoch-by- epoch comparison 

http://help.fitbit.com
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with PSG was similar to that of actigraphy for insomniac pa-
tients, but specificity was low at 36% [95].

Jawbone

Jawbone UP (Jawbone, San Francisco, CA) is a wrist de-
vice that uses actigraphy to monitor sleep. The data are 
downloaded from the device into the MotionX (Fullpower 
Technologies, Inc.) smart phone application. A small but-
ton on the band allows the user to switch between “ac-
tive mode” and “sleep mode.” (For more information, see 
https://jawbone.com/up.)

Few studies have been performed with normal sub-
jects or sleep-disordered patients. In a study comparing 
Jawbone UP MOVE to actigraphy and home PSG, signifi-
cant correlations were found for total sleep time and time 
in bed, but not for wake, deep sleep, light sleep, or sleep 
efficiency [96]. A study of midlife women found that the 
Jawbone UP showed 97% sensitivity for detecting sleep and 
37% specificity for detecting wake. It also overestimated 
total sleep time (26.6 ± 35.3 min) and sleep onset latency 
(5.2 ± 9.6 min), and underestimated wake after sleep onset 
(31.2 ± 32.3 min) relative to PSG [97]. A study of adoles-
cents found that Jawbone UP overestimated total sleep du-
ration and sleep efficiency, and underestimated wake time 
after sleep onset, but the differences were small. Jawbone 
“light sleep” was predicted by PSG time in N2 sleep, N3 
sleep, and arousal index. “Sound sleep” was predicted by 
PSG time in N2 sleep, REM sleep, and arousal index [98].

A study of 78 children and adolescents being evaluated 
for sleep-disordered breathing tested two commercial sleep 
devices (Jawbone UP and a smartphone application called 
MotionX 24/7) with actigraphy and PSG. They found no 
difference in mean total sleep time, wake time after sleep 
onset, or sleep efficiency between PSG and Jawbone UP. 
Actigraphy significantly underestimated sleep onset latency 
compared to PSG. Jawbone showed sensitivity of 92% and 
accuracy of 86%, but poor specificity of 66% for identify-
ing sleep when compared to PSG [99].

SleepScore Max and SleepScore app

Another novel device is the SleepScore Max by SleepScore 
Labs, formerly called the ResMed S+ (https://www.sleep-
score.com/sleepscore-max-sleep-tracker), a small non- 
contact device that is placed by the bedside. It measures sleep 
by using radiofrequency signals to sense breathing and body 
movements, as well as light, noise, and temperature levels in 
the bedroom. A study comparing algorithm versions 1 and 2 
of the S+ to PSG found full sleep staging agreement of V1 
was 61%, while V2 was 62%. Sleep sensitivity of V1 and V2 
were 93% and 94%, while wake specificity of V1 and V2 
were 70% and 73%. Specificity of V1 and V2 for wake after 
sleep onset were 51% and 53%, respectively. Specificity of 

V1 and V2 for wake before sleep onset were 88% and 90%. 
The authors conclude that this device better identifies wake 
before sleep onset relative to published evaluations of other 
wearable sleep-tracking devices [100]. The SleepScore Max 
is based on technology acquired from BiancaMed, which 
developed SleepMinder, another non-contact device that 
measured both sleep and respiration. SleepMinder moni-
tored movement by transmitting low-power radio waves 
and recording phase changes caused by movement, includ-
ing respiratory changes. Validation studies comparing the 
SleepMinder device to PSG found high sensitivity for de-
tecting sleep [101] and OSA, with one study showing sensi-
tivity of 90%, specificity of 92%, and accuracy of 91% for 
detecting AHI ≥15 [102]. In multiple studies, however, the 
SleepMinder was found to overestimate AHI in patients with 
periodic limb movements [102, 103].

SleepScore Labs recently launched the SleepScore 
app, distinguished from the SleepScore Max device and 
app by utilizing 18–20 kHz sound waves (as opposed to 
radiofrequency waves) to turn the phone into an active 
sonar that monitors fine and gross body movements in a 
contactless manner without need of an accessory appli-
ance. The ability to monitor breathing related movements 
allows the device to assess sleep latency, duration, architec-
ture, and quality. Regarding sleep architecture, validation 
against PSG showed the following sensitivity and specific-
ity: wake (66%, 87%), light sleep (58%, 70%), deep sleep  
(60%, 89%), and REM sleep (59%, 93%) [104].

Other novel technologies

A variety of novel devices have been developed in recent 
years that claim to track sleep, wake, and even sleep- 
disordered breathing using technology other than wrist ac-
tigraphy. For the most part, these devices are either still in 
development, or have not yet published validation studies.

Multiple consumer sleep trackers based on electroen-
cephalographic (EEG) monitoring have been developed and 
released. These devices include Neuroon (https://neuroono-
pen.com), Kokoon (https://kokoon.io), Sleep Shepherd 
(https://sleepshepherd.com), and Philips SmartSleep 
(https://www.usa.philips.com/c-e/smartsleep-ces.html), 
which embed EEG channels in a sleep mask, headphones, 
and headbands, respectively. These devices claim to offer 
the capability of monitoring sleep architecture and provid-
ing biofeedback cues. The Kickstarter-funded Neuroon 
Intelligent Sleep Mask additionally claims to provide bright 
light therapy, “smart” napping cues, and monitoring of heart 
rate, skin temperature, and oxygen saturation. The Philips 
SmartSleep headband claims to use sound tones that en-
hance slow wave sleep, specifically for people between the 
ages of 18 and 40 years, who sleep 5–7 h per night for at 
least four nights per week, and have no issues falling or 
staying asleep.

https://jawbone.com/up
https://www.sleepscore.com/sleepscore-max-sleep-tracker
https://www.sleepscore.com/sleepscore-max-sleep-tracker
https://neuroonopen.com
https://neuroonopen.com
https://kokoon.io
https://sleepshepherd.com
https://www.usa.philips.com/c-e/smartsleep-ces.html
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USING SCREENING DATA

A large array of screening instruments are available for 
identifying individuals at risk for sleep-disordered breath-
ing. In addition to traditional paper-and-pencil question-
naires, avenues for screening have increasingly included 
consumer-driven technologies that provide more long-term 
quantitative measures of sleep duration, timing, and quality. 
The challenge for the primary care provider is how to utilize 
this potential array of information to refer high-risk patients 
appropriately for further evaluation and diagnostic testing.

Screening tools offer the opportunity to gather informa-
tion from the patient on a variety of symptoms, including 
symptoms of sleep-disordered breathing, insomnia, hyper-
somnia, and circadian rhythm sleep disorders. They also 
provide the opportunity to recognize insufficient sleep, the 
most common cause of excessive sleepiness [49]. One strat-
egy for using this data is to combine individual screening 
tools with high predictive power for detecting specific sleep 
disorders such as OSA and insomnia, along with tools to de-
tect nonspecific symptoms of excessive sleepiness. Some of 
the higher-sensitivity instruments, such as the STOP-BANG 
and the ISI, require little time for the patient to take and 
the clinician to score. Alternately, more comprehensive in-
struments such as the PSQI, that cover multiple domains of 
sleep, may be used as stand-alone tools for gathering basic 
information from which to proceed with further evaluation.

Additionally, questionnaires may be used to help guide 
primary care providers in the types of questions to ask pa-
tients suspected of having sleep disorders. For example, use 
of a circadian rhythm sleep disorder screening instrument 
such as the MEQ or MCTQ may be given selectively to pa-
tients with unusual patterns of insomnia and hypersomnia, 
or for patients with sleep schedules suggesting a phase shift.

As consumer technologies continue to develop, addi-
tional screening modalities may become available to both 
clinicians and patients. Sleep tracking devices now boast the 
capability to monitor physiologic data previously unavail-
able outside the clinic, including movement, respiration, 
body position, heart rate variability, and even EEG. Devices 
that monitor respiratory patterns have been validated with 
high sensitivity. Unfortunately, technology companies do 
not release their algorithms to allow verification of clini-
cal validity, and new versions of consumer technologies are 
released far more quickly than research studies performed 
to validate them. This leaves healthcare providers without 
the ability to evaluate the screening validity of individual 
sleep devices. Ultimately, the best usage of consumer sleep 
technologies may be in their intra-user variability, allowing 
the patient and their provider to track changes in sleep over 
time, in conjunction with more traditional measures of sleep 
problems.

Over time, further collaboration between technology 
companies and researchers may increase the usability of 

technology in the clinical environment. One example is the 
PROMIS scales, with NIH-funded validation and integra-
tion of clinical scales into electronic medical records. These 
scales are completed by the patient on a tablet in clinic, 
using computer-adaptive testing to limit the total number 
of questions. Integration of sleep screening tools into con-
sumer devices would also improve the clinical application 
of these devices. In the meantime, most clinical providers 
would benefit from using routine tools currently available 
today to screen for the most common sleep problems.
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Sleep hygiene and the 
prevention of chronic insomnia
Jason G. Ellis, Sarah F. Allen
Northumbria Sleep Research Laboratory, Northumbria University, Newcastle, United Kingdom

SLEEP HYGIENE

What is sleep hygiene?

One of the main difficulties when several things are lumped 
together under one overarching term is standardization. As 
such, asking one person what they consider sleep hygiene 
to entail is likely to result in a different set of rules or tech-
niques compared to another individuals’ list [1]. As you will 
come to see, this can create challenges and confusion for the 
sleep researcher, the clinician and indeed the public. Hauri 
developed the first set of “sleep hygiene” recommendations 
in the late 1970s with the specific aim of helping patient’s 
manage their insomnia [2]. The original list contained 10 
items ranging from not going to bed hungry, regularizing 
wake times and avoiding caffeine in the evening, to sound 
attenuating the bedroom and making sure the bedroom is 
not too warm (see Table 11.1). While based on the avail-
able evidence at the time, in addition to Hauri’s own clinical 
observations, the original list has been modified extensively 
over the years, including by Hauri himself, as more infor-
mation became available [3–8]. Where some recommen-
dations appear to have been removed and new ones added  
(see Table  11.1), there are, however, a few recommenda-
tions which appear in the majority of definitions, namely, 
exercise, limiting caffeine, avoiding alcohol, and having a 
snack before bedtime.

There also appears to be some overlap between some of 
the recommendations outlined as “sleep hygiene” by some 
authors and what others might consider elements from other 
components of traditional Cognitive Behavioral Therapy 
for Insomnia (CBT-I). For example, leaving the bed if not 
awake, only using the bed for sleep and avoiding napping 
during the day are commonly contained within some defini-
tions of sleep hygiene while also being aspects of stimulus 
control instructions [9]. Similarly, decreasing time in bed is 
generally associated with sleep restriction [10], as is, albeit 
more implicitly, keeping a regular sleep–wake schedule. 
Not actively trying to sleep and keeping a worry list are also 

commonly included in the cognitive components of CBT-I 
[11, 12]. The challenge is, however, as packaged in sleep 
hygiene instructions, these latter items do not represent the 
full instructions for stimulus control, sleep restriction, or 
cognitive therapy, respectively. Are they, therefore, likely to 
be as effective as the full instructions? Moreover, an indi-
vidual who has been exposed to these brief instructions is 
likely to be more resistant to full CBT-I because they have 
“done that before.” So, the question remains; are these items 
aspects of sleep hygiene, or not? For the purpose of this 
chapter, we will take a psycho-educational approach and 
explore only those recommendations that do not overlap 
with other components of traditional CBT-I, namely, ex-
ercise, caffeine, alcohol, food and liquid intake, nicotine, 
the bedroom environment, and clockwatching. So, what are 
the specific recommendations for each and how do these 
elements impact on sleep? In terms of the first part of this 
question, for most aspects there are no standardized spe-
cific recommendations, but more general guidelines, which 
again, vary from definition to definition [13].

Exercise

Broadly, there are two recommendations associated with 
exercise in the context of sleep hygiene: (i) exercise is good 
for sleep and should be encouraged but (ii) exercise too 
close to bedtime is detrimental to sleep and should be dis-
couraged. The benefits of both acute and regular exercise 
on sleep have been documented in numerous studies includ-
ing children, adolescents, and older adults, with and without 
sleep [14, 15]. These benefits appear to include increases in 
Slow Wave Sleep and total sleep time; reductions in sleep 
latencies and time awake after sleep onset and a slight delay, 
and minimal reductions, in REM Sleep [16]. That said, a re-
cent review points to several moderators underpinning these 
relationships, including sex, age, type of exercise, baseline 
physical activity levels, and the timing of the exercise [17]. 
In terms of exercising in the evening, the general  consensus 
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is that exercising too close to bedtime could disrupt the cir-
cadian system, elevate body core temperature, and/or create 
a form of physiological arousal—each of which could be 
detrimental to sleep [18]. A recent study, however, suggests 
otherwise, finding that evening exercise, at least within 
4 h of bedtime, was not associated with poorer sleep [19]. 
While it appears that exercise, in general, is good for sleep, 
the detrimental impact of evening exercise on sleep is less 
clear.

Caffeine

It is widely believed that caffeine can have a negative impact 
on sleep [20]. In fact, acute caffeine administration has been 
used as an analogous model for sleep disruption and distur-
bance in several studies [21, 22]. In these cases a dose of 
caffeine before bedtime results in a prolonged sleep latency, 
decreased total sleep time, and reductions in slow wave 
sleep, usually in a dose–response manner [23]. The general 
rule relating to caffeine, with respect to sleep hygiene, is 
that it should be avoided after midday, although it is unclear 
where the timing for this rule came from. There is experi-
mental evidence that caffeine administration 6 h before bed 
can negatively impact on sleep [24]. Outside the laboratory, 

however, the impact of caffeine on sleep is less clear with 
one large survey finding that caffeine consumption of up 
to seven–eight cups per day was unrelated to self-reported 
levels of sleep duration and daytime somnolence, although 
more than eight cups per day was associated with a reduc-
tion in total sleep time [25]. Further, another study showed 
caffeine was unrelated to insomnia severity once anxiety 
and race/ethnicity were controlled for [26]. Individual dif-
ferences may play a part in explaining the inconsistencies 
as it has been shown that the adenosine A2A receptor gene 
may influence the relationship between caffeine and sleep 
[27]. That said, public awareness of the effects of caffeine 
on sleep might also explain why experimental studies us-
ing caffeine show an impact on sleep but naturalistic studies 
tend to find only a limited relationship [28].

Alcohol

Like caffeine, alcohol is widely regarded to impact on sleep. 
The main issue in this context is that alcohol is a sedative 
and as such can be an appealing hypnotic [29]. The review 
by Ebrahim and colleagues [30] suggests that although 
alcohol results in a reduction in sleep onset latency and a 
more consolidated first half sleep, it is also associated with 

TABLE 11.1 OVERVIEW OF SLEEP HYGIENE RECOMMENDATIONS OVER TIME.

Hauri (1977)

Eliminate bedroom noise
Regulate temperature of  bedroom

Eliminate clocks from the bedroom

Make bedroom comfortable

Eliminate napping

Decrease time in bed

Regular bed/wake times

Undertake relaxing activities

Exercise
Make worry list

Host bath

Eat a light snack

Limit liquid intake

Decrease or avoid smoking

Limit or avoid caffeine

Avoid Alcohol

Don’t try to sleep
Leave bed if  awake

Use the bedroom only for sleep
Avoid use of  sleeping pills

Environmental

Sleep/wake schedule

Positive things to do in the evening

Sleep/wake behaviours

Authors(s)Recommendations:

Schoicketet
et al. (1988) Hauri (1992) Hauri (1993)

Guilleminault
et al. (1995)

Friedman
et al. (2000)

Perlis et al.
(2005)
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an  increase in disrupted and fragmented sleep in the sec-
ond half of sleep. Moreover, where low and moderate doses 
show little effect on REM sleep, high doses can signifi-
cantly reduce REM, especially in the first half of the night. 
The recommendation regarding alcohol is that it should be 
avoided in the evening and certainly not to be used as a sleep 
aid. With regard to the first point, however, as the effects of 
alcohol on sleep appear to be dose dependent, should alco-
hol be avoided altogether? Will that dissuade an individual 
from complying? As for the latter recommendation, consid-
ering that insomnia has been shown to be a significant risk 
factor for the development of alcohol problems [31] due to 
increasing tolerance to its sleep-promoting effects, it makes 
sense to suggest that alcohol must not be used as a sleep aid.

Food and liquid intake

While there is a considerable literature on the impact of 
sleep deprivation on hunger and food intake, there is sur-
prisingly little information on the impact of hunger or being 
over sated on how an individual sleeps. The story appears 
to be similar for liquid intake. The general recommendation 
is that an individual should not go to sleep hungry or eat a 
heavy meal before bed and should minimize liquid intake in 
the evening (2–3 h before bedtime). Certainly these recom-
mendations make physiological sense as trying to sleep is 
going to be more challenging if the individual is digesting 
a heavy meal, especially if the meal contained high levels 
of spice or fat. Additionally, going to bed hungry is likely 
to increase the chances of a blood sugar drop in the night, 
waking the individual. Excessive liquid during the evening 
is likely to increase nocturnal awakenings with the need to 
use the bathroom at night. The impact of which is likely 
to be more so for older adults [32]. These rules aside, it 
is important to account for individual and circumstantial  
(e.g., illnesses characterized by dehydration) differences in 
the timing and amount of food and liquid intake.

Nicotine

As with alcohol, the general recommendation is that nico-
tine should be avoided close to bedtime. Nicotine is a stim-
ulant and as such has the capacity to disrupt sleep [33]. 
Jaehne and colleagues [33] reviewed the literature regard-
ing nicotine and sleep and from the nine human studies 
that met criteria they found that smokers had double the 
risk of developing sleep disturbances, compared to non-
smokers. Additionally, from their review of polysomnog-
raphy studies, smokers tend to demonstrate longer sleep 
onset latencies, reduced SWS, and a longer REM latency 
compared to nonsmokers [33]. Where this would suggest 
curtailment or even cessation of nicotine would be good 
for sleep, a challenge here is the negative impact of with-
drawal on sleep, which can begin 6 h following abstinence 

and last for 3  weeks or  longer [34]. Nicotine abstinence 
has been consistently shown to relate to subjectively and 
objectively defined poor sleep [33]. As such it appears that 
a balance between abstinence and cessation needs to be 
struck. Passive smoking is also negatively related to sleep 
[35]. Sabanayagam and Shankar [36] found that while to-
bacco users had a twofold increase in risk of insufficient 
sleep compared to nontobacco users, second-hand smoke 
exposure was associated with insufficient sleep among 
nonsmokers.

Bedroom environment

The general rule with regard to the sleep environment is 
ensuring that it should be cool, dark, quiet, and comfort-
able, and more recently, free from electronics. Having a hot 
bedroom or an uncomfortable bed was independently asso-
ciated with reports of nonrestorative sleep in one large pan-
European study [37]. Environmental modifications such as 
blackout blinds, eye masks, earplugs, new mattresses, and 
the use of suitable bedding and sleepwear are encouraged 
under this recommendation.

Bedroom temperature—both excessively hot and 
cold environments can negatively influence sleep. Above 
71°F/21.6°C has been shown to disrupt sleep, as has be-
low 41°F/5°C [38, 39]. The National Sleep Foundation [40] 
suggests between 60°F/15.6°C and 67°F/19.4°C is ideal.

Bedroom light—light is likely to wake the individual 
earlier than desired or prevent the individual from sleeping 
due to its influence on the circadian system and the sup-
pression of melatonin. Indoor lighting as low as <500 Lux 
has been shown to suppress melatonin [41]. In one study 
participants exposed to <200 Lux for 5 consecutive days 
showed a later melatonin onset and a shortened melatonin 
duration (90 min) compared to those who were exposed to 
dim light <3 Lux [42].

Bedroom noise—of all the bedroom environmental fac-
tors, noise has been the most studied [43]. The findings 
are clear in that excessive noise disrupts sleep, and subse-
quent daytime performance, even if the individual does not 
recall awakening during the night [43]. The World Health 
Organization (WHO) suggests nighttime noise should be 
below 40 dB [44]. That said, there are individual differences 
in noise tolerance with one study demonstrating that 15 dB 
was sufficient to wake one individual whereas for another it 
took 100 dB [45].

Bedroom Comfort—a comfortable sleep environment 
could mean very different things to different people. For 
some this may include specific elements regarding the bed 
itself—good bedding, a supportive mattress, the number 
and density of pillows. There is little evidence for these fac-
tors making a specific impact on sleep in general, however, 
as personal preference is likely to be key [46]. That said, 
one study has demonstrated poorer sleep outcomes when 
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sleeping on a hard surface compared to a softer one [47]. 
Irrespective of the definition of bedroom comfort it stands 
to reason that if the bedroom environment is not perceived 
as comfortable, achieving sleep can be problematic.

Removal of electronics

Although not included explicitly in sleep hygiene recom-
mendations, presumably due to historical reasons, recently 
the impact of electronics in the bedroom, and use close to 
bedtime, in relation to sleep has become a focus of attention 
[48]. The review by Cain and Gradisar [49] showed that the 
most consistent aspects of sleep disturbed were a delayed 
bedtime and reduced total sleep time. Similarly, Hale and 
Guan’s review of 67 studies showed similar findings for 
screen use with 90% of those studies showing adverse sleep 
outcomes [50]. The question remains as to the relative con-
tribution of the blue light emitted from these devices and the 
cognitive arousal that using these devices can have on sleep 
[51]. As such it would appear that removing electronics 
would be the advisable thing to do but this may be resisted, 
especially in younger populations.

Clockwatching

The general recommendation is that clocks are not good 
in the bedroom and should be removed or, at the least, not 
be visible. The rationale is that if an individual is awake in 
bed (either at bedtime or during the night) they are likely 
to check the clock and calculate (i) how long they have 
been asleep/awake and (ii) how long they have left before 
they need to get up. This is likely to provoke an anxious 
response, prolonging sleep initiation/reinitiation, resulting 
in further clockwatching and a vicious cycle of checking 
anxiety. Surprisingly, there is very little empirical data on 
the impact of clockwatching on sleep. From the data that 
does exist, however, it appears that monitoring the clock in-
creases presleep worry whether an individual has insomnia 
or not [52]. That said, people with insomnia do tend to dem-
onstrate an attentional bias toward clocks [53] so would be 
more likely to gravitate toward them if awake in bed.

Measuring sleep hygiene

In the majority of cases sleep hygiene information is gath-
ered as part of a routine clinical interview (see Morin [54] 
for a good example). There are, however, three scales that 
specifically measure sleep hygiene—The Sleep Hygiene 
Awareness and Practice Scale [55], the Sleep Hygiene Self 
Test [56], and the Sleep Hygiene Index [57]. Additionally, 
there are at least two that are more developmentally fo-
cused—The Children’s Sleep Hygiene Scale [58] and the 
Adolescent Sleep Hygiene Scale [59]. Again, as with the 
recommendations on sleep hygiene, there is no consensus 

between the scales as to what does and what does not con-
stitute sleep hygiene. As such, comparing the results from 
studies is challenging.

Do people with insomnia have poorer sleep 
hygiene than normal sleepers?

Several studies have examined levels of sleep hygiene in 
individuals with insomnia, comparative to controls. The 
results are mixed, both in terms of overall findings and the 
influence of individual recommendations. People with in-
somnia were more likely to smoke and drink alcohol before 
bed, compared to their normally sleeping counterparts, in 
one study [60]. Interestingly, in the same study caffeine 
consumption did not differ between the groups [60]. This 
latter finding contradicts an earlier study whereby levels 
of caffeine consumption were significantly higher in those 
with insomnia compared to normal sleepers [55]. Further, 
in an internet-based study in the United States, Gellis and 
Lichstein [61] found that poor sleepers engaged in poorer 
sleep hygiene practices; specifically they reported sleep-
ing in environments perceived to be uncomfortable, in 
terms of temperature and noise, compared to good sleep-
ers. Another study found people with insomnia were more 
likely to smoke within 5 min of bedtime, drink more alco-
hol in general, use alcohol to sleep, and consume alcohol 
within 30 min of bedtime, compared to controls. Despite 
this evidence, others have found no significant differences 
between people with insomnia and normal sleepers on a 
range of sleep hygiene behaviors [63]. For example, in 
Harveys’ study on individuals with sleep onset insomnia, 
she observed no differences on several sleep hygiene mea-
sures including bedroom noise; mattress comfort; general 
alcohol use; and caffeine, alcohol, and nicotine use close 
to bedtime [63].

As such, it appears there is no real consistent pattern 
of sleep hygiene behaviors that can be linked to insomnia. 
Whether this inconsistency speaks to different behaviors 
being measured or to actual inconsistencies within dif-
ferent populations is difficult to ascertain. Another issue 
is causality—is it the case that any differences observed 
between those with insomnia and those without are a con-
sequence of having insomnia? Alternatively, if poor sleep 
hygiene causes insomnia then it could reasonably be as-
sumed that knowledge of sleep hygiene would relate to 
behavior.

With respect to the latter question, Brown and colleagues 
[1] found that knowledge of sleep hygiene rules was associ-
ated with sleep hygiene practices in college students, which 
in turn was related to sleep quality. Conversely, however, 
Voinescu and Szentagotal-Tarar [64] found that moderate 
to low levels of sleep hygiene awareness were unrelated to 
sleep quality. As such it is unclear as to whether insomnia is 
related to poor sleep hygiene practices.



Sleep hygiene and the prevention of chronic insomnia  Chapter | 11 141

What is the role of sleep hygiene in the 
management of insomnia?

The premise here is that if poor sleep hygiene can cause 
insomnia then the reverse would also be applicable, that is, 
correcting poor sleep hygiene can fix insomnia. This sup-
position is implied in the International Classification of 
Sleep Disorders (ICSD), which had, in its first and second 
iterations (ICSD [65]; ICSD-2 [66]) a specific subtype of 
insomnia labeled “inadequate sleep hygiene” (it is still in-
cluded in the ICSD-3 but as a variant form of insomnia). 
Under the old ICSD framework it was suggested that there 
were 11 contributors to inadequate sleep hygiene. However, 
as we saw in the last section the findings of an association 
between poor sleep hygiene and insomnia are quite mixed. 
One study, which examined diagnoses according to the 
ICSD, DSM, and ICD, found Inadequate Sleep Hygiene 
was the primary diagnosis in only 6.2% of 257 patients 
although it was a very commonly ascribed as a secondary 
diagnosis—34.2% [67]. Further, a review of the literature 
by Reynolds and Kupfer [68] concluded that “inadequate 
sleep hygiene” was unlikely to be a primary cause of insom-
nia but rather should be seen as an exacerbating factor. The 
American Academy of Sleep Medicine (AASM) summa-
rized the data from sleep hygiene studies and concluded that 
there is insufficient evidence to suggest that sleep hygiene is 
an effective stand-alone therapy for insomnia (AASM [69, 
70]). A more recent meta-analytic comparison of 15 studies, 
which employed sleep hygiene interventions, concurs with 
the AASM [62]. They found that the effect sizes from the 
sleep hygiene interventions were similar to those observed 
for psychological placebo interventions for insomnia. 
Interestingly, although comparable treatment improvements 
were observed for a sleep hygiene intervention compared to 
meditation and stimulus control in one study, participants 
rated the sleep hygiene intervention less favorably [3].

Due to this accumulated knowledge and lack of con-
sistency in findings, over time, sleep hygiene, in its broad-
est form, has three main functions today: (i) serving as an 
“active control” in insomnia intervention trials, (ii) as the 
psycho-educational component in CBT-I, and (iii) as an al-
ternative to pharmacotherapy in primary care [71]. In the 
latter case, despite the belief that sleep hygiene has limited 
value by those providing it (i.e., General Practitioners).

So, is there a role for sleep hygiene in sleep 
medicine and practice, beyond insomnia?

If sleep hygiene is not recommended as a stand-alone therapy 
for chronic insomnia, does it have a part to play elsewhere 
in the arena of sleep? One suggestion is that it be used as 
part of a broader public health campaign with the aim of in-
creasing overall sleep health [72]. Only recently has the con-
cept of Sleep Health been defined [73, 74] with the premise 

that improvements can be made, in terms of sleep for those 
without sleep problems. Further that improvements in sleep 
health will have an impact on overall health and wellbeing. 
In line with that suggestion, an interesting study by Barber, 
Grawitch and Munz [75] found that those with poorer sleep 
hygiene were at risk of poorer work performance due to its 
presumed impact on the after-work recovery process. Herein 
lies a further consideration, however, if someone has poor 
sleep hygiene but considers himself or herself an average 
or even good sleeper are they going to change their sleep 
habits and rituals? As yet, however, sleep hygiene has not 
been systematically employed in the arena of sleep health or 
a preventative public health campaign [72].

THE PREVENTION OF CHRONIC 
INSOMNIA

In order to outline a preventative agenda for any disorder, 
let alone insomnia, we must first understand its etiology. 
Only by knowing how and why it occurs, as well as how 
it evolves or changes over time, can we start to determine 
how and when to intervene. Intervening too early may be 
detrimental in that we may be altering/affecting what may 
be a normal biological process whereas intervening too late 
is also likely to be as detrimental, if not more so, and pro-
long suffering. This level of understanding of a disorder can 
be achieved using several methods. For example, both de-
scriptive and analytic epidemiological studies are likely to 
give us an insight into which individuals are most likely to 
be affected by the disorder and when in their lifespan they 
are most likely to be at risk. Unfortunately there is scarce 
empirical data on the development of insomnia, with suf-
ficient sensitivity, to understand its early progression [76]. 
That said, there is one suggestion, outlined in several of the 
models of insomnia, as to what initiates insomnia.

Etiological models of insomnia

The most widely regarded model of the etiology of insom-
nia comes from Spielman [77, 78]. Spielman proposed that 
insomnia occurs as a combination of two factors—predis-
posing factors and precipitating events, respectively. Where 
predisposing characteristics, such as personality factors, 
demographic factors, or biologic traits are not sufficient 
to give someone insomnia on their own, a triggering event 
occurs (precipitant) which then pushes the individual over 
a threshold, into insomnia. This phase is termed “Acute” 
or “Short Term” Insomnia. Further, Spielman suggests that 
perpetuating factors (behaviors the individual with insom-
nia engages in to manage their initial insomnia—such as 
going to bed early, napping, staying in bed in the morn-
ing) start during this acute phase and gain momentum as 
the insomnia progresses (Fig.  11.1). Although the model 
gives a starting point of what factors may be involved in 
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the  etiology of  insomnia, and their relative contributions 
over time, what the model does not tell us is when insomnia 
becomes insomnia. Without that knowledge it is difficult 
to determine when best to intervene. Several other mod-
els followed Spielman’s (e.g., Perlis and colleagues [79] 
Espie [11]; Harvey [12]; Buysse and colleagues [80]) and 
central to all is the concept of a precipitating event and the 
beginning of perpetuating factors during the acute phase 
(although later models emphasized cognitive as well as be-
havioral perpetuating factors) but none as yet have provided 
a duration element to their respective model.

What we know about acute insomnia?

Up to one-third (31%–36%) of the population will suffer 
from Acute Insomnia (i.e., up to 3 months) in a given year 
and between 7.9% and 9.5% of adults report having acute 
insomnia at any given time, with 51.2% of them reporting 
it as a first episode [81]. The duration criterion used in this 
study was based upon the Diagnostic and Statistical Manual 
of Mental Disorders (DSM-5 [82]) and International 
Classification of Sleep Disorders (ICSD-3 [83]) defini-
tions for Insomnia Disorder. That said, the genesis of that 
timeline in both classification systems has never been expli-
cated. Those with Acute Insomnia differ from normal sleep-
ers in both subjective and objective sleep characteristics. 
Those with Acute Insomnia report longer Sleep Latencies, 
more awakenings during the night, longer periods of noctur-
nal wakefulness, and lower sleep efficiencies compared to 
normal sleepers [84]. Further, actigraphically defined sleep 
fragmentation is higher in those with Acute Insomnia, rela-
tive to normal sleepers, as is polysomnographically defined 
light sleep (N2) with lower amounts of Slow Wave Sleep 
[84, 85]. Further, in support of Spielman, it appears that 
those with Acute Insomnia do engage in both cognitive and 
behavioral activities that can perpetuate insomnia in a simi-
lar manner to those with Chronic Insomnia (i.e., worrying 

about sleep, becoming preoccupied with sleep, spending 
more time in bed) [86, 87].

Can we prevent acute insomnia from 
becoming chronic?

There is currently only one intervention that has attempted 
to circumvent the transition from acute to chronic Insomnia 
[88]. Based on the assumption that acute insomnia should 
be easier to manage during the acute phase due to perpet-
uating factors being in their infancy [89] and the relative 
success of brief variants of CBT-I (e.g., [90, 91]), the inter-
vention—termed the “one shot” involves a single 60–70 min 
treatment session and an accompanying pamphlet. Three 
relatively small studies have been undertaken on the “one 
shot” [88, 92, 93]. The first, a Randomized Controlled Trial 
in a community sample of adults demonstrated a signifi-
cant improvement in insomnia symptoms 1 month follow-
ing the intervention. Furthermore, the 1-month remission 
rate was 60% compared to 15% in the control group [88]. 
Interestingly, at 3  months postintervention the remission 
rate in this group had increased to 73%. The second study 
aimed to determine whether the intervention could be de-
livered in groups, which it could although group treatment 
impacts negatively on adherence, and in that instance the 
overall remission rate at 1 month was 72%. The final study 
aimed to use the intervention in a male prison setting due to 
the high levels of insomnia in this population [94]. The re-
mission rate in this final study was similar to that observed 
in the second trial (73%). In the final two studies, signifi-
cant reductions in anxiety and depression symptomology 
were also observed [92, 93].

Identifying those at risk

While there have been, albeit small, advances in the arena 
of acute insomnia, there is even less work aimed at pri-
mary prevention. One avenue that has not, until recently, 
been systematically explored is determining individuals’ 
who may be vulnerable to insomnia (i.e., Spielman’s pre-
disposing factors). Where previous research has tended to 
characterize personality characteristics and other presumed 
predisposing factors in those who already have insomnia, 
Drake and colleagues created the Ford Insomnia Response 
to Stress Test (FIRST [95]). The FIRST is a brief self-report 
scale that asks the likelihood that an individual would lose 
sleep over several stressful situations. Several studies have 
been undertaken using the FIRST and it appears to be a good 
indicator of a first episode of insomnia [96] in addition to 
having a strong genetic component [97]. Importantly, recent 
research using the FIRST has demonstrated that the first 
episode of insomnia sensitizes the sleep system making the 
individual vulnerable to insomnia again in the future as well 
as depression and anxiety [98]. What would be interesting 
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FIG. 11.1 Spielman’s 3 P model of insomnia.
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is to determine whether a sleep hygiene intervention or the 
“one-shot” would act as a buffer to getting insomnia, in the 
face of a stressor, in those who score highly on the FIRST.

CONCLUSIONS

Sleep hygiene is clearly a complex area in terms of defin-
ing and evidencing the specific recommendations. While 
there have been significant levels of investigation for some 
aspects (e.g., alcohol, caffeine, bedroom noise) there has 
been very little in other areas (e.g., clockwatching, food and 
liquid intake). While each aspect of sleep hygiene has the 
potential to influence sleep, this data has not translated well 
in terms of both differentiating those with insomnia from 
normal sleepers and in the management of insomnia. It is 
plausible to assume that lay knowledge of sleep hygiene, 
especially in those with insomnia who are more likely to 
seek out this information, and self-motivated behavioral 
change may be responsible for this lack of association be-
tween sleep hygiene and poor sleep. Although the exist-
ing evidence base would suggest a limited role for sleep 
hygiene in the management of chronic insomnia, beyond 
a psycho-education component within Cognitive Behavior 
Therapy for Insomnia (CBT-I), an alternative perspective is 
proposed. That sleep hygiene should still be routinely as-
sessed in all sleep disturbed patients but any corresponding 
advice should be tailored specifically to what the patient 
has not yet tried or adopted successfully. This recommenda-
tion is to account for individual differences in tolerability 
and vulnerability to insomnia based upon specific aspects of 
sleep hygiene. Furthermore, with the advent of Sleep Health 
as a concept and recent moves toward a more preventative 
approach to sleep medicine, sleep hygiene may still have a 
role to play alongside briefer forms of CBT-I. When con-
sidering the costs and consequences of Chronic Insomnia, 
prevention is clearly the way forward, preferably at a public 
health level.
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INTRODUCTION

Human sleep is naturally-recurring and easily reversible 
state that is characterized by reduced or absent conscious-
ness, perceptual disengagement, immobility, and adop-
tion of a characteristic sleeping posture. Regulation of the 
sleep-wake system includes both homeostatic and circadian 
components and is modified by genetic, physiologic, en-
vironmental, and behavioral factors (See Chapter 1 in this 
volume). Importantly, determining whether an individual is 
“asleep” can only be accomplished through indirect meth-
ods—it is typically impossible to make a direct measure-
ment of sleep or wake, as this represents a complex output 
of neurologic systems that are primarily contained in the 
midbrain. Instead, we rely in indirect measures of sleep.

The accepted “gold-standard” measure of sleep is 
polysomnography, which is a combination of physiologic 
recording channels including electroencephalography, elec-
tromyography, electrooculography, electrocardiography, 
oximetry, and measures of respiration [1]. Polysomnography 
assesses cortical synchronization activity and can be used to 
discern “sleep stages” which are distinct states that occur 
across the sleep period and reflect characteristically distinct 
brainwave patterns that themselves represent and/or corre-
late with other physiologic processes. Polysomnography, 
while considered the gold-standard, is an indirect measure 
of sleep, and has some important limitations. Most notably, 
it is usually very expensive and burdensome. The expense 

precludes repeated assessment in large samples and the bur-
den on patients is such that it can itself cause changes to 
sleep. Because of this, polysomnography is known to inter-
fere with sleep, is rarely recorded over several nights, and 
polysomnographic recordings are not well-suited to reflect 
habitual sleep.

Field-based measurement of sleep is different from 
polysomnography in that it utilizes a movement-detection 
apparatus to assess patterns of mobility and immobility in 
order to estimate whether an individual is asleep or awake 
[2]. Newer wearable devices also incorporate heart-rate 
based measurements of sleep [3]. Although actigraphy 
cannot assess sleep stages, it can estimate whether an indi-
vidual is awake or asleep with (typically) 1-min resolution. 
With this information over a whole recording period, deter-
minations can be made regarding sleep duration and time 
awake (e.g., sleep latency and wake time after initial sleep 
onset); this can be used to calculate variables such as sleep 
efficiency (the ratio of time asleep to total time in bed). See 
Table 12.1 for a broad comparison between Actigraphy and 
Polysomnography.

SCORING ALGORITHMS

The first use of movement-based recordings to determine 
sleep and wake were published in 1972 [4,5] on a set of 
psychiatric patients. Even in this first study, with little tem-
poral resolution or precision in movement estimation, it was 
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clear that this method could be useful for determining sleep 
schedules. See Fig. 12.1 for a reproduction of the first im-
ages of 24-h actigraphy recordings.

In 1978, Kripke and colleagues would publish results 
of a similar study using a different device, referring to the 
method as “actigraphy” [6]. These initial devices used crude 
movement-transducers to quantify movement counts. The 
first studies examined the raw data outputs to score sleep 
versus wake [6,7], but it was soon hypothesized that this 
scoring could be automated. The first sleep-wake scoring 
algorithms were developed with the assumption that sim-
ply quantifying movement was insufficient—other factors, 
including the context of that movement and time of day, are 
also essential.

Several actigraphy scoring algorithms have been devel-
oped over the course of the past ~40 years. As actigraphic 
technology changed, algorithms changed as well. The first 
validated scoring algorithm was described by Webster and 
colleagues [8] and derived their algorithm against polysom-
nography as a gold standard. Their algorithm, which included 
weights of the 1-min epoch of interest, as well as the previous 
four epochs and subsequent two epochs for context, set the 
standard for future actigraphy scoring algorithms. Of note, 
the Webster algorithm was meant to be followed up by addi-
tional scoring rules that represented areas where the scoring 
algorithm often failed (such as brief apparent sleep episodes 
that were likely actually time awake). Overall, rate of agree-
ment between actigraphy and polysomnography was >90%.

TABLE 12.1 Comparison of actigraphy to polysomnography.

 Actigraphy Polysomnography

Standard epoch length 1 min 30 s

Cost Low High

Nights typically evaluated 7–14 1–2

Captures daytime sleep Yes No

Channels recorded 1 or few Many

Measures immobility Yes Yes

Measures reduced or absent consciousness No Indirectly

Measures sensory inhibition No Indirectly

Measures sleep-related breathing No Yes

Measures sleep continuity Yes Yes

Measures sleep timing Yes No

Measures sleep regularity Yes No

Measures sleep satisfaction No No

FIG. 12.1 The first published actograms, in the paper by Foster and colleagues [4].
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Subsequent attempts at developing scoring algorithms 
typically adopted a similar approach (weighting the epoch 
of interest against several previous and subsequent epochs), 
though the adoption of follow-up rules were often dropped 
in favor of less structured hand-scoring for clear anomalies 
and errors. These included algorithms developed for analog 
motion transducers [9], analog accelerometers [10–12], and 
newer accelerometers that included multiaxial assessment 
and digital recording [13,14]. Overall, as the technology has 
progressed and the use of actigraphy has expanded, valida-
tion studies often included larger and more diverse samples. 
Still rates of agreement with polysomnography are typically 
around 85%–90% [2,15–17].

Of note, each of these algorithms were validated in a 
specific context. For example, these validation studies typi-
cally are restricted to a particular device or type of device 
(e.g., linear analog transducer) and it is not clear how well 
these algorithms will fare in other devices. There is evidence 
that algorithms are somewhat transferrable across devices 
and even movement recording modalities [8,14], but this 
limitation should be acknowledged. Also, these validation 
studies typically only compared actigraphy to polysomnog-
raphy within a defined in-bed interval. Methods for using 
actigraphy to detect sleep during the daytime or methods 
to automatically determine an in-bed interval in real-world 
settings are often not well-validated and therefore caution 
should be taken with these approaches.

Most newer actigraphic devices use microelectrome-
chanical systems [14,18] to record movement. These ap-
proaches, which apply nanotechnology to accelerometry 
and produce accelerometers that fit on a tiny microchip, 
often apply similar principles to traditional accelerometers, 

just on a smaller scale [18]. Several devices that use MEMS 
chips to record accelerometry for sleep detection have been 
validated [14], though many of these chips are optimized 
for physical activity measurement more than sleep.

TYPES OF ACTIGRAPH DEVICES

The most common devices in the scientific literature include 
those developed by Ambulatory Monitoring, Inc. (AMI) and 
Mini-Mitter Inc. (later acquired by Respironics, which was 
acquired by Philips) [12,13,19–24]. These devices are simi-
lar and have changed relatively little over the past several 
years. Several AMI devices have been validated in the sci-
entific literature for sleep, though the ones most frequently 
used are the Actillume (older device) and Motionlogger 
(newer device). These devices, and others, are depicted in 
Fig. 12.2. The Actillume was an analog device with a ba-
sic accelerometer array that could capture movement in 3 
dimensions. The Motionlogger replaced the Actillume as 
a digital device that was smaller and actually had a watch 
face. Both the Actillume and Motionlogger record environ-
mental light with a single photometer channel, but only the 
Motionlogger device has a mode that can estimate off-wrist 
time, which is important to distinguish from on-wrist lack of 
movement and is also water-resistant. The device made by 
Mini-Mitter was the Actiwatch (also depicted in Fig. 12.2, 
in several iterations). The Actiwatch was similar to the 
Motionlogger in that it digitally recorded both movement 
and light and stored data in 1-min epochs. Since the manu-
facturer was acquired by Respironics and then Philips, new 
versions of the device include the Actiwatch-2 (pictured) 
and the Actiwatch Spectrum (pictured). These devices 

FIG. 12.2 Images of common actigraphic devices, including the Motionlogger (A), Actiwatch Spectrum (B), and Fitbit Charge 2 (C).



150 PART | III Addressing sleep health at the community and population level

similarly record movement and light; the Actiwatch-2 has 
a rechargeable battery and is water-resistant. The current 
models of the Actiwatch Spectrum are also water-resistant 
and also have rechargeable batteries; the added features of 
the Spectrum include off-wrist detection and light channels 
for red, green, and blue light spectra.

Several other devices have also been used with relative 
frequency in scientific settings, though validation of these 
devices is less robust. For example, the GT3X and related 
devices from Actigraph, Inc. (pictured in Fig. 12.2) are fre-
quently less expensive than AMI or Philips devices, though 
they have been less rigorously validated [25,26]. Of note, 
no scoring algorithm has been developed for this device and 
the scoring software simply co-opts algorithms from other 
devices, assuming relative accuracy. Also, these devices do 
not contain a light channel. Other devices that have shown 
some degree of scientific utility include the GENEActiv 
[14] (made by ActivInsights), the Motion Watch [27] 
(made by Cambridge Neurotechnology), Fitbit devices 
[3,19,26,28–31] (made by Fitbit), and the Readiband (made 
by Fatigue Science). These devices may be useful but are 
less well validated.

Other actigraphy-like devices have also emerged on 
the market. For example, some products are to be worn as 
an armband, such as the SenseWear [32] band (made by 
Body Media). Other devices, such as the Oura [33] (made 
by Oura) are to be worn as a ring on the finger. Some 
devices use movement recorded by the mattress using 
 pressure-sensing technology, such as the EarlySense [34] 
(made by EarlySense Ltd.) device. Another device, called 
the SleepScore MAX (made by SleepScore, formerly the 
device called S+ made by ResMed) uses contactless infra-
red technology to assess sleep-related parameters. Although 
it does not measure movement in a similar way, it has been 
used as an alternative to actigraphy for individuals who can-
not tolerate a wearable and validation data for the device 
are relatively strong for sleep-wake detection. A portable, 
FDA approved, one-lead EEG sensor called the Z-machine 
has been validated [26,35], and used to validate other field-
based measures. The validity of these devices is much less 
established than that of more traditional actigraphy, but this 
may change as more literature is published on specific de-
vices and modalities.

It should be noted that many smartphones contain MEMS 
chips and many software programs (i.e., apps) attempt to le-
verage these for sleep-wake detection. However, these apps 
typically do not estimate sleep based on movement at the 
wrist or anywhere else on the person; rather they frequently 
attempt to assess movement by being placed on the mattress 
or otherwise near the sleeper. It should be noted that despite 
the apparent popularity of these apps, none has demonstrated 
good validity relative to validated sleep measures. For exam-
ple, one very popular app was shown to be unrelated to any 
observed values obtained from a validated source [36].

Newer commercial wearable devices use MEMS chips 
in addition to heart rate sensors to improve sleep algorith-
mic scoring, such as the Fitbit Charge 3, the Motiv ring, and 
others. Heart rate measurement is relatively simple com-
pared to other measurements during sleep, and a study of 
heart rate during sleep is well established [37]. Specifically 
heart rate variability, or the changes in time between heart 
beats measured as an R-R interval (referring to the EKG 
recording of heart rate), is specifically studied as a method 
for determining sleep stages [38,39]. The combination of 
actigraphy and heart rate measures during sleep hold prom-
ise for more accurate sleep scoring algorithms.

LIMITATIONS OF ACTIGRAPHY AND 
RELATED CONSIDERATIONS

All measures of sleep in humans are indirect. And, thus, all 
measures of sleep in humans are imperfect. There is no way 
to accurately estimate a person’s sleep duration and sleep 
architecture over a period of days or weeks in such a way 
that habitual parameters can be estimated. Actigraphy may 
be the best and most accepted solution, but it is not without 
limitations.

For example, compared to polysomnography, actigraphy 
has relatively good sensitivity (it correctly identifies sleep 
most of the time), but it has relatively poor specificity (it in-
correctly identifies wake much of the time). See Fig. 12.3 for 
an image from a paper by Marino and colleagues [15] that il-
lustrates this based on data from a large sample of real-world 
adults. What this means is that, relative to polysomnography, 
it will identify nearly all of the sleep epochs as sleep, but 
it will mis-identify many of the wake epochs also as sleep, 
thus over-estimating sleep relative to  polysomnography. 
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FIG.  12.3 Sensitivity, specificity, and overall accuracy of actigraphy 
 devices in the study by Marino and colleagues [15].
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This pattern of findings is frequently reported in the ac-
tigraphy validation literature and is probably explained by 
individuals lying in bed awake immobile when they are try-
ing to sleep. Fortunately, most people spend relatively little 
time immobile but awake in bed, and this measurement er-
ror is minimized. But as the previously-referenced paper by 
Marino and colleagues showed, the more time individuals 
spent awake in bed not sleeping, the greater the proportion of 
those epochs were misidentified as sleep by actigraphy (see 
Fig. 12.4). Fig. 12.4 shows that although there is a strong 
relationship between actigraph and polysomnographic wake 
time after sleep onset, there is a systematic increase in un-
derestimation as wake time after sleep onset increases be-
yond about 30 min. Therefore, actigraphy may be relatively 
accurate overall, but it is typically better at detecting sleep 
than wake and thus may overestimate sleep, especially when 
individuals spend excessive time in bed awake.

It should be noted that these studies, by design, have 
clearly identified in-bed intervals (defined by the time 
hooked up to polysomnography). Real-world implemen-
tation of actigraphy, which records over days, typically 
lacks this defined period in bed. Although this issue ap-
plies to nighttime sleep, it is unclear how it applies to 
daytime sleep. Since actigraphy algorithms typically iden-
tify many periods of brief sleep during the day, it may 
over-estimate sleep out of bed, compared to what poly-
somnography would presumably record. Also of note, 
sleep diary is known to over-estimate sleep compared to 
polysomnography, especially in people without insomnia. 
Actigraphy, though, does not approximate sleep diary in 
this way. It is typically a better approximation of  objective 

sleep  recorded with polysomnography than it is an ap-
proximation of self-reported sleep recorded by sleep diary. 
Therefore, it will appear to underestimate sleep, compared 
to sleep diary.

Another limitation of actigraphy is that its utility in 
sleep disorders is different than in individuals without sleep 
disorders. Of note, actigraphy can be quite useful for mea-
suring sleep in insomnia patients, being relatively accurate 
at estimating sleep duration, sleep timing, sleep efficiency, 
wake after sleep onset, and other parameters. Yet, it has been 
shown to be relatively inaccurate regarding sleep latency, as 
this is likely when individuals are most likely to be awake 
but immobile [22]. For sleep apnea, actigraphy can often 
assess sleep characteristics, but the frequent movements as-
sociated with arousals may interfere with the device’s ac-
curacy [16,40–42].

Children move more during the night, especially boys. 
Therefore, scoring rules for actigraphy in children may 
need to be different and may need vary by developmen-
tal stage. Many previous studies have validated actigra-
phy for pediatric populations including infants [43–47], 
children [19,43,48], and adolescents [19,32,40,49,50]. 
Especially since parent reports are unreliable and child re-
ports of sleep are also unreliable, a method for accurately 
representing sleep is imperative. In this case, actigraphy 
is a useful option, but caution should be used in scoring 
in order to ensure accuracy. Additionally, sleep changes 
throughout the lifespan, and therefore scoring algorithms 
in adult populations may need modifications for specific 
physiological conditions, such as pregnancy [51] and in 
older adults [11].

(A) (B)
FIG. 12.4 Underestimation of Wake after Sleep Onset (WASO) by actigraphy, as a function of increasing polysomnographic WASO. (From Marino 
M, Li Y, Rueschman MN, et  al. Measuring sleep: accuracy, sensitivity, and specificity of wrist actigraphy compared to polysomnography. Sleep 
2013;36(11):1747–1755.)
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A critical issue with actigraphic sleep assessment is that 
many sleep parameters require the estimation of values in the 
context of being in bed and trying to sleep. For example, sleep 
efficiency is based on total time in bed, and sleep latency repre-
sents the amount of time elapsed between when the person goes 
to bed and when they fall asleep. Therefore, knowing when a 
person is in bed is important for actigraphic data to be useful 
for characterizing sleep. Yet, actigraphic devices cannot sense 
when an individual is in bed. When scoring actigraphic sleep, 
most software packages have proprietary methods for estimat-
ing the time a person enters and leaves the bed. These intervals 
are critical for determining sleep parameters in actigraphy, as 
illustrated in Fig. 12.5. In Fig. 12.5, a typical night is depicted, 
where the software estimated an in-bed interval based on move-
ment that is clearly incorrect. The software estimate that the per-
son was in bed where indicated in blue (the darker blue reflects 
the estimated interval where the individual was mostly asleep). 
The black lines represent movement, and the broken red line 
at the bottom indicates estimated sleep versus wake. The soft-
ware estimated an in-bed interval from approximately 5:30 PM 
until approximately 8:00 AM. Yet, based on the movement pat-
terns, it is likely that the individual did not get into bed until 
about 11:30 PM. Thus, rather than 14.5 h in bed, the individual 
likely spent about 8.5 h in bed. There is currently no validated 
algorithm for choosing these in-bed intervals in the software. 
Hand-scoring approaches have been the gold-standard [7,52] 
and many scorers use a combination of experience, sleep diary 
data, and data from the light channel (on/off) to determine the 
interval in which to look for sleep [2]. Along these lines, detect-
ing time in bed for naps is similarly (and more) difficult.

Another key issue with actigraphy is that many of 
the most well-established devices (e.g., Actiwatch and 
Motionlogger) download data directly into a computer. 
Because of this, data loss and/or device failure is not known 
until the device is downloaded at the end of the assessment 
period. This is in contrast to devices that use Bluetooth con-
nectivity to a mobile phone device, which can provide up-
dates into the cloud, allowing for more prospective and/or 
active monitoring of data to better identify problems.

IDENTIFYING SLEEP STAGES WITH 
ACTIGRAPHY

Movement-based sleep estimation is unable to distinguish 
between sleep stages. Scientific-grade devices that assess 

sleep using actigraphy should not (and typically do not) 
claim to be able to estimate sleep architecture or depth in 
any way. Yet, several commercially-available devices have 
claimed this ability, despite available data.

There is one exception to this, in that a group led by 
Roenneberg [53] has characterized what they describe as 
“Locomotor Inactivity During Sleep” (LIDS), which is a 
way to characterize actigraphic recordings in more detail in 
such a way that may discern sleep stages. Fig. 12.6 shows 
some of the data from the first study of LIDS, showing a 
rough approximation of sleep cycles with cycling LIDS. Of 
note, this is still controversial and the methods for using 
LIDS have not been well-characterized.

One way in which actigraphic devices have been used 
to relatively accurately predict sleep stages is through the 
use of an additional physiologic channel (typically heart 
rate). The WatchPAT (Itamar Medical) is a wrist-worn de-
vice that is used to screen for sleep apnea and includes an 
actigraphy channel, as well as a channel for peripheral ar-
terial tone. Using this additional data, the device has been 
shown to relatively accurately distinguish between sleep 
stages [54,55]. Another device that uses a second channel 
to approximate sleep stages is Fitbit, who validated their 
devices which use a combination of accelerometry and 
optical plethysmography to get a measure of continuous 
heart rate [3]. This validation study showed that by com-
bining channels, the devices were able to achieve 94.6% 
sensitivity (comparable to other devices) and specificity 
of 69.3% (which is higher than that typically seen for de-
vices that use movement alone). Less accuracy was seen 

12.00 PM 8.00 PM 12.00 AM 6.00 AM 12.00 PM

FIG. 12.5 A typical 24-h actigraphic recording.

Sleep stage
Raw LIDS (mean ± SE)

FIG.  12.6 Approximation of locomotor activity during sleep (LIDS) 
 values relative to sleep stages. (From the paper by Winnebeck EC, Fischer D,  
Leise T, Roenneberg T. Dynamics and ultradian structure of human sleep 
in real life. Curr Biol 2018;28(1):49–59 [e45].)
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for “light” sleep (stage N1 and N2 combined, 69.2%), 
“deep” sleep (stage N3, 62.4%), and REM sleep (71.6%) 
individually, though these values should be taken in con-
text relative to the benefits of a repeatable and inexpen-
sive recording. Of note, these values are similar to those 
seen for WatchPAT.

The paper by Beattie and colleagues further notes that 
the device was more accurate for some sleep patterns than 
others [3]. Fig. 12.7 depicts examples of where the device’s 
native scoring algorithm was most accurate and least accu-
rate, and a typical record. This suggests that these types of 
devices may be more accurate for some people than others. 
Further work is needed to better model these discrepancies 
and improve accuracy.

The OURA ring has also undergone validation for sleep 
stages [33]. Similar to the other devices, the combination 
of movement and heart rate data yields sensitivity (95.5%) 
that is generally comparable to scientific-grade devices and 
specificity (48.1%) that is generally better than devices that 
use movement alone. The relative accuracy for “light” sleep 
(64.6%), “deep” sleep (50.9%), and REM sleep (61.4%) are 
comparable to Fitbit and other similar devices.

The SleepScore MAX device, mentioned above as a 
contactless infrared device that assesses sleep, has also been 

validated for sleep staging based on the signals it collects 
that relate to respiration and heart rate data.

Despite the existence of validation data for these de-
vices, sleep staging using these methods is still not endorsed 
by any organization or guidelines as accurate. Future guide-
lines may wish to take these into account, though.

OTHER CONSIDERATIONS

There are a number of additional factors that should be con-
sidered when using actigraphy to record sleep:

1. Type of movement recording. Devices use single-axis or 
multi-axis recording for omnidirectional recording. In 
addition, some devices may use MEMS chips for accel-
erometry. These considerations may play a role in decid-
ing which device is best for a situation.

2. Recording modes. Most actigraphic devices record in 
one (or more) of three recording modes. Zero-crossing 
mode (ZCM) is akin to a movement count approach, 
where each time a movement is recorded above a thresh-
old is registered as a count, with more counts represent-
ing greater movement. Time above threshold (TAT) 
refers to the sum of time above a set threshold repre-
senting movement versus nonmovement. This approach 

FIG.  12.7 A comparison of hypnograms for which the Fitbit device accurately represented sleep, compared to hypnograms for which it was less 
 accurate. (From Beattie Z, Pantelopoulos A, Ghoreyshi A, Oyang Y, Statan A, Heneghan C. Estimation of sleep stages using cardiac and accelerometer 
data from a wrist-worn device. Sleep 2017;40(Abstract Supplement):A26.)
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is similar to ZCM but includes a time element so it can 
not only capture frequency but duration of movement 
as well. Proportional integral mode (PIM) is the most 
sophisticated and uses a calculation of area under the 
curve for all movement recordings to most accurately 
represent movement. In studies comparing modes, PIM 
has been shown to be superior [11,56], though many 
older algorithms are based on ZCM because older de-
vices recorded movement counts only.

3. Ability to assess whether the device is off wrist. Many 
devices do not have the ability to discern whether the 
device is off wrist; this can lead to difficulties in scor-
ing. Off-wrist time will often be recorded as no move-
ment and will likely be mis-scored as sleep. Therefore, 
if a device cannot automatically tell when it is off-wrist, 
hand scoring is needed to delete these instances from the 
record so that scoring does not incorporate these miss-
ing values as sleep.

4. Assessment of brief changes in activity level. Different 
devices quantify activity in different ways. This applies 
to epoch length (which should be 30 or 60 s, in line 
with validation studies), as well as sampling within ep-
ochs. For example, a large, quick movement surrounded 
by stillness may be more likely to reflect sleep than a 
smaller but more sustained movement. As technology 
changes and greater resolution of sampling within ep-
ochs becomes available, approaches to handling these 
sorts of movements may refine scoring.

5. Dynamic range. Actigraphic devices use piezoelectric 
materials, which convert pressure changes due to ac-
celeration into changes in voltage. These materials are 
often ceramic or crystal in nature, but piezoelectric ma-
terials have varying properties. This may lead to differ-
ent dynamic ranges across devices—ranges that dictate 
the precision of the types of pressure changes to elicit 
accurately recorded changes in voltage. For example, 
some materials may be more accurate for larger types of 
movements but not as accurate for smaller movements. 
For this reason, devices optimized for sleep are often not 
optimized for physical activity and vice versa.

6. Frequency response and output deviation. This refers 
to the reliability of the output voltage change recorded 
in the presence of movement. Some devices have very 
narrow ranges, such that voltage changes consistently 
reflect acceleration changes. Other devices may allow 
for more deviations, such that a single movement can 
produce a range of outputs that may or may not accu-
rately reflect that movement.

7. High and low frequency limit. All devices have high 
and low limits regarding what types of activities are 
accurately recorded. Measurements above and below 
these thresholds are clipped. For sleep recording, lower 
thresholds are preferred, since sleep assessment requires 
resolution in the context of little or no movement.

8. Noise. All electrical systems contain noise, as do all 
measurements. This source of error, especially when it 
reflects background noise that can lead an epoch to be 
mis-scored as sleep or wake, can create difficulties with 
scoring. Devices should be evaluated relative to their 
noise levels.

9. Temperature sensitivity and range. Accelerometers 
measure changes in voltage output from piezoelectric 
materials as a result of a force of acceleration acting 
on a mass that interacts with the piezoelectric element. 
As temperatures change, density of matter changes and 
this may impact voltage measurements as the density of 
the space around the mass expands and contracts, for 
example. This is especially important for MEMS chips, 
where a very small change in density and pressure can 
cause a proportionately large change in recordings. 
Devices should be evaluated relative to their ability to 
record across temperature ranges.

SCIENTIFIC GUIDELINES

Guidelines for the conduct of actigraphy have been re-
cently published by the Society of Behavioral Sleep 
Medicine [2]. This guideline document outlines key 
considerations for those interested in using actigraphy 
for sleep research. In particular, this document outlines 
suggestions for actigraphs regarding their accelerom-
eters (omnidirectional and/or triaxial measurements are 
required, recording modes other than ZCM are recom-
mended, and epoch lengths should be 30 or 60 s, though 
some newer devices can make use of the raw recordings), 
appearance (appropriate to the population and intended 
use), event markers (which are recommended to increase 
precision of hand scoring), light sensors (recommended 
to aid in hand scoring), battery type (life of 3 days is re-
quired and 2 weeks is recommended), data storage (non-
volatile memory is recommended), and customer support 
(required). In addition, guidelines are provided regarding 
data collection, recording of ambient light, integration 
of rating scales, inclusion of patient instructions, device 
placement, and use of event markers and other techniques 
for gaining peripheral information to assist in scoring. 
Further, this document discusses three instances where 
data should be considered invalid: device removal (men-
tioned earlier), artifacts or abnormal data (i.e., suspected 
device malfunction), or artifacts of parenting (in pediat-
rics; e.g., rocking a sleeping infant). For use in research, 
the SBSM guidelines and other documents outline the 
importance of considering several key issues, including 
making sure scoring algorithms are appropriate and de-
fining the major sleep period, which can be difficult and 
particularly error-prone using automatic methods.

When evaluating devices for use in research, all of 
the above issues should be considered. This includes 
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 specifications of the device and software as well as plans 
for implementation. For example, some external indicator 
of time in bed should be applied, including a sleep diary 
or event marker. Automated scoring of sleep periods and 
sleep/wake determinations should be supplemented by 
hand scoring to eliminate anomalies and/or device mal-
functions. In evaluating specific devices, in addition to 
specifications, validation data should be critically evalu-
ated. Validation by an independent research group is pre-
ferred over internal efforts, so that any appearances of 
conflict of interest are addressed. Whether internal or in-
dependent, characteristics of the validation study should 
be evaluated as well. For example, sample size should be 
large enough and representativeness of the sample should 
be adequate to the use case being considered. Some vali-
dation studies compare to overnight polysomnography 
as a gold standard, while others compare against other 
previously-validated actigraphic devices. Either or both of 
these approaches may be appropriate, depending on the 
intended use of the device. For example, when using sleep 
measurement as a diagnostic tool, polysomnography is 
still the accepted method and all devices intended for di-
agnostic use will need to be similarly accurate, but devices 
used as population surveillance and public health could be 
validated in the field.

Validation studies should not rely on correlation coeffi-
cients. Ideally kappa scores, Bland-Altman plots, and other 
statistics should be employed. In particular, values should 
examine epoch-by-epoch agreement across modalities, 
reporting values for sensitivity (number of sleep epochs 
identified by the gold standard that were also identified as 
sleep epochs by the study device), specificity (number of 
wake epochs identified by the gold standard that were also 
identified as wake epochs by the study device), and overall 
rate of agreement (number of epochs for which the gold 
standard and study device agreed. Regarding sleep, since 
most evaluation periods will primarily consist of sleep, a 
high rate of agreement can be maintained even in the case 
of poor specificity. For example, if a sample achieves 90% 
sleep efficiency, and a device scores every epoch as sleep 
without even employing an algorithm, they would obtain a 
90% rate of agreement, 100% sensitivity, and 0% specific-
ity. Thus, a high rate of agreement does not alone suggest 
an accurate device.

EVALUATING COMMERCIALLY-AVAILABLE 
SLEEP TRACKERS

Commercially-available sleep trackers are widely used with 
relatively little validation in independent laboratories, but 
their popularity and effect on user behavior makes these 
devices extremely important in a public health context. 
With all new technology, it is important to keep previous 
work in this area in mind when evaluating new devices. For 

 example, if the Society for Behavioral Sleep Medicine does 
not recommend the use of actigraphy for sleep-staging, then 
claims of sleep-staging from commercial motion-based de-
vices should not be trusted until validation is provided in 
a peer-reviewed scientific journal. Unfortunately, scientific 
guidelines are rarely taken into account with commercial 
device development and independent validation is very late 
if available at all.

There are several ways to demonstrate the accuracy 
of commercial sleep devices. An optimal validation cycle 
would include: First, a comparison to polysomnography 
in a laboratory setting; Second, a comparison to validated 
field-based sleep measures; and Third, validation for spe-
cific populations (such as older adults or teens). Devices 
should undergo this process in order to be considered 
validated. Unfortunately, objective scientific validation is 
well behind evaluating technology at the pace in which 
new technology is introduced to the public. In general, the 
quality of the data and the consumer usability of the de-
vices are in opposition.

It should be noted that insufficient validation does not 
imply that a device is inaccurate; rather, it implies that the 
accuracy is undetermined. There are several ways in which 
devices are insufficiently validated. First, device manu-
facturers may not sufficiently determine that the electri-
cal output of the device in question is consistent with what 
would be expected (e.g., that the apparatus is functioning 
properly). Second, manufacturers may not sufficiently de-
termine that the electrical output is encoded, recorded, and 
processed in a way that is consistent with the intended func-
tion of the device. Third, device manufacturers may not suf-
ficiently determine that the scoring is consistent with what 
would be expected (e.g., what is typically referred to as 
validation). Fourth, devices may not be tested in the field 
in addition to a laboratory setting, in order to characterize 
their performance under real-world conditions. Completing 
all of these steps would be ideal. It is possible that a product 
could be deemed minimally sufficient if it meets some if not 
all of these criteria.

According to market reports [57], smart sleep tracking 
is expected to grow over the next 5 years, with companies 
such as Samsung, Philips, Nokia, Fitbit, Emfit, Garmin, 
ResMed, Sleepace, and Apple, Inc. all interested in sleep 
measurement. There have even been sleep sensors which 
are completely housed under the bed’s leg which can 
measure heart rate, respiratory rate and body movements 
[58]. In bed sensors differ from the traditional wearable 
devices, but rely on the same estimation of sleep from 
body movement and physiological measures. Validation 
of any of these devices usually relies on one or no studies 
published on their ability to measure sleep. Despite this 
limitation, sleep measurement using devices is probably 
better than the large-scale questionnaires that measure 
sleep in sleep epidemiology.
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CONCLUSIONS

Sleep tracking is rooted in a long history of actigraphic 
sleep recording across days and weeks. Actigraphy is a 
technique for measuring sleep using movement at the wrist 
(and sometimes hip), and mathematically predicting the 
likelihood that an individual is awake or asleep based on 
the pattern of movement. This approach is well-validated 
and there are a number of devices that have been shown to 
reliably and validly assess sleep, with some limitations and 
caveats that should be noted. Newer devices that include 
other channels such as heart rate can improve the detection 
of sleep and even offer a limited but useful estimation of 
sleep architecture. Devices, including commercial devices, 
should be used in the context of the limitations of the mea-
surement approach and data should be interpreted in that 
context. Commercially available devices are often changing 
and rarely provide validation data and thus should not be 
used for diagnosis and treatment of sleep-related disorders, 
but their use is limited to simple measurement in a healthy 
population.
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ABBREVIATIONS

CRP c-reactive protein
DVD digital video disc
IBM International Business Machines Corporation
IL-6 interleukin 6
ipRGC intrinsically photosensitive retinal ganglion cell
LED light-emitting diode
SCN suprachiasmatic nucleus
TNF-α tumor necrosis factor alpha

Mobile technology use is ubiquitous in modern society. It 
is common to observe people of all ages actively engaged 
with mobile phone devices while walking, within vehicles, 
and during daily life. The convenience of instant commu-
nication provides many benefits in modern life; however, 
engagement with mobile devices within the bedroom 
setting negatively impacts sleep patterns and the nor-
mal circadian rhythm, ultimately causing sleep loss [1]. 
Insufficient sleep is a public health concern [2]. One of 
the Healthy People 2020 goals for disease prevention and 
health promotion of all groups of people includes increas-
ing the proportion of the population who obtain the mini-
mum amount of sleep in a 24-h period [2]. The National 
Sleep Foundation consensus panel issued recommenda-
tions for minimum sleep duration for 8–10 h for teens 
(14–17 years), 7–9 h for adults (18–64 years), and 7–8 h for 
older adults (65 years and older) [3]. Nearly three quar-
ters of high school students do not obtain the minimum 
amount of sleep (8 h) according to the Center for Disease 
Control’s 2017 Youth Risk Behavior Surveillance Survey 
[4], and about 25% of adults obtain less than the recom-
mended amount of sleep 50% of the time [5].

Using electronic/technological devices in the bed-
room setting before and after lights out is prevalent 
among Americans of all ages in the 2014 and 2011 Sleep 

in America polls [1, 6]. More than 90% of adolescents 
report using mobile phones after bedtime and during the 
night [7]. Among Americans, 95% of people 18 years 
and older own some type of mobile phone, and 77% of 
those own a smart phone. Mobile technology use is more 
robust among individuals under the age of 30 years. In 
the young adult age group, 18–29 years, 100% own some 
type of mobile phone, 94% of those own a smart phone, 
53% own a tablet computer, and 22% own an eReader 
[8]. Among teens, 13–17 years, 88% either own a mo-
bile phone or have regular access to a mobile phone, and 
58% have a tablet computer [9a]. The use of smartphones 
without concurrent broadband services within the home 
is more common among younger adults, minorities, and 
lower income Americans, including 31% of those earning 
less than $30,000 per year, 35% of Hispanics, and 24% of 
Black/African Americans [8].

There is a pervasive presence of mobile phones among 
residents of emerging countries, with a higher incidence 
of conventional mobile phones rather than smart phones 
[9b]. The lack of availability of landlines contributes to 
the ubiquitous presence of mobile phone use in these 
countries, and some emerging countries have moved di-
rectly to mobile phones rather than adding infrastructure 
for landlines [9b]. Those residents who have a college de-
gree or those who are under the age of 30 are more likely 
to own a smartphone than a conventional phone. Text 
messaging is the most predominantly used mobile phone 
feature. Other mobile phone features include photographs 
and videos, as well as internet and social media access, 
with Facebook® and Twitter® being utilized as the most 
common social media platforms [9b]. The coincidence of 
sleep deficiency reaching its highest levels and ubiquitous 
mobile technology use throughout the world’s population 
are likely related, as a growing body of evidence would 
suggest.

Chapter 13



160 PART | III Addressing sleep health at the community and population level

SLEEP AS A BIOBEHAVIORAL STATE

Sleep is a vital biopsychosocial state, a naturally occurring 
process necessary for brain activity and body functions, 
psychological health and behavior, and individual, fam-
ily and sociocultural norms. In addition to the physiologic 
functions, sleep is also necessary for mental health, such as 
internalizing and externalizing behaviors.

Two-process model of sleep physiology

Sleep is regulated by a two-process mechanism: the sleep-
dependent sleep-wake (process S) and the sleep- independent 
circadian oscillator (process C) [10]. These processes work 
in tandem to regulate sleep. The sleep-wake homeostatic 
process is a compensatory brain mechanism, and is a func-
tion of sleep and wake homeostasis. Borbély proposed that 
the greater period of time one is awake, the longer the pe-
riod of sleep that follows. The state of wakefulness produces 
a pressure to fall asleep, which becomes stronger with the 
length of time awake, and dissipates with sleep.

The circadian process is a cyclic rhythmic process inde-
pendent of the sleep cycle occurring approximately every 
24 h, and the propensity for sleep corresponds with the low-
est body temperature [10]. Process C is regulated by two 
suprachiasmatic nuclei (SCN) oscillators located within the 
anterior hypothalamus [11]. Light enters the eyes through 
the retina and is transmitted by intrinsically photosensitive 
retinal ganglion cells (ipRGC), then relayed via a nonvisual 
retinal hypothalamic tract to the SCN [12]. The SCN regu-
lates circadian body processes, such as sleep, to maintain a 
24-h cycle. The ipRGC neurons are highly sensitive to light 
cues, especially short wavelength light that is enriched in 
light-emitting electronic devices, and mediate the nonim-
age forming circadian responses to these cues that serve to 
entrain the body’s biological rhythms [13, 14].

One such rhythm is the release of melatonin, a hormone 
secreted by the pineal gland. Melatonin release is inhibited 
by natural or artificial light and has a circadian pattern that 
reflects this: normally at a low level during the day, rises 
prior to sleep and increases sleep propensity, and is inhib-
ited by morning light cues [11, 15a]. Melatonin suppression 
and phase resetting, or shifting, of the melatonin rhythm are 
two examples of nonimage forming circadian responses to 
light. Full-spectrum light, even of moderately low inten-
sity, can suppress melatonin levels and shift the timing of 
its cycle; however, short wavelength light, in the blue-green 
range, induces greater suppression and phase shifts [15b]. 
The human eye is sensitive to wavelengths in the range of 
390–720 nm of full spectrum light but the peak sensitiv-
ity for the visual system, which is mediated by the rod and 
cone photoreceptors, occurs at 555 nm [15c]; whereas the 
peak sensitivity for circadian responses to light is at shorter 
wavelengths (~460–500 nm) and is mediated by the ipRGC 
photoreceptors [15d] (see Fig. 13.1).

Another factor modulating the effects of light on the cir-
cadian system is the timing of the exposure. Light in the 
early part of the biological day (early to mid-morning) shifts 
circadian rhythms (e.g., melatonin release, sleep propensity, 
etc.) to an earlier phase, and light exposure at the end of the 
day (evening to early night) delays circadian phase [15e]. 
Furthermore, given that (1) portable electronic devices (e.g., 
cell phones, tablets) emit blue light; (2) evening light expo-
sure suppresses melatonin, which is released prior to bed-
time and increases sleep propensity at this time of day; and 
(3) evening/nighttime exposure to short wavelength light, 
compared to full-spectrum light, induces greater phase de-
lays of circadian rhythms suggests there are likely multiple 
and interacting ways in which mobile technology use close 
to bedtime or during the night negatively impact sleep.

The regulation of sleep by processes S and C is balanced 
between the often-opposing pressure for the sleep or wake 

FIG. 13.1 Peak spectral sensitivity of photoreceptors and circadian responses to light. Photoreceptors of the visual system exhibit peak sensitivities to 
specific wavelengths: rods (~500 nm), S cones (short wavelength; ~430 nm), M cones (medium wavelength; ~530 nm), and L cones (long wavelength; 
~560 nm). Intrinsically photosensitive retinal ganglion cells (ipRGC) have been more recently identified photoreceptors that mediate the nonimage form-
ing circadian responses (e.g., melatonin suppression and phase resetting). IpRGCs have a peak spectral sensitivity of ~480 nm, which is in the peak range 
for circadian responses (~460–500 nm) [15c].
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state. For example, sleep drive accumulates with longer du-
ration of wake, increasing throughout the waking day and 
reaches a peak at sleep onset. It is just prior to this point, 
however, that the circadian drive for wakefulness is at high 
levels. In contrast to the sleep homeostatic process, the cir-
cadian system is increasing its drive for alertness through-
out the day until reaching maximal levels in the late evening 
(an hour or two before bedtime). After this peak, the cir-
cadian process decreases its alertness drive and circadian-
regulated levels of melatonin, a sleep-promoting hormone, 
begin to rise. Perturbations to either process can result in 
altered sleep propensity and/or timing.

Contextual factors influencing sleep behavior 
and mobile technology use

Other factors can influence sleep behavior, such as so-
ciodemographic factors, socioeconomic factors, racial and 
cultural factors, and neighborhood and community factors. 
Age and gender influence sleep patterns in epidemiologic 
studies of adults [16], and children and adolescents [17]. 
Among adults surveyed in the Behavioral Risk Factor 
Surveillance System, young adults reported the highest lev-
els of insufficient sleep and older adults reported the low-
est levels [16]. In children and adolescents in the National 
Survey of Children’s Health, parents reported increased 
sleep insufficiency in their children with increasing age. 
Some children as young as 6 years of age obtained insuf-
ficient sleep, and the highest levels of sleep insufficiency 
were among the older adolescents [17]. Those children 
and adolescents in single parent homes were more likely 
to report sleep insufficiency; however, increasing income 
level and educational level were associated with more 
sleep insufficiency among all age groups [16, 17]. Black/
African American and Hispanic children and adolescents 
were more likely to obtain insufficient sleep [17]; however, 
Black/African American, Hispanic and Asian adults were 
less likely to report sleep insufficiency [16]. Perceptions of 
environmental safety within neighborhoods affected sleep 
sufficiency, with increasing sleep insufficiency observed in 
communities where neighbors did not watch out for other 
children within the neighborhood [17].

Contextual factors have also been shown to affect behav-
iors related to digital media use. Engagement with mobile 
technology near, at, and after bedtime is prevalent, including 
homework on computers or laptops, internet usage, email-
ing, social networking, text messaging, phone calling, video 
viewing, music, and reading an e-book [1]. Among adoles-
cents, 98% engage in text messaging in the prebedtime pe-
riod, and 70% engage in sending text messages after lights 
out [18]. Young adults are heavy users of multiple social 
media platforms, including YouTube, Facebook, Snapchat, 
Instagram, and Twitter, with 94% using at least one of these 
platforms, with declining usage with increasing age [19]. 

High school and college students, especially females, are 
more likely to use mobile phones near and after bedtime 
[20–24], while males spend more time video gaming [22, 
25]. Females are more likely to take a mobile phone to bed 
than males [21], and more likely to use text messaging at 
night [26].

Importance of sleep for health

Sleep is important for physical, psychological, emotional, 
and developmental functions. Although sleep may be con-
sidered an unconscious state, whereby the body is not re-
sponsive to the external environment, sleep is a time of rest 
and renewal for the body, and enhanced brain activity [27]. 
The glymphatic system of the brain circulates cerebral spi-
nal fluid throughout to clear the brain of accumulated toxins 
and cellular debris, which is necessary for tissue homeo-
stasis [28, 29]. Sleep is necessary for growth and develop-
ment in children and adolescents with hormonal regulation 
and secretion [30]. Circadian rhythm of hormones, such as 
growth hormone, parathyroid hormone, prolactin, and corti-
sol [31], and hormonal control of appetite regulation for sa-
tiety and hunger, with secretion of leptin and suppression of 
ghrelin occur [30] occur during sleep. The immune system 
is strengthened by peak fluctuations of circulating cytokines 
and naïve T-cells during the sleep cycle [31]. Other physi-
ological processes occurring during sleep include muscle 
and tissue repair [32], and circadian variability of body tem-
perature [33] and blood pressure [34]. Sleep is necessary 
for short-term memory consolidation, protection of memo-
ries, and re-establishment of chronology of daily life [35]. 
Cognitive function [36], learning [37], and decision-making 
ability [38] are enhanced during the sleep cycle.

Sleep loss impacts physical and psychological 
health and wellbeing

Several factors play a role in the impact of sleep loss and 
physical and psychological health and wellbeing. Sleep is 
a vital life process, and is essential for survival [39]. The 
prevalence of short sleep among adults and adolescents pre-
disposes individuals to ill-being and ill health, and chronic 
sleep loss has become a societal norm [40]. Less priority is 
placed on the importance of sleep health, with an increas-
ingly busy lifestyle, shiftwork among various workers, and 
the belief that optimal sleep is optional [39].

Sleep loss and sleep deficiency
Short sleep leads to an increasing sleep debt, which is dif-
ficult to replace. Sleep deficiency, described as inadequate 
or mistimed sleep, leads to an increased mortality risk, with 
predisposition to cardiovascular disease, diabetes, and obe-
sity [39]. Sleep deficiency is associated with increases in 
blood pressure, which may lead to cardiac events or stroke 
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[39]. Obesity results in increased body mass index, risk of 
developing type 2 diabetes, impaired glucose tolerance, 
and altered hormonal regulation of insulin, cortisol, leptin 
(regulation of satiety), and ghrelin (regulation of hunger) 
[39]. Inflammatory markers, c-reactive protein (CRP), tu-
mor necrosis factor alpha (TNF-α), and interleukin 6 (IL-
6), are elevated with sleep deficiency [39]. Risk of cancer 
(breast, colorectal, prostate, and endometrial) is increased 
in persons with sleep deficiency [39]. Additionally, sleep 
deficiency results in increased daytime sleepiness, with an 
increased risk of accidents, reduced cognitive function, and 
reduced motor performance, similar to the effects produced 
by alcohol intoxication [39].

Sleep deprivation

Sleep deprivation has been related to negative effects on 
cognition and performance. Psychomotor performance that 
is affected by sleep deprivation may include delays in re-
action time, lapses in attention, omission errors, and poor 
short term memory. Mood symptoms related to sleep depri-
vation may include an increase in fatigue, confusion, stress, 
and irritability. Lack of motivation and increased distract-
ibility are observed with sleep deprivation. Performance-
related impairments are most apparent with sedentary, long 
or difficult tasks, and in conditions of decreased light. Tasks 
related to driving a vehicle are markedly affected by sleep 
deprivation [40].

Sleep restriction

Sleep restriction, routinely obtaining less sleep than is 
needed, is a common phenomenon among today’s society. 
Even mild sleep restriction may cause significant meta-
bolic effects. Impaired glucose tolerance and decreased 
insulin sensitivity affect energy balance and body weight. 
Alterations in hormone secretion, such as cortisol, leptin, 
and ghrelin, affect caloric intake and energy balance. 
Individuals who experience sleep restriction are more likely 
to feel hunger, eat more, and gain weight, with predisposi-
tion to obesity, and type 2 diabetes [11].

Sleep fragmentation

Sleep fragmentation occurs with night awakenings, such as 
those caused by sleep apnea or periodic limb movements. 
Physiologic effects of sleep fragmentation include elevated 
blood pressure. Cognition and psychomotor performance is 
affected with increased daytime sleepiness, negative mood, 
and poorer psychomotor performance comparable to the re-
sponses of alcohol intoxication [40].

Circadian dysfunction

The circadian timing system is dependent upon the time 
of day. Altered circadian timing and function is reflected 
in physiologic and psychologic changes in body patterns 

[11]. Circadian dysfunction can be caused by several fac-
tors: changes in weekday compared to weekend habitual 
sleep patterns, light exposure, and shift work. Daily sleep 
and work patterns may result in sleep loss and sleep defi-
ciency, especially among persons who exhibit an evening 
chronotype. Short sleep duration during weekday or work 
days, with longer sleep duration on weekend days or non-
work days contribute to sleep loss and sleep deficiency. 
Metabolic consequences from sleep insufficiency may oc-
cur even with mild sleep deprivation [11]. Impaired glucose 
tolerance, decreased insulin sensitivity, insulin resistance, 
abnormal cortisol secretion, and altered lipid metabolism 
are observed with sleep loss [11].

Modern society provides a preponderance of expo-
sure to light, with sunlight and natural light, artificial light 
within homes and other buildings, and artificial light from 
electronic devices. Light exposure affects circadian func-
tion with later melatonin onset, promoting sleep loss with 
fixed work or school schedules, and increased daytime 
sleepiness symptoms [11]. Light exposure combined with 
altered energy balance contributes to an increased preva-
lence of obesity [11]. Exposure to shift work, with entrain-
ment to the night schedule, affects circadian function with 
sleep deprivation and poorer metabolic health, performance 
impairment, and impaired vigilance [11].

Sleep disorder

Insomnia and sleep apnea are the most common sleep dis-
orders resulting in sleep loss. Insomnia or sleep difficulty 
may affect up to 15% of the US population [41]. Insomnia 
results in sleep loss from difficulty falling asleep, difficulty 
maintaining sleep, or awakening too early. Sleep loss related 
to insomnia can negatively affect psychological health with 
altered mood and cognition, diminished vigilance and perfor-
mance, and lack of attention [41]. Physical manifestations of 
sleep loss from insomnia may include immune and metabolic 
activity, increased risk of glucose intolerance and developing 
diabetes, elevated blood pressure, and increased risk for de-
veloping cardiovascular disease [41]. Sleep loss in sleep ap-
nea is caused by frequent episodes of apnea or hypopnea with 
sleep arousals [42]. Sleep apnea is associated with physical 
and neurobehavioral outcomes. Physical outcomes related 
to sleep apnea and sleep loss include obesity, hypertension, 
cardiovascular, and cerebrovascular health conditions [42]. 
Neurobehavioral outcomes related to sleep loss and sleep ap-
nea include increased daytime sleepiness, cognitive function 
impairment, and risk for accidental injury [42].

Negative consequences for individuals and 
public health concern

Today’s modern lifestyle can promote sleep insufficiency 
by many causes: cultural, social, psychological, behavioral, 
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and environmental factors [43]. Societal demands of long 
working hours, including around-the-clock working hours, 
coupled with constant availability of merchandise and ser-
vices, and global availability of communication can influ-
ence the opportunity for sleep. The association between 
chronic disease development and sleep insufficiency among 
all ages is concerning with respect to population health.

Chronic disease
Sleep insufficiency is associated with development of chronic 
disease, such as obesity, and hypertension, with resultant 
cardiovascular disease, diabetes, metabolic syndrome, and 
cancer in adults [34, 43–49], as well as children and adoles-
cents [50–55]. Short sleep duration leads to increased levels 
of energy intake, lower levels of leptin, and higher levels 
of ghrelin, resulting in hunger, increased appetite and fat 
storage, leading to weight gain in adults and children [43]. 
Sleeping less than 5 h [43], 6 h [45] or 7 h [47] per night 
was associated with an increased risk of obesity in adults. 
Among Puerto Rican youth, 10–19 years of age, sleeping 
less than 7–9 h was associated with a threefold increase in 
the risk of obesity, compared with those sleeping more than 
this amount nightly [52]. Increased amounts of carbohydrate 
consumption and lowered fat consumption was associated 
with shorter sleep duration among a population of Mexican-
American children 9–11 years of age at a high risk for obe-
sity [54]. A systematic review [51] assessed the association 
of childhood obesity and sleep duration, measured by wrist 
or waist accelerometry, in children from birth to 19 years 
of age. A strong relationship was observed between short 
sleep duration, insulin resistance, and obesity. Insufficient 
sleep duration was observed to have a 45% increased risk 
of developing obesity in children in a systematic review and 
meta-analysis of cohort studies [53]. Cumulative sleep loss 
was associated with an increased risk of diabetes, elevated 
levels of fasting glucose, glucose intolerance, and insulin re-
sistance, leading to metabolic syndrome in adults [43–45]. 
Videogame addiction among a sample of adolescents was 
associated with reduced sleep time, and negative health 
outcomes, including obesity and cardiovascular outcomes 
[56]. Sleeping less than 5 h increased the risk of hyperten-
sion, and elevated triglycerides, leading to cardiovascular 
disease in cohort studies in women [44, 49]. Increased prev-
alence of coronary heart disease associated with short 
sleep was observed in the Nurses’ Health Study [44] and 
the Women’s Health Initiative [49]. In the Behavioral Risk 
Factor Surveillance System, a cross-sectional national study, 
shorter sleep duration increased the odds of obesity and car-
diovascular events among adults [34].

Cognitive function
Sleep is vital for cognition, concentration, memory, and 
learning throughout the life cycle [27, 37, 57, 58]. Memory 

and cognition are affected by sleep loss, including tasks such 
as working memory, attention, speed and accuracy, and long-
term memory consolidation [57]. Executive function for 
these cognitive tasks is impaired in individuals with chronic 
sleep restriction, i.e., chronically insufficient sleep duration, 
with decreases in accuracy on cognitive tasks and impaired 
decision-making [57]. Meta-analytic review of the literature 
revealed an association between school performance and 
sleep quantity, sleep quality, and daytime sleepiness among 
children and adolescents [27]. The strongest relationship 
among these variables was the association between daytime 
sleepiness and school performance, although insufficient 
sleep and poor sleep quality were also associated with poorer 
academic performance. Younger children fared worse on  
cognitive performance than adolescents, suggesting an influ-
ence of pubertal maturation. Meta-analysis on adolescent, i.e., 
middle school and high school students, and early college stu-
dents, school performance and sleep revealed a relationship 
between these factors [37]. Shortened sleep duration, physi-
ologic sleep timing, and sleep quality were negatively related 
to academic performance among adolescents. Epidemiologic 
studies demonstrate an association between sleep and cogni-
tive decline in the older adult population. Poorer sleep quality 
and insomnia in adults over the age of 55 was associated with 
worse cognitive performance [58]. Altered cognitive perfor-
mance among all age groups related to sleep loss negatively 
impacts normal daily functioning, such as school or work 
performance, driving, decision-making, and creativity.

THE ROLE OF MOBILE TECHNOLOGY IN 
SLEEP LOSS

Emergence of mobile technology

The origin of smart phones dates to the early 1990s with the 
advent of the IBM Simon® device, which was a large, cum-
bersome and costly mobile device (nearly $900 in 1993); 
Simon® provided mobile phone, personal data assistant, and 
fax services within the confines of the device [59]. From there, 
mobile technology evolved through technology devices such 
as Palm Pilot® for organizing data and Blackberry® to ac-
cess e-mail and internet into more sophisticated devices with 
more features. However, the advent of the iPhone® in 2007 
revolutionized mobile phone technology with release of a 
touchscreen device with easy accessibility of web browsing, 
gaming, music technology, photography, and applications, 
in addition to phone services and text messaging. Combined 
with ready availability of wireless services within the home 
setting, mobile phones became widely available to most 
households [59]. Mobile technology was further enhanced by 
tablet computing with the release of the iPad® in 2010 [60]. 
Tablets provided similar features of mobile phones, such as 
internet access, music technology, photographs, and applica-
tions, except for telephone and text message capability.
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Portable gaming devices emerged in the 1980s with 
Nintendo’s Game & Watch® and later Game Boy® as 
handheld portable devices that could be carried in a pocket 
[61]. Like the evolution of mobile phone technology, hand-
held gaming systems developed more advanced graphics, 
color, sleek design, touchpad, light-emitting diode (LED) 
screen, and ability to play with others via wireless commu-
nication among other features [61]. Nintendo Switch®, one 
of the latest in a stream of portable gaming systems, com-
bines a game console with a handheld portable device. This 
system can be attached to a television screen or played as 
a handheld portable device, and is able to connect remotely 
for play with online gamers [62].

Although the idea for an electronic book reader dates 
back to the 1930s, it took 40 years until the first eBook 
emerged. Electronic book readers, eReaders, emerged in the 
late 1990s with release of Gemstar’s Rocket eBook Reader 
[63]. Similar to other technologies, eReaders morphed from 
a basic device into a number of devices with touchscreen 
interface, color graphics, and enhanced features. Amazon’s 
Kindle eBook reader debuted in 2007 [63], and currently, 
electronic books are available for download on a variety of 
electronic devices in addition to eReaders, such as laptop 
computers, tablet computers and smart phones.

Impact of sleep loss

Use of technology devices at night is common among all age 
groups, with 90% of Americans using technology within the 
hour prior to bedtime [1]. It is common practice for mobile 
phones to be taken to bed, especially among the adolescent 
and young adult populations [1]. Mobile media devices are 
used within the bedroom setting during the time just prior 
to bedtime, at bedtime, and after bedtime, including during 
the night. Adults may access e-mail or other technology fea-
tures related to their employment prior to turning in for the 
night. Young adults and adolescents frequently access social 
media sites, send and/or receive text messaging, engage in 
video game play, or phone calls during this time. Mobile 

phones are often used as an alarm for morning awakening. 
Proposed mechanisms of the impact on sleep loss with mo-
bile technology exposure include time displacement, artifi-
cial light exposure, and psychological stimulation or stress 
by media content (Fig. 13.2) [64].

Time displacement
A conventional day and night have a finite number of hours. 
Activities such as employment, academics, leisure, personal 
hygiene, and sleep occupy much of these hours. Time spent 
on one activity displaces time available for another activ-
ity. Current lifestyles can fill the available hours with many 
opportunities, often at the expense of sleep. Use of mobile 
technology devices in bed is convenient due to the hand-
held capability, illuminated screen, and multifunctional 
amenities. Engagement with technology devices within the 
bedroom setting may cause sleep deprivation, sleep restric-
tion, and/or sleep fragmentation with both passive (sleeping 
near a mobile device which is powered on) or active use 
prior to and after bedtime. Mobile media devices left on 
in the bedroom allow visual and/or auditory alerts signal-
ing incoming text messages, phone calls, and social media 
activity at any time of the day or night.

Sleep deprivation

Time spent on media activities on a mobile device limits the 
amount of time available for sleep, causing sleep depriva-
tion. Engagement with mobile media devices in the prebed-
time period delays bedtime in adolescents and adults. These 
activities may include late night use of a mobile phone  
[65–67], use of nighttime text messaging [68], engage-
ment with social media [69], and excessive video gaming in 
adults [70] and adolescents [71].

Lanaj and colleagues [65] evaluated the use of smart-
phones for work purposes in the late night period, and the 
effects on workday outcomes. Increased engagement with 
smartphone devices late at night resulted in short sleep du-
ration, increased morning depletion, and impaired work 

FIG. 13.2 Schematic of potential mechanisms by which mobile technology use near or during the time of sleep may lead to sleep deficiency. Time 
displacement, psychological stress or arousal, and exposure to light (particularly short-wavelength or blue light) may act separately or in combination to 
alter multiple types of sleep loss.
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engagement the next day. A study of adults using mobile 
phones at night resulted in delayed sleep onset and sleep loss 
[67]. Younger adults were more likely to use mobile phones 
at night than older adults, and were more likely to have 
shorter sleep duration, and increased tiredness. Symptoms 
of depression, anxiety, and stress were associated with use 
of mobile phones at night [67]. Less ability to control use of 
a mobile phone at night was associated with later bedtime, 
poorer academic performance, and poorer sleep quality in a 
sample of undergraduate college students [66].

Among a sample of emerging young adults, the use 
of text messaging at night was predictive of sleep distur-
bance [68]. In this population of college students, increased 
frequency of text message use, awareness of nighttime 
smartphone notifications, and compulsivity to check the 
smartphone at night was predictive of reduced sleep qual-
ity by self-reported sleep diary and questionnaires. Use of 
social media among a nationally representative sample of 
young adults (19–32 years of age), observed an association 
between social media use and sleep disturbance [69]. Median 
social media usage was 61 min per day. The frequency of 
social media use had a greater effect on sleep disturbance 
than volume of social media use. In a study of videogam-
ing in a sample of adults, each hour of videogame play was 
associated with later bedtime and wake time, longer time 
to fall asleep, and poorer sleep quality [70]. Perceptions of 
risk-taking (playing videogames at night) and consequences 
(bedtime) were studied in a sample of older adolescent high 
school and college students [71]. Those adolescents who 
perceived a lower risk of videogaming stayed up later play-
ing videogames than those who perceived a higher risk of 
consequences with and without availability of a clock to 
monitor time [71].

Sleep restriction

Sleeping near a mobile technology device (passive use) is 
associated with delayed bedtime [21], and night awakenings 
[1, 72] among adolescents. Use of mobile technology prior 
to bedtime has been associated with shortened sleep dura-
tion, delayed bedtimes, and earlier wake up times among 
adolescents [24–26, 72–77]. University students [78] and 
adults 18–94 years of age [79] who engaged in mobile 
phone use after lights out demonstrated an association with 
insomnia, fatigue, poor sleep quality, and daytime tiredness, 
and had more symptoms with increasing phone use after 
lights out. Meta-analysis of studies exploring use of mobile 
media device use among children and adolescents, reported 
significant associations between inadequate sleep duration, 
sleep quality, and excessive daytime sleepiness [80].

Sleep fragmentation

Sleep fragmentation may be caused by mobile technology 
use at night by an individual’s device or that of another 

household member, such as spouse, roommate, or child. 
Studies among adolescents [1, 21, 72, 74, 75, 81–83] and 
adults [67] using mobile phones at night report frequent 
night awakenings from mobile phone activity related to 
text messaging or incoming phone calls resulting from 
taking the phone to bed or accessing the phone during 
the night. In the National Sleep Foundation’s 2011 Sleep 
in America poll, 18% of adolescents and 20% of young 
adults reported being awoken by phone ringers during the 
night several times per week [1]. Increased prevalence of 
insomnia complaints was associated with use of mobile 
technology at bedtime among German adolescents [84]. In 
an online survey of adults, up to 75% of adults reported 
being awakened by a mobile phone, either their own phone 
or that of another person, at least once a month [67]. Most 
participants reported text message rather than phone call-
ing as the source of the disturbance. The severity of next 
day tiredness were dependent upon the time of awakening 
from mobile phones. Text messages sent or received imme-
diately after lights out had less effect on sleep disturbance 
and next day tiredness [67].

Exposure to artificial light
Light is a potent biological and behavioral stimulator of 
alertness. In addition to the brightness of light, the wave-
length in the short wavelength blue light range has more ef-
fect on alertness than longer wavelength light exposure [85]. 
Mobile technology devices frequently have an LED screen 
display which provides bright short wavelength blue light 
to the eyes [86]. Artificial light exposure can affect sleep 
by circadian disruption and sleep restriction. Considering 
the importance of exposure to artificial light at night, with 
the resultant impact on sleep health, the American Medical 
Association has issued recommendations for further re-
search and interventions aimed at minimizing circadian dis-
ruption [87].

Circadian disruption

Circadian disruption by exposure to artificial light at night 
is reported with using mobile technology devices near 
bedtime in multiple studies of both adults [86, 88–91] 
and adolescents [92–95]. Melatonin hormone suppression 
and delayed circadian timing were observed in a group 
of healthy young adults after exposure to a 4-h period of 
reading from an eReader at maximum brightness prior to 
bedtime, compared to reading a print copy of a book over 
the same period in a crossover study [88]. Similarly, later 
melatonin release was observed by Heo and colleagues 
[86] in a group of adult men following 150 min of gaming 
on a conventional smartphone compared with a blue light-
suppressed LED device. Green [89] observed an increase in 
melatonin suppression among young adults following expo-
sure to a computer screen for 2 h.
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Exposure to varying light conditions during the day and 
early evening produced effects on melatonin suppression. 
Use of blue-blocker glasses during the evening for a 1-week 
period while using LED screen devices followed by expo-
sure to an unaltered LED screen prior to bedtime decreased 
melatonin suppression compared with clear lenses, but did 
not change sleep architecture among a group of male ado-
lescents [94]. Rangtell and colleagues [91] observed that 
exposure to bright light for a period of 6.5 h prior to a 2-h 
exposure to a self-luminous tablet or print book prior to 
bedtime attenuated the melatonin suppression in adults.

Differences in melatonin suppression among studies 
suggest there may be a dose response to artificial light expo-
sure and melatonin levels in the prebedtime period. Gronli 
[90] evaluated a 30-min exposure to reading from an iPad 
in bed in a group of young adults, compared to reading a 
print book. Among this group of participants, no changes 
in melatonin levels were noted between the groups. Among 
adolescent participants comparing exposure to bright unfil-
tered screenlight versus short wavelength filtered light via 
the f.lux application for reducing blue light emissions from 
a technology device for a 1-h period prior to bedtime dem-
onstrated a small effect on prebedtime cognitive alertness, 
but did not show significant effects on sleep onset latency 
or sleep architecture on polysomnography [93]. A period of 
less than 2 h of screen exposure in the prebedtime period did 
not have an effect on circadian dysfunction.

Psychological stimulation and stress by media 
content
Video gaming is a popular pastime among children, adoles-
cents, and young adults, and can be accessed freely from a 
mobile device. Playing videogames [96], engagement with 
social media [69, 97], as well as viewing internet content 
such as videos [69], in the prebedtime and after lights out 
periods can provide exposure to stress-producing media 
content in adolescents, young adults and adults, causing 
emotional arousal or psychological stress. While social 
media can provide a way to communicate with others from 
both near and far, constant exposure to the nuances of the 
personal details of the social network of friends and family 
life events can cause stress from awareness of the stress-
ful events of others, comparison of life details, and fears 
of missing out on the activities of those within the social 
network [98]. These effects can have unintended conse-
quences related to healthy sleep patterns, including sleep 
deprivation, sleep restriction, sleep fragmentation, and 
sleep disorders.

Video game playing in the prebedtime period has been 
studied primarily in adolescents and young adults [96, 99, 
100]; however, more studies are now using adult videogam-
ing participants [70]. Comparisons of violent and nonvio-
lent video game play in the prebedtime period have been 
conducted in adolescents. King [100] compared duration 

of violent videogame play in experienced gamers between 
50-min and 150-min sessions in adolescents prior to bed-
time. Players in the 50-min session were not satisfied with 
the game time and desired to continue play. The 150-min 
session was associated with shorter sleep time, lower sleep 
efficiency, and mildly increased sleep latency. Violent and 
nonviolent videogaming was compared in either a short ses-
sion of less than 1 h and a longer session of greater than 
3 h in adolescents [99]. Violent videogaming produced in-
creased stress at bedtime and poorer sleep quality in both 
time sessions, and poorer sleep quality was observed in the 
nonviolent session.

There is some evidence related to differences in type of 
media exposure and the effects on sleep outcomes. Weaver 
[96] compared a 50-min video game exposure period with a 
control period of watching a documentary on DVD to evalu-
ate sleep outcomes in adolescent participants. Participants 
either played a violent first-person shooter video game, or 
viewed a leisurely paced nature documentary film to as-
sess differences in sleep outcomes between type of media 
content. The video game exposure group displayed cogni-
tive alertness without physiological alertness and longer 
sleep onset latency, whereas the control group (documen-
tary film) did not experience either of these outcomes, and 
some participants fell asleep during the documentary. Smith 
[101] compared video game play with easy and hard play-
ing conditions on two consecutive nights in the sleep lab. 
Participants played video games and self-selected bedtime 
after completion of play. Physiological arousal with in-
creased heart rate was observed in the easy playing condi-
tion after 150 min of play. Later bedtimes were selected by 
all game players in both playing conditions. Exelmans and 
Van den Bulck [70] studied adult videogame participants to 
evaluate sleep outcomes of prebedtime gaming. A higher 
volume of video game play predicted sleep quality (lon-
ger sleep onset, poorer sleep efficiency, and increase use 
of sleep medication), fatigue, insomnia, and later bedtime 
and rise times. A 31% increase in risk of poor sleep was 
observed with a 1-h increase in video game time.

Mobile media devices are commonly used to access so-
cial media. Engagement with social media in the prebed-
time period may cause emotional arousal in studies of 
adolescents and young adults [69, 97, 102]. In adolescents, 
nighttime use of social media led to poorer sleep quality, 
increased anxiety and depression, and lower self-esteem 
[102]. The concept of social media stress was examined in 
adolescents accessing social media in the prebedtime pe-
riod [97]. Social media stress was caused by interactions 
with social media in females and was predictive of daytime 
sleepiness. In a study of young adults and bedtime social 
media usage, emotional, psychological, and physiological 
stimulation was observed [69]. The frequency of access 
to social media was more predictive of sleep disturbances 
than actual time spent on social media activities, suggesting 
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there may be a directionality to the social media use and 
sleep disturbances [69].

Insomnia is the most commonly reported sleep dis-
order associated with excessive use of media at night in 
adults [78, 79, 103]. Case studies of young adult military 
personnel reported videogaming of 30–60 h per week, in 
addition to work responsibilities of 40 h per week, was as-
sociated with significant insomnia and daytime tiredness. 
Reduction in the hours of videogaming mitigated nega-
tive sleep symptoms [103]. Shortened sleep duration and 
increased daytime sleepiness were associated with more 
than 2 h of videogaming prior to bedtime in adolescents 
[104]. Viewing emotionally charged or disturbing con-
tent on social media platforms, such as Facebook and 
YouTube, in the bedroom setting resulted in emotional and 
psychological arousal, insomnia and short sleep duration 
in adults [69]. Social media stress related to engagement 
with social media near the bedtime period was associated 
with increased sleep onset and daytime sleepiness among 
female adolescents [97].

Mobile technology use as an epiphenomenon 
of insomnia
The reverse hypothesis of the use of nighttime mobile 
technology as an epiphenomenon of insomnia needs to be 
considered [24, 105]. The question remains as to whether 
individuals who experience insomnia use mobile technol-
ogy during the night when not sleeping, or whether use of 
these devices result in the symptoms of insomnia. There 
is currently a lack of empirical studies to evaluate this 
phenomenon. Future research should address this poten-
tial issue.

CONCLUSIONS

Mobile technology is a modern convenience that provides 
instant communication with others, as well as access to 
the world, social network, and multiple applications, in a 
compact handheld portable device. Use of mobile devices 
is ubiquitous among individuals throughout the life spec-
trum. Use of mobile technology devices surrounding the 
sleep period can have negative health consequences, cre-
ating a public health crisis regarding healthy sleep among 
individuals of all ages. Correlational studies have identified 
negative relationships between sleep outcomes and mo-
bile media consumption; however, most studies are cross-
sectional and do not establish causality. More research 
is needed with longitudinal studies to assess causality, to 
identify predictors, moderators, and mediators of sleep and 
health outcomes related to mobile media exposure. Health 
education, especially in the most vulnerable age groups 
of children and adolescents, is needed to apprise the pub-
lic of the detrimental effects of unchecked bedtime media 

 exposure on sleep and health outcomes. Intervention studies 
to evaluate strategies to reduce effects of mobile media ex-
posure are needed to expand the state of the science. Finally, 
advocacy for healthy mobile media use, especially among 
children and adolescents, is needed to guard the health of 
future generations.
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ABBREVIATIONS

HBM health belief model
MGDB model of goal-directed behavior
SCT social cognitive theory
SNT social network theory
TACT target, action, context, and time
TPB theory of planned behavior
TRA theory of reasoned action
TTM transtheoretical model

FOUNDATION OF THEORY FOR 
BEHAVIOR CHANGE

Conceptually, theory is grounded in the discipline of epis-
temology: the study of knowledge [1]. Theories can be con-
ceptualized as structural, functional, and dynamic in nature 
[1]. From a structural perspective, theories comprise a set 
of abstract concepts, systematically organized into a logi-
cal and causal progression. Functionally, theories need to 
demonstrate that a specific cause, or set of causes, pro-
duces a specific effect(s). From the perspective of behavior 
change, a theory must demonstrate that a hypothesized set 
of constructs are linked to a specified behavioral outcome. 
Such a theory would elucidate the relationship between the 
set of variables, and the conditions under which these re-
lationships do or do not occur [2]. The advancement of a 
theory is tied closely to its ability to demonstrate causation. 
Causation is the foundation of empiricism and in this re-
gard, theories are dynamic entities which can be subjected 
to scientific scrutiny [1].

Given their dynamic nature, theories serve a functional 
role for predicting, interpreting, and explaining phenomena 
of interest. Concepts are the building blocks of a theory 
[3]. Constructs are concepts which are explicitly defined 
and causally ordered into a theoretical framework. To sub-

ject a theory to empirical testing, it’s constructs must be 
operationalized into quantifiable, measurable variables. 
Operationalization is the process of tailoring and quanti-
fying constructs from a theory or model to the purpose of 
the intervention or program [3]. Operationalized constructs 
with a range of possible quantitative outcomes are classi-
fied as variables [3]. Closely related to the concept of a 
theory, is that of a model. Although the terms “theory” and 
“model” are often used interchangeably, there are subtle 
differences between the two. Models are scaled representa-
tions of reality [4]. Depending on a model’s comprehen-
siveness, it may contain multiple theories. For example, the 
social- ecological approach (covered later in this chapter), is 
comprised of multiple layers; each layer potentially includ-
ing a variety of behavioral and/or environmental theories. 
Typically, models are conceptual and comprehensive in na-
ture. While models may not be at the level of specificity of 
a theory, they must be rooted in rationality. In the field of 
public health, logic models are often used during the pro-
gram planning stage to illustrate the processes applied dur-
ing intervention implementation [5]. Like the term model 
and theory, the terms intervention and program, while of-
ten used interchangeably, have subtle distinctions between 
them. Behavior change interventions are systematically 
planned and organized activities carried out over time to ac-
complish specific behavior- related goals and objectives [6]. 
Alternatively, behavior change programs may consist of a 
set or series of behavior change interventions [6].

For example, a community-based, public health pro-
gram designed to improve sleep behaviors may include a 
mass media campaign, a mobile phone sleep tracking ap-
plication, and interactive telephone health counseling 
sessions. Combined, this set of interventions would be con-
sidered a behavior change program. During the planning 
stages of the program, a logic model may be conceptualized 
to show how available community resources will be utilized 
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to maximize the practicality, robustness, and feasibility of 
the program. Furthermore, the specific intervention activi-
ties may be rooted in an evidence-based behavior change 
theory. To evaluate the program scientifically, the constructs 
of the behavior change theory could then be measured us-
ing a valid and reliable instrument at pretest and posttest. 
Assuming significant behavior change occurred, the inter-
vention team could link the improvements in sleep behavior 
to the specific theoretical constructs targeted by the pro-
gram. During this process, the team could determine which 
constructs were responsible for the most behavior change. 
If the program were replicated, those constructs responsible 
for the greatest change could be emphasized more, poten-
tially leading to more robust programs in the future.

UTILITY OF THEORY FOR CHANGING 
HEALTH BEHAVIORS

Historically, health was contextualized as the relative ab-
sence or presence of physical ailment. However, in 1946, 
the World Health Organization (WHO) published a new, ho-
listic definition of health which stated that “health is a state 
of complete physical, mental, and social well-being and not 
merely the absence of disease or infirmity” [7]. In 1986, 
WHO expanded upon this definition, stating that health is 
“a resource for everyday life, not the objective of living” [8]. 
From these definitions, several proprieties of health emerge 
[6]. First, health extends beyond the mere presence or ab-
sence of physical disease and includes quality of life factors 
such as an individual’s social, emotional, spiritual, environ-
mental, occupational, intellectual, and physical well-being. 
As such, sleep health can include both the increased risk of 
chronic disease associated with long-term sleep deprivation, 
and acute effects of sleep deprivation such as stymied emo-
tional regulation. Second, the various dimensions of health 
overlap and influence one another to various degrees. Sleep 
for example, influences both physical and mental health 
outcomes [9]. Third, health cannot not be categorized as a 
static state of being, but instead is a dynamic condition of 
the human organism. For example, an individual may ac-
quire consistent sleep quality on a regular basis; yet, they 
may occasionally experience periods of acute insomnia. 
Fourth, health should be considered a resource for living, 
rather than an end unto itself. In Western culture, sleep is 
often considered an expendable behavior. Individuals may 
believe they will experience more opportunities in their lives 
if they restrict their sleep, when in fact, research indicates 
quality of life is significantly improved when a consistent, 
healthy sleep pattern is adopted and maintained.

To improve health, it is necessary to change behaviors. 
Behaviors are overt actions which consist of a measurable 
frequency, intensity, and duration. In the context of sleep, 
sleep behavior may be defined as obtaining 7–9 h of sleep 
(duration), every night (frequency), while experiencing all 

sleep stages (intensity). Health behaviors are actions under-
taken by individuals to maintain, restore, or improve health. 
To apply theory for measurement purposes, the targeted 
health behavior must be operationally defined. The theory 
of planned behavior (described later in this chapter) for ex-
ample, requires that any given behavior must be defined in 
terms of its relevant target, action, context, and time (TACT).

There are many potential benefits of incorporating the-
ory into sleep health programs and interventions. First, the-
ory can assist in specifying measurable program outcomes. 
Primarily, this occurs through the operationalization of the-
ory, which will be detailed later in this chapter. Once opera-
tionalized, theory can be used to test scientific hypotheses 
or to evaluate program objectives. Second, theory can guide 
best practices for actualizing behavior change. For example, 
the theoretical construct of self-efficacy can be increased 
by: (1) breaking a complex behavior down into small steps; 
(2) reducing stress associated with behavior change; (3) ap-
plying verbal reinforcement; and (4) including role mod-
els into the intervention activities. Third, theory can assist 
in optimizing the timing of an intervention. For example, 
the transtheoretical model can categorize individuals into 
stages of readiness for behavior change. An individual in 
the contemplation stage of behavior change requires a dif-
ferent type of intervention relative to an individual in the 
action stage of behavior change. Fourth, theory can assist 
in selecting the right mix of strategies. Once operational-
ized, a theory can be modeled and the relative importance of 
the various constructs of a theory can be ascertained (e.g., 
beta weights in a regression model). Modeling of theory can 
inform which constructs should receive the most emphasis 
when implementing an intervention. This approach lends 
itself to reduced intervention dosage, efficient allocation of 
resources, and greater likelihood of behavior change. Fifth, 
theory can aid in replication. If the constructs of a theory are 
measured in valid and reliable ways, researchers can con-
duct systematic reviews and metaanalyses to help advance 
theory-based research. Sixth, theory can enhance commu-
nication among professionals. For example, a consensus on 
a definition of self-efficacy among sleep researchers can 
streamline research presentations and publications.

CAUSATION IN BEHAVIOR CHANGE 
THEORIES

Perhaps the foremost advantage of applying theory to be-
havior change interventions is theory’s capacity to em-
pirically examine causal relationships between constructs. 
Incorporation of theory into an intervention should be set up 
such that causation can be evaluated as part of the interven-
tion. For example, a theory-based intervention for chang-
ing sleep behaviors, must be able to demonstrate the causal 
connection between the constructs of theory and any ob-
served changes in the targeted sleep behavior. The  capacity 
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to ascertain causation primarily lies in the design of the in-
tervention (e.g., randomized control trial design), random 
selection and assignment, as well as operationalization and 
measurement of the targeted theoretical constructs.

In 1965, Sir Austin Bradford Hill published, “The 
Environment and Disease: Association or Causation?” [10]. 
In his publication, Hill outlined nine criteria for evaluating 
the casual connection between variables. These criteria, 
known as Hill’s Criteria of Causation, form the basis of 
modern epidemiological research. Hill’s criteria were a con-
sequence of his work in the British Doctor’s Study; often 
considered the first definitive publication demonstrating a 
causal link between smoking and lung cancer [11]. Hill’s 
criteria originate in the axioms of causation delineated by 
the philosopher, David Hume (1711–76) [1]. Hume argued 
that causality can never be proven. Rather, causation is ul-
timately a judgment-call based on the interpretation of the 
available evidence. In applying this principle, for example, 
the American Academy of Sleep Medicine may review 
all available evidence about a treatment option, and make 
judgment calls about causation. While Hill’s criteria cannot 
prove causation, they can assist in ruling out explanations 
outside of a causal relationship. Incorporation of Hill’s cri-
teria into intervention design (e.g., randomized controlled 
trial design) maximizes the utility of theory for advancing 
evidence-based treatment approaches.

The first criterion of causation which Hill described 
is the strength of association. The strength of association 
between two or more variables describes the magnitude of 
their relationship. For example, when evaluating a data set, 
a researcher may find a strong association between short 
sleep and high levels of stress. This may provide a clue that 
a causal connection exists between these variables; however, 
when considering strength of association, it is important to 
keep in mind the often-cited mantra that “correlation does 
not equal causation.” It is entirely possible for two variables 
to strongly associated yet have no causal connection. It is 
also possible that a confounding, mediating, or moderat-
ing variable is influencing the strength of the association. 
All three of these types of variables have the potential to 
produce biased results. Confounding variables are external 
influences that change the relationship between two vari-
ables. The greatest risk of confounding variables is failure 
to collect data on the confounder and thus not being able to 
explain the anomalous results. A mediating variable creates 
an indirect effect between the independent and dependent 
variables. When present, the path between the two hypoth-
esized causally connected variables is partially explained 
by a third variable. A moderating variable creates an in-
teraction effect. When present, two variables may share no 
relationship, unless in the presence of the moderating vari-
able. Measurement of theory as part of a behavior change 
intervention requires careful consideration of these variable 
types. To avoid these issues, it is best to conduct a thorough 

operationalization process (discussed later in this chapter). 
Even if the behavior change program is limited in such a 
way that collecting data related to all possible confounding/
mediating/moderating variables is not feasible, thorough 
formative research may assist in explaining those variables 
most likely to be the most important to measure, as well as 
provide a context for any anomalous results.

Hill’s second criterion of causation is consistency. 
Consistency is built upon the scientific axiom of repeatabil-
ity. In other words, if a causal relationship exists between 
variables, evidence of the relationship must be demonstrated 
consistently, even if tested by different researchers at differ-
ent locations, and at different times. Importantly, and use of 
theory for changing sleep outcomes must have a thorough 
methods section so that other researchers can independently 
test the theory for gauging consistency. The third criterion 
of causation is temporality. Often considered the only nec-
essary criterion of causation, demonstrating a causal re-
quires the cause precede the effect. Typically, temporality is 
assessed using a pretest-posttest design whereby research-
ers can demonstrate changes in a theoretical construct leads 
to changes in the targeted behavior. The fourth criterion is 
the dose-response relationship. This criterion dictates that 
an increase in dose will lead to an increase in the response. 
Often, the dose-response relationship between a theorized 
cause and effect is illustrated using a dose-response curve. 
The fifth criterion is coherence. The hypothesized causal 
connection should be consistent with existing theory and 
knowledge. Similarity, the association should be plausible 
with currently accepted pathological processes (the sixth 
criterion). Specificity, the seventh criterion, is confirmed 
when a single cause produces a specific effect. In terms of 
behavior change, this is considered the weakest criterion as 
most behaviors are the consequence of multiple causes. The 
eighth criterion is experimental evidence. If it can be shown 
that a condition was prevented or ameliorated by an appro-
priate experimental treatment/intervention it lends evidence 
to a causal connection. In judging whether a reported as-
sociation is causal, it is necessary to determine the extent 
to which researchers have taken alternative explanations 
(ninth criterion) into account and have effectively ruled out 
such alternate explanations (e.g., controlled for bias).

Hill’s criteria serve to provide the foundation for the 
composition of a quality theory. First, theory must be caus-
ally predictive. Predictability entails that a given theory 
be testable, and therefore amenable to hypothesis testing. 
Second, theory must be measurable. Measurability allows 
researchers to gauge consistency and to determine if a given 
health outcome can be changed through the manipulation of 
a theory’s constructs (experimental evidence). Furthermore, 
it can assist in determine the amount of change to a con-
struct required to elicit meaningful change (dose-response). 
Third, a quality theory must be generalizable. Although 
health behavior theories can be tailored for specific uses and 
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demographics, the core constructs of a theory should hold 
true for all populations (consistency). Fourth, a theory must 
be practical. From a health behavior prospective, practical-
ity is important in two ways. The first is parsimony. The 
principle of parsimony states that an optimal theory will 
explain the greatest amount of variability, using the small-
est number of constructs. Interventions seeking to change 
health behavior are inevitably constrained by time and re-
sources. Although a theory comprised of a large ensemble 
of constructs may improve the theory’s predictive capac-
ity, such a theory may not be practical to implement from 
an intervention perspective. Often, a balance between what 
is ideal and what is practical must be identified. Secondly, 
practically requires that a theory’s constructs be modifiable. 
For a theory to have utility, there must established methods 
of changing a theory’s constructs (e.g., self-efficacy, dis-
cussed later in this chapter).

TYPES OF THEORIES

While there are numerous ways to categorize behavior 
change theories, perhaps the two most common are whether 
the theory is targeting a level of influence (socio-ecological 
approach) or whether the theory attempts to explain a be-
havior (continuum or stage theories) [5]. From the socio-
ecological perspective, the health behavior of individuals 
is shaped in part by the social context in which they ex-
ist. Social-ecological approaches apply a systems perspec-
tive to model the upstream and downstream environmental 
and behavioral factors that influence a given behavior [12]. 
McLeroy, Bibeau, Steckler, and Glanz [13] have defined 
five socio-ecological levels of influence on behavior: (1) 
intrapersonal factors; (2) interpersonal factors; (3) institu-
tional or organizational factors; (4) community factors; and 
(5) public policy factors.

In this context, the intrapersonal level of the socio- 
ecological approach primarily focuses on factors such as 
knowledge, emotions, beliefs, experiences, motivation, 
skills, and behavior. The interpersonal level examines a 
person’s immediate social context and seeks to determine 
how social interactions influence health outcomes. Behavior 
change theories at the interpersonal level explain the in-
fluence of social environments an individual’s behaviors. 
People’s attitudes about health and their health behaviors do 
not exist in isolation; they effect, and are affected by, the 
attitudes and behaviors of others. The more proximal any 
two individuals are, the greater role this social context will 
have on their health behaviors. Furthermore, this influence 
will have a reciprocal effect on those individuals that make 
up their social environment. The organizational level consid-
ers how one’s workplace environment impacts a given health 
outcome. For example, an individual may desire to change 
a health behavior, but if their employer does not provide ac-
cess to health insurance it may prohibit their ability to actu-
alize behavior change. The community level explores how 

settings, such as schools, workplaces, and neighborhoods, in 
which social relationships occur influence health outcomes. 
Finally, the policy level seeks to understand how policies and 
social climates influence health outcomes. Simons-Morton 
et al. [14] included two additional levels of socio-ecological 
influence on behavior: (1) the physical environment; and (2) 
culture [14]. The socio-ecological model elicits that behav-
ior is shaped by multiple levels of influence. Therefore, a 
central tenant of the socio-ecological approach is that inter-
ventions must target multiple levels of influence to create 
sustainable changes in health behaviors. Fig. 14.1 illustrates 
a social-ecological model of sleep and health.

Theories can also be categorized by the approach they 
use to explain behavior. Continuum theories seek to iden-
tify variables that influence a behavior and quantify them 
to predict the likelihood of behavior change. Stage theories 
comprise an ordered set of categories by which individu-
als can be classified according to their progress in behavior 
change. Stage theories also identify factors that will induce 
movement from one category of behavior change to the 
next. Weinstein, Rothman, and Sutton have identified four 
characteristics of stage theories: (1) a categorical system to 
define the stages of change; (2) an ordering of the stages of 
change; (3) identification of the common barriers to change 
which may prevent people from transition to the next stage; 
and (4) identification of the different barriers to change fac-
ing people in different stages [15]. For the purposes of this 
chapter, the behavior change theories presented will be or-
ganized by the level of influence they are designed to target, 
and whether they can constitute a continuum or stage theory. 
While there are numerous models and theories of behavior 
change, the ones presented in this chapter are some the most 
frequently applied theories cited in the literature.

INTRAPERSONAL THEORIES

Health belief model

Continuum theory
The health belief model (HBM) is a value-expectancy frame-
work. Value-expectancy theories attempt to explain how an 
individual’s behaviors are influenced by the expectancy that 
an action will be followed by certain consequences. In this 
context, the HBM seeks to predict and explain the cogni-
tions individuals employ when engaging in a specific health 
behavior. Developed in the 1950s to understand why indi-
viduals were not utilizing free, mobile, tuberculosis screen-
ing services [16], the HBM is considered one of the first 
theories of health behavior [17]. It hypothesizes that health-
related behaviors depend on the simultaneous occurrence 
of three classes of factors: (1) sufficient motivation; (2) the 
belief that one is susceptible to the deleterious outcomes 
of a health problem; and (3) the belief that a certain behav-
ior would be beneficial in reducing the perceived threat and 
that the action can be initiated at an acceptable cost.
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The HBM was originally comprised of five theoreti-
cal constructs. Perceived susceptibility describes an indi-
vidual’s subjective risk to procurement of a negative health 
outcome. Perceived severity describes the subjective ex-
tent of harm incurred through engagement of a behavior. 
Often, perceived susceptibility and perceived severity and 
combined into the construct of perceived threat. Perceived 
benefits encompass the personal advantages of engaging in 
a given behavior. Perceived barriers include the subjective 
and objective costs of adopting a behavior. Cues to action 
include the cognitive triggers that motivate a given behav-
ior. In recent years, the construct of self-efficacy has be-
come central to the HBM. Self-efficacy is an individual’s 
confidence to engage in a specific behavior and is the sixth 
construct of the HBM.

Application
The HBM may be a useful model for researchers seeking 
to predict the negative health outcomes from poor sleep. 
Knowlden et al. specified a HBM model to measure and pre-
dict the sleep behavior of employed college students [18].  

This cross-sectional study found the HBM explained 34% 
of the variance in sleep behavior, with perceived severity, 
perceived barriers, cues to action, and self-efficacy identi-
fied as significant predictors. Fig. 14.2 illustrates the final 
HBM with standardized regression weights. In this study, 
self-efficacy was identified as the strongest predictor of ad-
equate sleep. Fig. 14.2 illustrates the final model from this 
study.

Theory of reasoned action and the theory of 
planned behavior (continuum theory)

The theory of reasoned action (TRA) and the theory of 
planned behavior (TPB) [19] assist in predicting the com-
plex nature of health behaviors [20]. As value-expectancy 
theories, the TRA and TPB assume that altering domain-
specific beliefs can assist in modifying unhealthy behaviors. 
Both models posit that behavior is goal-oriented and results 
from defined cognitive processes that arise as individuals 
assess their environment [21]. The TRA and the TPB de-
fine behavior as an observable action delineated in terms 
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FIG. 14.1 Socio-ecological model of sleep and health. (Adapted from Grandner MA. Addressing sleep disturbances: an opportunity to prevent cardio-
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of its target, action, context, and time [22]. According to 
these theories, behavioral intention is the most immediate 
antecedent of behavior. Behavioral intention is described 
as an individuals’ readiness to perform a specific behavior 
[23]. Conceptually, the constructs of the TRA and the TPB 
are considered independent predictors of intention.

Theory of reasoned action
The constructs of the TRA predict volitional behaviors; 
that is, behaviors that are intentional and explicitly under 
the control of the individual. The TRA postulates that be-
havioral intention is the function of two factors: attitude to-
wards the behavior and subjective norm. The construct of 
attitude towards the behavior refers to the overall feeling of 
like or dislike towards a given behavior. Attitude is shaped 
by behavioral beliefs, which reflect an individual’s dispo-
sition toward performing a specific behavior, and outcome 
evaluations, which refers to the value an individual associ-
ates with engaging in a behavior. In addition to attitudes, 
the TRA hypothesizes that subjective norms are a salient 
determinant of behavioral intentions. The subjective norm 
construct is comprised of normative beliefs and motivation 
to comply. Normative beliefs are an individual’s perception 
about how referent others would like them to act regarding 
an explicit behavior. Motivation to comply, in turn, is the 
degree to which an individual is willing to act in accordance 
with the referent group.

Theory of planned behavior
Although the TRA is a strong predictor of volitional be-
havior [24], it is unable to account for behaviors that are 
beyond the complete control of the individual. To compen-
sate, Azjen [23] proposed the addition of the perceived be-
havioral control construct. Perceived behavioral control is 

divided into two components: control beliefs and perceived 
power. Control beliefs describe beliefs related to external 
and internal factors that can impede or promote the per-
formance of a behavior. Perceived power is the perception 
of ease or difficulty an individual ascribes to a behavior. 
Additionally, Azjen [23] posited that to the extent to which 
perceived behavioral control was accurate, it could serve as 
a proximal measure of actual control and predict behavior. 
The addition of this construct led to the evolution of the 
TRA into its modern form of the TPB.

Application
The TRA and TPB may be useful models for researchers 
seeking to understand the behavioral intentions which un-
derlie sleep behavior. Knowlden et al. [18] operationalized 
the TPB to predict the sleep intentions and behaviors of 
undergraduate college students. Their results found each of 
the three predictors regressed on behavioral intention were 
deemed significant: perceived behavioral control (β = 0.457, 
P < .001), subjective norm (β = 0.179, P = .003), and attitude 
towards the behavior (β = 0.231, P < .001). Collectively, the 
predictors produced an R2

adjusted value of 0.362 (P < .001), 
suggesting the model accounted for 36.2% of the variance 
in the behavioral intention to obtain adequate sleep in the 
sample of participants. Behavioral intention was identi-
fied as a significant predictor of sleep behavior (P < .001), 
 explaining 18.5% of the variance of the participants’ sleep 
behavior. To the best of the author’s knowledge, this was 
the first study to operationalize a behavior change model for 
predicting sleep behaviors.

The model of goal-directed behavior
The model of goal-directed behavior (MGDB) is an exten-
sion of Ajzen’s TPB [23, 25, 26]. Hypothetically, additional 

FIG.  14.2 Health belief structural model illustrating standardized regression weights for the sample of employed undergraduate college students 
(n = 188). (Reprinted by permission of Wolters Kluwer Health, Inc.)



Models and theories of behavior change relevant to sleep health  Chapter | 14 177

constructs can be included along with the primary TPB 
constructs to improve the TPB’s predictive and behavior 
change capacity. The MGDB is one such theory which at-
tempts to incorporate this feature of the TPB. The MGDB 
posits behavioral desires, a motivational state of mind in 
which reasons to act are formed, are a direct determinant 
of behavioral intentions. These behavioral desires mediate 
the effects of attitudes toward a behavior (evaluation of the 
behavior), perceived behavioral control (self-efficacy as-
sessments), subjective norms (perceptions of social pres-
sures), and anticipated emotions (prefactuals posited to 
influence desires to perform a behavior) on behavioral in-
tentions. According to the MGDB, the standard predictors 
of TPB (attitudes, perceived behavioral control, and sub-
jective norms) are not directly related to behavioral inten-
tions, but indirectly through behavioral desires. The MGDB 
posits that anticipated emotions, both positive and negative, 
predict behavioral desires along with the standard TPB 
variables.

Application
The MGDB may be useful for researchers which seek to 
understand the role affect plays in explaining sleep behav-
ior. Knowlden et al. [27] tested a MGDB-based theoretical 
framework for its capacity to measure and predict the sleep 
desires, intentions, and behavior of employed college stu-
dents. Significant paths were identified between attitude to-
ward the behavior, positive emotions, and negative emotions 
for behavioral desires (R2 = 0.654). Direct paths were identi-
fied between perceived behavioral control and behavioral 
desires for behavioral intentions (R2 = 0.513). Finally, direct 
paths were identified between perceived behavioral control 
and behavioral intentions for sleep behavior (R2 = 0.464).

The transtheoretical model

Stage theory
The transtheoretical model (TTM) focuses on explaining 
how individuals and populations progress toward adoption 
and maintenance of health behavior change [28]. The TTM, 
sometimes called the stages of change model, was devel-
oped in the 1977 by James Prochaska and Carlo DiClemente 
after completing a comparative analysis of therapy systems 
as well as a critical review of therapy outcome studies. The 
core constructs of the TTM include the stages of change, 
the process of change, decisional balance, self-efficacy, and 
temptation. The stage construct is comprised of catego-
ries of change along a continuum of readiness to change 
a problematic behavior [29]. The first stage of change is 
precontemplation. During this stage the person is not con-
sidering changing their behavior [30]. The second stage of 
change is contemplation in which the person is considering 
change within the next 6 months. Following contemplation, 

a person enters the preparation stage in which the person 
is actively planning for change in the near future. During 
the action stage the person has made meaningful change 
leading into maintenance in which a person has maintained 
this change for an extended period. During the termination 
stage, the person has no temptation to revert to their prior 
behavior and has reached maximum self-efficacy. Aside 
from the maintenance stage, each stage is susceptible to re-
lapse; that is, reverting to a previous stage of change.

The second primary construct of the TTM is processes 
of change [31]. These processes are the activities people 
utilize to progress through the stages of change. The 10 pro-
cesses of change include: (1) consciousness raising which 
involves raising awareness about the causes, consequences, 
and cures for a particular problem; (2) dramatic relief which 
focuses on enhancing emotional arousal about the behav-
ior and the relief that can come from changing it; (3) envi-
ronmental re-evaluation which explains how the behavior 
impacts a persona’s proximal social and physical environ-
ment and how changing it would benefit the environment; 
(4) self-evaluation which includes assessment of one’s self-
image if they employed the new behavior; (5) self-liberation 
which is a person’s belief that they can change and making a 
commitment to act on the change; (6) counter-conditioning 
which entails learning a new healthy behavior to replace 
the old, unhealthy behaviors; (7) reinforcement manage-
ment which includes applying reinforcements and punish-
ments for taking steps toward behavior change; (8) stimulus 
control which requires modification of one’s environment 
to increase cues for a healthy behavior and decrease cues 
for unhealthy behavior; (9) helping relationships which in-
cludes seeking relationships that will reinforce adherence to 
the new behavior; and (10) social liberation which includes 
realizing social norms are changing in the direction of sup-
porting the healthy behavior change.

Research studies have found certain processes are 
more useful at specific stages of change. The processes of 
consciousness raising, dramatic relief, environmental re- 
evaluation are typically used to help individuals progress 
from the precontemplation to the contemplation stage. The 
process of self-evaluation can assist in progression from con-
templation to preparation while the process of self-liberation 
can assist in progression from preparation to action. The fi-
nal four processes—counter-conditioning, stimulus control, 
helping relationships, and reinforcement management—can 
help individuals progress from action to maintenance.

The construct of decisional balance includes the pros 
and cons associated with changing of the behavioral change 
[32]. Characteristically, the pros of healthy behavior are low 
during the initial stages of change and increase as the indi-
vidual progresses through the stages of change. If the pros 
of the behavior change outweigh the cons, it is more likely 
the change in behavior will transpire. The fourth construct 
of the TTM is self-efficacy [33]. That is, the confidence 
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to perform a specific behavior. Increase in self-efficacy is 
incremental until 100% self-efficacy is reached. The fi-
nal construct is temptation, which is the converse of self-
efficacy. Temptation reflects the urges to revert back to an 
unhealthy behavior when in a difficult situation such as be-
ing under emotional distress, social situations, and cravings 
[34]. Temptation decreases as the individual moves through 
the stages of change and progresses toward termination.

The TTM not only includes five core constructs but it 
is based on five critical assumptions. (1) No single theory 
can account for all the complexities of behavior change; 
(2) Behavior change is a process that progresses over 
time through a sequence of stages of change; (3) stages of 
change are both stable and open to change in the same way 
behavioral risk factors are stable and open to change; (4) 
Most at-risk populations are not prepared for action; there-
fore, traditional action-oriented behavior change programs. 
Determining a population’s current stage of change is help-
ful for identifying the optimal intervention for the popula-
tion; and (5) Specific processes should be emphasized at 
specific stages to optimize behavior change efficacy.

Application
The TTM can be useful to understand the current stage of 
change toward sleep health in which intervention partici-
pants currently reside. Based on such results, different inter-
vention strategies can be applied. Using data from an online 
health risk assessment (HRA) survey completed by partici-
pants of the Kansas State employee wellness program, Hui 
and Grandner found poor sleep quality was associated with 
an increased likelihood of contemplation, preparation, and 
action [35]. However, the likelihood of maintenance of the 
healthy behavior was generally lower.

INTERPERSONAL THEORIES

Social cognitive theory

Continuum theory
Social cognitive theory (SCT) [33] operates on the prem-
ise of reciprocal determinism; a causal model that assumes 
behaviors are influenced by triadic reciprocal causation 
between personal (e.g., cognition, affect), behavioral (e.g., 
behavioral patterns, biological traits), and environmental 
factors (e.g., social dynamics) [36]. Several constructs in-
fluence these factors. The reinforcement construct can be 
direct, such as a physician that provides verbal feedback 
to a patient. Reinforcement can also occur vicariously, by 
observing the actions of others. Reinforcement can also be 
self-induced. Self-reinforcement would pertain to an indi-
vidual that keeps records of their own behaviors and set up 
a system of rewards based on whether they accomplished 
their self-set behavioral objectives.

For an individual to undergo a behavior, they must un-
derstand the behavior and have the behavioral capacity to 
perform it. Closely aligned to behavioral capacity is the 
construct of expectations. Outcome expectations refer to an 
individual’s perception of the likely outcomes that would 
ensue because of engaging in the behavior. Outcome ex-
pectancies, in turn, refer to the value a person places on 
the probable outcomes resulting from performing that be-
havior. The construct of self-control or self-regulation in-
cludes setting goals and developing plans to accomplish 
a behavior. Bandura identified six methods for achieving 
self- regulation: (1) self-monitoring of one’s behavior; (2) 
setting both short and long-term goals; (3) obtaining feed-
back on the behavior and how it can be improved; (4) self- 
reinforcement or rewarding one’s self; (5) self-instructing; 
and (6) and obtaining social support [37].

Likely, the most popular construct in all of behavior 
change theories is the staple of SCT; namely, the construct 
of self-efficacy. Self-efficacy is the confidence to perform 
a specific behavior. Self-efficacy includes the capacity to 
overcome barriers one may face in executing a specific 
behavior. Individuals become self-efficacious toward a be-
havior in four main ways: (1) personal mastery of a task, 
which can be achieved by breaking a complex task down 
into smaller steps; (2) vivacious learning, such as observing 
a credible individual carry out the behavior; (3) persuasion 
or re-assurance, even in the face of behavioral relapse; and 
(4) emotional arousal, such as reducing emotional stress 
that comes from adopting a new behavior.

Application
Due to its core construct of self-efficacy, SCT will per-
haps have the most utility for researchers seeking to in-
clude skill-acquisition as a component of an intervention. 
Baron, Berg, Czajkowski, Smith, Gunn, and Jones [38] 
investigated individual differences in the daily associa-
tions between CPAP use and improvements in affect and 
sleepiness patients beginning CPAP. They found those 
with greater treatment self-efficacy and moderate outcome 
expectancies reported stronger daily benefits from CPAP. 
In terms of general sleep behavior, Knowlden, Robbins, 
and Grandner [39] tested the capacity of Bandura’s social 
cognitive model of health behavior to account for vari-
ance in fruit and vegetable consumption, moderate physi-
cal activity, and sleep behavior in overweight and obese 
men. In this study, self-efficacy had the greatest total ef-
fect on sleep behavior (βtotal = 0.406). Self-efficacy also 
had a significant indirect (βindirect = 0.194) effect on sleep 
behavior through its influence on outcome expectations 
(βdirect = 0.265), socio-structural factors (βdirect = 0.679), 
and goals (βdirect = 0.700). Fig.  14.3 illustrates the final 
SCT structural model of sleep behavior with standardized 
regression weights.
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Social network theory

Continuum theory
Social network theory (SNT) refers to the web of social re-
lationships that surround people and includes the structural 
characteristics of that web [40]. Social epidemiological 
observational studies have documented the positive effects 
that support networks have on health outcomes. However, 
due to the lack of intervention studies using SNT, some ex-
perts caution that social networks do not constitute a theory, 
but rather a set of concepts that describe the processes, 
functions, and structure(s) of social relationships [41]. In 
considering the influence of a network, the following must 
be assessed to understand the role of the network on a given 
health behavior: (1) centrality versus marginality (how 
much involvement does the person have on the network?); 
(2) reciprocity of relationships (are relationships one way 
or two way?); (3) complexity and intensity of relationships; 
(4) homogeneity or heterogeneity of those existing within 
the network; (5) subgroups within the network; and (6) 
communication patterns in the network (how is information 
transmitted?). While it is known that social networks impact 
health status, specifics of who in the network is impacted, 
and to what extent the impact influences health behavior 
outcomes, is unknown.

Application
While there are no known studies applying SNT to sleep, in 
the field of health promotion, social networks play an inte-
gral role in interpersonal-level interventions. Robbins et al. 
[42] implemented a sleep health, education intervention 
tailored to African American populations. The recruitment 
strategy for their intervention relied heavily upon social 
networks. For example, the team developed relationships 
with local community-and faith-based organizations as well 

as barber shops and churches. They also assembled a com-
munity steering committee, comprised of community stake-
holders, patients, and health advocates to provide feedback 
on the content of the intervention. Researchers seeking to 
increase awareness about sleep health, recruit participants, 
or design interventions may wish to incorporate SNT.

COMMUNITY LEVEL THEORIES

Diffusion theory

Stage theory
Diffusion theory provides a framework to understand how 
new innovations, such as new ideas or behaviors, spread 
across various channels in a population or community 
[43]. In this context, there are three types of innovations. 
Incremental innovations represent a relatively small im-
provement over previous ideas or products. Distinctive in-
novations reflect significant improvement, but do not rely on 
any new technology or approach. Breakthrough innovations 
are based on a new approach or new technology. Similar 
to the transtheoretical model, diffusion theory hypothesizes 
that populations go through stages of change when assimi-
lating innovations. Rogers has outlined the following five 
stages: (1) acquiring knowledge of the innovation; (2) per-
suasion or attitudes about the innovation; (3) decision about 
whether to adopt or reject the innovation; (4) implementa-
tion of the innovation; and (5) confirmation or ongoing use 
of the innovation.

Diffusion of an innovation in a population can be rep-
resented by the standard bell-curve. Innovators, repre-
sent approximately 2%–3% of a given population, are 
the individuals which are the first to adopt an innovation. 
Innovators are characterized as risk takers and adventur-
ous. Early adopters, which represent approximately 14% 
of a given population, are those that accept an innovation 

FIG. 14.3 Social cognitive theory model of sleep behavior (N = 303). Notes: Filled-in lines represent significant direct pathways; dotted lines represent 
nonsignificant pathways (P > .05). Direct model pathways reported as standardized beta coefficients while squared multiple correlations are presented in 
bold text.
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early on. Early adopters are characterized as respected 
opinion leaders. Early majority are characterized as being 
ahead of the average and comprise approximately 34% of 
a given population. Late majority (34%) are skeptical and 
will wait until most people in a social system have adopted 
the innovation. Laggards, which represent about 16% of the 
population, are not interested in the innovation and will be 
the last to adopt the innovation, if they do at all. Because 
diffusions transpire over time, the rate of adoption can be 
plotted against time. In doing so the rate of adoption can be 
modeled as an S-shaped curve.

In terms of promoting a diffusion into a system, it is im-
portant to identify population characteristics. Homophily, 
or similarity among groups (e.g., culture), can speed the dif-
fusion of an innovation. Additionally, the identification of 
physical and virtual social networks used by the population 
can be leveraged to hasten the speed in which an innova-
tion is adopted. When working in communities, identifying 
change agents and opinion leaders is crucial. These indi-
viduals can be considered gatekeepers to innovations and 
their favorable perspective of an innovation can assist in its 
permeation through a social system. Diffusions can also be 
promoted using such strategies as social marketing. Social 
marketing is the application of commercial marketing tech-
niques to promote beneficial behaviors. Social marketing 
methods such as audience segmentation can be used to de-
velop messages targeted to specific groups.

Application
Although no current sleep health interventions have directly 
applied diffusion theory, sleep researchers are increasingly 
incorporating consumer sleep technology into their interven-
tions. Mobile phones and wearable devices are have diffused 
into the marketplace at a rapid pace. In 2018, the American 
Academy of Sleep Medicine released a position statement re-
garding consumer sleep technologies [44]. In brief, they indi-
cated that consumer sleep technology can be useful as a tool 
to bolster patient-clinician interaction when used as part of a 
clinical evaluation. They did note, however, that the general 
lack of validation, access to algorithms, and Food and Drug 
Administration oversight limits their current applicability.

Behavioral economics

Continuum theory
In recent years, the potential application of economic 
theory to behavior change has received greater attention. 
Economics is a social science concerned with description 
and analysis of the production, distribution, and consump-
tion of goods and services. Standard economic theory de-
scribe how people should behave when acting in their own 
best interests. It considers individuals to be acting as purely 
rational agents. Under this model, if an individual fails to 

acquire sufficient duration of sleep, it is assumed decision 
is best for them and they have thought through all the costs 
and benefits of this action. However, behaviors are not com-
pletely rational actions. When engaging in behaviors, emo-
tions, heuristics, present-tense biases, etc. factor into the 
decision. Behavioral economics operates under the assump-
tion that individuals often act irrationally, but that they do so 
in predictable ways. Experts have suggested that behavioral 
economics can be applied to move individuals toward envi-
ronments that can motivate healthier choices [45].

Behavioral economic approaches seek to overcome three 
key biases which often factor into the behavioral decision-
making process [46]. The first is present-tense bias. Often, 
individuals overemphasize immediate benefits relative to 
long-term costs. For example, an individual may drive all 
night to arrive at a destination in a more timelier manner. 
While this may provide a more immediate convenience to 
the individual, their decision does not factor in the long-
term costs of a potential accident due to drowsy driving. 
Visceral factors also tend to bias behavioral decision mak-
ing. Cues or stimuli in the social or physical environment 
may override rational decision making. Visceral factors 
tend to be characterized by a direct hedonic impact (usually 
deleterious) and relative desirability of other related actions.  
A final bias which behavioral economics attempts to ad-
dress is status quo bias. People tend to adhere to the cur-
rent or default option. If a person has always voluntarily 
restricted their sleep throughout the week and engaged in 
oversleeping on the weekends, they are more likely to main-
tain the status quo, even if a healthier behavior, such as con-
sistent a sleep/wake schedule is available. In considering 
these biases, behavioral economics suggests both uncon-
scious and nonrational forces influence people’s behaviors 
and may partly explain why simply informing individuals 
about, for example, their need for adequate sleep, does not 
always result in behavior change.

Application
Behavioral economics may assist in researchers seeking to 
influence the commonly held believe in Western cultures 
that sleep is an expendable resource. Although no cur-
rent behavioral economic interventions have been imple-
mented in the realm of sleep health, Malone, Ziporyn, and 
Buttenheim [47] suggested four behavioral economics strat-
egies for individuals and communities seeking to address 
school start time policies. Their first recommendation is to 
offer later start times as the default option. They also rec-
ommend promoting social norms using success stories. To 
counter omission bias, the researchers recommend visually 
depicting deleterious outcomes related to early school start 
times such as poorer test scores and automobile accidents 
related to drowsy driving. Finally, they recommend increas-
ing messaging salience. One method they recommend is 
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to color code those districts with later start times in school 
publications and Web sites to better inform community 
stakeholders.

MEASUREMENT OF MODELS AND 
THEORIES FOR BEHAVIOR CHANGE 
INTERVENTIONS

Empirical evaluation of theory-based, behavior change pro-
grams requires measurement of the theoretical constructs 
targeted by the intervention. Often, researchers will state 
that an intervention is theory-based, yet they do not conduct 
measurement of the theoretical constructs used in the inter-
vention. Failure to measure theoretical constructs makes it 
impossible to scientifically assess hypothesized causal con-
nections between the applied theory and the intervention 
results. If, for example, operationalization, does not occur 
other researchers cannot apply the same methods to gauge 
consistency, an essential criterion for assessment of causa-
tion (see Hill’s Criteria).

Application of theoretical frameworks for behavior 
change interventions involves three steps: (a) explicit opera-
tionalization of the theoretical constructs, (b) actualization of 
the theoretical constructs for intervention application, and (c) 
measurement of the theoretical constructs at pre- and postint-
ervention to ascertain whether the theoretical constructs in-
deed improved. For example, if self-efficacy for obtaining 8 h 
of sleep is targeted by an intervention. Self-efficacy should 
be measured both before and after the intervention to deter-
mine if self-efficacy increased. Instruments for measuring for 
theory- based interventions are developed through psychomet-
ric modeling. Validated theoretical models can provide de-
tailed insight into the dynamics that underlie behavior change. 
The following section will provide a framework for incorpora-
tion of instruments for measuring theoretical constructs.

Step 1: Define purpose of instrument

The first step in developing an instrument (instrumentation) 
is to define its purpose. If the purpose is not explicitly de-
fined there is a risk the instrument will not be relevant for 
the study. The purpose of the instrument should align with 
the study research questions and hypotheses.

Step 2: Identify objects of interest

An object of interest is any factor or determinant that is 
theoretically connected to the behavior. Objects of interest 
should be grounded in the literature (e.g., correlates, predic-
tors, descriptive epidemiological studies). Sometimes, ob-
jects of interest are not well known or understood. In such 
a case, formative qualitative research may be required (e.g., 
grounded theory). The socio-ecological approach can be 
used to identify objects of interest at all levels of influence.

Step 3: Constitutively define objects of 
interest

For this step, the standardized, universal definitions of the 
object of interest should be considered. At this point, the 
research team may opt to use a theoretical framework to 
guide the objects of interest they will measure. For exam-
ple, if the research team decides the TPB will best address 
their research questions, they will need to define each TPB 
construct. For instance, the universal definition of attitude 
toward the behavior from the TPB is “the degree to which 
performance of the behavior is positively or negatively val-
ued.” Once each object of interest is defined, the objects of 
interest must be prioritized in terms of their ability to evalu-
ate the research questions and hypotheses. It is unlikely that 
each object of interest will be become part of the instrument. 
In the field of health education and promotion, for example, 
Golden et al. found fewer than 10% of interventions incor-
porated the socio-ecological approach as the foundation of 
their interventions [48]. Even if an intrapersonal level theo-
retical framework is used for the study, it is possible that 
not all constructs from the theory will be measured. For ex-
ample, the SCT includes approximately 10 constructs. This 
is a relatively large number of construct. Based on time and 
resources, it may not be feasible to include the full set of 
constructs. As an aside, one reason the TPB is popular, is its 
parsimonious composition. However, even if the instrument 
will only seek to measure a select number of objects of in-
terest, it still important to identify all objects. Doing so may 
help account unexplained variance in the theoretical model. 
For example, if the TPB is used to model sleep behavior 
and it is found the model only accounts for 30% variance in 
the outcome variable, the remaining 70% variance could be 
attributed to objects of interest which were not measured.

Step 4: Operationally define objects of 
interest

Operationalization requires two main features: (1) tailoring 
of objects for the need of the research and (2) assigning 
numerical values to the objects for measurement purposes. 
The following example demonstrates the translation of the 
universal definitions of sleep behavior and attitude toward 
the behavior into operational definitions of these objects.

● Universal Definition: A behavior is an overt human 
action, conscious or unconscious, with measurable 
frequency, duration, and intensity. Behavior from the 
vantage point of the TPB is defined in terms of the tar-
get, action, context, and time (TACT) principle.

● Operational Definition: For the purposes of this program, 
adequate sleep behavior is defined as adults receiving 
7–9 h of continuous sleep in a 24-h period. Applying the 
TACT principle, adequate sleep behavior is defined as 
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adults (target) achieving 7–9 h (time) of sleep (action) 
every 24 h (context). The sleep behavior variable will be 
assessed through self-report.

● Universal Definition: Attitude towards a behavior is the 
degree to which performance of the behavior is posi-
tively or negatively valued.

● Operational Definition: For the purpose of this study, at-
titude towards the behavior of obtaining adequate sleep 
is operationally defined as the individual’s overall feel-
ing of like or dislike toward obtaining adequate sleep 
behavior. A total of six items will be used to measure 
this construct. Seven-point semantic differential scale 
will be used to measure each item. A score of 6–42 is 
possible for this construct. The mean of the item scores 
will be calculated to provide an overall attitude score. 
A higher score is indicative of a more positive attitude 
towards the behavior.

Step 5: Review previously developed 
instruments

For example, if the researcher conducts a TPB-based sleep 
program for college students, they may want to use the in-
strument developed by Knowlden et al. [49]. In such a case, 
this previously developed instrument may be an optimal fit. 
If the research team opts to use a previously validated in-
strument for their intervention, they must carefully consider 
the original purpose of the instrument and the demograph-
ics that were sampled. Instruments developed with differ-
ent demographics, literacy levels, online delivery versus 
paper-and-pencil administration, etc., may impact measure-
ment accuracy. When adopting previously developed in-
struments, it also important to consider the psychometrics 
and limitations of the methods applied during the original 
instrumentation process. For example, if the instrument has 
weak internal consistency it may not introduce bias into the 
measurement process. If the data collected for instrumenta-
tion were from a nonprobability samples, the validity of the 
findings may not be generalizable (external validity).

Researchers can search research databases instruments 
that may fit the needs of their interventions. Popular re-
search databases include: Medical Literature Analysis and 
Retrieval System Online (MEDLINE) & PubMed, Education 
Resources Information Center (ERIC), Cumulative Index to 
Nursing and Allied Health CINAHL, and Google Scholar. 
Health and Psychological Instruments (HaPI) is a special-
ized database that focuses on instruments in health-related, 
behavioral/social sciences, and organizational behavior 
disciplines. Inter-Nomological Network (INN) is a beta 
project designed to catalog variables and scales and may 
also be helpful. Some questions researchers may wish to 
address when considering whether to use a previously vali-
dated instrument include: (1) Was the instrument developed 
with similar demographics? (2) How did the researchers 

go about conducting the process of instrumentation? (3) 
Does the instrument have adequate psychometric properties 
(reliability/validity)?

Step 6: Develop an original instrument

If there is no previously developed instrument that meets 
the needs of the study, the researchers may need to develop 
an original instrument. It is important to note that if the 
research team opts to develop an original instrument, it is 
likely to add considerable time and resources to the research 
study. Therefore, it may be beneficial to use a previously 
developed instrument, even if it will not provide the high-
est degree of measurement precision. This will be largely 
determined by the resources available to the research team 
and the need for measurement precision.

Step 7: Select appropriate scales

For this step, consider the level of measurement (e.g., nomi-
nal, ordinal, interval, and/or ratio) used to evaluate the study 
hypotheses. Ratio level variables provide the most precision 
and allow for a wide-range of statistical tests. However, ra-
tio levels variables are not always possible. Furthermore, 
higher levels of measurement are limited by the way in 
which the data are collected. For example, the precision of 
the ratio-level data can vary if self-report (indirect monitor-
ing) is used as opposed to accelerometers (direct monitor-
ing) collecting ratio level data on sleep; however. It is often 
good to remember that there is no perfect method of mea-
surement. Researches operate within a range of confidence.

In terms of selecting scales, some theories provide guid-
ance on the type of scale that should be applied. For ex-
ample, the developer of the TPB, Icek Ajzen, recommends 
use of semantic differential scales for measure TPB con-
structs [23]. If no recommendation exists, the literature can 
also help inform which scale the researchers should use. 
For example, the research team may look at five different 
research papers describing development of questionnaires 
using SCT. Based on the psychometric properties of the pa-
pers or some other feature, such as similarity in the type of 
behavior, the researchers may opt for one type of scale over 
another. In considering the type of scale for questionnaires, 
it is often advisable to maintain, as much as possible, the 
same type of scale throughout the questionnaire. For exam-
ple, if Likert-type scales are selected, strive to use Likert-
type scales throughout, as opposed to integrating multiple 
types of scales. Multiple scales can increase questionnaire 
complexity and lead to participant bias.

Step 8: Develop items

One item should be developed corresponding to each prop-
erty of a construct. Items must be clear and only tap one 
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attribute of a construct. When a concept has been reduced to 
a variable, the scale of measurement chosen, and the items 
developed the instrument is also called a questionnaire. 
Paper-and-pencil questionnaires is the conventional method 
of delivery. Web-based questionnaires are becoming more 
popular. Each medium of questionnaire delivery possesses 
inherent strengths and limitations. Developing items is a 
tedious, iterative process. It is skill that requires time and 
experience to develop. A good first step is to examine items 
that have already been developed and tested. It might be 
possible to slightly alter such items. A common paradox for 
researchers is developing items that fully tap into a con-
struct, while simultaneously seeking to minimize partici-
pant burden. If too many items are present, it can increase 
participant burden and introduce bias (e.g., acquiescence 
bias). One method for accomplishing this is separating 
“need to know” information from “nice to know” informa-
tion. Every item on a questionnaire should answer some-
thing the researcher needs to know to test their hypotheses. 
If an item is not directly linked to the study hypotheses, it is 
likely “want to know” information.

Step 9: Prepare a draft instrument

Directions are important in any instrument. They should 
be optimum in length and easy to understand. The instru-
ment should have clear guidance about scoring: how each 
item will be scored, how different subscales will be scored, 
whether there will be one scorer or more, what will be the 
range of scores, and what high and low scores mean (de-
velop a code book). The instrument should have a clean, 
organized, professional layout. Developing an appealing 
hard copy or online questionnaire layout can take consider-
able time. A feature of online questionnaires is many inter-
faces are smart phone accessible, allowing participants to 
complete the questionnaire when it is convenient for them. 
Participants can also save their answers and return later.

Step 10: Test for readability

Health literacy is a topic of growing importance in public 
health. Health literacy is conceptualized as an individual’s 
ability to obtain, process, and comprehend health infor-
mation in order to make informed health decisions [50]. 
Readability metrics can serve as a starting point for gauging 
health literacy. Readability scores are based on the num-
ber of syllables in words and should be a beginning point 
for gauging health literacy. There are numerous readabil-
ity metrics available. Two such examples are the Flesch 
Reading Ease and Flesch-Kincaid Grading tests. Reading 
ease between 60 and 70 is generally good. Grade level 
scores coincide with US Education Grade levels; e.g., a 
level of 5 indicates general compatibility with fifth-grade 
US education standards. If a questionnaire indicates a high 

level of literacy is required, a good first step is to simplify 
words with three or more syllables. Further refinement 
should occur through pilot testing.

Step 11: Send to panel of experts

A panel of experts is a group of individuals with sufficient 
expertise to gauge the properties of an instrument. A panel 
of experts is typically comprised of six jurors: two subject 
experts (including theory, if theory has been used), two ex-
perts in measurement and instrument development, and two 
experts of the priority population. Primarily, they will be 
involved in evaluating readability as well as face and con-
tent validity. Face validity contrasts operational definitions 
against universal definitions of the construct. Content valid-
ity subjectively assesses whether the items fully captures all 
the dimensions of the intended construct as operationally 
defined. Panel members should also evaluate the directions, 
layout, and readability of the questionnaire. Experts can be 
identified by emailing corresponding authors from research 
articles. The letter to panel members should be formal, pro-
fessional, and ask for their assistance. Typically, a form for 
completing the evaluation of the instrument is supplied along 
with the questionnaire to ease juror burden. After receiving 
input from the first round with the panel of experts, changes 
are made and then in the second round once again the panel-
ists are approached to check if suggestions have been suffi-
ciently incorporated; add more rounds of review if necessary.

Step 12: Conduct a pilot test

This step can be conducted before or after forming the panel 
of experts. In this pilot test, the target population members 
are instructed to encircle any words they do not understand 
or any statements that are unclear. They are also timed to 
determine approximately how long it takes to complete the 
instrument in a practical setting. The pilot sample is also 
asked to provide any suggestions regarding improving read-
ability of the instrument. If possible, the pilot test should 
be followed with a debriefing session in which participants 
provide verbal feedback.

Step 13: Establish reliability and validity

Establishing reliability and validity of an instrument requires 
proficiency in statistics and statistical software. The follow-
ing section will provide a brief overview of reliability and 
validity but is by no means exhaustive. Let us consider the 
following example to help conceptualize reliability and va-
lidity. First, let us consider that we are interested in measuring 
body weight for a weight loss intervention. A couple of fac-
tors may go into to our methods for measuring body weight 
in a consistent way. First, we may want participants to weigh 
themselves on an empty stomach, first thing in the morning. 
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Second, we may want participants to place the scale on a flat 
surface. Third, we may want participants to use an electronic 
scale that is appropriately calibrated. We could say that these 
three properties of measuring body weight must be inter-
nally consistent to reliably capture bodyweight. This same 
idea is applied when using a collection of cohesive instru-
ment items, or scales, to tap into a psychological construct. 
Internal consistency gauges how well the items gel together 
to tap into a construct. A common statistic to gauge internal 
consistency is Cronbach’s alpha. Typically, values of 0.70 or 
higher are recommended [51].

Now, let us say that we are interested in testing the sta-
bility of our construct. We request that participants step 
onto the scale at the beginning of the trial. Let us assume, 
the pretest mean body weight of the sample is 135 lbs. At 
the end of the program, participants’ weight is once again 
measured. The posttest mean bodyweight of the sample is 
125 lbs. It appears the intervention worked! But we think 
back to many times in which we stepped onto a weighing 
scale. We stepped on and recorded our weight. We waited 
for it to re-calibrate and we stepped on it again, only to find 
the scale produced a weight that differed by a few pounds 
compared to the first time we stepped on. If this is the case 
with objective instrument like a scale, it is likely that intan-
gible concepts like attitude are more prone to measurement 
error. Even if consistent procedures are applied it is possible 
there will be fluctuations, or measurement error, inherent to 
the instrument. The less objective the measurement tool, the 
more likely error will be present. For example, with body 
weighing scales, a cheaper bathroom scale will have less ac-
curacy than a sophisticated electronic body weighing scale. 
If we do not attempt to determine if the fluctuation is rea-
sonable, it is possible we could find changes from pretest 
to posttest that are due to random fluctuation as opposed 
to actual change attributed to the intervention. Stability 
reliability, then, is the degree of association between a 
measurement taken at one point in time against the same 
measurement taken at a second point in time. The method 
used to assess stability reliability is called the test-retest 
method. The statistic used to gauge the degree of associa-
tion between the two measurements is called a correlation 
coefficient. Often, Pearson’s r correlation coefficient is ap-
plied. Although, there are much more sophisticated metrics, 
such as intraclass correlations that can be applied. Typically, 
Pearson’s r values of .70 or higher are considered adequate 
for gauging stability.

Validity would be, for example, the ability of the scale 
to measure fat loss as, opposed to some other feature such 
as water weight. There are several types of validity [51]. 
Construct validity is gauging whether a construct confirms 
to an a priori theoretical framework. Methods for construct 
validity are complex and require advanced training (typi-
cally doctoral statistics classes). Two types other types of 
validity include: concurrent validity and predictive validity. 

Concurrent validity attempts to gauge the ability of a field-
based instrument such as an accelerometer or self-report 
questionnaire to correlate to the current gold standard. For 
example, how valid are accelerometers for measuring sleep 
when compared to the gold standard of polysomnography. 
Predictive validity attempts to determine how well a set of 
constructs predicts an outcome of interest. For example, how 
accurate is the TPB for predicting sleep behavior intentions.

LIMITATIONS OF BEHAVIOR CHANGE 
THEORIES

Although models and theories can be a helpful tool in ex-
plaining and predicting health behavior change, they are not 
without their limitations. No single theory has been shown 
to be useful in all situations. Additionally, each theory 
presented in this chapter has its own inherent limitations. 
Continuum, value-expectancy theories tend to focus on 
cognitive factors but do not consider that behavior change 
occurs over time. Meanwhile, many theorists disagree with 
the way stage theories classify the process of behavior 
change. In addition to these limitations, behavior change 
theories are rarely operationalized and measured in inter-
vention research. To improve the utility of behavior change 
models and theories, more interventions which can demon-
strate a causal connection between theoretical constructs 
and behavior change are needed.

CONCLUSION

A range of behavior change models and theories are avail-
able to assist in the process of modifying sleep behaviors. 
Theories can assist in explaining why individuals do, or do 
not, engage in healthful sleep actions. Effective implemen-
tation of behavior change models and theories can reduce 
intervention costs, make more efficient use of time, and 
elicit greater behavioral outcomes. Models and theories 
can be classified in two general domains: (1) continuum 
theories, which seek to quantify theoretical constructs cor-
related to a behavior and (2) stage theories, which attempt 
to classify individuals according to their progress toward 
permanent behavior change. To advance the efficaciousness 
of behavior change models and theories for improving sleep 
health, researchers must operationalize the theoretical con-
structs they apply. Poor sleep impacts a large segment of the 
United States population. As such, an emphasis on theory-
based research at the community-level is greatly needed.

REFERENCES
 [1] Gopnik  A, Meltzoff  AN, Bryant  P. Words, thoughts, and theories. 

Cambridge, MA: Mit Press; 1997.
 [2] Nutbeam  D, Harris  E. Theory in a nutshell: a guide practitioner’s 

guide to health promotion theory. Sydney: McGraw Hill; 1999.

http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0010
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0010
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0015
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0015


Models and theories of behavior change relevant to sleep health  Chapter | 14 185

 [3] Glanz K, Rimer BK, Viswanath K. Health behavior and health educa-
tion: theory, research, and practice. 4th ed. John Wiley & Sons; 2008.

 [4] Chaplin J, Krawlec T. Systems and theories of psychology. 4th ed. 
New York: Holt, Rinehart & Winston; 1979.

 [5] McKenzie J, Neiger B, Thackeray R. Planning, implementing & eval-
uating health promotion programs: a primer. 7th ed. San Francisco: 
Pearson Benjamin Cummings; 2017.

 [6] Randall R, Girvan J, McKenzie  J, Seabert D. Principles and foun-
dations of health promotion and education. 6th ed. San Francisco: 
Pearson; 2015.

 [7] World Health Organization. Constitution of the world health organi-
zation. Geneva: World Health Organization; 1948.

 [8] World Health Organization. The Ottawa charter for health promotion. 
Geneva: World Health Organization; 1986. Available from: http://
www.who.int/healthpromotion/conferences/previous/ottawa/en/.

 [9] Bixler E. Sleep and society: an epidemiological perspective. Sleep 
Med 2009;10:S3–6.

 [10] Hill  AB. The environment and disease: association or causation? 
SAGE Publications; 1965.

 [11] Doll R, Hill AB. The mortality of doctors in relation to their smoking 
habits. Br Med J 1954;1(4877):1451.

 [12] Rimer BK, Glanz K. Theory at a glance: a guide for health promotion 
practice. 2nd ed. Washington, DC: National Cancer Institute; 2005. 
NIH Pub. No. 05-3896.

 [13] McLeroy  KR, Bibeau  D, Steckler  A, Glanz  K. An ecologi-
cal perspective on health promotion programs. Health Educ Q 
1988;15(4):351–77.

 [14] Simons-Morton  B, McLeroy  KR, Wendel  ML. Behavior theory in 
health promotion practice and research. Jones & Bartlett Publishers; 
2012.

 [15] Weinstein  ND, Rothman  AJ, Sutton  SR. Stage theories of health 
behavior: conceptual and methodological issues. Health Psychol 
1998;17(3):290.

 [16] Hochbaum GM. Public participation in medical screening programs: a 
socio-psychological study. (Public health service publication no. 572)  
Washington, DC: Government Printing Office; 1958.

 [17] Rosenstock  IM. Historical origins of the health belief model. In: 
Becker MH, editor. The health belief model and personal health be-
havior. Thorofare, NJ: Charles B. Slack; 1947. p. 1–8.

 [18] Knowlden  AP, Sharma  M. Health belief structural equation mod-
el predicting sleep behavior of employed college students. Fam 
Community Health 2014;37(4):271–8.

 [19] Ajzen I. From intentions to action: a theory of planned behavior. In: 
Huhl J, Beckman J, editors. Will; performance; control (psychology); 
motivation (psychology). Berlin and New York: Springer-Verlag; 
1985. p. 11–39.

 [20] Casper  ES. The theory of planned behavior applied to continu-
ing education for mental health professionals. Psychiatr Serv 
2007;58(10):1324–9.

 [21] Fishbein M, Ajzen I. Predicting and changing behavior: the reasoned 
action approach. New York: Psychology Press (Taylor & Francis); 
2010.

 [22] Sharma M, Romas JA. Theoretical foundations of health education 
and health promotion. Jones & Bartlett Publishers; 2008.

 [23] Ajzen I. The theory of planned behavior. Organ Behav Hum Decis 
Process 1991;50(2):179–211.

 [24] Madden TJ, Ellen PS, Ajzen I. A comparison of the theory of planned 
behavior and the theory of reasoned action. Personal Soc Psychol 
Bull 1992;18(1):3–9.

 [25] Perugini M, Bagozzi RP. The role of desires and anticipated emotions 
in goal-directed behaviours: broadening and deepening the theory of 
planned behaviour. Br J Soc Psychol 2001;40(1):79–98.

 [26] Perugini M, Conner M. Predicting and understanding behavioral vo-
litions: the interplay between goals and behaviors. Eur J Soc Psychol 
2000;30(5):705–31.

 [27] Knowlden  AP, Sharma  M, Shewmake  ME. Testing the model of 
goal-directed behavior for predicting sleep behaviors. Health Behav 
Policy Rev 2016;3(3):238–47.

 [28] Prochaska JO. Systems of psychotherapy: a transtheoretical analysis. 
Homewood, IL: Dorsey Press; 1979.

 [29] Prochaska  JO. Changing at differing stages. In: Snyder  CR, 
Ingram RE, editors. Handbook of psychological change: psychother-
apy processes and practices for the 21st century. New York: Wiley; 
2000. p. 109–27.

 [30] Prochaska  JO, DiClemente  CC, Norcross  JC. In search of how 
people change: application to addictive behaviors. Am Psychol 
1992;47(9):1102–14.

 [31] Prochaska  JO, DiClemente  CC. Transtheoretical therapy: toward 
a more integrative model of change. Psychother Theory Res Pract 
1992;20:161–73.

 [32] Janis IL, Mann L. Decision making: a psychological analysis of con-
flict, choice, and commitment. New York: Free Press; 1977.

 [33] Bandura  A. Social foundations of thought and action. Englewood 
Cliffs, NJ: Prentice-Hall; 1986.

 [34] Prochaska JO. An eclectic and integrative approach: transtheoretical 
therapy. In: Gurman AS, Messer SB, editors. Essential psychothera-
pies: theory and practice. New York: Guilford Press; 1995. p. 403–40.

 [35] Hui S-K, Grandner MA. Associations between poor sleep quality and 
stages of change of multiple health behaviors among participants of 
employee wellness program. Prev Med Rep 2015;2:292–9.

 [36] Crosby RA, Salazar LF, DiClemente RJ. How theory informs health 
promotion and public health practice. In: DiClemente RJ, Salazar LF, 
Crosby RA, editors. Health behavior theory for public health: princi-
ples, foundations, and application. Burlington, MA: Jones & Bartlett; 
2013. p. 163–85.

 [37] Bandura  A. Self-efficacy: toward a unifying theory of behavioral 
change. Psychol Rev 1977;84(2):191.

 [38] Baron KG, Berg CA, Czajkowski LA, Smith TW, Gunn HE, Jones CR. 
Self-efficacy contributes to individual differences in subjective im-
provements using CPAP. Sleep Breath 2011;15(3):599–606.

 [39] Knowlden  AP, Robbins  R, Grandner  M. Social cognitive models 
of fruit and vegetable consumption, moderate physical activity, and 
sleep behavior in overweight and obese men. Health Behav Res 
2018;1(2):5.

 [40] Edberg M. Essentials of health behavior: social and behavioral theory 
in public health. Sudbury, MA: Jones & Bartlett; 2007.

 [41] Heaney  CA, Israel  BA. Social networks and social support. In: 
Glanz  K, Rimer  BK, Viswanath  K, editors. Health behavior and 
health education: theory, research, and practice. San Francisco, CA: 
Jossey-Bass; 2008. p. 189–210.

 [42] Robbins  R, Allegrante  J, Rapoport  D, Senathirajah  Y, Rogers  A, 
Williams  N, Cohalll  A, Butler  M, Ogedegbe  O, Jean-Louis  G. 
Tailored approach to sleep health education (TASHE): preliminary 
results for a randomized controlled trial of a web-based educational 
tool to promote self-efficacy for OSA diagnosis and treatment among 
blacks. Sleep 2018;41(suppl_1):A212.

 [43] Rogers EM. Diffusion of innovations. 5th ed. New York: Free Press; 
2003.

http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0020
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0020
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0025
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0025
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0030
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0030
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0030
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0035
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0035
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0035
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0040
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0040
http://www.who.int/healthpromotion/conferences/previous/ottawa/en/
http://www.who.int/healthpromotion/conferences/previous/ottawa/en/
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0050
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0050
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0055
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0055
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0060
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0060
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0065
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0065
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0065
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0070
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0070
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0070
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0075
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0075
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0075
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0080
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0080
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0080
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0085
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0085
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0085
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0090
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0090
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0090
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0095
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0095
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0095
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0100
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0100
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0100
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0100
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0105
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0105
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0105
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0110
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0110
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0110
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0115
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0115
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0120
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0120
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0125
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0125
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0125
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0130
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0130
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0130
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0135
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0135
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0135
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0140
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0140
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0140
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0145
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0145
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0150
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0150
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0150
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0150
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0155
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0155
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0155
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0160
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0160
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0160
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0165
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0165
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0170
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0170
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0175
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0175
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0175
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0180
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0180
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0180
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0185
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0185
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0185
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0185
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0185
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0190
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0190
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0195
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0195
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0195
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0200
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0200
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0200
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0200
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0205
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0205
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0210
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0210
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0210
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0210
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0215
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0215
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0215
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0215
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0215
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0215
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0220
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0220


186 PART | III Addressing sleep health at the community and population level

 [44] Khosla S, Deak MC, Gault D, Goldstein CA, Hwang D, Kwon Y, 
et al. Consumer sleep technology: an American Academy of Sleep 
Medicine position statement. J Clin Sleep Med 2018;14(05):877–80.

 [45] Bickel W, Vuchinich R. Reframing health behavior change with be-
havioral economics. New York: Psychology Press; 2000.

 [46] Loewenstein  G. Out of control: visceral influences on behavior. 
Organ Behav Hum Decis Process 1996;65(3):272–92.

 [47] Malone  SK, Ziporyn  T, Buttenheim  AM. Applying behavioral 
insights to delay school start times. Sleep Health 2017;3(6): 
483–5.

 [48] Golden SD, Earp JAL. Social ecological approaches to individuals 
and their contexts: twenty years of health education & behavior health 
promotion interventions. Health Educ Behav 2012;39(3):364–72.

 [49] Knowlden AP, Sharma M, Bernard AL. A theory of planned behavior 
research model for predicting the sleep intentions and behaviors of 
undergraduate college students. J Prim Prev 2012;33(1):19–31.

 [50] Parker R, Ratzan SC. Health literacy: a second decade of distinction 
for Americans. J Health Commun 2010;15(S2):20–33.

 [51] Polit  DF, Beck  CT. Nursing research: principles and methods. 
Lippincott Williams & Wilkins; 2004.

http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0225
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0225
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0225
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0230
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0230
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0235
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0235
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0240
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0240
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0240
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0245
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0245
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0245
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0250
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0250
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0250
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0255
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0255
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0260
http://refhub.elsevier.com/B978-0-12-815373-4.00014-9/rf0260




189
Sleep and Health. https://doi.org/10.1016/B978-0-12-815373-4.00015-0
© 2019 Elsevier Inc. All rights reserved.

Insufficient sleep and obesity
Andrea M. Spaeth
Department of Kinesiology and Health, School of Arts and Sciences, Rutgers University, New Brunswick, NJ, 

United States

More than two-thirds of adults and one-third of children 
are considered to have overweight/obesity in the United 
States and the prevalence rate of obesity among adults has 
increased from 33.7% to 39.6% in just the past decade [1]. 
The high prevalence of obesity and its associated diseases, 
such as type 2 diabetes and cardiovascular disease, have 
prompted calls for the evaluation of innovative approaches 
to decrease obesity risk and promote healthy weight man-
agement. Emerging evidence suggests that sleep plays an 
important role in energy balance and metabolism and that 
enhancing sleep may represent a novel, modifiable behavior 
for weight regulation in children, adolescents and adults. 
Recent research has also begun to examine how sleep and 
circadian rhythm disorders affect energy balance regulation 
as well as how changes in weight status, diet and exercise 
impact sleep physiology.

SLEEP DURATION

Epidemiologic studies consistently demonstrate that habit-
ual short sleep duration is a risk factor for obesity. Cross-
sectional and longitudinal studies show that adults who 
report sleeping ≤5–6 h/day have more adiposity, larger waist 
circumferences, gain more weight over time and are more 
likely to have obesity [2–4]. In one study of nearly 14,000 
adults, short sleepers (≤6 h/day) were 1.0 kg/m2 heavier and 
had a 2.2 cm larger waistline than sufficient sleepers (7–9 h/
day) [5]. Similarly, adults who slept <5 h a night exhibited 
a 16% higher prevalence of general obesity and a 9% higher 
prevalence of abdominal obesity compared to those who 
slept 7–8 h [6]. Consistent with these correlational findings, 
two in-laboratory experimental protocols demonstrated that 
healthy adults randomized to a sleep restriction condition 
gained more weight than those randomized to a sufficient 
sleep condition [7, 8].

The relationship between sleep duration and obesity 
has also been studied in pediatric populations. Short sleep 
duration during infancy predicts increased risk for obe-
sity in preschool-aged children [9, 10] and cross-sectional 

 studies have revealed an association between short sleep 
duration and obesity in preschoolers, school-aged children 
and teenagers [10–13]. A recent metaanalysis examining 
the longitudinal impact of sleep duration on weight status 
in children and adolescents found that short sleepers had 
twice the risk for becoming overweight/obese compared 
to sufficient sleepers [14] and, in a large cohort followed 
longitudinally, self-reported sleep problems in adoles-
cence (mean age 13 years) predicted general obesity in 
young adulthood (mean age 20 years) [15]. Furthermore, 
in a counterbalanced crossover experiment, school-aged 
children exhibited greater weight gain when sleep was re-
stricted by 1.5 h/night for 1 week compared to when sleep 
was prolonged by 1.5 h/night for 1 week [16]. Collectively, 
these studies provide strong support for the identification 
of habitual short sleep duration as a risk factor for obesity 
in children and adults.

Obesogenic behaviors

Modifiable behaviors that contribute to uncontrolled weight 
gain include (1) being sedentary/having low levels of physi-
cal activity, (2) overeating and consuming a poor diet, and 
(3) exhibiting a delayed meal timing pattern. Several epi-
demiological studies have demonstrated that sleep duration 
associates with physical activity levels, diet quality and 
caloric intake (Fig.  15.1). Children and adolescents who 
habitually obtain sufficient sleep exhibit more physical 
activity, greater fruit/vegetable intake, lower total caloric 
intake (kcal/day), reduced diet energy density, less added 
sugar intake and soda consumption [17–22]. Data from the 
UCLA Energetics Study using self-report measures of sleep 
duration and objective measures of energy intake (estimated 
based on doubly labeled water measurement of total energy 
expenditure) revealed that adults sleeping adults ≤6 h/night 
consumed approximately 50 more calories than those sleep-
ing 7 h/night, 160 more calories than those sleeping 8 h/
night and 440 more calories than those sleeping 9 h/night 
[23]. These differences in energy intake were also reflected 
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in BMI and the prevalence of obesity (≤6 h: BMI 28.0, 34% 
obese; 7 h: BMI 25.0, 23%; 8 h: BMI 23.7, 14% obese, 9 h: 
BMI 24.6, 10% obese) [23].

In children [24] and adults [25] participating in experi-
mental protocols, physical activity was lower during days 
following sleep restriction compared to days following suf-
ficient sleep and this overall decrease is due to less time 
spent in moderate-vigorous activity. Laboratory studies in 
adults have also demonstrated that sleep restriction leads to 
increased caloric intake, more food purchases, greater con-
sumption of snacks, increased portion sizes, and increased 
impulsivity in response to food cues [7, 8, 26–31]. For ex-
ample, when given ad libitum access to food in a laboratory 
setting, participants consumed nearly 500 additional calo-
ries in one study [7] and nearly 300 additional calories in 
another study [28] during days following sleep restriction 
compared to days following sufficient sleep. In both studies, 
participants also consumed calories more frequently when 
sleep restricted suggesting increased snacking behavior.

Regarding macronutrient intake, some studies have 
shown that sleep restriction leads to increased craving and 
consumption of carbohydrates [27, 32], others have ob-
served greater consumption of fats [28, 33, 34]. Normal-
to-overweight adolescents assigned 6.5 h TIB/night for 
5 nights consumed foods with a higher glycemic index 
and more desserts/sweets than when assigned 10 h TIB/
night for 5 nights [35]. Similarly, during an in-laboratory 
study, during days following sleep restriction (compared to 

days following sufficient sleep), adults consumed signifi-
cantly more calories from these categories: (1) grains and 
pasta; (2) condiments; (3) desserts; (4) salty snacks and (5) 
 caffeine-free soda and juice but did not consume more calo-
ries from healthier food categories (meat, eggs, and fish; 
fruit, vegetables, and salad; milk) [33]. Therefore, although 
macronutrient intake findings are mixed, in general it seems 
that sleep restriction is associated with greater intake of un-
healthy foods [36].

Delayed meal timing has also been identified as impor-
tant for weight regulation. Women who are were dieting 
and consumed the majority of calories earlier in the day lost 
more weight than women who consumed the majority of 
calories later in the day, even when total daily caloric intake 
was held constant [37, 38]. In a cross-sectional cohort of 
healthy young adults (18–22 years), delayed circadian tim-
ing of food intake (calculated relative to each participant’s 
melatonin onset) was significantly associated with body fat 
percentage and body mass [39].

Recent findings suggest that sleep duration may im-
pact meal timing. When bedtime was delayed during an 
in- laboratory sleep restriction protocol (5 nights of 4 h TIB/
night), adults consumed approximately 500 additional calo-
ries during the late-night hours when they were kept awake 
instead of going to bed (10:00 p.m.–04:00 a.m.) and then 
consumed approximately 100 fewer calories the following 
morning (08:00 a.m.–03:00 p.m.) [7, 33]. This led to a shift 
such that participants consumed the majority of daily calories 

FIG. 15.1 Relationship between sleep loss and obesity within the context of our current environment.
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before 03:00 p.m. during sufficient sleep and consumed the 
majority of daily calories after 03:00 p.m. during sleep restric-
tion. Furthermore, the percentage of daily calories consumed 
during the late-night period (10:00 p.m.–04:00 a.m.) positively 
associated with weight gained during the study [40]. Calories 
consumed during the late-night period were also higher in fat 
compared to calories consumed during the two earlier time pe-
riods [7]. Evening fat intake may be particularly contributory 
to weight gain; Baron and colleagues found that the percent-
age of fat consumed after 10:00 p.m. associated with greater 
total caloric intake and a higher BMI among adults [41].

Thus, habitual short sleep duration may lead to uncon-
trolled weight gain by decreasing physical activity, increas-
ing energy intake and promoting a low-quality diet, and by 
shifting the timing of caloric intake. Findings suggest that 
behavioral interventions that simultaneously target sleep 
and these obesogenic behaviors may be particularly effec-
tive in promoting healthy weight management.

Potential physiological mechanisms

Laboratory studies have begun to examine possible physio-
logical mechanisms—such as appetite-regulating hormones 
and changes in brain activation—underlying the relationship 
between sleep duration and weight gain (Fig. 15.1). Leptin, 
an anorexigenic hormone released from adipocytes, and 
ghrelin, an orexigenic hormone released from the stomach, 
have been the most studied appetite-regulating hormones in 
regards to sleep duration. Two large cross-sectional studies 
reported that short sleepers (5 h/night) exhibit lower leptin 
and higher ghrelin levels than normal sleepers (8 h/night) 
[42, 43]. Spiegel and colleagues found that men, undergo-
ing 2 nights of sleep restriction (4 h TIB/night) with con-
trolled energy intake via an intravenous glucose infusion, 
exhibited increased levels of ghrelin (+28%) and decreased 
levels of leptin (−18%) and these neuroendocrine changes 
were accompanied by significant increases in self-reported 
ratings of hunger and appetite [32]. A recent study [44] 
collected blood samples from healthy men at 15 to 30 min 
intervals for 24 h on the third consecutive night of either suf-
ficient sleep (8.5 h TIB/night) or sleep restriction (4.5 h TIB/
night). Caloric intake was strictly controlled during blood 
sampling but was then ad libitum on the day following the 
fourth consecutive night of each sleep condition. Sleep re-
striction led to significantly higher mean 24 h ghrelin levels 
(ghrelin was elevated during the nocturnal period) and post-
prandial ghrelin levels (meal-related peaks were higher and 
postmeal nadirs were attenuated) compared to the sufficient 
sleep condition. Furthermore, peak ghrelin levels at the din-
ner meal predicted calories consumed from sweet snacks 
[44]. However, leptin and pancreatic polypeptide levels 
were similar across conditions [44].

Other laboratories have either not observed changes in 
ghrelin or leptin, or have observed increases in leptin levels 

[45]. Glucagon-like peptide 1 and peptide YY have also been 
studied in relation to changes in sleep duration in a few studies; 
however results have been mixed [46]. One reason for the het-
erogeneity in results may be gender differences—St-Onge and 
colleagues [46, 47] found that sleep restriction led to increased 
ghrelin levels in men but not in women. Another reason may 
be differences in protocol procedures, with some studies allow-
ing participants ad libitum food/drink intake and others imple-
menting dietary control. Given that most studies demonstrate 
an increase in the frequency of eating during sleep restriction, 
future studies should examine postprandial signals, such as 
amylin, which influence the interval length to the next meal.

In addition to these homeostatic, appetite-regulating 
hormones, it may be particularly important to also focus 
on nonhomeostatic processes (reward and limbic systems) 
given that laboratory studies have observed overeating dur-
ing sleep loss. The amount of additional calories that adults 
consume when sleep restricted (~300–500 kcal) exceeds 
the amount of additional energy they need to maintain pro-
longed wakefulness (~100–150 kcal) and these calories are 
derived from unhealthy, palatable, more rewarding foods [7, 
8, 28, 48]. In today’s obesogenic environment, there is an 
abundance of food cues and energy dense foods are easily 
available at any time of day. Palatability and pleasantness 
are as equally or more powerful determinants of food intake 
than hunger or homeostatic drive.

Neuroimaging studies examining the effect of sleep loss 
on brain activation have demonstrated that participants un-
dergoing sleep restriction display greater overall neuronal 
activity in response to food stimuli, particularly in areas 
related to reward including the putamen, nucleus accum-
bens, thalamus, insula and prefrontal cortex compared to 
sufficient sleep [49, 50]. Participants also display greater 
activation in the insular cortex, orbitofrontal cortex and dor-
solateral prefrontal cortex in response to images of healthy 
versus unhealthy foods during sleep restriction [50, 51]. 
Increased activation has also been observed in regions as-
sociated with sensory/motor signaling (right paracentral 
lobule), inhibitory control (right inferior frontal gyrus) and 
reward coding and decision-making (ventral medial pre-
frontal cortex) [49].

Compared with normal sleep, participants undergoing 
total sleep deprivation exhibited increased activation in the 
right anterior cingulate cortex (ACC) in response to food 
images, and the change in activation correlated with post-
scan appetite ratings for pictures of high calorie foods [52]. 
Conversely, in another study involving total sleep depriva-
tion, participants displayed decreased activation in higher-
order cortical evaluation regions (i.e., ACC, left lateral 
orbitofrontal cortex, and anterior insula) and enhanced acti-
vation in the amygdala while rating their desirability for var-
ious foods displayed in pictures [53]. Thus, in parallel to the 
homeostatic metabolic pathways, sleep restriction impacts 
both reward and control processing in response to food cues.
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Maintaining a healthy weight in our obesogenic en-
vironment requires self-control and the maintenance of 
healthy habits. For example, eating egg whites instead of 
pastry for breakfast, packing a lunch instead of eating fast-
food, or taking a walk instead of drinking a glass of wine 
to destress after work. Sleep loss impairs decision-making 
and self-control and is associated with decreases in activity 
within the prefrontal cortex and thalamus—two areas that 
play critical roles in exerting self-control [54]. Therefore, 
habitually restricting sleep likely contributes to the accu-
mulation of unhealthy choices that can lead to obesity. More 
research is needed to directly examine the relationship be-
tween sleep, self-control, decision-making and weight 
management.

Two recent studies have used resting state functional con-
nectivity to assess changes in network activity in response 
to sleep. The first focused on salience network connectivity 
following a night of total sleep deprivation relative to suf-
ficient sleep [34]. In this protocol caloric intake was ad libi-
tum and participants were healthy adults. During total sleep 
deprivation, participants consumed nearly 1000 cal during 
the overnight period of wakefulness. Despite consuming 
these additional calories overnight, participants consumed 
a similar number of calories during the day following to-
tal sleep deprivation compared to the day following suf-
ficient sleep. In addition, participants consumed a greater 
percentage of calories from fat and a smaller percentage 
of calories from carbohydrates during the day following 
total sleep deprivation compared to the day following suf-
ficient sleep. At the neural level, one night of total sleep 
deprivation enhanced dorsal ACC functional connectivity 
with bilateral putamen and bilateral insula, which are core 
regions of the salience network. Moreover, dorsal ACC con-
nectivity with these two regions positively correlated with 
the percentage of calories consumed from fat and negatively 
correlated with the percentage of calories consumed from 
carbohydrates after total sleep deprivation. Thus, total sleep 
deprivation altered salience network functional connectivity 
and the increased co-activation of dorsal ACC and insula as 
well as dorsal ACC and putamen predicted subsequent mac-
ronutrient intake [34]. At any given moment, our sensory 
systems receive multiple sources of stimuli; the salience 
network selects which of these stimuli are relevant and de-
serving of our attention. Thus, sleep deprivation may alter 
food choices by affecting how much attention is focused on 
food stimuli.

The second resting-state study, a pilot investigation, fo-
cused on reward and interoception-related brain circuitry 
following three nights of normal (Midnight to 08:00 a.m.) 
or late (03:30–11:30 a.m.) sleep timing with either normal 
or late meal timing [55]. Resting state functional connectiv-
ity between insula and somatosensory cortext, postcentral 
gyrus and precuneus as well as between central opercular 
cortex and somatosensory cortex and pre-/postcentral  gyrus 

was stronger during the late sleep schedule compared to the 
normal sleep schedule. As neuroimaging technology con-
tinues to advance, these studies will be critical in our un-
derstanding of the relationship between habitual short sleep 
duration and increased risk for obesity.

Group differences

Demographic characteristics, such as age, gender and race, 
may influence the relationship between sleep duration and 
obesity (Fig. 15.1). Although the significant association be-
tween sleep duration and risk for obesity has been observed 
in nearly every age range (see summary above), there is 
evidence that the association between short sleep duration 
and body mass index (BMI) may be stronger among young  
(18–29 years) and middle-aged (30–64 years) adults than 
among older (>65 years) adults [56, 57]. A longitudinal study 
examined 5-year change in computed tomography (CT)-
derived visceral adipose tissue and subcutaneous adipose 
tissue in African Americans and Hispanic Americans (IRAS 
Family Study) [58]. Sleep duration (assessed by questionnaire 
and categorized as ≤5 h, 6–7 h, and ≥8 h) at baseline inter-
acted with age to predict change in fat measures. Individuals 
18–40 years who slept ≤5 h exhibited greater accumulation 
of visceral adipose tissue (13 cm2) and subcutaneous adipose 
tissue (42 cm2) compared to those sleeping 6–7 h. However, 
there was no significant association between sleep duration 
and fat depot change in participants older than 40 years old.

Findings related to gender differences have been mixed, 
with some population studies observing a stronger associa-
tion between sleep duration and BMI in women [59], and 
others demonstrating a stronger association in men [60, 
61]. In a prospective cohort study, short sleep duration was 
associated with weight gain and the development of obe-
sity at 1-year follow-up in men but not in women [62]. 
During an in-laboratory protocol, sleep restricted men ex-
hibited a greater increase in daily caloric intake, consumed 
a greater percentage of daily calories during late-night 
hours (10:00 p.m.–04:00 a.m.) and gained more weight than 
women [7, 33]. Several studies in adolescents and children 
have also observed stronger effects in males compared to 
females [63–65]; however, it is not the case in all studies.

Finally, race may also play an important role in the 
relationship between sleep duration and weight. African 
American children and adults are more likely to be short 
sleepers than Caucasian children and adults [66–68] and 
two epidemiological studies found that the association be-
tween short sleep duration and increased odds for obesity 
was stronger in African Americans than Caucasians [69, 
70]. During an in-laboratory experimental protocol, sleep 
restricted African Americans gained more weight and ex-
hibited lower resting metabolic rates compared to sleep-
restricted Caucasians [7, 71]. In addition, although the two 
groups did not differ in daily caloric intake or meal timing 
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patterns, there were differences in macronutrient intake. 
African Americans consumed a lower percentage of calo-
ries from protein and a higher percentage of calories from 
carbohydrates [33]. Racial differences in the relationship 
between sleep duration and risk for obesity requires more 
research, particularly in Hispanic and Asian populations. 
Although the relationship between sleep duration and BMI 
has also been demonstrated in these groups, whether or not 
the relationship is stronger compared to African Americans 
or Caucasians remains unknown.

In conclusion, epidemiologic and laboratory studies have 
indicated that younger adults, men and African Americans 
may be more vulnerable to the weight-gain effect of sleep 
loss than older adults, women and Caucasians, respectively. 
More research is needed to understand why these groups 
may be more susceptible and to determine if short-sleeping 
Hispanics or Asians are also at greater risk. This is particu-
larly important given that African American and Hispanic 
minority groups exhibit higher prevalence rates of obesity 
as well as diseases associated with obesity (e.g., cardiovas-
cular disease, type 2 diabetes).

Individual differences

In addition to group differences, emerging evidence sug-
gests that there are individual differences in the way people 
respond to sleep loss (Fig. 15.1). Two recent in-laboratory 
studies examined these individual differences in detail [40, 
72]. The first study examined data collected during two 
randomized crossover trials from 43 healthy adults and 
calculated the difference in objectively measured caloric 
intake during a sufficient sleep condition and a sleep re-
striction condition [72]. Large interindividual variability 
was observed—the change in caloric intake during sleep 
restriction ranged from −813 kcal (participants consumed 
fewer calories when sleep restricted) to 1437 kcal/day (par-
ticipants consumed significantly more calories when sleep 
restricted).

The second study assessed caloric intake, meal timing 
and weight change in a group of healthy adults who par-
ticipated in two separate sleep restriction experiments in the 
same laboratory [40]. Participation in each experiment was 
separated by at least 60 days and both protocols involved 
two nights of sufficient sleep followed by five nights of 
sleep restriction. Large interindividual differences were ob-
served for all three variables (when averaging across both 
experiments for each participant). Some participants expe-
rienced weight loss whereas others experienced substantial 
weight gain, change in caloric intake during sleep restric-
tion ranged from −500.7 to 1178.2 kcal, and late-night ca-
loric intake ranged from 11.9 to 1434.1 kcal. In addition to 
examining these interindividual differences, Spaeth and col-
leagues also assessed intra-individual consistency to deter-
mine if the same individuals respond the same way  during 

two separate exposures to sleep restriction [40]. Change in 
weight during the protocol and change in caloric intake dur-
ing sleep restriction were very consistent for men but not 
women. Men who gained a substantial amount of weight 
and increased their caloric intake to a significant degree 
during sleep restriction did so consistently during both ex-
posures, suggesting they may be particularly vulnerable to 
the energy balance effects of sleep restriction. Conversely, 
men who lost or maintained weight during the protocol and 
did not show a substantial increase in caloric intake during 
sleep restriction also did so consistently during both expo-
sures, suggesting they may be resistant to the energy bal-
ance effects of sleep restriction. Late-night caloric intake 
was very consistent among men and women; suggesting 
that some individuals are more prone to late-night eating 
than others. Therefore, adults who are particularly vulnera-
ble to late-night eating and who are awake during late-night 
hours due to shift work or other lifestyle circumstances may 
be at heightened risk for weight gain.

Collectively, these findings suggest that although there 
are consistent group-average increases in weight, ca-
loric intake and late-night eating during sleep restriction, 
there is also considerable variability between individuals. 
Furthermore, obtaining sufficient sleep may be particularly 
important for weight maintenance in individuals who are 
the most vulnerable. Future research is needed to identify 
biomarkers for predicting this vulnerability and to establish 
countermeasures for helping vulnerable individuals who 
experience sleep loss due to shiftwork or other lifestyle 
factors.

SLEEP TIMING

In addition to short sleep duration, disruptions in the timing 
of sleep have also been associated with increased risk for 
obesity; however, it can be difficult to separate the two con-
structs. Humans are less efficient sleepers when attempt-
ing to sleep outside of their endogenous circadian rhythm; 
therefore, altering the timing of sleep can also lead to short-
ened sleep. Four areas of research examining the relation-
ship between sleep timing and obesity risk are chronotype, 
social jetlag, shift work, and delayed bedtime.

Chronotype refers to an individual’s optimal timing of 
wakefulness and sleep. Humans exhibit a diurnal circadian 
rhythm (active during the day, sleep during the night) but 
some individuals prefer activity in the morning (larks) and 
exhibit an advanced (earlier) sleep period whereas others 
prefer activity in the evening (owls) and exhibit a delayed 
(later) sleep period. Age, gender, and genetic factors influ-
ence morningness versus eveningness preference. The inter-
action between Earth’s light/dark cycle and current school/
work schedules complement individuals who function best 
in the morning rather than in the evening. Because owls ex-
perience heightened alertness in the late evening, they often 
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delay bedtime but still have to wake up early in the morn-
ing to accommodate school/work schedules which produces 
sleep restriction during the work week. There is evidence 
that adolescents and adults with an evening preference are 
at increased risk for weight gain/obesity [73–76], consume 
a less healthy diet [77–79] and exhibit delayed meal tim-
ing [80–82]. For example, a prospective study in college 
freshmen found that students characterized as evening-
types gained significantly more weight over an 8-week pe-
riod compared to morning-types [74]. Baron and colleagues 
found that late sleepers (sleep midpoint >0530 h) exhibited 
a shorter sleep duration, consumed more calories at dinner 
and after 2000 h, more fast food and full-calorie soda, and 
had a higher BMI compared to normal sleepers (sleep mid-
point <0530 h) [41]. Finally, in a large sample of severely 
obese adults undergoing bariatric surgery, evening-type 
individuals weighed more before surgery, lost less weight 
after surgery, and regained more weight at follow-up [83].

Social jetlag describes a misalignment between biologi-
cal and social time. For example, a person’s internal clock 
may prefer a wake time of 07:30 a.m. but a 5 a.m. wake 
time is needed in order to fulfill personal and household 
tasks before attending work. Individuals with social jetlag 
sleep longer on “free” nights (such as weekends when work 
obligations do not dictate sleep timing) and exhibit large 
differences in sleep duration and/or the midpoint of sleep 
between free and nonfree days. Many students experience 
social jetlag due to early school-start times and many adults 
experience chronic social jetlag for the duration of their 
working career. When quantifying social jetlag as the dif-
ference in mid-sleep time between free days and workdays, 
Roenneberg and colleagues observed that 69% of partici-
pants experienced at least 1 h of social jetlag and that social 
jetlag significantly increased the probability of participants 
being overweight/obese [84]. Among those who were 
overweight/obese, social jetlag positively correlated with 
weight. Social jetlag has also been associated with cardio-
vascular risk factors, fat mass and incidence of metabolic 
syndrome [85–87]. In a cross-sectional study of children 
aged 8–10 years, social jetlag was associated with adiposity 
(body fat %, fat mass, fat mass index (FMI, kg/m2), waist 
to hip ratio, and body mass index (kg/m2); with body fat 
increasing by 3% per 1 h of social jetlag [88].

It is unclear if short sleep during nonfree days drives 
these energy balance responses or the inconsistency in sleep 
timing between free and nonfree days. Ideally, individuals 
would be able to obtain adequate sleep during free and non-
free nights and thus maintain sufficient sleep duration and a 
consistent sleep schedule. However, given that school/work 
schedules and household/personal/social obligations influ-
ence sleep opportunity, the effects of “catching up” on sleep 
during free days warrants more study. One recent study 
found that adults who engaged in catch-up sleep on week-
ends exhibited a lower BMI than those who did not [89] 

and there is evidence that “banking sleep” (providing an ex-
tended sleep opportunity, ~10 h in bed) before engaging in 
sleep restriction attenuates deficits in neurobehavioral func-
tion caused by sleep loss [90].

Shift work, an essential component of our 24 h economy 
that requires work performed outside of the traditional 
9 a.m.–5 p.m. business day, represents more extreme cir-
cadian misalignment than social jetlag. Shift work sched-
ules often require an individual to work during the night 
when the circadian system is promoting sleep, and require 
an individual to sleep during the day when the circadian 
system is promoting wakefulness. Night shift workers sleep 
2–4 h less per day than day shift workers and are more 
likely to experience excessive sleepiness. Shift workers 
are at increased risk for weight gain and obesity as well as 
diseases associated with obesity including type 2 diabetes, 
cardiovascular disease, and gastrointestinal disorders [87, 
91, 92]. Interestingly, daily caloric intake does not seem to 
differ between shift workers and traditional day workers; 
however, poor diet quality, lower physical activity levels, 
delayed meal timing, and altered nutritional metabolism 
have all been observed as possible mechanisms underly-
ing the relationship between shift work and obesity [87, 
91, 92]. A recent metaanalysis found that the overall odds 
ratio of night shift work was 1.23 (95% confidence inter-
val = 1.17 − 1.29) for risk of overweight/obesity, shift work-
ers had a higher frequency of developing abdominal obesity 
(odds ratio = 1.35) than other obesity types, and permanent 
night workers had a 29% higher risk of developing abdomi-
nal obesity than rotating shift workers (odds ratio 1.43 vs 
1.14) [93].

Experimental studies mimicking shift work schedules 
have shown that this type of circadian misalignment leads 
to decreased energy expenditure and impaired glucose me-
tabolism, which are also likely contributors to the propen-
sity for weight gain [94]. Research is ongoing to examine 
how an individual’s morning/evening preference affects his/
her response to shift work. For example, the relationship 
between night shift work and obesity may be stronger for 
morning-types than for evening-types.

Finally, when examining the relationship between 
bedtime and weight gain/obesity (independent from sleep 
duration) studies have shown that increased variability in 
bedtime and going to bed later associate with unhealthy 
diet and higher BMI in children, adolescents and adults 
[95–100]. These associations are consistent with findings 
from an experimental study [7]. During this protocol, adult 
participants experienced two nights of sufficient sleep (10 h 
TIB/night) followed by five nights of sleep restriction (4 h 
TIB/night) and sleep restriction was implemented by de-
laying bedtime until 04:00 a.m. Participants exhibited in-
creased caloric intake on all days when bedtime was delayed 
to 04:00 a.m., including the first day of the sleep restriction 
phase, when participants woke up after sufficient sleep but 
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were kept awake for 20 h (until 04:00 a.m.). Caloric intake 
was not increased on the last day of the sleep restriction 
phase, when subjects woke up after 5 consecutive nights 
of insufficient sleep but were only kept awake for 14 h and 
went to bed at 10:00 p.m. This pattern suggested that bed-
time and/or hours of wakefulness are better predictors of 
daily intake than how much sleep was achieved during the 
preceding night [7]. The timing and variability of bedtime 
may be targets for improving sleep and promoting weight 
maintenance and this may be particularly important for low-
income families where sleep habits are less stable and the 
risk for obesity is greater [100, 101].

SLEEP DISORDERS

Sleep disorders such as insomnia, obstructive sleep apnea 
and narcolepsy, can also lead to changes in sleep duration 
or timing and energy balance. Insomnia occurs when an in-
dividual complains of having difficulty initiating or main-
taining sleep, waking up earlier than desired and impaired 
daytime functioning despite having sufficient opportunities 
for sleep. Insomnia is highly comorbid with psychiatric dis-
orders and is not always associated with objectively mea-
sured short sleep duration. There is a paucity of research 
examining the relationship between insomnia and obesity 
and results have been mixed. A recent metaanalysis showed 
that the odds of having obesity among individuals with 
an insomnia diagnosis was not significantly greater than 
among those who did not have an insomnia diagnosis but 
there was a small, significant cross-sectional correlation 
between insomnia symptoms and BMI [102]. Longitudinal 
data on the association between insomnia symptoms and fu-
ture incidence of obesity were inconclusive [102]. Insomnia 
with objectively measured short sleep duration has been 
associated other markers of metabolic dysregulation (i.e., 
hypertension and type 2 diabetes) and insomnia symptoms 
have been associated with development of the metabolic 
syndrome [103–105]. More work is needed in this area, par-
ticularly since the primary treatment for insomnia involves 
decreasing sleep opportunity which may impact weight reg-
ulation via the behaviors and mechanisms described above.

Obstructive sleep apnea (OSA) occurs when an indi-
vidual exhibits shallow breathing or ceases to breathe dur-
ing sleep; symptoms include loud snoring, gasping for air 
and reduced airflow during sleep and impaired daytime 
functioning. The most common cause of OSA is obesity. 
It is estimated that 50% of children and adults with obesity 
have OSA and studies have consistently demonstrated that 
weight loss improves OSA symptoms (see Refs. [106–108] 
for reviews on this topic). OSA is also associated with meta-
bolic dysregulation, independent of obesity, and treatment 
of OSA with continuous positive airway pressure (CPAP) 
leads to improvements in daytime functioning and meta-
bolic health [109]. Given the serious adverse cognitive and 

health consequences of untreated OSA, it is critical for phy-
sicians to screen for and treat OSA in patients with obesity.

Narcolepsy occurs when an individual experiences 
excessive sleepiness with uncontrolled need for sleep or 
lapses into sleep during the day and be accompanied with 
(Type 1) or without (Type 2) cataplexy and cerebral spinal 
fluid hypocretin-1 deficiency. Hypocretin (also referred to 
as orexin) also plays an important role in appetite, reward 
and motivation. Patients with narcolepsy exhibit a higher  
BMI than those without narcolepsy and this association 
has been observed in children, adolescents and adults 
[110–112]. Orexin deficiency and decreased energy expen 
diture have been identified as mechanisms that may un-
derlie the relationship between narcolepsy and obesity 
[113–116]. Narcoleptics are also more likely to experience 
persistent food cravings, binge eat, and have an eating dis-
order [117–119].

A recent study used a behavioral paradigm to explored 
the effects of satiation on food choice and caloric intake 
in patients with narcolepsy type 1 compared with healthy 
matched controls [120]. First, participants were trained on 
a choice task to earn their preferred salty or sweet snacks. 
One of the snack outcomes was devalued by having partici-
pants actually consume it until they were sated. Participants 
then completed the choice task again. Control participants 
decreased choosing the devalued snack by 14% whereas par-
ticipants with narcolepsy only decreased choosing the de-
valued snack by 4%. Finally, when participants were given 
access to snacks at the end of the task, participants with 
narcolepsy consumed nearly four times as many calories as 
control participants (~400 kcal vs ~120 kcal). Findings sug-
gest that individuals with narcolepsy may not experience 
sensory-specific satiety to the same degree as healthy indi-
viduals. In addition, as expected, healthy controls were less 
hungry and wanted the devalued snack less after consuming 
it until sated, this decrease in hunger and wanting associated 
with choosing the devalued snack less in the choice task. By 
contrast, there was no association between decreased  hunger/
wanting and performance on the choice task in participants 
with narcolepsy, suggesting that these individuals may not 
experience the connection between subjective experiences to 
the same degree as healthy individuals [120]. Thus, changes 
in satiety and subjective experiences may increase risk of 
overeating in individuals with narcolepsy.

Interestingly, recent studies have also demonstrated 
differences in the energy balance response to two com-
mon treatments for narcolepsy. After beginning treatment, 
patients using sodium oxybate (a GABA receptor agonist) 
lost weight (women: −2.56 kg/m2, men: −0.84 kg/m2) be-
tween the first and last measurement whereas patients us-
ing modafinil (an atypical, selective dopamine transporter 
inhibitor) gained weight (women: +0.57 kg/m2, men: 
+0.67 kg/m2); the effect of drug treatment on BMI was most 
pronounced in those with a higher baseline BMI [121].  
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Future research examining weight regulation in patients 
with narcolepsy will not only inform clinical practice but 
also help elucidate the physiological role of hypocretin/
orexin in both sleep and energy balance regulation.

SLEEP IN INDIVIDUALS WITH OBESITY

Poor sleep quality and excessive daytime sleepiness are 
frequent complaints among individuals with obesity [122, 
123]. Weight loss after either diet/exercise programs or bar-
iatric surgery leads to improvements in sleep and daytime 
functioning [124–126]. Psychological distress may play an 
important role in the relationships between obesity, sleep 
and daytime functioning [127]. Obese youth are more likely 
to report difficulties with sleep, symptoms of depression, 
and lower quality of life; in a cross-sectional study that was 
conducted in a specialized obesity clinic, degree of obesity 
predicted increased sleep difficulties and decreased quality-
of-life scores [128]. In addition, obese children with more 
symptoms of depression had more sleep problems.

Few studies have objectively measured sleep in obese 
individuals; however, evidence suggests that excessive 
adiposity relates to changes in sleep architecture in chil-
dren, adolescents and adults. Sleep is comprised of rapid 
eye movement (REM) sleep and non-REM sleep, and non-
REM sleep is further categorized as stage 1, stage 2 and 
slow-wave sleep (SWS). SWS duration has been negatively 
correlated with BMI, waist circumference, ghrelin levels, 
intake during an ad libitum meal, saturated fat intake, and 
hunger ratings [129–131] and has been positively related 
with fiber intake, lean body mass and growth hormone re-
lease [132–134]. REM sleep duration has been correlated 
with increased hunger ratings, body fat percentage, higher 
BMI, and positive energy balance due to overeating [130, 
132, 135, 136]. However, other studies have shown that 
REM sleep duration is inversely correlated with waist cir-
cumference and BMI [129, 131].

In 12 healthy normal weight men participating in an 
in-laboratory study involving 2 days of caloric restriction 
to 10% of energy requirements followed by 2 days of ad 
libitum/free feeding, sleep architecture was measured by 
polysomnography [137]. Two days of caloric restriction 
significantly increased the duration of SWS and this effect 
was entirely reversed after ad libitum feeding. Interestingly, 
caloric restriction also decreased orexin levels and the 
change in orexin levels positively correlated with duration 
of SWS during caloric restriction.

Normal weight adults exhibit higher sleep efficiency 
than overweight or obese individuals in young, middle-
aged and older adults [138–140]; however results have 
been more mixed in children and adolescent populations 
[73, 135, 136, 141, 142]. More research is needed to ex-
amine differences in sleep architecture between normal, 
overweight and obese individuals and assess how changes 

in weight and/or body composition affect subjective and 
objective measures of sleep.

Two eating disorders associated with increased risk 
for obesity are Binge Eating Disorder and Night Eating 
Syndrome. Although it is beyond the scope of this chapter, 
interested readers are referred to Ref. 143 for a review of 
changes in sleep (e.g., subjective measures of sleep quality 
as well as objective measures of sleep duration, latency, effi-
ciency and architecture) in these and other eating disorders.

THE ROLE OF SLEEP IN WEIGHT LOSS 
INTERVENTIONS

Recent research has highlighted the importance of sleep dur-
ing weight-loss interventions and assessed the efficacy of 
sleep extension as a behavioral modification to promoting 
health. In children (2–5 years) enrolled in a randomized trial to 
improve household routines (6-month intervention, promoted 
family meals, adequate sleep, limiting TV time, and removing 
the TV from the child’s bedroom), intervention participants 
exhibited increased sleep duration and decreased BMI [144]. 
In a sample of obese preschool-aged children enrolled in a 
weight management program, longer sleep duration associ-
ated with lower BMI and caloric intake posttreatment [145]. 
In obese adolescents attending a clinical multidisciplinary 
weight management program, longer weekly sleep duration at 
baseline predicted greater weight loss after 3 months of treat-
ment; those who reduced their BMI by ≥1 kg/m2 reported ap-
proximately 4 more hours of sleep/week compared to those 
who reduced their BMI by <1 kg/m2 [146]. Similarly, in obese 
adolescents participating in a summer camp-based immersion 
treatment program, shorter sleep duration, lower sleep quality 
and more sleep debt associated with larger waist circumfer-
ence and higher BMI preintervention and smaller weight re-
duction during the intervention [147].

Compared to adults currently enrolled in weight loss in-
terventions, those who successfully maintained weight loss 
for at least a year (National Weight Control Registry) were 
more likely to be a morning-type, less likely to be a short 
sleeper (<6 h/night) and reported better sleep quality [148]. 
Among women randomized to a weight-loss program, bet-
ter subjective sleep quality and sleeping >7 h/night at base-
line significantly increased the likelihood of weight-loss 
success [149]. Similarly, baseline sleep duration and sleep 
quality predicted greater fat mass loss (assessed by dual-
energy X-ray absorptiometry) during a 15–24 weeks weight 
loss intervention consisting of a targeted 600–700 kcal/day 
decrease in energy intake in overweight and obese men and 
women; an increase by 1 h in sleep duration at baseline was 
associated with a decrease of 0.7 kg in fat mass (after ad-
justment for covariates) [150]. Collectively these findings 
suggest that sleep plays an important role in weight-loss 
across many age groups and types of weight loss programs, 
future studies are needed to examine how sleep can be used 
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to  increase weight-loss success and what mechanisms un-
derlie this relationship.

During an in-laboratory experimental study [151], over-
weight/obese women were placed on a hypocaloric diet 
for 14 days with either 8.5 or 5.5 h sleep opportunity each 
night. During the 5.5 h sleep condition, woman lost a simi-
lar amount of weight as during the 8.5 h condition; however, 
they lost less fat, reported greater hunger and exhibited a 
higher respiratory quotient (RQ). Recently, a similar experi-
ment was conducted outside of the laboratory; overweight 
or obese adults were randomized to 8-week of caloric re-
striction with either sufficient sleep or sleep restriction 
[152]. Participants were instructed to restrict daily calorie 
intake to 95% of their measured resting metabolic rate and 
participants in the sleep restriction group were instructed to 
reduce time in bed on 5 nights by 1 h per night and to sleep 
ad libitum on the other 2 nights during each week. Although 
both groups lost similar amounts of weight, lean mass, and 
fat mass, the proportion of total mass lost as fat was sig-
nificantly less in the sleep restricted group. Participants in 
the sufficient sleep condition exhibited a significant reduc-
tion in body fat percentage and RQ over the 8 weeks period 
whereas participants in the sleep restriction condition did 
not. Although more work is needed in this area, these exper-
iments demonstrate that sleep influences changes in physi-
ology that occur during weight loss. Therefore addressing 
sleep hygiene may help individuals achieve success in los-
ing weight and maintaining a healthy weight.

Sleep extension interventions in children [153], adoles-
cents [154] and adults [155] have been proposed for weight 
management and metabolic health. These interventions focus 
on using behavioral modification strategies (self-monitoring, 
goal-setting, positive reinforcement, etc.) to increase the 
amount of time participants set aside for sleep (time-in-bed). 
Preliminary data demonstrates that sleep extension decreases 
desire for high calorie foods and sugar intake [156, 157], im-
proves blood pressure [158] and associates with increased 
insulin sensitivity in adults [159]. Thus, sleep extension in-
terventions prove to be a promising new behavioral approach 
to weight management and metabolic health.

CONCLUSION

Habitual short sleep, due to lifestyle factors, evening chro-
notype or sleep disorders, associates with an increased risk 
for obesity in children, adolescents and adults. Experimental 
studies demonstrate that sleep restriction leads to increased 
daily caloric intake, greater consumption of unhealthy food 
and drink, and delayed meal timing as well as alterations in 
appetite-regulating hormones and brain activity that promote 
positive energy balance and weight gain over time. Addressing 
sleep issues with individuals who are at risk for uncontrolled 
weight gain or are obese will improve daytime functioning 
and may increase the likelihood of weight-loss success.
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ABBREVIATIONS

ACTH adrenocorticotropic hormone
CARDIA Coronary Artery Risk Development in Young 

Adults
CHD coronary heart disease
CRP C-reactive protein
IL-6 interleukin-6
MONICA monitoring trends and determinants on car-

diovascular disease
NHANES National Health and Nutrition Examination 

Survey
PSG polysomnography
REGARDS Reasons for Geographic And Racial 

Differences in Stroke
TNF-α tumor necrosis factor-alpha

INTRODUCTION

Sleep deficiency, commonly used to represent habitual 
short sleep duration or reduced sleep quality, is a distinct 
entity yet overlaps with the clinical phenotype, insomnia. 
According to the National Sleep Foundation, healthy sleep 
duration in adults is 7–9 h each night [1]. However, ele-
ments of sleep quality may play a role in whether sleep is 
sufficient (see Fig.  16.1), including the continuity, depth, 
night to night variability, and perceived quality of sleep. 
Objective measurements of these aspects of sleep, made 
using actigraphy or polysomnography, include sleep effi-
ciency (time spent sleeping divided by time spent in bed), 
wake after sleep onset, sleep latency (time to sleep onset), 
time and progression of sleep stages (particular time in 
deep, slow wave sleep and rapid eye movement sleep), and 
various summary measurements of numbers and patterns of 
sleep-wake bouts. Subjective sleep quality is assessed using 
standardized questionnaires or sleep diaries assessing an 
individual's satisfaction with his or her sleep and includes 

perceived concerns falling asleep, maintaining sleep, early 
awakenings and feeling refreshed after sleep. Most large 
epidemiologic studies examining insufficient sleep and car-
diovascular disease have used the more readily available 
self-reported measurements of sleep duration and quality 
rather than objective recordings, resulting in a relative limi-
tation of data on the association of sleep fragmentation or 
depth on health outcomes.

Chronic insomnia is defined as difficulty initiating or 
maintaining sleep, or early morning awakening, coupled 
with daytime impairment, for at least 3 months' duration. 
An estimated 10%–20% of Americans suffer from chronic 
insomnia [2], the most prevalent sleep disorder in the 
United States, while an estimated 1/3 of Americans are 
considered short or insufficient sleepers. Both insomnia 
and insufficient sleep impair attention and can contribute 
to impaired cognition and increase in risk of motor vehicle 
and industrial accidents, reduced work productivity, and 
increased healthcare costs [2]. Based on results of primar-
ily observational data, both insufficient sleep and insomnia 
confer increased risk of cardiovascular disease, including 
hypertension, coronary heart disease, heart failure, stroke, 
arrhythmia, and cardiovascular mortality. Further, emerging 
data suggest that insomnia coupled with short sleep dura-
tion is associated with even stronger cardiovascular disease 
risk than either of these entities alone [3, 4]. While there is 
some conflicting data on the associations between cardio-
vascular disease and sleep, this may in part be due to vary-
ing definitions of insomnia and insufficient sleep, an active 
area of interest in the sleep research community. The mech-
anisms by which insufficient sleep and insomnia may con-
tribute to cardiovascular disease risk are overlapping, and 
future trials and experimental research are needed to fur-
ther delineate the pathways linking insufficient sleep with 
cardiovascular disease, and better define sleep-related risk 
factors. Throughout this chapter, we will attempt to distin-
guish associations with cardiovascular risk that are related 
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to insufficient sleep as well as with insomnia specifically. 
The high prevalence of these conditions and the associated 
risks and adverse health outcomes highlight the need for 
ongoing research as well as public education for improved 
identification and treatment in the population.

Defining insufficient sleep

Insufficient sleep may be defined as voluntary or involun-
tary sleep restriction. With behaviorally induced sleep de-
privation, the individual has inadequate sleep due to failure 
to allow adequate time for sleep. Involuntary sleep restric-
tion, however, may occur as a result of insomnia, circadian 
rhythm or other sleep disorders, another co-morbidity, or 
for a variety of other reasons. Varying cut-offs are used to 
define insufficient sleep, most commonly ranging from <5 
to <7 h. The CDC defines healthy sleep in adults at least 7 h 
each night based on analysis of data showing consistency 
of findings associating sleeping <7 h with increased risk 
for adverse cardio-metabolic disorders including obesity, 
diabetes, heart disease, and all-cause mortality. However, 
epidemiologic studies have found that short sleep durations, 
particularly <5 and < 6 h, predict higher rates of obesity or 
adverse cardiovascular outcomes as compared to 6 and 7 h 
of sleep [5–7].

Self-reported sleep duration can vary significantly com-
pared to sleep duration measured by actigraphy or poly-
somnography (PSG), with correlations often <0.40 [8] and 
kappa values estimating the degree of agreement across cat-
egories of short, intermediate and long sleep duration weak 
or modest. Therefore, extrapolating thresholds for defin-
ing sleep duration from studies using one set of measure-
ments to other settings needs to be done very cautiously. 

Population-based data on other aspects of sleep deficiency 
and cardiovascular risk are sparse, limiting the ability to 
use standardized definitions for defining thresholds for 
prolonged sleep onset, low sleep efficiency, and poor sleep 
quality.

A variety of tools may be used to characterize insuffi-
cient sleep, including PSG, actigraphy, and subjective self-
reporting tools such as questionnaires and sleep diaries. 
These tools may capture different aspects of sleep quality 
and provide different estimates of duration that reflect dif-
ferent pathophysiologic process. While polysomnography 
is not recommended for diagnosis of insomnia, it provides 
information on secondary contributors to insufficient sleep 
(e.g., sleep apnea, periodic limb movements) and quantifies 
sleep stage distributions. The latter may be particularly rel-
evant to understanding cardiometabolic disease given that 
selected reduction of slow wave sleep is associated with 
incident hypertension [9], obesity [10], and metabolic dys-
function [11]. However, polysomnography is more burden-
some than other methods and its general use for only one 
night in laboratory settings may reduce the representative-
ness of its estimates of sleep. Actigraphy, a watch-like de-
vice with an accelerometer to detect movement, is typically 
worn on the wrist for sleep estimation, and can be used to 
depict rest-activity patterns for days to weeks in the indi-
vidual's typical environments. Various algorithms are ap-
plied to the measured activity counts that provide estimates 
of 24 h sleep patterns, including average and night to night 
variability in sleep duration, wake after sleep onset, and 
sleep efficiency. However, sleep onset latency, a key feature 
used to gauge insomnia severity, can be difficult to estimate 
due to vagaries in knowing the time of “lights off” or “in-
bed” timing. Compared to polysomnography, sleep may 

Insufficient Sleep

- prolonged sleep latency
- increased wake after sleep onset

- reduced rapid eye movement
- reduced slow wave sleep

Perceived poor sleep quality

Subjective

Insomnia Symptoms:
- difficulty initiating sleep
- difficulty maintaining sleep
- early morning awakening

- due to inadequate
  opportunity
- despite adequate opportunity

Objective

Reduced Sleep Efficiency

Reduced restorative sleep
Short sleep duration:

FIG. 16.1 Subjective and objective components of sleep quality and duration that comprise the umbrella term “insufficient sleep.”
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be systematically overestimated for individuals who move 
little, or underestimated in individuals with sleep disorders 
or who are very active during sleep [12]. Questionnaires, 
including the Pittsburgh Sleep Quality Index, the Insomnia 
Severity Index, the Women's Health Initiative Insomnia 
Rating Scale, among others, are commonly used for evalu-
ating insomnia in the research setting. Single-item ques-
tions on sleep duration and/or quality are also frequently 
used in large epidemiologic studies. These tools are gener-
ally administered at a single point in time and therefore may 
not reflect habitual sleep duration over time. Sleep diaries 
record subjective daily estimation of sleep and wake times 
and are considered a standard assessment of insomnia and 
sleep duration in clinical settings. The growing availability 
of electronic communication devices that can deliver re-
search surveys provides the ability to deliver sleep diaries 
electronically, potentially improving compliance. Finally, 
questions on sleep can be asked at random and repeated 
intervals over time to gain information on changing sleep 
behaviors in real time using an approach known as ecologi-
cal momentary assessment. Each of these tools ultimately 
capture different aspects of insomnia and insufficient sleep 
and pose their own challenges regarding accuracy and what 
specific aspect of sleep health is being measured.

PATHOPHYSIOLOGY

The pathophysiologic mechanisms underlying the associa-
tions between insufficient sleep and insomnia with cardio-
vascular disease are multifactorial and, though not fully 
understood, are also overlapping and will be discussed 
together here. General mechanisms include increased 

 sympathetic activity resulting in elevated heart rate and 
blood pressure [13], dysregulation of the hypothalamic-
pituitary-adrenal axis [14–16], increased inflammation 
[17–19], impaired glucose metabolism, vascular dysfunc-
tion [20], increased atherogenesis [17, 21] and obesity [22]. 
A prior review article on insomnia and risk of cardiovascu-
lar disease details the pathogenesis, and Fig.  16.2, modi-
fied from this review, summarizes the relationship between 
insufficient sleep, insomnia, and cardiovascular disease.

Compared to normal controls, human studies show that 
individuals with either insomnia or short sleep have elevated 
plasma and urine norepinephrine levels, increased heart rate 
and blood pressure, as well as blunted heart rate variabil-
ity [23–25]. Increased sympathetic nervous system activity, 
one of the primary mechanisms thought to underlie the rela-
tionship between short sleep, insomnia, and cardiovascular 
disease, will be further addressed in the “Insufficient sleep 
and blood pressure” section.

Evidence from human studies also demonstrates in-
creased ACTH and cortisol secretion, mechanisms that may 
lead to cardiovascular disease directly or indirectly through 
mediating pathways such as impaired glucose tolerance and 
diabetes. Elevations in C-reactive protein (CRP), tumor ne-
crosis factor-alpha (TNF-α), and interleukin-6 (IL-6) have 
been demonstrated in short sleepers and individuals with 
insomnia [17, 19], markers that are implicated in multiple 
disease processes including obesity, diabetes, and athero-
sclerosis, among others. A causal association between in-
flammation and insomnia is supported by the results of a 
randomized control trial assessing the effect of cognitive 
behavioral therapy in older adults with insomnia, finding 
that effective insomnia treatment and remission resulted in 

Sympathetic
Hyperarousal

Systemic
Inflammation

Insufficient Sleep

Hypothalamic-Pituitary-
Adrenal Axis
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FIG. 16.2 Flow diagram demonstrating possible pathophysiologic mechanisms underlying the relationship between insufficient sleep and cardiovas-
cular disease.
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reductions in CRP levels [26]. Short sleep also results in 
diminished nitrous oxide availability, one potential pathway 
by which short sleep contributes to impaired endothelium-
dependent vasodilation [20]. Finally, sleep loss potentiates 
weight gain and obesity by tilting the balance between en-
ergy intake and expenditure via increased appetite, altered 
eating behaviors, and reduced physical activity [27, 28]. 
While early studies suggested that increased caloric intake 
resulting from effects of sleep deprivation on increasing the 
appetite stimulating hormone ghrelin and reducing the ap-
petite suppressing hormone leptin [29], recent research sug-
gests that the mechanisms may be through effects on central 
brain reward centers [28].

Insufficient sleep and blood pressure

Arterial blood pressure is modulated by the autonomic ner-
vous system and baroreceptors that are in part regulated by 
sleep and circadian rhythm. In normotensive individuals, 
the typical circadian rhythm of blood pressure is charac-
terized by a 10%–20% nocturnal decrease, a phenomenon 
referred to as “dipping.” This is followed by a morning 
surge in blood pressure. Nondipping, the absence of this 
nocturnal blood pressure decrease, has been observed in 
cardio-metabolic disorders including hypertension [30, 31], 
and is associated with increased mortality independent 
of daytime blood pressure [32]. It has been hypothesized 
that increased sympathetic outflow, decreased barore-
flex sensitivity, and a higher baroreflex set-point [13] are 
some mechanisms by which sleep deprivation contributes 
to increased blood pressure [31]. Increased inflammation 
[33] and vascular dysfunction [34, 35] are other potential 
mechanisms for hypertension. Experimental studies of 
acute sleep deprivation in adult volunteers have generally 
demonstrated elevations in blood pressure and heart rate 
[35], particularly during the night and the following morn-
ing [36]. A number of epidemiologic studies throughout 
the world, both cross-sectional and prospective, have also 
demonstrated an association between reduced sleep dura-
tion and consolidation (measured both subjectively and 
objectively) and elevated blood pressure or hypertension. 
The Coronary Artery Risk Development in Young Adults 
(CARDIA) sleep study, an ancillary study to the CARDIA 
cohort study, showed that reduced sleep duration and lower 
sleep efficiency  maintenance measured by actigraphy pre-
dicted increased higher systolic and diastolic blood pres-
sures cross- sectionally as well as increased odds of incident 
hypertension [37]. A prospective study of 1715 Korean 
adults aged 40–70 who were free of hypertension were fol-
lowed for a median of 2.6 years and participants with <6 h 
self-reported sleep duration demonstrated increased odds 
of incident hypertension (odds ratio 1.71, 95% confidence 
interval 1.01–2.89) compared to normal sleepers (6–7.9 h 
of sleep) [38]. In the Penn State Cohort, a random, general 

population sample of 1741 men and women, objective short 
sleep duration measured by polysomnography associated 
with elevated blood pressure [39], and objective short sleep 
was estimated to partially mediate the relationship between 
hypertension and all-cause mortality [40].

Two prospective studies have found interactions be-
tween age and sleep duration that influence the association 
of short sleep with incident hypertension. A prospective 
study of 3086 English men and women aged 50 and over 
demonstrated that self-reported short sleep was predictive 
of incident hypertension in men and women <60 years 
old but not in older people [33]. The National Health and 
Nutrition Examination Survey (NHANES) also found a sig-
nificant interaction between age and sleep duration. They 
followed 4810 participants for 8–10 years for incident HTN 
and found that ≤5 h of self-reported short sleep was signifi-
cantly associated with increased risk of incident hyperten-
sion (hazard ratio 1.51; 95% confidence interval 1.17–1.95) 
in younger (age 32–59 years) participants after adjusting for 
confounders but not in older individuals. They reported a 
higher percentage of patients developing hypertension who 
reported <7 h of sleep in their cohort compared to those 
with 7–8 h per night in the younger group only. They also 
found that obesity and diabetes were partial mediators of 
this association, as shown by the attenuation of associa-
tions after adding these variables to the models relating 
short sleep and incident HTN [41]. One of the most recent 
large epidemiologic studies on short sleep duration (sleep 
<6 h) showed an increase in the risk for elevated blood pres-
sure by 8% (adjusted hazards ratio 1.08, confidence inter-
val 1.04–1.13) in a population of 162,121 adult men and 
women free from major diseases including obesity [42]. 
This supports NHANES in that although obesity may be 
a partial mediator on the pathway between short sleep and 
high blood pressure, there are other underlying mechanisms 
independent of obesity at play.

The above findings have also been confirmed with meta-
analyses that demonstrate increased risk of hypertension or 
elevated blood pressure in short sleepers [43], including 
metaanalysis restricted to prospective cohort studies [44]. 
Finally, short sleep and reduced sleep efficiency have also 
been associated with elevated blood pressure in adolescents 
[45, 46]. The latter is of particular importance given that 
confounding factors are likely to be fewer in younger gener-
ally healthy individuals compared to older individuals with 
multiple chronic diseases.

The insomnia literature also generally supports an asso-
ciation between insomnia and incident hypertension, though 
the data are more conflicting than that for short sleep, which 
may at least in part be due to the wider variation in how in-
somnia is defined [24]. There is also evidence that chronic 
insomnia coupled with objective short sleep duration is an 
even stronger predictor of incident hypertension than either 
sleep parameter alone. In the Penn State Cohort, chronic 
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insomnia (present for at least 1 year) coupled with objective 
short sleep (<6 h by polysomnography) was associated with 
an almost fourfold increased odds of incident hypertension 
(odds ratio 3.75, 95% confidence interval 1.58–8.95) as 
compared to chronic insomnia alone (odds ratio 2.24, 95% 
confidence interval 1.19–4.19) [47]. A cross-sectional ob-
servational study of 255 adults with clinically diagnosed in-
somnia found that individuals with insomnia and <6 h sleep 
by polysomnography had increased prevalence of reported 
hypertension compared to those with ≥6 h sleep, but found 
no significant differences in hypertension in those with in-
somnia and subjectively reported short sleep [48].

The associations between poorer sleep quality (reduced 
sleep efficiency and adverse changes in sleep architecture) 
and blood pressure are not as well defined as with sleep du-
ration and insomnia. Multiple small studies demonstrate that 
reduced time in deeper stages of sleep (slow wave and REM 
sleep) as well as lower sleep efficiency are associated with 
blunted blood pressure dipping in healthy adults [49–51]. 
Poorer sleep quality may also contribute to the reduction 
in blood pressure dipping African-Americans experience 
compared to Caucasians [52]. Reduced sleep efficiency has 
been associated with prehypertension in adolescents in one 
study [45]. Ultimately, larger prospective studies are needed 
to further understand these associations, particularly since 
blunted dipping is associated with increased risk of cardio-
vascular mortality [53].

The evidence overwhelmingly suggests that insuf-
ficient sleep, particularly short sleep duration, increases 
risk of elevated blood pressure and incident hypertension, 
and there is also strong evidence supporting an associa-
tion between insomnia and incident hypertension. To date 
however there are few published randomized control trials 
and no large studies assessing whether therapies targeted 
at extending sleep or improving sleep may improve blood 
pressure. A small randomized control study provides en-
couragement for future investigation. In this pilot study 22 
participants with prehypertension or stage 1 hypertension 
and habitual sleep duration of <7 h were randomized to re-
ceive 6-week of sleep extension or to a sleep-maintenance 
control group. 24 h beat to beat systolic and diastolic blood 
pressure was collected over a 24 h period pre and postint-
ervention. 24 h recordings in the sleep maintenance group 
demonstrated large decreases in systolic (14 ± 3 mmHg) 
and diastolic (8 ± 3 mmHg) blood pressure from pre to pos-
tintervention. While the decrease in the sleep-maintenance 
group was not significant (7 ± 5 and 5 ± 4 mmHg reduction 
in systolic and diastolic blood pressure, respectively), the 
difference between groups was not significant, which may 
reflect a lack of power in this small sample. Larger investi-
gations are needed to test the effect of behavioral interven-
tions on blood pressure reduction, and this is an emerging 
area of interest [54]. Currently there are trials underway 
evaluating cognitive behavioral therapy for insomnia and 

brief behavioral therapy for insomnia as a therapeutic tar-
get for lowering blood pressure.

Insufficient sleep and coronary heart disease

The effect of insufficient sleep on coronary heart disease 
(CHD) is more conflicting than that of insufficient sleep and 
blood pressure, and the relative effects of short sleep versus 
reduced sleep quality on incident CHD are also debated. 
There are no randomized control trials assessing sleep as a 
therapeutic target for CHD beyond treatment of obstructive 
sleep apnea. General mechanisms underlying a relationship 
between poor sleep and increased risk of CHD include in-
creased blood pressure [55], diabetes [55], increased body 
mass index, and adverse alterations in markers of inflam-
mation [56] and lipid levels [57] as already described. 
Mechanisms more specific to coronary heart disease in-
clude endothelial vascular dysfunction that could contrib-
ute to development and progression of atherosclerosis and 
subsequent acute coronary events. To this end, a study of 30 
adult men demonstrated lower forearm blood flow response 
to intra-arterial infusion of acetylcholine in short sleepers 
(total sleep time approximately 6 h) compared to normal 
sleeping controls (sleep duration of 7.7 h) as well as di-
minished nitrous oxide availability. Their data suggest that 
impaired nitrous-oxide mediated endothelium- dependent 
vasodilation may be an important mechanism contribut-
ing to increased coronary heart disease risk in insufficient 
sleepers [20].

Overall, the largest prospective epidemiologic studies 
support the trend that short or insufficient sleep is associ-
ated with increased risk of CHD in both men and women 
[58, 59], despite some smaller studies finding an association 
in only one sex or the other [60, 61]. Additionally, some 
data suggest that the combination of short sleep and dis-
turbed sleep better predicts incident adverse CHD events 
compared to short sleep duration or insomnia alone [62]. 
We will present data from some of the largest prospective 
studies below, and discuss potential reasons for discrepan-
cies in the literature.

The monitoring trends and determinants on cardiovas-
cular disease (MONICA) Augsburg cohort study, a popula-
tion sample of 3508 and 3388 middle aged German men 
and women, reported a significant association between 
self-reported short sleep (≤5 h) with incident myocardial 
infarction in women (hazard ratio 2.98, 95% confidence 
interval 1.48–6.03) but not men. They found no associa-
tions between self-reported difficulty initiating sleep or 
difficulty maintaining sleep and incident myocardial infarc-
tion. Participants were followed for a mean of 10 years, and 
health outcomes were ascertained by medical registries and 
death certificates. These results need to be cautiously inter-
preted due to the low number of incident cases (295 cases 
in men and 85 cases among women), particularly in those 
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with shortest sleep duration, and while stratified analyses 
suggested sex differences, the test for statistical interaction 
between sex and sleep duration categories was not signifi-
cant [61]. However, these findings suggest that there may 
be sex-specific variation in the effects of short sleep on 
cardiovascular outcomes due to different pathophysiologic 
manifestations of sleep deficit or responses to sleep distur-
bance in men compared to women and different expression 
of chronic inflammation in women compared to men [63].

In contrast, a smaller population-based Swedish cohort 
of 1870 men and women aged 45–65 found that poor sleep 
quality was associated with adverse cardiovascular out-
comes in men rather than women and reported no relation-
ship with short sleep in either sex. Specifically, self-reported 
difficulty initiating sleep, a key symptom of insomnia, was 
associated with increased coronary artery disease mortality 
in men but not women (relative risk 3.1, 95% confidence 
interval 1.5–6.3) [60]. Because there were fewer subjects in 
this study, the negative findings for short sleep and adverse 
cardiovascular outcomes may be related to lack of power. 
Alternatively, this study highlights that considering sleep 
duration without other information on sleep quality, particu-
larly in small studies, may inadequately characterize sleep-
related stressors relevant to cardiovascular disease.

When evaluating cohort studies with larger numbers of 
participants, short sleep duration has a positive association 
with risk of CHD. For example, a large prospective study of 
71,617 women aged 45–65 from the Nurse's Health Study 
found that ≤5 h self-reported sleep duration was predictive 
of incident CHD compared to 6 and >7 h (relative risk 1.45, 
95% confidence interval 1.1–1.92) [59].

The Whitehall II study, a large prospective study in 
London, England, sought to address the discrepancy of ef-
fect of insufficient sleep in men versus women as well as 
the relative effects of sleep duration versus sleep quality. 
10,308 men and women were evaluated for sleep duration 
and sleep quality using questions from the General Health 
Quesitonnaire-30 and then were followed for a mean of 
15 years for development of CHD events including fatal 
CHD deaths, incident nonfatal myocardial infarction, or 
incident angina. They found no differences by sex in sleep 
complaints and risk of CHD, and in multivariate models 
combining men and women found an increased risk of CHD 
events in those reporting disturbed sleep (hazard ratio 1.23, 
95% confidence interval 1.07–1.43) but not self-reported 
short sleep (≤5 h as well as between 5 and 6 h). There was 
also some evidence of an interaction effect between short 
sleep and disturbed sleep, with participants with <6 h sleep 
and report of low quality sleep showing the highest hazard 
rate for incident CHD events (hazard ratio 1.45, 95% con-
fidence interval 1.24–1.7) after adjusting for confounders 
[62]. The authors suggest that disturbances of the physio-
logic processes occurring during sleep, rather than the dura-
tion of sleep itself, may be driving the increased CHD risk.

A large prospective study to date examining sleep qual-
ity, sleep duration, and risk of incident coronary heart dis-
ease in 60,586 Asian adults found that <6 h self-reported 
sleep duration or difficulty falling asleep/use of sleeping 
pills were associated with increased risk of CHD (hazard 
ratio 1.13, 95% confidence interval 1.04–1.23 and 1.31, 
95% confidence interval 1.16–1.47, respectively) [58]. The 
primary weaknesses in this study were that incident CHD 
events were also self-reported and sleep apnea was not ac-
counted included as a covariate. The combined effects of 
sleep duration and sleep quality were not assessed.

A number of prospective observational studies have also 
shown an association between insomnia and risk of CHD 
and recurrent acute coronary syndrome [24]. The largest 
study collected information on subjective insomnia symp-
toms that impair work performance in 52,610 men and 
women followed for 11.4 years for first acute myocardial 
infarction. They found that difficulty initiating sleep, dif-
ficulty maintaining sleep, and complaint of nonrestorative 
sleep are all associated with increased risk of acute myocar-
dial infarction in men and women, and that difficulty initiat-
ing sleep was the sleep symptom most strongly associated 
with incident myocardial infarction [64]. The second largest 
study used data from the Taiwan National Health Insurance 
Research Database and matched individuals with and with-
out insomnia (n = 44,080) by age, sex and comorbidity. 
Individuals were followed for 10 years for acute myocardial 
infarction, and those with insomnia had a 68% increased 
risk of developing an incident myocardial infarction (95% 
confidence interval 1.31–2.16) [65].

In summary, the largest prospective cohort studies re-
port associations between reduced sleep duration and qual-
ity and risk of incident coronary heart disease [58, 59], with 
some evidence that combining information on short sleep 
and poor sleep quality identify individuals at high risk for 
coronary heart disease [62]. The insomnia literature also 
supports associations between insomnia and incident CHD. 
Generally <5 h of sleep is more likely to be associated with 
risk of incident CHD events than sleep of higher durations, 
particularly if individuals also have reduced sleep quality. 
This is consistent with the insomnia literature that demon-
strates insomnia coupled with objective short sleep may be 
a stronger predictor of adverse cardiovascular outcomes 
such as hypertension [47].

Insufficient sleep and heart failure

Inasmuch as insufficient sleep has been associated with hy-
pertension and cardiovascular disease, it would seem rea-
sonable to presume that a similar association exists with 
heart failure given the common underlying mechanisms for 
these conditions. However, data on the association between 
insufficient sleep and heart failure is limited and the rela-
tionship between heart failure and insufficient sleep is more 
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difficult to understand given potential for bidirectionality. 
Heart failure may cause insufficient sleep due to symptoms 
such as paroxysmal nocturnal dyspnea or Cheyne Stoke 
Respiration, treatment with medications resulting in sleep 
fragmentation such as diuretics, or disease-related anxiety 
and depression. Subjective sleep assessments with use of 
standardized questionnaires in chronic heart failure patients 
have demonstrated difficulty initiating sleep, maintaining 
sleep, and shorter total sleep duration, and that heart fail-
ure patients with sleep complaints have reduced health-care 
quality of life as compared to those without sleep com-
plaints [66].

One of the few prospective studies to examine the as-
sociation between self-reported sleep duration and incident 
heart failure, the British Regional Study, followed 3723 
older men with and without preexisting cardiovascular dis-
ease but without prevalent heart failure for approximately 
9 years. Self-reported nighttime sleep duration of <6 h was 
associated with heart failure risk in men with preexisting 
cardiovascular disease. Regardless of duration of nighttime 
sleep, men without preexisting cardiovascular disease did 
not have increased risk of heart failure, although daytime 
napping appeared to associate with increased heart failure 
risk in this group [67]. Notably, obstructive sleep apnea was 
not assessed in this cohort, and given that daytime napping 
may reflect an underlying diagnosis of obstructive sleep 
apnea, a common sleep disorder in older men, and that ob-
structive sleep apnea may be an independent risk factor for 
heart failure, it cannot be assumed that daytime napping 
was solely related to insufficient sleep in this cohort. As 
such, the relationship between insufficient sleep and heart 
failure in patients without preexisting cardiovascular dis-
ease is not as clear.

Currently, prospective studies examining the relation-
ship between sleep duration and incident heart failure are 
very limited. Some of these studies have demonstrated a 
lack of association between self-reported nighttime sleep 
duration and heart failure in the overall population [68, 69]. 
However it is of interest that when symptoms of sleep dis-
turbance coexisted with reported short sleep duration, there 
was a demonstrable association with a composite cardio-
vascular disease outcome that included heart failure, though 
not specific to heart failure [69].

Large prospective cohort studies have demonstrated 
similar findings with regards to an association between 
self-reported insomnia symptoms (difficulty initiating, 
difficulty maintaining sleep and nonrestorative sleep) and 
increased risk of incident heart failure [70, 71]. One such 
study was limited to a cohort of overweight middle-aged 
men and demonstrated that the observed relationship was 
independent of their established risk factors for heart fail-
ure [71]. Based on these data, insufficient sleep may poten-
tially play a role in incident heart failure but it appears that 
overall sleep-related cardiovascular consequences are more 

pronounced in the presence of coexisting sleep symptoms. 
Short sleep duration appears to have a more evident impact 
on heart failure risk in patients with preexisting cardiovas-
cular disease.

Insufficient sleep and stroke

Several of the changes observed with insufficient sleep are 
linked to mechanisms that potentiate risk factors for stroke 
discussed earlier such as hypertension, vascular dysfunction 
and inflammation.

The majority of these studies are limited by use of sub-
jective reports of sleep duration. Short sleep (<6 h) has been 
associated with increased risk for stroke in several studies. 
The European Prospective Investigation into Cancer and 
Nutrition (EPIC)-Potsdam Study followed 23,620 middle-
aged men and women over 8 years and short sleepers were 
found to have a significantly increased risk for ischemic 
and hemorrhagic stroke [72]. A study of 93,175 postmeno-
pausal women aged 50–79 years followed over 7.5 years in 
the Women's Health Initiative study found an association 
between short sleep (≤6 h) and ischemic stroke in subjects 
without preexisting cardiovascular disease or diabetes at 
baseline [73]. The MONICA/KORA Augsburg cohort study 
followed subjects aged 25–74 years over a 14-year period 
and found short sleep (≤5 h) to be significantly associated 
with a 2.3-fold increase in stroke in men [74]. Another study 
followed 5666 employed participants from the Reasons for 
Geographic And Racial Differences in Stroke (REGARDS) 
study aged ≥45 years, over a 3-year period, collecting data 
on self reported sleep duration and self reported stroke symp-
toms. In the overall sample short sleep duration was not as-
sociated with incident stroke symptoms in fully adjusted 
models, but normal weight individuals were at increased risk 
for stroke symptoms after stratification by BMI. The study 
concluded that short sleep duration (<6 h) is prospectively as-
sociated with a fourfold increased risk of self-reported stroke 
symptoms in normal weight individuals after adjusting for 
demographics, stroke risk factors, health behaviors and diet 
(hazard ratio 4.2, 95% confidence interval 1.62–10.84) [75].

On the other hand, there have also been prospective 
studies that have not supported these associations [76–78]. 
A prospective study of 9692 stroke-free participants aged 
42–81 from the European Prospective Investigation into 
Cancer-Norfolk cohort found that long sleep but not short 
sleep was associated with a higher risk of stroke [78].

There are also studies that have found that short sleep 
is independently associated with an increased risk of stroke 
[79, 80]. The Singapore Chinese Health Study, a cohort of 
63,257 adults aged 45–74 showed that short sleep (≤5 h), 
when compared to 7 h of sleep duration was significantly 
associated with increased risk for ischemic and nonspeci-
fied stroke mortality (but not hemorrhagic stroke) in sub-
jects with hypertension [80].
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Insomnia is also implicated as a risk factor for stroke 
[81]. When insomnia symptoms coexist with objective 
short sleep duration (defined as <5 h on polysomnogra-
phy), it represents a more severe phenotype and carries a 
higher risk for increased heart rate variability, hyperten-
sion, diabetes, neurocognitive impairment, and mortal-
ity when compared with insomnia with longer objective 
sleep [4, 47, 82].

A retrospective cohort study of 21,438 individuals 
with clinically diagnosed insomnia (with an ICD 9 diag-
nosis code of insomnia) and 64,314 age and sex matched 
noninsomniac controls taken from the Taiwan National 
Health Insurance Research database and tracked for 4 years, 
showed that individuals with insomnia have a 54% higher 
risk of developing stroke; this risk was highest in young 
adults aged 18–34 years. In addition, those with persis-
tent insomnia had a higher 3-year cumulative incidence of 
stroke compared to the remission group. Patients with sleep 
apnea were excluded [81].

In conclusion, several large studies have established 
an association between short sleep and incident stroke. 
Mechanisms are likely similar to those relating sleep 
insufficiency with CHD. The coexistence of insomnia 
symptoms may confer a higher risk than short sleep 
alone [69].

CONCLUSIONS

The overall literature supports an association between 
insufficient sleep (whether defined as short sleep dura-
tion, reduced sleep quality, or insomnia symptoms) and 
incident cardiovascular disease, particularly hypertension, 
stroke, and coronary heart disease. Additionally, insomnia 
coupled with objective short sleep duration appears to be a 
high-risk phenotype with increased risk of developing in-
cident cardiovascular disease. Mechanisms underlying the 
pathophysiology of this relationship including increased 
sympathetic activity, cortisol dysregulation, increased in-
flammation, and vascular dysfunction resulting from in-
sufficient sleep. Larger epidemiologic studies evaluating 
insufficient sleep and heart failure are needed to have suf-
ficient statistical power to address this potential associa-
tion. The majority of studies do not account for obstructive 
sleep apnea or other underlying sleep disorders that may 
reduce sleep duration and/or quality, and therefore it is un-
clear the extent to which sleep disordered breathing may 
be confounding or mediating this relationship. Also, since 
most studies are based on self-report data, there is little 
known about how sleep fragmentation and sleep architec-
ture influences cardiovascular risk. Additionally, future 
studies are needed assessing sleep quality/duration as 
a therapeutic target in modifying cardiovascular disease 
risk, particularly for hypertension, coronary heart disease, 
and stroke.
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SLEEP PARAMETERS AND DIABETES RISK

Sleep health is a multifactorial and heterogeneous phenom-
enon that describes an organism's circadian 24-h sleep-
wake cycle biological and behavioral profile. Framing sleep 
within a circadian biology perspective re-conceptualizes 
how we understand the sleep-wake cycle and how behav-
iors and biological processes during day and night influence 
each other. From this perspective, sleep consists of several: 
(1) subjective parameters, such as sleep quality/satisfaction, 
alertness, sleepiness; and (2) objective parameters, such as 
sleep duration, efficiency (sleep latency, wake after sleep 
onset), and timing. Abnormal levels of these parameters 
have been linked with adverse functional and health out-
comes, such as accidents, cognitive impairment, impaired 
performance, cardiovascular-cardiometabolic health con-
ditions (obesity, hypertension, and diabetes), poor brain 
health (dementia and accelerated aging), mental health, and 
mortality. The focus of the current chapter is to describe 
extant evidence linking sleep parameters and diabetes risk/
diabetes outcomes. Our epistemological stance throughout 
the chapter is that associations between sleep disturbance 
and diabetes are bidirectional, where poor sleep is consid-
ered an antecedent and a consequence of diabetes, which 
has been buttressed by seminal systematic reviews and 
metaanalyses. Relative to other behavioral risk factors, such 
as diet and exercise, sleep is as strong of a risk factor for 
cardiometabolic conditions, such as diabetes [1, 2].

Sleep duration and diabetes

The unequivocal links between sleep duration and diabe-
tes risk, outcomes, and surrogate biomarkers, such as un-
healthy glucose levels (indicative of poor glycemic control), 
insulin resistance, advanced glycated end products, and 
obesity, are supported by overwhelming epidemiological 
and experimental evidence. Epidemiological studies in the 
United States and globally have shown a high prevalence of 
short (≤6 h/24 h period) and long sleep (≥9 h/24 h period) 
durations being strongly associated with diabetes risk and 
diabetes outcomes. Additionally, experimental and biologi-
cal studies have substantiated the link between sleep du-
ration and diabetes by providing mechanistic explanations 
and pathways as to how habitual short or long sleep dura-
tions engender diabetes.

Insufficient/short sleep duration's influence on 
type 2 diabetes, insulin resistance, and obesity: 
Mechanisms
Insufficient/short sleep duration (≤6 h in a 24 h period) is 
associated with type II diabetes, diabetes outcomes (such 
as insulin resistance and unhealthy glucose), and preclinical 
and surrogate biomarkers such as obesity and prediabetes, 
in cross-sectional, experimental, and prospective studies. 
Some of the most convincing cross-sectional and epidemio-
logical evidence indicates that chronic sleep  deprivation is 
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associated with diabetes and related outcomes such as un-
healthy glucose levels, insulin resistance, and insulin sen-
sitivity. Gangwisch et  al. [3], in a metaanalysis of seven 
prospective studies, reported that individuals with insuf-
ficient/short sleep were 28% more likely to be at risk for 
type 2 diabetes. Engeda et al. [4] found that individuals who 
reported sleeping ≤5 h/night were two times more likely to 
report prediabetes (fasting glucose 5.6–6.9 mmol/L) than 
those who slept 7–9 h. In a nationally representative study 
with a sample of 11, 815 individuals from the National 
Health and Nutrition Examination Survey 2005–10 dataset, 
Ford et  al. [5] found that insufficient/short sleepers com-
pared to average sleepers (7–9 h in a 24 h period) were more 
likely to have greater levels of adjusted mean levels of insu-
lin, 2-h glucose and hemoglobin A1c. They also found that 
levels of insulin and 2-h glucose varied by sex and race/eth-
nicity. Specifically, adjusted mean levels of insulin varied by 
sex between insufficient/short sleepers and average sleepers 
(insufficient/short sleepers: male = 60.7 ± 1.5 pmol/L and fe-
male = 51.2 ± 1.4 pmol/L; average sleepers: male = 56.0 ± 1.1 
and female = 52.3 ± 1.1 pmol/L). While, adjusted mean levels 
of 2-h glucose varied by race/ethnicity between insufficient/
short sleepers and average sleepers (insufficient/short sleep-
ers: Whites = 6.6 ± 0.1 mmol/L, Blacks = 6.1 ± 0.1 pmol/L, 
Mexican American = 6.8 ± 0.2 mmol/L; average sleepers: 
Whites = 6.4 ± 0.1, Blacks = 6.3 ± 0.1 mmol/L, and Mexican 
American = 6.5 ± 0.2 mmol/L).

Several mechanisms have been proffered to better under-
stand the sleep-diabetes association. In one widely accepted 
mechanism, chronic sleep deprivation resulting in sleep debt 
induces metabolic dysfunction (such as excess adiposity and 
insulin resistance) as well as the development and progres-
sion of diabetes. Arora et al. [6] demonstrated this in their 
12-month prospective investigation of an intensive lifestyle 
intervention (usual care, diet, and physical activity) on di-
abetes outcomes across five sites in the United Kingdom. 
They found that individuals with sleep debt (chronic sleep 
deprivation and insufficient sleep) compared to those with-
out were 72% more likely to be obese. Also, individuals with 
sleep debt became progressively worse over time, where at 
6 and 12 months they were two-three times more likely to 
be obese (body mass index [BMI]; ≥30 kg/m2) or insulin re-
sistant. Similarly, Kim et al. [7] found in a cohort study of 
17, 983 Korean adults that prediabetics who reported insuf-
ficient/short sleep duration were 44%–68% more likely to 
develop diabetes and that these associations were mediated 
by adiposity, fatty liver, and insulin resistance.

It appears that the adverse effects of chronic sleep depri-
vation and habitual short sleep on diabetes risk occurs across 
all age groups. Dutil and Chaput [8] in a narrative review of 
23 studies and Hancox and Landhuis [8a] in a cohort study 
found that children, adolescents, and young adults who are 
habitual short sleepers are at increased risk of developing 
prediabetes and diabetes [8, 9]. Leng et  al. [10] found in 
an 8-year prospective study that napping, a compensatory 

method often used to mitigate adverse effects of sleep de-
privation and sleepiness, was not associated with reduced 
odds of diabetes. In fact, they found that individuals who: 
(1) napped had a 30%–58% greater likelihood of develop-
ing diabetes over time adjusting for age, sex, BMI and waist 
circumference across different regression models; (2) were 
short sleepers were 46% more likely to develop diabetes 
compared to average sleepers; and (3) were habitual short 
sleepers and napped during the day had double the odds of 
diabetes, as compared to average sleepers who did not nap. 
These findings suggest that napping and insufficient/short 
sleep may have an adverse synergistic effect on diabetes.

A second mechanism that has garnered significant trac-
tion posits that significant sleep deprivation may lead to lower 
glucose tolerance and insulin sensitivity. Spiegel et al. [11] 
and Buxton et al. [12] found that individuals who slept 4–5 h 
per night for a week had lower glucose tolerance and insu-
lin sensitivity. Chronic sleep deprivation (4–5 h for >4 days) 
and the reduction of insulin sensitivity has significant physi-
ological and health consequences as they may modify cel-
lular integrity in subcutaneous adipocytes [13]. However, 
the adverse effects of chronic sleep deprivation on abnormal 
insulin production and metabolism may only be ephemeral 
as data shows that the body compensates over a period of 
time. Robertson et al. [14] found that after restricting indi-
viduals' sleep by 1.5 h for 3 weeks, their insulin sensitivity 
either rebounded to normal levels or did not worsen after the 
first week of unstable insulin levels and insulin insensitivity.

A third mechanism suggests that chronic sleep loss, as a 
result of insufficient/short sleep, modifies cellular and tissue 
activity and integrity (i.e., Beta cell functioning responsible 
for the production of insulin) which in turn compromises 
homeostatic metabolic pathways and engenders insulin re-
sistance. Rao and colleagues found that sleep restriction 
(4 h in bed) induced a reduction in whole-body and tissue-
specific insulin sensitivity [15]. In another study, early 
morning nonesterified/free fatty acid levels were greater 
in young healthy men after sleep restriction compared to 
normal sleep which may partially contribute to insulin re-
sistance [16]. At the cellular level, adipose tissue insulin 
sensitivity, determined by the insulin concentration for the 
half-maximal stimulation of the pAkt/tAkt ratio, decreased 
during sleep restriction [13]. In summary, repeated bouts 
of restricted sleep may induce chronic hyperinsulinemia, 
stimulating downstream pathways like pancreatic beta cell 
failure and lipogenesis, driving the development of diabetes 
and obesity, respectively.

Indirect relationship between insufficient/short sleep 
and diabetes

A fierce debate ensues about whether the relationship be-
tween sleep and diabetes is direct or indirect. A growing 
body of research indicates that the association between 
insufficient/short sleep and diabetes may be moderated or 
mediated by sleep disorders (obstructive sleep apnea and 
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insomnia) as well as biological, demographic, and psycho-
social factors such as obesity, sex, and glycemic control. 
Overwhelming evidence from observational and experi-
mental studies indicate that the insufficient/short sleep and 
diabetes relationship is moderated or mediated by excess 
adiposity (central or peripheral), either in the form of high 
body mass index or waist circumference. According to 
Gohil and Hannon [17], insufficient/short sleep is associ-
ated with an unhealthy diet and increased cardiovascular 
and cardiometabolic risk factors including insulin resis-
tance and hyperglycemia, which in turn leads to elevated 
diabetes risk. In spite of compelling evidence that obesity 
and elevated waist circumference may mediate the relation-
ship between insufficient/short sleep and diabetes, there is 
contradictory evidence that there may be a genetic/heredi-
tary component to this link.

A study found that lean young adults with a history of 
diabetes and habitual short sleep duration were susceptible 
to diabetes compared to those who slept >6 h each day [18]. 
The authors suggest that chronic insufficient/short sleep can 
alter an individual's circadian biology (a topic we will ad-
dress in a later section and is described in greater detail in 
another chapter in this book), thus altering the endogenous 
timing of key biological and cardiometabolic processes. It 
is believed that such endogenous alterations and dysregu-
lations adversely affect the quality of sleep and may lead 
to negative health outcomes, specifically maladaptive and 
nonhomeostatic glycemic control. There is further debate 
as to whether the biological and cardiometabolic processes 
disrupted by habitual insufficient/short sleep are revers-
ible, as some believe that chronic sleep deprivation epige-
netically induces an unhealthy metabolic memory whereby 
an individual is unable to process insulin regardless of the 
quantity and quality of food ingested [18, 19]. Though the 
literature is unsettled, new findings indicating that extend-
ing sleep among short sleepers may have positive effects on 
cardiometabolic health may further buttress the argument 

that insufficient/short sleep is inextricably linked to diabe-
tes (Fig. 17.1) [20].

Long sleep duration's influence on type 2 
diabetes, insulin resistance, and obesity
Based on the overwhelming evidence that short sleep is a 
significant risk factor in the development and maintenance of 
diabetes, the perfunctory assumption is that increasing sleep 
duration will mitigate any adverse consequences of habitual 
insufficient/short sleep. In fact, studies show that extending 
sleep was associated with improvements in insulin sensitiv-
ity [20]. However, the evidence appears to be more nuanced 
where longer sleep duration is generally associated with de-
creased diabetes risk. However, studies have indicated that 
long sleep duration (>8 h/24 h period) and increasing sleep 
duration drastically may have adverse health effects [21, 22].

Protective effects of longer sleep and diabetes
Byberg et al. [23] in a study of 771 participants in Denmark 
investigated the effect short or long sleep durations have 
on glucose homeostasis and tolerance. The researchers 
found that an additional hour of sleep was associated with 
0.3 mmol/mol (0.3%) and 25% reduction in HbA(1c) and 
impaired glucose regulation, respectively. These findings 
support a conventional view that longer sleep may protect 
or stave off diabetes. However, recent findings are begin-
ning to show contradictory evidence.

Negative associations between long sleep on 
diabetes
Although longer sleep duration may protect an individual 
from diabetes, there is growing evidence that too much sleep 
may have an adverse effect. Cespedes et al. [21] found that an 
extreme increase in sleep duration by 2 or more hours among 
female habitual short sleepers increased their risk for dia-
betes. Ferrie et al. [23a] found similar findings as Cespedes 

Waist
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Short
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FIG. 17.1 The main and interactive effects of short sleep on diabetes risk, via glucose intolerance, obesity and waist circumference.
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and colleagues in the UK Whitehall Study, when they inves-
tigated the association between change in sleep duration and 
incident diabetes, over a 20-year span [24]. They found that 
compared to individuals who slept 7 h/24 h period, those who 
reported a ≥2 h sleep increase had a 65% greater likelihood 
of diabetes (OR = 1.65, 95% CI = 1.15–2.37) after adjusting 
for age, employment status ethnicity, and sex. Interestingly, 
BMI and weight change attenuated the association between 
long sleep and diabetes (OR = 1.50, 95% CI = 1.04–2.16) 
suggesting that the relationship between long sleep and dia-
betes may be indirect or mediated by obesity.

Indirect relationship between long sleep and 
diabetes

Similar to Gohil and Hannon [17] (in the short sleep dura-
tion section above) and Ferrie et al. [23a], Brady et al. [24a] 
found that diabetes and long sleep were indirectly associ-
ated via obesity. In a sample of 2848 participants, Brady 
and colleagues found that both short sleep and long sleep 
durations were independently associated with elevated 
body mass index and waist circumference. They also found 
that fasting insulin was positively associated with sleep du-
ration, while plasma adiponectin levels (a marker inversely 
associated with insulin resistance) were negatively associ-
ated with sleep duration.

A second factor that might explain the indirect relation-
ship between long sleep and diabetes is frequent napping. 
Han et  al. [25], in a prospective study with middle-aged 
Chinese adults, found that long sleep and habitual nap-
ping were associated with an increased risk of diabetes. 
Specifically, individuals who slept 10 or more hours were 
42% more likely to develop diabetes, compared to those 
who slept 7–8 h. Additionally, individuals who frequently 
napped for >90 min were 28% more likely to develop diabe-
tes compared to those who did not nap. These associations 
were further strengthened when long sleep and napping 
were combined. Individuals who slept for 10 h and more 
and who napped for >60 min were 72% more likely to have 
diabetes compared to those who slept 7–8 h and did not nap.

Summary
Based on the evidence above, there appears to be a U-shaped 
relationship between sleep duration (short and long sleep) 
and diabetes and diabetes outcomes [26]. Epidemiological 
(cross-sectional and longitudinal) and experimental stud-
ies provide compelling evidence that short sleep and long 
sleep durations are directly and indirectly associated with 
diabetes. However, within this large body of evidence, sev-
eral studies have highlighted that other sleep and circadian 
factors might also be responsible for the development and 
maintenance of diabetes, such as subjective parameters of 
sleep (sleep quality, social jetlag, and excessive daytime 
sleepiness), sleep disorders, and circadian misalignment.

Qualitative sleep parameters (sleep quality, 
excessive daytime sleepiness and social jet lag) 
and diabetes

Outside of sleep quantity (e.g., duration), qualitative pa-
rameters of sleep such as sleep quality, excessive daytime 
sleepiness, and social jet lag, are considered some of the 
strongest correlates and predictors of diabetes and its out-
comes. Epidemiological and experimental studies pro-
vide overwhelming evidence that qualitative parameters 
gathered through subjective (via self-report) or objective  
(via devices) means are reliably and consistently associated 
with diabetes and diabetes outcomes.

Sleep quality
Sleep quality has been linked to the development of dia-
betes and the worsening of symptoms. In a metaanalysis 
that analyzed the relationship between sleep quality and 
diabetes, Cappuccio et al. [27] found that quantity and qual-
ity of sleep predicted diabetes risk. Specifically, difficulty 
initiating sleep (RR = 1.57, 95% CI = 1.25–1.97) and dif-
ficulty maintaining sleep (RR = 1.84, CI: 1.39–2.43) were 
both strongly associated with diabetes risk at follow-up. In 
addition to cross-sectional evidence, Martyn-Nemeth et al. 
[28] investigated whether sleep quality was associated with 
glycemic control and variability (GV), or fear of hypogly-
cemia (FOH) over a 3-year period with continuous glucose 
monitoring among 48 men and women with type I diabe-
tes. Poor sleep quality was positively associated with higher 
levels of nocturnal GV and FOH. These findings highlight 
a potential bi-directional relationship between sleep quality 
and diabetes outcomes, with the implication that improv-
ing diabetes outcomes may improve sleep quality and vice 
versa.

Sleep quality may also be associated with diabetes man-
agement. In a metaanalysis comparing the relative risks of 
sleep disturbances (e.g., insufficient sleep duration, insom-
nia, obstructive sleep apnea, and abnormal sleep timing) 
and traditional risk factors (overweight, family history of 
diabetes, and physical inactivity), individuals who reported 
poor sleep quality had a 40% increased likelihood of hav-
ing diabetes which was comparable with family history of 
diabetes and overweight and higher than physical inactiv-
ity [2]. In another study, Byberg et  al. [23] in a study of 
771 participants in Denmark found that a 1-point increase 
in sleep quality was associated with a 2% increase in insulin 
sensitivity and a 1% decrease in the homeostatic function of 
β-cell function, cells responsible for metabolizing glucose. 
Taken together, sleep disturbances and poor sleep qual-
ity play a key role in the development of diabetes among 
healthy populations and the management of diabetes among 
diabetics, as healthy sleep is responsible for maintaining the 
homeostasis of glucose metabolism.
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Excessive daytime sleepiness and social jetlag
Raj et al. [29] investigated the prevalence of excessive day-
time sleepiness, among individuals with Type II diabetes and 
whether excessive daytime sleepiness was associated with 
glycemic control, in a sample of 102 individuals in India. 
Though the prevalence of excessive daytime sleepiness was 
only 17.5%, the researchers found in regression analyses that 
a 1 unit increase in Epworth Sleepiness Scale (a subjective 
measure of daytime sleepiness) was significantly associated 
with a 0.143 .1dL HbA1c increase. In addition to daytime 
sleepiness, social jetlag is another qualitative sleep param-
eter that is associated with diabetes. Koopman et al. [30], in 
a cross-sectional study from the New Hoorn Study cohort 
(n = 1585), investigated the association between social jetlag 
(defined as the difference between the midpoint of weekday 
sleep hours and the midpoint of weekends sleep hours) and 
metabolic syndrome and diabetes. The researchers found 
that individuals <61 years of age who reported social jetlag 
(1–2 h) had approximately a twofold greater risk of meta-
bolic syndrome and prediabetes/diabetes compared to their 
counterparts who reported less than 1 h of social jetlag.

Physiological and biological mechanisms
Despite overwhelming evidence that sleep quality and di-
abetes are related, less is known about biological mecha-
nisms that engender this relationship. Several mechanisms 
are argued to be at play and for this book chapter we only 
discuss a few, those that have the most robust evidence. 
They are insulin resistance, leptin and ghrelin hormones, 
and inflammation.

Insulin resistance

Evidence suggests an association between diabetes risk and 
sleep deprivation, even among healthy subjects [31]. For 
instance, in a seminal study, healthy subjects restricted to 
4 h in bed demonstrated increased markers of insulin resis-
tance [11]. Thus, sleep deprivation and poor sleep quality 
are potential mechanisms through which insulin resistance 
manifests.

Leptin and ghrelin hormones

Research has implicated metabolic hormones leptin and 
ghrelin in the relationship between sleep and diabetes risk. 
Leptin, a molecule released from adipose tissue, signals 
feelings of satiety in the brain and increases energy expen-
diture. Leptin release from adipose tissue binds to leptin 
receptors in the hypothalamus to reduce appetite, and thus 
decrease energy intake. Research demonstrates sleep depri-
vation is associated with decreased leptin and associated 
perceptions of hunger [32–34]. While, ghrelin, a hormone 
secreted by the stomach that triggers hunger, is associated 
with sleep deprivation [35–37].

Inflammation

Evidence also points to inflammatory cytokines, tumor ne-
crosis factor (a cell signaling protein indicative of inflam-
mation), and interleukin-6, as potential risk factors at play 
in the relationship between diabetes and sleep disturbances, 
specifically chronic sleep deprivation. Although there is 
some dispute about exact etiology, research has linked 
tumor necrosis factor with sleep restriction and inflam-
mation [38, 39]. Also, interleukin-6, a pro- inflammatory 
molecule secreted by T-cells and macrophages like tumor 
necrosis factor, is associated with chronic inflammation 
and also plays a role in stimulating energy utilization in 
adipose tissue [31]. Interleukin-6 operates within the hu-
man circadian rhythm, with its peak expression at night 
around sleep onset, but is suppressed by slow wave sleep 
linked with homeostatic restorative biological processes 
such as processing glucose [40]. Therefore, the presence 
of inflammation will compromise homeostatic processes 
in metabolizing glucose and thus may lead to insulin 
insensitivity.

Sleep disorders and diabetes

Sleep and circadian disorders, such as obstructive sleep ap-
nea, insomnia, and circadian misalignment disorders rep-
resent some of the most robust evidence linking sleep and 
diabetes. The evidence can be compartmentalized in two: 
(1) evidence showing that individuals with sleep and cir-
cadian disorders are at greater risk of developing diabetes 
compared to those without a sleep or circadian disorder his-
tory and (2) evidence indicating that treatment of sleep and 
circadian disorders lowers an individual's risk of developing 
diabetes and improves their ability to better manage their 
diabetes.

Obstructive sleep apnea
Obstructive sleep apnea (OSA) is a sleep disordered breath-
ing condition characterized by partial or full blockage of 
the upper airway during sleep thus causing repetitive bouts 
of reflexive awakenings to receive sufficient air and oxygen 
(apneas and hypopneas). Apnea and hypopnea episodes of-
ten result in oxygen desaturation and physiological stress, 
which compromises important homeostatic physiologi-
cal processes. Repetitive cycles of apnea and hypopnea 
compromise the cardiometabolic system where untreated 
OSA induces metabolic abnormalities. Studies have dem-
onstrated that intermittent hypoxia (loss of oxygen due to 
apnea and hypopnea), reduced sleep duration, and sleep 
fragmentation, exert adverse effects on glucose metabolism. 
Based on the foregoing evidence, it is imperative that clini-
cians address the high likelihood of comorbid OSA risk and 
type 2 diabetes among their patients.
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Insomnia
Insomnia, like OSA, is a prevalent sleep disorder and is 
characterized by three chief complaints: difficulty falling 
and staying asleep as well as involuntary early awakenings. 
Secondary complaints may include excessive sleep depri-
vation, daytime sleepiness, not feeling restored after sleep, 
and fatigue, which can all affect an individual's mental and 
physical functioning and health, such as mood problems 
and chronic health conditions like diabetes. Insomnia in-
creases diabetes risk through several mechanisms such as 
constant elevation of cardiometabolic homeostatic markers 
due to chronic sleeplessness [2, 23, 41].

Epidemiological and population level studies
Epidemiological evidence on the relationship between 
sleep disorders and diabetes is quite compelling [42–45] 
citing direct and indirect associations. Bakker et  al. [46] 
found, in a sample of 2151 participants in the Multi-Ethnic 
Study of Atherosclerosis, that individuals with an apnea-
hypopnea index (AHI) ≥15/h (moderate to severe range) 
had a twofold greater likelihood of having abnormal fast-
ing glucose levels, compared to individuals with a low 
AHI score—low sleep apnea risk (0–4.9/h). Interestingly, 
sleep duration was not associated with abnormal fasting 
glucose after adjusting for the effects of apnea-hypopnea 
index, a proxy for OSA. The putative relationship between 
sleep apnea and diabetes might vary by race/ethnicity and 
gender, as men compared to women and whites compared 
to blacks have a greater odds of having abnormal glucose 
levels and beta cell functioning if they have sleep apnea 
[47]. The relationship between sleep apnea and diabetes 
are further buttressed by evidence indicating that treatment 
of sleep apnea, via continuous positive airway pressure, is 
associated with diabetes risk reduction. Labarca et al. [48] 
found that continuous positive airway pressure treatment 
significantly lowered diabetes risk and reduced abnormal 
glucose levels.

Similarly, the epidemiological evidence linking insom-
nia and diabetes is robust. Hein et al. [41] conducted a study 
among insomnia patients to better understand the preva-
lence of and risk factors associated with type 2 diabetes. 
They found that 21.3% of 1311 individuals with insomnia 
had type 2 diabetes and alcohol consumption of ≥4 units/
day, BMI ≥ 25 kg/m2, age 50 ≥50, being male, C-reactive 
protein ≥4.5 mg/L, early morning awakenings, high blood 
pressure, total sleep hours <6.5 h, apnea-hypopnea index 
≥15/h, elevated triglyceride, and periodic limb movements 
index ≥26/h. were risk factors in the insomnia-diabetes 
association [41]. In a sample of 5078 diabetic individuals 
from China, Tan et al. [22] and Zhang et al. [49] found that 
the prevalence of insomnia was 20.2% and that individuals 
with insomnia compared to those without insomnia were 
31% more likely to have type 2 diabetes, after controlling 
age, alcohol, body mass index, chronic health conditions, 

depression and smoking. Men and individuals between 
the ages 40–59 years with insomnia were more at risk for 
diabetes compared to their counterparts. Further proof of 
the insomnia-diabetes association is provided in evidence 
showing that successful management of insomnia may lead 
to improved glycemic control, glucose tolerance, and re-
duced risk of diabetes. Carroll et al. [50] found that treat-
ment of insomnia symptoms improved sleep quality and 
reduced the risk of chronic disease, like diabetes, in older 
adults with sleep disturbances.

Mechanistic studies
The relationship between sleep disorders (i.e., sleep apnea 
and insomnia) and diabetes is multifactorial and thus dif-
ficult to simplify. Sleep loss, a common resultant of sleep 
disorders, has a negative impact on cardiometabolic health, 
inducing glucose intolerance and insulin resistance, which 
if not treated over time will lead to diabetes. Sleep depri-
vation also has an effect on leptin and ghrelin, hormones 
responsible for physiological drives of appetite and satiety. 
Specifically, sleep loss decreases leptin levels and increases 
ghrelin levels [51]. These hormonal changes promote over-
eating and increase the risk of obesity and in turn diabetes 
[52]. Deng and colleagues found that compared to aver-
age sleep duration, short sleep increased the risk of obesity 
by 12% [53] but these effects might be reversed or muted 
through adequate sleep (7–8 h) [54]. Chirinos et  al. [54a] 
found that continuous positive airway pressure (CPAP), an 
effective treatment for OSA, significantly reduced cardio-
metabolic risk clinical risk markers (such as insulin sensi-
tivity, triglycerides and blood pressure) greater than weight 
loss alone at week 8 of a 24-week. At 24 weeks, both CPAP 
and weight loss had the strongest effect on reducing meta-
bolic risk highlighting synergistic effect sleep has on other 
health risk behaviors. Other studies found that increasing 
sleep duration can reverse this process, especially among 
those who have abnormal glucose levels and prediabetes 
(Fig. 17.2) [20].

Circadian rhythm and diabetes

The circadian rhythm of living organisms relates to the 24 h 
wake-sleep clock that regulates all biological, chemical, and 
physiological processes in the central and peripheral nervous 
systems. Human circadian rhythm is influenced by internal 
(endogenous) and exogenous (external) cues. Endogenous 
cues include genetic markers such as the MTNR1B geno-
type, chronotype, and intrinsic circadian rhythm. While, ex-
ogenous cues include environmental factors such as light, 
dark, noise, and temperature that influence wake-sleep tim-
ing and behaviors, such as activity, food consumption, and 
sleep. Circadian rhythm regulates gluconeogenesis, such as 
insulin sensitivity, insulin secretion and energy expenditure 
over a 24-h period [55–57].



Sleep health and diabetes  Chapter | 17 219

Misalignment and de-synchrony: (1) of the wake-sleep 
cycle and clock and (2) between central and peripheral ner-
vous systems will disrupt the innate biological timing of 
the suprachiasmatic nucleus (master clock) and peripheral 
clocks of cells, tissues and organs which can disrupt normal 
homeostatic metabolic processes, such as glucose metabo-
lism. These disruptions may lead to mistimed or irregular 
eating schedules and thus compromise healthy metabolism 
of foods leading to spikes in glucose and insulin resistance. 
Circadian misalignment may also lead to elevated plasma 
cortisol levels or activation of the sympathetic nervous sys-
tem thus increasing Type 2 diabetes mellitus (T2DM) and 
obesity risk via insulin sensitivity in adipose tissue [58–60].

Independent and interactive associations 
between endogenous circadian rhythm and 
diabetes
Evidence for the association between circadian rhythm and 
diabetes can be categorized into two categories: independent 
and interactive effects. In a cross-sectional study of nearly 
10,000 European individuals enrolled in five studies as part 
of the Candidate Gene Association Resource (CARe), Tare 
et al. [61] examined 16 fasting glucose variants and aggregate 
genetic risk scores. The researchers found that short sleep 
duration was associated with T2DM [61]. However, sleep 
duration did not mediate or modify the association between 
circadian rhythm genes and diabetes, thus suggesting that cir-
cadian rhythm is independently associated with diabetes risk.

However, other studies have found an interactive effect 
between circadian rhythm and sleep duration. Nisa et al. [62] 
found significant changes in oral glucose tolerance tests in 
1025 Chinese women carrying the circadian rhythm-related 
melatonin receptor 1B genotype MTNR1B. Study findings 
indicate that women with different MTNR1B genotypes and 
the short sleep duration-related G allele had significant long-
term postpartum changes in their 2 h oral glucose tolerance 
tests regardless of inadequate, adequate, or excessive ges-
tational weight gain, albeit women with greater gestational 
weight gain were more at risk for gestational diabetes. These 
findings highlight that both circadian rhythm and short sleep 
combined increases an individual's risk for diabetes.

Other circadian-related studies have found that people 
with evening chronotype, those who prefer to conduct ac-
tivities of daily living later in the day, have higher meta-
bolic syndrome and diabetes risk. Anothaisintawee et  al. 
[62a] found that evening chronotype in individuals liv-
ing with diabetes reported poor glycemic control, inde-
pendent of sleep health compared to individuals who are 
not evening chronotypes. In their cross-sectional study, 
Anothaisintawee et  al. [62a] explored the relationship 
between chronotype, social rhythms, and hemoglobin 
A1c levels in 1014 adults living with prediabetes. The re-
searchers found that later mid-sleep time on a nonworkday 
adjusted for sleep debt was significantly associated with 
HbA1c levels (P = .049), after adjusting for confounding 
factors [62a]. Similarly, Reutrakul and Van Cauter [44] 
found that evening chronotype and larger dinner size were 
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FIG. 17.2 Pathophysiological mechanisms linking sleep loss and diabetes risk via glucose tolerance, insulin resistance, appetite and obesity.
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associated with poor glycemic control in patients living 
with T2DM, independent of poor sleep health.

Endogenous misalignment between fatty acids that 
regulate glucose metabolism and the circadian clock could 
adversely affect the primary systems it regulates such as ap-
petite, energy expenditure, dyslipidemia, and insulin resis-
tance [63]. Insulin regulation may be affected by time of 
day. Circadian rhythm balance which maintained at the cel-
lular level in adipose tissue may affect insulin levels. At the 
cellular level, there appears to be a circadian component in 
regulating glucose levels in adipose tissue. Carrasco-Benso 
et  al. [64] investigated whether human adipose tissue ex-
pressed intrinsic circadian rhythms related to insulin sen-
sitivity mechanisms in obese participants. The researchers 
found significant differences in subcutaneous adipose tissue 
and circadian rhythm insulin signaling (P < .00001). Insulin 
sensitivities reached their highest at noon, climbing 54% 
higher than at midnight. Thus, an underlying endogenous 
circadian rhythm may serve as a mechanism for insulin 
sensitivity.

Exogenous
Sleep timing, a component of circadian rhythm, and diet 
have been reported as significant factors that affect insulin 
sensitivity. Delayed sleep times may increase food intake 
during times of peak appetite. This may result in higher en-
ergy intake and contribute to positive energy balance [58]. 
Consuming the majority of calories earlier in the day rather 
than in the evening is one approach to overcoming these ad-
verse effects as it regulates metabolism and prevents weight 
gain [65]. Similarly, Shapiro et  al. [66] reported glucose 
levels reached their peak in the early morning, hovering 
nearly 30% above the lowest daytime glucose level. Insulin 
secretion rates and glucose levels were nearly in sync in 
half of the participants. Overlapping morning glucose levels 
with circadian rhythm alignment affects insulin sensitivity.

Endogenous and exogenous
In some instances, both endogenous and exogenous circa-
dian processes may be associated with diabetes risk. Sleep 
timing and/or duration combined with later chronotype have 
been associated with high insulin resistance in Hispanic 
adults. Egan et al. [67] examined cross-sectional data from 
over 13,000 individuals enrolled in a community-based 
study. Researchers evaluated sleep timing and chronotype 
against fasting glucose levels, insulin resistance, glucose 
levels 2 h post oral glucose ingestion and hemoglobin A1c. 
Chronotype (+1.2%/h later, P < .05) and midpoint of sleep 
duration (+1.5%/h later, P < .05) were positively associated 
with insulin resistance.

Circadian misalignment and diabetes
Circadian misalignment can occur if: (1) sleep and wake 
are inappropriately timed, (2) sleep-wake cycle is not 

aligned with feeding rhythm, and (3) central and periph-
eral rhythms are misaligned. Potential adverse health 
outcomes include hormonal changes that affect appetite, 
unregulated eating patterns, poor glucose metabolism, and 
mood problems. Circadian misalignment is linked with 
cardiovascular disease, diabetes, obesity, cancer, and men-
tal illness [68].

Circadian misalignment combined with short sleep du-
ration has been associated with reduced glucose tolerance. 
Eckel et al. [69] investigated the influence of morning cir-
cadian misalignment due to short nighttime sleep on insu-
lin sensitivity. High sustained melatonin levels after wake 
resulted in poor insulin sensitivity. Additionally, sleeping 
5-h/night during the work week and irregular food intake 
times resulted in approximately 20% reduced insulin sensi-
tivity. Reduced insulin sensitivity triggers a higher glucose 
response, which can lead to diabetes mellitus. Insulin sen-
sitivity was increased over time as a result habitual short 
sleep duration. Buxton et al. [70] examined the prolonged 
effect of sleep restriction combined with circadian disrup-
tion on metabolic health. The researchers found that sleep 
restriction for 3 weeks (average total sleep time of 5.6 h) and 
inducing circadian disruption across 28 h days decreased 
metabolic rate and increased postprandial plasma, thus in-
creasing obesity and diabetes risk. Circadian balance was 
restored within 9 days of sleep recovery highlighting restor-
ative effects of healthy.

Additionally, Rao et al. [15] found that circadian mis-
alignment and the central circadian pacemaker influence 
glucose tolerance differently. Decreased pancreatic β-cell 
function in the evening hours and decreased insulin sensi-
tivity, resulting in reduced glucose tolerance in the evening 
compared to the morning was directly related to circadian 
misalignment. The above-mentioned evidence provides 
compelling evidence for the association between synchrony 
of the peripheral circadian clock and glucose rhythm 
alignment.

Circadian misalignment due to short sleep not only af-
fects glucose tolerance but increases carbohydrate crav-
ings. Al Khatib et  al. [71] assessed the effect of sleep 
extension on dietary intake among adult short sleepers 
(5–<7 h). Individuals whose sleep was extended had re-
duced fat (percentage), carbohydrate (grams), and free 
sugar (grams) intake compared to those whose sleep 
was not extended. No significant differences were found 
in energy balance or markers of cardiometabolic health 
(Fig. 17.3).

Indirect effects of sleep on diabetes

Although the proximal effects of sleep on diabetes is un-
deniable, evidence for the distal and indirect effects are as 
compelling, albeit less causal. Both epidemiological and 
experimental studies have linked sleep and diabetes via 
obesity/visceral adiposity.
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Obesity moderates or mediates the 
relationship between sleep and diabetes
Sleep curtailment is also associated with a dysregulation 
of the neuroendocrine control of appetite, as well as reduc-
tion of the satiety hormone leptin and an increase in the 
 hunger-promoting hormone ghrelin. Thus, sleep loss may 
alter the ability of leptin and ghrelin to accurately signal ca-
loric need, acting in concert to produce an internal misper-
ception of insufficient energy availability [72].

The relationship between obesity and short sleep duration 
may be mediated by changes in energy intake. The energy 
balance equation states that under conditions in which en-
ergy intake equates energy expenditure, no change in body 
weight will occur. Excess energy intake (i.e., positive energy 
balance) above energy expenditure results in weight gain 
leading to overweight and obesity. Pooled epidemiological 
evidence suggests a consistent association between short 
sleep duration and higher total energy intake and higher total 
fat intake [73]. Healthy men increased caloric intake by 22% 
the day after one night of sleep restriction [74]. Similar re-
sults on sleep restriction and increase energy intake were also 
found in healthy women resulting in net weight gain after 
4 nights [75]. The changes in energy intake that accompany 
sleep loss may be explained by changes in the hormonal en-
vironment, previously described by leptin and ghrelin. The 
hormonal imbalance of leptin and ghrelin stimulate the desire 
to consume energy-dense, nutrient poor foods.

Along with energy intake, physical activity levels are af-
fected by sleep duration. Individuals who reported shorter 
sleep (<6 h/nigh) spend more time in sedentary behaviors, 
have fewer daily activity counts and spent less time in mod-
erate to vigorous physical activity (MVPA) compared to 
individuals with >6 h/night [76]. Adults at risk for type 2 

diabetes restricted to sleep of 5.5 h per night compared to 
8.5 h per night reduced moderate-and vigorous physical 
activity MVPA by 24% and increased sedentary behavior 
[76]. Short sleep duration may confer conditions of in-
creased energy intake and reductions in physical activity, 
thus perpetuating obesity status.

Visceral adiposity and not obesity is 
responsible for the relationship between sleep 
disturbances and diabetes
Diabetes is well known to be associated with obesity. 
However, the prevalence of newly diagnosed diabetics 
who are not overweight has increased in recent years, thus 
prompting more exploration of the association of visceral 
adiposity and diabetes. Visceral adipose tissue or visceral fat 
is tissue located deep in the abdomen and around internal or-
gans. Studies have shown that visceral adiposity is strongly 
linked to type 2 diabetes [77]. Similar to sleep apnea, it also 
causes a decrease in insulin sensitivity deterioration [77].

The exacerbating role of sleep on well-being, 
quality of life, health and mortality among 
diabetics

The co-occurrence of sleep disturbances and diabetes risk is 
high and if not addressed can have deleterious effects on an 
individual's health. For example, diabetic retinopathy (DR) a 
common microvascular complication of diabetes is associated 
with sleep disturbances. DR affects 40%–50% of diabetic pa-
tients and can cause blindness if not treated [78]. Sleep ap-
nea has been well defined as a direct risk of DR. Altaf et al. 
[78] found that in as short as 4 years, sleep apnea advances 
the development of retinopathy for people with   diabetes. 
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FIG. 17.3 Pathophysiological effects of circadian misalignment on diabetes risk.
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Sleep   apnea has also been associated with endothelial dys-
function for diabetic patients. Endothelial cells release sub-
stances that control vascular relaxation and contraction as 
well as enzymes that control blood clotting, immune function, 
and platelet adhesion. Endothelial dysfunction is caused by 
diabetes, and sleep disturbances decrease endothelial produc-
tion [79, 80]. A third consequence of the sleep and diabetes 
association is poor quality of life and well-being. Recognizing 
that sleep duration and sleep quality are related to diabetes, in-
sulin resistance, and poor glycemic control, researchers have 
found that poor sleep in diabetes patients was inversely asso-
ciated with quality of life [81, 82].

Healthy sleep and reduced diabetes risk

The National Sleep Foundation, the American Academy of 
Sleep Medicine and the Sleep Research Society all recom-
mend that adults should sleep approximately 7–9 h daily to 
reduce health risk and optimize wellness [83]. Adults who 
sleep between the recommended hours are less likely to 
be at risk for diabetes compared to those who sleep fewer 
hours [84–86]. In today's society, habitual sleep depriva-
tion and disturbances and poor sleep health have become 
increasingly common. Most people self-report sleeping an 
average of <7 h each day and as evidenced above may in-
crease the risk of cardiometabolic diseases such as diabetes 
[87]. However, there is hope to arrest this public health is-
sue as there is a growing body of research indicating that 
improving sleep health parameters such as duration, sleepi-
ness/alertness, timing, efficiency, satisfaction/quality, sleep 
disorders and architecture may reduce the risk of cardio-
metabolic diseases [20, 87].
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INTRODUCTION

The sun rises and sets over the earth in a predictable pattern. 
This pattern has existed for billions of years and has influ-
enced the behavior of all living things. Behavioral rhythms 
have aligned with these light-dark rhythms and conferred 
an evolutionary advantage. Humans have adapted to the 
light-dark cycle so that activity occurs during the day and 
rest occurs during the night. Increased visibility afforded by 
daylight optimizes foraging and safety while being active. 
Reduced visibility during the night optimizes sleeping and 
fasting. Daily rhythms, such as light-dark, are known as cir-
cadian rhythms from the Latin words “circa,” for about, and 
“dias,” for a day. Physiological processes rely on predict-
able circadian rhythms. These processes include sleeping 
and waking, cardiac function, such as heart rate and blood 
pressure, and metabolic processes, such as glucose, lipid, 
and energy metabolism. Disrupting circadian rhythms can 
profoundly impact cardiometabolic health and well-being. 
Poor cardiometabolic health can also disrupt the circadian 
system. This chapter will briefly introduce the cardiometa-
bolic syndrome, the circadian system, circadian disruption, 
and social jetlag as a form of circadian disruption.

Circadian regulation of cardiac and metabolic function-
ing will be reviewed and the influence of environmental, be-
havioral, and biological rhythms on cardiometabolic health 
will be discussed (Fig. 18.1).

DEFINITIONS AND EPIDEMIOLOGY

Cardiometabolic syndrome

The cardiometabolic syndrome also known as metabolic 
syndrome (MetS) or syndrome X is a cluster of meta-
bolic dysfunctions that include insulin resistance, im-
paired glucose tolerance, dyslipidemia, hypertension, and 
central adiposity. The presence of three or more of these 
 cardiometabolic risk factors are predictive of diabetes and 

cardiovascular disease. Individuals with MetS are more 
likely to die from coronary heart disease and stroke than 
individuals without MetS.

The pathophysiologic mechanism in MetS originates 
from insulin resistance. The pancreatic beta cells produce 
insulin which binds with cells in the liver, fat, muscles, and 
blood vessels. Normally in the liver, insulin suppresses glu-
cose production. In the setting of insulin resistance, there 
is impaired glucose production or hepatic gluconeogen-
esis. It is not clearly understood why insulin also plays a 
role in hepatic lipogenesis causing increased free fatty ac-
ids and triglycerides in the blood stream causing dyslipid-
emia. This leads to an atherogenic state characterized by 
increased triglycerides, low high-density lipoprotein cho-
lesterol (HDL-c) and increased small, dense low-density 
lipoproteins.

Other key pathologic mechanisms in MetS include obe-
sity, specifically abnormal ectopic fat distribution and in-
flammation. The obesity is described as increased visceral 
rather than subcutaneous fat. There is also accumulation 
of fat in the liver causing nonalcoholic fatty liver disease. 
This adipose tissue hypertrophy leads to insulin resistance. 
Moreover, the hypertrophic adipocytes result in a low in-
flammatory state from the release of pro- inflammatory 
factors such as adipocytokines, plasminogen activator 
inhibitor-1, tumor necrosis factor alpha, interleukin 6, 
C-reactive protein and fibrinogen.

Data from the National Health and Nutrition Examination 
Survey (NHANES) indicate that in 2011–12, approximately 
one third of adults in the United States (34.7%) had MetS 
[1], representing a 35% prevalence increase as compared to 
1998–94 [2]. The distribution of MetS prevalence varies ac-
cording to sex, race, age, and education levels. Specifically, 
a greater proportion of women meet the diagnostic criteria 
for MetS as compared to men (36.6% versus 32.8%, respec-
tively) [1]. In terms of racial differences, 38.6% of Hispanic, 
37.4% of nonHispanic White, and 35.5% of Black adults 
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reported having METs in 2012 [1]. Between 1988 and 1994 
and 2007–12, the largest increase in the prevalence of MetS 
was reported in nonHispanic black men (55%), then nonHis-
panic white women (44%), and nonHispanic black women 
(41%) [2]. Advanced age and lower educational attainment 
are associated with increased rates of MetS. Approximately 
one in five (18.3%) 20–39 year olds, as compared to one 
in two (46.7%) adults aged 60 and older have MetS [1]. 
As compared to college graduates, those with a less than 
high school education had a 56% increased odds of having 
METs (OR = 1.56, 95% CI = 1.32–1.84) [2].

Circadian rhythms

Circadian rhythms have been increasingly linked to car-
diometabolic health. Circadian rhythms provide a temporal 
structure for events. Knowing when predictable events will 
occur allows for preparation and optimal functioning. Being 
prepared is so important that living things have translated 
the light-dark rhythm of the solar clock into their very be-
ing by creating internal biological clocks. These biological 
clocks predict daily changes in the environment and prepare 
the body for anticipated behaviors. As a result, the right hor-
mones are in the right place at the right time. For example, 
cortisol, the alerting and arousal hormone, increases prior to 
and just after waking to prepare the body for the upcoming 
demands of the day [3, 4]. Optimal performance follows 
and survival advantage is conferred.

Life would be chaos without the temporal structure 
of circadian rhythms. Biological clocks must be set to 
the same time as the solar clock to effectively anticipate 

 predictable 24-h patterns. However, biological clocks tick 
slightly slower than the solar clock, a little over 24 h each 
day. It is essential to synchronize biological and solar clocks 
to prevent chaos and to optimize function. Light is the pri-
mary synchronizer. The light/dark cycle resets the biologi-
cal clock to tick in sync with the solar clock every day.

The eye is key to this synchronization. Specialized cells 
in the eye's retina, the retinal ganglion cells, perceive light 
and dark. This light/dark message is carried along a neural 
pathway, the retino-hypothalamic tract, and delivered to the 
master clock, a specialized cluster of cells in the hypothala-
mus known as the suprachiasmatic nuclei (SCN). The SCN 
transmits stimulatory and inhibitory messages to about 35 
brain regions, particularly hypothalamic regions controlling 
hormone release and autonomic nervous system control [5]. 
The SCN also transmits these messages to the autonomic 
nervous system which regulates tissue specific sensitivity 
to these hormones. These hormonal and neuronal messages 
convey a sense of time to the body.

But the SCN is not the only clock. Every cell of the body 
possesses a clock, liver cells, pancreatic cells, muscle tissue 
cells, etc. These specific body cell clocks synchronize be-
havioral and physiological processes to the light-dark cycle. 
The SCN plays an important role in this synchronization, 
however, the synchronization process is complex and still 
not completely understood. What is known is that disrupt-
ing the synchrony between the clocks impacts cognitive, 
behavioral, and psychological functioning.

Sleep-wake rhythms are one of the most pronounced 
24-h behavioral rhythms in humans. Sleeping and wak-
ing partition essential cognitive and physiological tasks to 

FIG. 18.1 The influence of environmental, behavioral, and biological rhythms on cardiometabolic health.
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 certain times of day. Sleep opens the door for information 
processing and memory consolidation because sensory in-
put is minimal compared to the wake period. Energy con-
sumed during the day can be diverted to the brain rather 
than used to meet the energy needs of daytime activities. 
Sleep also opens the door for the body to “clean up” toxins 
that have built up along the metabolic pathways from day-
time energy consumption. Despite a universal 24-h cycle for 
sleeping and waking in humans, sleep-wake times vary be-
tween individuals. Some people prefer early bedtimes and 
wake times; others prefer late bedtimes and wake times.

Sleep-wake times, or the clock times for sleeping and 
waking, are influenced by multiple factors. These factors 
include light-dark cycles within a time zone, developmental 
stage, social obligations, and genetic factors. For example, 
sunrise and sunset are 4 min later for every one-degree of 
longitude from east to west. Sleep-wake times replicate 
this by delaying 4-min for every one-degree longitude. 
Developmentally, sleep-wake times are early in childhood, 
delay throughout adolescents, reach a peak in lateness 
around 20 years of age, and gradually advance thereafter 
until approximately 60 years of age. Social obligations such 
as late-night gatherings and early morning work commit-
ments also impact sleep wake times. Individual differences 
in the intrinsic pace of the biological clock also affects 
sleep-wake times, such that faster paced clock (e.g., 24.2 h) 
contribute to earlier sleep periods than slower paced clocks 
(e.g., 24.4 h) [6]. Racial differences in clock pace have been 
reported with Blacks of African descent exhibiting faster 
internal clocks than their White counterparts [7, 8]. Genetic 
factors also contribute to sleep-wake times as several single 
nucleotide polymorphisms have been linked to genes with 
well-known circadian roles, such as PER2 [9, 10].

Circadian disruption and social jetlag

Circadian disruption is defined as an altered tau, ampli-
tude, and/or mean level of a rhythm [11]. These disrupted 
rhythms can be environmental, exemplified by reduced day-
time and increased nighttime light exposure; behavioral, 
exemplified by reduced nocturnal and increased daytime 
sleep; as well as biological. Suboptimal functioning follows 
when the synchrony between environmental, behavioral, 
and biological rhythms is disrupted. Staying awake dur-
ing the night when your body is secreting sleep-promoting 
hormones, such as melatonin results in suboptimal wakeful-
ness. Conversely, sleeping during the day when hormones 
promoting sleep are missing lead to curtailed sleep duration 
and altered sleep architecture. Specifically, REM and SWS 
sleep are reduced and REM sleep shifts from the later to the 
earlier part of the sleep period [12].

Irregular sleep-wake times contribute to a loss of syn-
chrony between environmental, behavioral, and biological 
rhythms. Irregular sleep-wake times can be chronic, as in 

shift work, or transient, as in trans-meridian travel. Chronic, 
irregular sleep-wake times also characterize social jetlag. 
Social jetlag is defined as the difference in sleep-wake 
times between work and free days [13]. Different work 
and free day sleep-wake times result from the different 
schedules people adopt. For example, people tend to go to 
bed late but rise early for work on work days, contribut-
ing to short work-day sleep. To compensate for sleep debt 
incurred during the work week, people often sleep longer 
on free days by waking later. The result is late-bed/early-
rise times on work days and late-bed/late-rise times on free 
days. Social jetlag can also occur when early bedtimes and 
early rise times are adopted during the work week, but so-
cial obligations on free-days lead to late bedtimes. Seventy 
percent of a European population sample has reported 
social jetlag of at least 1 h or more. The widespread and 
chronic nature of social jetlag have raised concern about 
potential adverse cardiometabolic health effects like those 
found in shift work [14].

Circadian disruption and cardiometabolic 
health

Data clearly show that the odds of MetS is significantly 
higher in shift workers as compared to nonshift workers [15]. 
Specifically, across 13 pooled observational studies, the as-
sociation between ‘ever exposed to night shift work’ and 
MetS risk was 1.57 (95% CI = 1.24–1.98, p = 0.001), while a 
higher risk was indicated in workers with longer exposure to 
night shifts (RR = 1.77, 95% CI = 1.32–2.36, p = 0.936) [16]. 
Consistent with these pooled data, prospective data over a 
median 6.6 year period showed that the risk of METs devel-
opment increased with accumulated years of shift work, in-
dependent of possible confounders [17]. Not yet clear from 
this body of work is the cut-point of time spent doing shift-
work that confers exponentially greater risk for MetS.

In addition to shift work being independently and pro-
spectively associated with an increased risk for MetS, 
there is evidence that the individual risk factors for MetS  
(abdominal obesity, hypertension, atherogenic dyslipid-
emia and impaired glucose tolerance) [18] are associated 
with shift work. For example, shift workers were shown to 
have a 50% increased odds of hypertension [19], while an 
elevated waist circumference was shown to be more com-
mon in night and rotating shift workers: specifically, waist 
circumference increased by 1.089 cm per 1000 night duties 
and by 0.99 cm per 10,000 night shift hours in a sample of 
nurses [20]. Prospective data also show that among persis-
tent shift workers, the presence of 1–2 MetS factors con-
ferred a more than 12-fold risk of developing MetS 5 years 
later [21]. Thus, the trajectory toward a MetS diagnosis is 
shown to accelerate with each accumulated risk factor diag-
nosis in populations whose circadian function is disrupted, 
such as shift workers.
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Data linking social jetlag and MetS are limited and find-
ings are inconsistent. Social jetlag has been associated with 
a greater likelihood of having MetS, or individual MetS risk 
factors in some [22–24], but not all [25, 26], studies. Adults 
with type 2 diabetes reporting >30 min of social jetlag did 
not have poorer glucose regulation than adults with ≤30 min 
of social jetlag [25, 26]. Adults younger than 61 years of 
age were more likely to have MetS if they reported 1–2 h of 
social jetlag (1.29, 95% CI = 0.9–1.9) or ≥ 2 h of social jet-
lag (2.13, 95% CI = 1.3–3.4) than adults with <1 h of social 
jetlag [27]. However, there was no association between so-
cial jetlag and MetS in adults ≥61 years of age [27]. Social 
jetlag has been associated with poorer metabolic, but not 
cardiac outcomes as evidenced by higher triglyceride, fast-
ing insulin, and insulin resistance levels as well as greater 
waist circumferences and lower HDL-c levels, but not heart 
rate or blood pressure [23].

Reasons for these inconsistent findings are uncertain. 
Chronological age may be a contributing factor. Younger 
adults may be more likely to suffer the deleterious ef-
fects of social jetlaf, but they are also more likely to have 
greater social jetlag than older adults. Differences may 
also stem from variability in vulnerability to the adverse 
cardiometabolic effects from social jetlag between indi-
viduals. Support for interindividual variability is garnered 
from evidence of significant differences in weight gain and 
neurobehavioral deficits following sleep loss among indi-
viduals, but stability of weight gain and neurobehavioral 
deficits within individuals [28, 29].

CIRCADIAN CONTROL OF THE 
CARDIOMETABOLIC SYSTEM

Links between MetS and circadian disruption are plausible 
because the cardiometabolic system is influenced by mul-
tiple biological, behavioral, and environmental factors that 
have been shown to have endogenous circadian rhythms. 
Identifying endogenous biological rhythms requires sepa-
rating these biological factors from the behavioral and en-
vironmental factors affecting them, such as sleeping and 
waking or light and dark. This is accomplished by keep-
ing individuals constantly awake with low activity levels in 
very dim light and providing evenly spaced meals of equal 
caloric content, or in other words, keeping individuals in 
constant routine conditions [30]. Endogenous rhythms can 
also be separated from behavioral and environmental fac-
tors by scheduling sleeping and waking every 28 h rather 
than every 24 h, or forced de-synchrony conditions. Both 
constant routine and forced desynchrony conditions have 
been used in experimental studies to elucidate the circadian 
regulation of the cardiometabolic system. Simulated shift 
work protocols have also been used to elucidate the effects 
of circadian disruption on individual cardiometabolic out-
comes in controlled laboratory environments.

Cardiovascular functioning

Cardiovascular demands change drastically in response to 
activity levels. Faster heart rates and higher blood pressures 
are needed to deliver sufficient nutrients throughout the body 
during activity as opposed to rest. The circadian system can 
anticipate and prepare for predictable changes in cardiovas-
cular demands. Several constant routine and forced desyn-
chrony studies have revealed that cardiovascular parameters, 
including heart rate and blood pressure, have an endogenous 
rhythm [31–34]. Heart rates peak between 11:00 and 12:00 
and dip by about seven beats per minute between 2:00 and 
3:00 [31, 32]. Blood pressures peak between 18:00 and 
21:00 with a 3–6 mmHg greater systolic and a 2–3 mmHg 
greater diastolic blood pressure than the trough blood pres-
sure [35, 36]. Chronotype, or an individual's preference for 
morning or evening activities [37], may advance or delay 
this endogenous rhythm. For example, peak heart rates are 
6 h later for evening compared to morning types [33].

Metabolism

The metabolic system is tightly coupled to the circadian 
system [38–40] for molecular and cellular reviews. The cir-
cadian system informs the metabolic system of anticipated 
periods for activity/feeding and rest/fasting, thereby opti-
mizing energy utilization and storage across the 24-h day. 
The SCN conveys day/night messages to the body through 
neuronal and hormonal messages that orchestrate biological 
and behavioral rhythms for glucose and lipid metabolism, 
energy expenditure, and appetite. The SCN ensures that the 
right hormones and right behaviors are in the right place at 
the right time of day. These biological rhythms collectively 
favor efficient metabolism to coincide with daytime feeding 
and activity in humans. But the SCN is also influenced by 
the metabolic system through nutrient messages that convey 
the energy status of the body. This bidirectional regulation 
between the circadian and the metabolic systems ensures 
that glucose homeostasis is maintained.

Glucose metabolism
A robust daily rhythm for glucose metabolism has been 
well-established. 24/7 glucose availability is critical to sup-
port the central nervous system which uses 20% of glucose 
consumed but cannot store or synthesize glucose. Morning 
energy needs for activity and feeding are anticipated by the 
circadian system and several reports of higher morning- 
versus-evening fasting glucose levels that are offset by greater 
insulin secretion support this premise [41–44]. Morris et al. 
reported a 5% higher morning, compared to evening, fasting 
glucose level in healthy young adults [42]. Yet not all studies 
report higher morning-versus-evening fasting glucose levels 
[45, 46]. Age has been conjectured as an underlying reason 
for these disparate findings. Higher morning-versus-evening 



Social jetlag, circadian disruption, and cardiometabolic disease risk   Chapter | 18 231

fasting glucose has been reported in younger, but not older 
adults (<35 and >65 years of age, respectively) [47]. But oth-
ers have reported that healthy youth do not have a morning- 
evening differences in fasting glucose [46]. This mixed evi-
dence raises speculation that age is an underlying factor in 
morning versus evening differences in fasting glucose.

On the other hand, glucose responses to meals consis-
tently demonstrate an endogenous rhythm. Evening glucose 
responses to meals, oral glucose challenges, and intravenous 
glucose are higher and remain elevated longer than morning 
responses in healthy adults [42, 48–54]. Postmeal glucose 
excursions to identical meals in the morning and the eve-
ning are 2.3 mmol/L and 3.3 mmol/L respectively, in healthy 
young adults [48]. Glucose tolerance is 17% lower in the 
evening versus the morning [42]. These morning-to-evening 
declines in glucose tolerance are partially driven by circadian 
modulation of target tissue sensitivity. Insulin-producing 
beta cells of the pancreas become less sensitive to glucose 
across the day; other peripheral tissues become less sensitive 
to insulin across the day. SCN excised rats lack daily glucose 
and insulin sensitivity rhythms exemplifying the critical role 
of the circadian system in glucose regulation [55].

Lipid metabolism
Endogenous rhythms may optimize lipid absorption, stor-
age, and transport by synchronizing these metabolic ac-
tivities with anticipated sleep-wake and feeding-fasting 
behaviors. Fifteen percent to twenty percent of lipid metab-
olites have demonstrated endogenous rhythms that are char-
acterized by morning peaks and afternoon/evening declines 
during constant routine conditions [56, 57]. However, large 
interindividual differences in the specific lipid metabolites 
exhibiting rhythmicity exist and up to12-h differences in the 
timing of the rhythms have been demonstrated [57]. This 
evidence suggests that several distinct circadian phenotypes 
for lipid metabolism exist [57].

Several studies using different study protocols have dem-
onstrated that low density lipoprotein cholesterol (LDL-c) 
and total cholesterol levels are higher in the morning com-
pared to the evening [58–60]. Miida reported that LDL-c was 
0.09–0.13 mmol/L higher at waking than at midnight [60]. 
Declining LDL-c and total cholesterol levels from morning 
to evening may be explained by enhanced daytime lipid clear-
ance from the circulation. This premise is supported by evi-
dence that apolipoproteins which are used to transport lipids 
are lower following night versus day time meals [61]. Higher 
triglyceride [61, 62] and very low density lipoproteins [61] 
levels have also been reported following night versus day time 
meals in rotating shift workers and healthy young adults.

Energy metabolism
It is uncertain whether there is an endogenous rhythm for 
energy metabolism. One method for estimating energy 

metabolism is through indirect calorimetry. Indirect calo-
rimetry calculates metabolic rate by measuring the heat 
produced by oxidizing macronutrients, such as carbohy-
drates and fats. Some [63], but not [31] all studies report 
an endogenous rhythm for postprandial energy metabolism 
based on diet-induced thermogenesis [63, 64]. Disparate 
findings may stem from methodological differences, such 
as responses to meals versus snacks. Morris et al. found that 
diet-induced thermogenesis was 44% lower in the evening 
than in the morning in healthy young adults [63]. These 
same authors reported that postprandial energy expenditure 
was 4% lower in the evening than the morning [63]. This 
suggests that eating larger meals in the morning and smaller 
meals in the evening would be beneficial for weight homeo-
stasis and/or weight loss. Yet, large breakfast and small din-
ner eating patterns are not the norm in Western cultures. 
Dinner is the largest meal of the day [65].

Some contend that changes in appetite across the day 
may explain why dinner is the largest meal [66]. Healthy 
adults rate their hunger as lowest after waking in the morn-
ing and highest in the evening at approximately 20:00 [67, 
68]. These rhythms are exacerbated during sleep restric-
tion [68] and are unrelated to meal times [69]. However, 
time pressure and social cues significantly influence meal 
sizes [70, 71].

ENVIRONMENTAL RHYTHMS AND 
CARDIOMETABOLIC HEALTH

The 24-h transitions from light to darkness (LD) provide 
a strong zeitgeber for metabolic system regulation in both 
animals and humans [72]. In free-living conditions charac-
terized by bright daylight and the absence of artificial night-
light, behavioral rhythms such as feeding and activity shift 
earlier [73]. However, in human-constructed environments 
where daylight can be reduced and exposure to artificial 
nightlight increased, circadian rhythms and the regulation 
of the metabolic system can be negatively impacted.

The widespread use of electric lighting in the early-to-
mid twentieth century enabled the artificial extension of 
daytime to the point where today virtually all adults liv-
ing in developed countries experience light pollution [74]. 
Sources of LAN include urban street lighting (5–15 lx) and 
electronic tablets (~40 lx depending on size of screen) [75]. 
Data suggest that approximately one third of adults and 
youth leave an electronic device (e.g., television or tablet) 
on while sleeping [76]. Constant exposure to light desyn-
chronizes circadian activity in rodents [77], while experi-
mental studies show that such exposure is associated with 
poor metabolic indices including increased body mass and 
reduced glucose tolerance [78].

In terms of human studies into the association between 
LAN, circadian rhythms, and metabolic health, light ex-
posure >180 lx have been shown to phase shift circadian 
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rhythms and suppress melatonin concentration [79]. Shift 
workers represent a population who are chronically exposed 
to LAN and experience disproportionately higher rates of 
poor metabolic health. A large body of work consistently 
reports the positive association between shift work with 
increased hypertension, cholesterol, and obesity [80, 81]. 
Meanwhile, observational studies in the general population 
have also shown higher levels of LAN to be significantly as-
sociated with obesity even after adjustment for confounders 
such as sleep duration, tobacco use, and physical activity 
[82, 83]. Larger waist circumferences, higher LDL-c and 
lower HDL-c levels have been associated with bedroom 
LAN ≥ 3 lx versus <3 lx in older community dwelling adults 
[84]. Morning and evening blue light exposure increases in-
sulin resistance in healthy adults [85].

One mechanism that may go toward explaining the 
association between LAN, circadian disruption, and 
poor metabolic health is the suppression of melatonin 
and glucagon like peptide-1 (GLP-1). Melatonin is an 
endogenously synthesized molecule that is produced by 
the pineal gland and serves to help regulate sleep and 
wakefulness. Melatonin production may be inhibited by 
exposure to nighttime light of sufficient intensity and du-
ration [86]—even 1 h of exposure to 45 lx was shown to 
decrease melatonin levels by 60% [87]. Reduced melato-
nin secretion has been associated with an increased risk 
for obesity [88] and type-2 diabetes [89]. Relatedly, sup-
pressed melatonin production delays sleep onset, and is 
associated with shorter sleep duration. Short sleep dura-
tion is a reliable determinant of metabolic syndrome, and 
as such represents a viable mechanism through which 
LAN is a risk factor for metabolic syndrome. GLP-1 lim-
its postmeal glucose excursions by stimulating insulin 
secretion. Constant light exposure reduces the amplitude 
of GLP-1 rhythms in adults with obesity and type 2 dia-
betes [90].

LAN exposure also impacts heart rate and heart rhythm. 
Brighter lights increase heart rates and the effect of light on 
heart rates is strongest during the middle of the night and 
early morning [91]. Disrupting light-dark cycles has also 
been shown to disrupt heart rate rhythms and lengthen QT 
intervals in mice [92]. These lines of evidence suggest an 
association also exists between LAN, circadian rhythms, 
and cardiovascular health.

BEHAVIORAL RHYTHMS AND 
CARDIOMETABOLIC HEALTH

Behavioral rhythms also influence cardiometabolic regula-
tion. Synchronizing behaviors such as sleep and fasting with 
darkness, as well as activity and feeding with daylight lead 
to appropriately timed levels of glucose, insulin, glucocor-
ticoids, and metabolically relevant hormones. Behavioral 
circadian disruption can occur when the SCN, entrained by 

light, sends sleep-promoting signals and lipid mobilization 
messages but food intake sends wake- promoting signals 
and fat storage messages. This mixed circadian signaling 
between the SCN and peripheral clocks in other tissues, 
such as the pancreas and adipose tissue has been shown to 
negatively impact the cardiometabolic regulation in several 
controlled laboratory studies [12, 70, 93, 94].

Acutely disrupting sleep-wake patterns may impact car-
diometabolic regulation through changes in metabolically 
relevant hormones and diet induced thermogenesis [70]. 
Cortisol, a hormone that raises glucose, peaks at sleep on-
set rather than at waking and has a blunted rhythm during 
forced desynchrony protocols [70, 95]. The morning rise 
in cortisol is also significantly lower and the evening na-
dir is significantly higher when adults are deprived of night 
time sleep [96]. Leptin, a satiety hormone, has been shown 
to decrease [70] and glucose has been shown to rise [95], 
even to prediabetic levels in some participants [70] under 
forced desynchrony protocols. Adverse metabolic effects 
have been demonstrated regardless of whether sleep is ad-
vanced or delayed [95]. Daytime sleep has also been associ-
ated with a decrease in total daily energy expenditure, diet 
induced thermogenesis, and leptin levels compared to night 
time sleep [97].

Several studies suggest that humans' metabolic systems 
do not adapt to disrupted sleep-wake patterns. Rather, ad-
verse metabolic effects persist even after exposure to longer 
disrupted sleep-wake patterns [93, 94, 98]. Fasting insulin 
levels increased by 18%, postmeal glucose levels rose 14%, 
and resting metabolic rate decreased by 8% during a 3-week 
protocol in healthy younger and older adults [93]. Chronic 
shift workers still demonstrated higher postmeal glucose 
levels despite a 10% increase in late phase insulin secre-
tion during daytime versus nighttime sleep in a controlled 
laboratory environment [94]. Smaller and more prolonged 
disruptions in sleep-wake patterns have also been shown 
to significantly reduce leptin levels [98]. Blunted cortisol 
rhythms have been associated with irregular sleep patterns 
in community dwelling adults [99]. All told, chronic disrup-
tion in sleep-wake patterns as might occur during shift work 
or social jetlag may be a contributing factor for adverse car-
diometabolic health outcomes.

Short sleep duration has also been associated with poor 
cardiometabolic health and is often linked with irregular 
sleep-wake patterns [12]. Several laboratory studies have 
demonstrated that the effects of disrupted sleep-wake pat-
terns on the metabolic system are independent of and in 
addition to that of short sleep duration. Leproult et al. dem-
onstrated that insulin resistance was doubled during circa-
dian disruption plus sleep restriction versus sleep restriction 
alone in men but not women [100]. Leptin levels were sig-
nificantly reduced following irregular sleep patterns despite 
sleeping longer than 6.5 h [98]. Eckel et al. reported that insu-
lin resistance increased 20% during a simulated social jetlag 
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study [101]. These studies provide evidence into the additive 
deleterious metabolic effects of circadian disruption.

Meal timing has been linked to cardiometabolic health, 
particularly weight regulation. Several weight loss stud-
ies support the benefits of earlier eating habits for optimal 
weight and glucose regulation. Shifting caloric intake ear-
lier in the day optimizes weight loss efforts. A 10% de-
crease in BMI was achieved by eating 50% of total daily 
calories at breakfast in women with MetS undergoing 
weight loss treatment [102]. Only a 5% decrease in BMI 
was achieved by eating 50% of total daily calories at din-
ner [102]. Improvements in waist circumference were also 
greater in the early eaters. Waist circumference decreased 
8.5 cm versus 3.9 cm in the earlier versus later eaters respec-
tively (p < 0.0001) [102]. Similarly, overweight and obese 
adults who ate their main meal earlier in the day lost 25% 
more weight than overweight and obese individuals who ate 
their main meal earlier in the day despite similar caloric 
intake and physical activity [103].

Potential mechanisms linking meal timing with weight 
regulation include morning-evening differences in diet in-
duced thermogenesis and changes in the gut microbiome. 
Diet induced thermogenesis is greater following morning, 
versus evening meals [63]. Morning-evening difference in 
diet induced thermogenesis have been shown to be driven 
by endogenous circadian rhythms rather than behavioral 
rhythms [63]. Therefore, eating early in the day is required 
to take advantage of the increased metabolic rates for 
eating. The gut microbiome is primed to support energy 
metabolism during the day and detoxification during the 
night [104]. Irregular sleeping and eating patterns are as-
sociated with changes in the gut microbiome that are char-
acterized by increased firmicutes, a condition associated 
with obesity [104].

Other metabolic benefits are reaped by eating earlier 
versus later meals. Early eaters with MetS had greater 
reductions in total cholesterol, fasting insulin, insulin re-
sistance, and fasting glucose, as well as a greater increase 
in HDL-cholesterol compared to later eaters [102]. In a 
randomized cross over study, earlier meal times were as-
sociated with greater nighttime peaks in leptin and higher 
melatonin levels overall in healthy young adults during the 
earlier versus later sleep time (1:30 bedtimes-8:30 wake 
times versus 22:30 bedtimes-6:30 wake times, respec-
tively) [105]. Later meals are associated with greater and 
longer lasting triglyceride elevations compared to earlier 
meals [106]. Regular eating habits have also been linked to 
improved fasting lipid and postprandial insulin profiles and 
thermogenesis [107].

All told, the relationship between behavioral rhythms 
and cardiometabolic health suggest that increasing regu-
larity and promoting earlier timing for sleeping and eat-
ing habits may improve cardiometabolic health for many 
people.

BIOLOGICAL RHYTHMS AND 
CARDIOMETABOLIC HEALTH

Autonomic nervous system

An important determinant of endogenous cardiac rhythms 
is the circadian nature of the autonomic nervous system 
[108]. The SCN projects directly to the paraventricular nu-
cleus, the hypothalamic area regulating autonomic nervous 
system control [109]. Through this pathway, the SCN con-
veys day/night messages to the autonomic nervous system 
and facilitates cardiovascular changes needed to support 
anticipated day and night time behaviors. During the day, 
the sympathetic system dominates and contributes to faster 
heart rates [110]. During the night, the parasympathetic 
system dominates and contributes to slower heart rates 
which open the door for greater nocturnal heart rate vari-
ability [111]. Hence, heart rate variability is used to non-
invasively estimate cardiac autonomic regulation [112, 113].  
Greater night time, compared to daytime, heart rate variabil-
ity exemplifies nocturnal parasympathetic dominance [114]. 
The critical role of the circadian system in cardiac autonomic 
regulation is illustrated by the loss of heart rate variabil-
ity and nocturnal blood pressure dips in SCN-excised rats  
[109, 115].

The placement of sleep (or the timing of sleep and 
activity) within the 24-h day matters, in part because the 
endogenous circadian system modulates the parasympathetic- 
sympathetic activity that occurs during sleep. When sleep 
occurs during the day, parasympathetic activity is dimin-
ished compared to the same amount of sleep during the 
night [116]. Enhanced parasympathetic activity of night 
time sleep provides optimal cardiovascular protection un-
derscoring the importance of syncing sleep-wake patterns 
with day-night. Circadian disruption may diminish the car-
diovascular protection afforded by night time sleep.

Parasympathetic-sympathetic activity also varies across 
sleep stages [117, 118]. Heart rates are slower and blood 
pressures are lower due to greater parasympathetic activity 
during nonrapid eye movement sleep (N-REM) compared 
to rapid eye movement sleep (REM) [119]. And parasympa-
thetic activity increases from stages one to three of N-REM. 
Heart rates and blood pressures approach waking levels dur-
ing REM sleep due to sympathetic activity [116, 119]. This 
suggests that interrupted sleep or daytime sleep, as needed 
in shift work, result in overall greater sympathetic activity.

The circadian nature of the autonomic nervous system 
is also a determinant of endogenous metabolic rhythms. 
Through SCN projections to the paraventricular nucleus 
[109], the SCN conveys day/night messages to the auto-
nomic nervous system. The autonomic nervous system then 
signals peripheral organs through its extensive network of 
parasympathetic and sympathetic nerve fibers. Key meta-
bolic organs including the liver, pancreas, and visceral 



234 PART | IV Sleep duration and cardiometabolic disease risk

 adipose tissue share a common neuronal connection with 
the paraventricular nucleus, dorsal medial nucleus, and 
SCN [120]. Paraventricular neuronal stimulation activates 
sympathetic input to the liver and adipose tissue stimulating 
gluconeogenesis and lipolysis respectively. Paraventricular 
autonomic fibers also project through other pathways to the 
pineal gland and regulate the release of melatonin. These 
neuronal messages contribute to the metabolic changes 
needed to support anticipated day and night time behaviors. 
Glucose metabolism rhythms are lost when connections 
between the liver and autonomic nervous system are dis-
rupted. Impaired glucose tolerance and the loss of glucose 
stimulated insulin secretion rhythms and adipose tissue in-
sulin sensitivity are caused by removing the pineal gland in 
animals.

Metabolically relevant hormones

Important determinants of endogenous metabolic rhythms, 
such as glucose and lipid metabolism, energy expenditure, 
and appetite, are the circadian nature of the several metabol-
ically relevant hormones and target tissue sensitivity to these 
hormones. These hormones include insulin and glucagon- 
like peptide 1 (GLP-1), as well as counter-regulatory hor-
mones, such as cortisol, growth hormone, melatonin, and 
appetite regulatory hormones, such as ghrelin and leptin.

Insulin
Insulin is central to glucose homeostasis. Insulin promotes 
glucose entry into metabolically active cells such as muscles 
for energy use. Insulin also promotes energy storage by sup-
pressing fat breakdown in adipose tissue and by stimulat-
ing the liver to store glucose as glycogen. Evidence for an 
endogenous rhythm for insulin is mixed [70, 93, 121, 122]. 
One study reported 21% lower fasting insulin levels in the 
morning versus evening in healthy adults [42]. Moreover, in-
sulin secretion rates are lowest between midnight and 6 a.m. 
and highest between noon and 6 p.m. [122] corresponding 
with daytime feeding and nocturnal fasting rhythms.

Optimal glucose regulation in the early day is conferred 
by greater beta cell and peripheral tissue sensitivity to glu-
cose and insulin respectively. Early phase insulin release is 
27% lower in the evening versus the morning exemplifying 
pancreatic beta cell sensitivity decline [42, 54]. Postmeal 
insulin secretion increases 25%–50% in the evening versus 
the morning exemplifying peripheral tissue sensitivity de-
cline [96, 123]. Greater declines in insulin sensitivity are 
estimated for subcutaneous adipose tissue [124]. Carrasco-
Benso et  al. reported a 54% decline in subcutaneous adi-
pose tissue insulin sensitivity from noon to evening in obese 
adults [124]. These findings may have important implica-
tions for the insulin resistant state in many obese individuals. 
Moreover, subcutaneous adipose tissue insulin resistance is 
greater in people reporting shorter sleep and later bedtimes 

suggesting a complex interplay between biological and be-
havioral rhythms for adipose tissue insulin sensitivity [124].

Glucagon-like peptide 1 (GLP-1)
GLP-1 is a nutrient-sensing hormone secreted by the L-cells 
of the intestine. GLP-1 influences the magnitude of the insu-
lin response from the beta cells. Basal GLP-1 secretion and 
L-cell sensitivity have demonstrated endogenous rhythms. 
GLP-1 secretion peaks at 6 a.m. coinciding with increased 
beta cell sensitivity to GLP-1 [90, 125]. Early phase GLP-1 
responses to meals is also greatest following morning meals 
suggesting enhanced L-cell sensitivity to glucose in the 
morning [90, 125]. Collectively, greater basal and early phase 
postmeal secretion contributes to enhanced insulin secretion 
and optimal glucose regulation upon waking. Evidence is 
conflicted for variations in afternoon and evening postmeal 
L-cell sensitivity. GLP-1 secretion was greater following 
morning/afternoon versus evening meals in one study (08:00 
versus 17:00) [126] but not another (11:00 versus 23:00) 
[90]. In the latter study, GLP-1 secretion was 23% higher at 
23:00 versus 11:00 [90]. Reasons for these disparate find-
ings are uncertain and suggest that GLP-1’s role in postmeal 
glucose regulation is minor and/or that beta cell sensitivity to 
GLP-1 varies. Short sleep as well as delaying sleep reduces 
GLP-1 secretion [95, 127], although these results may differ 
by sex [127]. The amplitude of GLP-1 rhythms are flattened 
in adults with obesity and T2D [90].

Cortisol
Cortisol secretions are strongly regulated by the circadian 
system and, to a lesser extent, behavioral rhythms [70]. 
Cortisol begins rising 1–2 h after sleep onset, peaks within 
1 h of morning waking, and declines thereafter across the 
24-h day [70]. Cortisol rhythms parallel those of insulin 
sensitivity, such that high cortisol levels coincide with in-
creased insulin sensitivity and vice versa [53]. Similarly, 
postmeal cortisol secretions decline by 33% from morning 
to evening [48]. These parallel declines in cortisol secre-
tion and insulin sensitivity counter what is known about 
cortisol's insulin antagonizing effects [128]. Plat et al. rec-
onciled this seeming incongruence by demonstrating that 
cortisol profoundly decreases insulin sensitivity, however 
insulin's response lags [129]. Insulin sensitivity begins de-
clining 4–6 h after cortisol's peak and continues declining 
for >16 h [129]. This lag between cortisol and insulin sensi-
tivity partially explains morning-to-evening increases in in-
sulin resistance and declines in glucose tolerance. Cortisol 
rhythms persist with aging, albeit cortisol peaks earlier in 
the morning and the amplitude of cortisol rhythms are di-
minished [130]. Cortisol rhythm amplitudes are diminished 
by irregular and daytime, as opposed to night time sleep 
[95]. These diminished cortisol amplitudes may be associ-
ated with poorer health outcomes [131].
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Melatonin
Melatonin secretion is strongly regulated by the circadian 
system [132]. Norepinephrine stimulates melatonin release 
from the pineal gland with the onset of darkness or approxi-
mately 14 h after wake times [133, 134]. Melatonin secre-
tion varies with the length of the dark period, is suppressed 
by light, and directly opposes insulin secretion [122].

Melatonin directly inhibits nocturnal insulin secretion 
at melatonin levels well within the physiological range 
(1:00 p.m.) [135, 136]. Exogenous melatonin administra-
tion also reduces insulin secretion and worsens glucose 
levels [137–139]. Early morning waking in sleep-restricted, 
young healthy adults has been linked to increased insulin 
resistance [101]. Melatonin was implicated in these find-
ings because insulin resistance increased the longer melato-
nin levels remained high after waking [101].

Melatonin receptors exist throughout the body [140]. 
When melatonin binds to melatonin receptor 1B (MTNR1B) 
on the insulin-producing beta cells of the pancreas [141, 
142], insulin secretion is suppressed [136, 143], nocturnal 
hypoglycemia is prevented, and beta cell oxidative stress is 
reduced [144, 145]. Common genetic variants in MTNR1B 
[143, 146–148] overexpress MTNR1B receptors and lead 
to reduced insulin secretion [149]. Although melatonin sup-
presses insulin secretion in all persons, it may do so more in 
certain genotypes [150].

Contrasting melatonin's initial insulin suppressing ef-
fects, prolonged melatonin exposure has been shown to 
sensitize the beta cells to the action of the intestinal incretin 
hormone, GLP-1, on stimulating insulin secretion [135]. 
This evidence suggests that following nocturnal sleep, 
melatonin plays a role in preparing the body for morning 
feeding [135]. Melatonin may also influence other meta-
bolically relevant hormones, such as cortisol and leptin. For 
example, cortisol and leptin rhythmicity is lost when the 
pineal gland is removed in rats or hamsters [142].

Reduced melatonin levels and a lower amplitude of mel-
atonin rhythms have been reported in adults with type 2 dia-
betes and MetS [151, 152], older versus younger adults, and 
late versus early chronotypes. Autonomic neuropathy and/
or diabetic retinopathy may underlie reduced melatonin lev-
els and flattened melatonin amplitudes in adults with type 2 
diabetes because of impaired transmission of light-dark in-
formation to the pineal gland [153]. Age associated changes 
in sleep-wake patterns relative to melatonin rhythms [154] 
suggest that some older adults may be waking during the 
biological night when melatonin is still being secreted. It 
is unknown whether these age-associated changes in sleep-
wake patterns relative to melatonin secretion.

Growth hormone
Growth hormone lacks a diurnal rhythm but is linked to 
sleep-wake behaviors [96, 155]. Growth hormone is  secreted 

almost immediately following the onset of nonREM sleep 
[156] and typically occurs between 22:00 and 02:00 in noc-
turnal sleepers [96]. Glucose rises and insulin resistance in-
creases by 50% following the growth hormone surge [157] 
marking the prominent shift in energy substrates from glu-
cose to lipids during the night. Growth hormone secretion 
decreases with aging [158].

Ghrelin and leptin
Ghrelin and leptin are appetite regulatory hormones asso-
ciated with hunger and satiety respectively. Ghrelin is pro-
duced by the parietal cell of the stomach. Leptin is produced 
by adipocytes and the stomach. Leptin and between-meal 
ghrelin exhibit diurnal rhythms. Leptin rises across the day 
and peaks at approximately 3:00 in healthy young adults 
[105]. Loss of this diurnal rhythm in SCN excised rats exem-
plifies that leptin is regulated by the circadian system and is 
not solely regulated by feeding behaviors [159, 160]. Ghrelin 
levels are strongly regulated by meals with levels rising 
before eating and falling sharply after eating. However, 
between-meal ghrelin levels have been shown to also fol-
low a diurnal rhythm that rises rising progressively across 
the day, peaks at 01:00 and falls to its lowest level in the 
morning 06:00 [161].

Bi-directional regulation
Information from the body is also relayed back to the brain. 
Many SCN neural fibers terminate near the arcuate nucleus 
(ARC) of the hypothalamus providing a plausible anatomi-
cal way that circulating metabolic hormones and nutrients 
may interact with the central circadian pacemaker [162]. It 
is here at the ARC-SCN connection where hunger and sa-
tiety messages (ghrelin and leptin) intersect with glucose 
homeostasis messages (insulin) and convey the status of the 
body to the brain [162]. Nutrient signals may modulate the 
circadian system itself. Switching from high carbohydrate/
low fat diet to a low carbohydrate/high fat diet alters periph-
eral and central circadian clocks [163]. The tau, or period, 
of the central clock becomes longer and may be uncoupled 
from the clocks of peripheral organs that are important for 
metabolic regulation [163].

Other behavioral patterns can also impact the circadian 
clock and alter the endogenous rhythms of metabolically 
relevant hormones. For example, melatonin onset is delayed 
by 1.1 h following periods of no exercise in healthy young 
adults [164, 165]. Heart rate variability increases following 
morning exercise indicating greater parasympathetic stimu-
lation [164]. Heart rates increase following evening exer-
cise indicating greater sympathetic activity [164]. Irregular 
sleep-wake patterns, irregular or late eating patterns, day-
time inactivity, and prolonged nighttime activity (short 
sleep) may lead to the hypothalamus getting confused bi-
ological signals across the 24 h day that then contribute to 
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flattened rhythms for metabolically relevant hormones and 
metabolic processes [162].

Metabolic disorders, such as obesity and type 2 diabetes 
may also disrupt the circadian system. Obese adults lack 
diurnal rhythms in glucose tolerance [123]. Beta cell sensi-
tivity to glucose and peripheral tissue sensitivity to insulin 
fails to decline from morning to evening [123] leading to 
disruptions between cortisol and insulin sensitivity rhythms 
[166]. Evening-versus-morning glucose responses to meals, 
oral glucose challenges, and intravenous glucose are con-
sistently higher and remain elevated longer in healthy [42, 
48–54], but not obese [123], adults. Reduced amplitudes for 
heart rate, blood pressure, and body temperature rhythms 
have been reported in adults with overweight/obesity, pre-
diabetes and type 2 diabetes [167]. It is uncertain whether 
disrupted circadian rhythms contribute to the onset of these 
metabolic disorders. It may be that the onset of these met-
abolic disorders underlies the development of circadian 
disruption and ongoing circadian disruption may further 
negatively impact metabolic health.

CONCLUSION AND FUTURE DIRECTIONS

The circadian system regulates cardiac and metabolic 
functioning. Altering the synchrony between environmen-
tal, behavioral, and biological rhythms disrupts the circa-
dian system and adversely impacts cardiometabolic health. 
Understanding these rhythms will be important for advanc-
ing, accelerating, and personalizing future cardiometabolic 
health promotion and treatment interventions. Behavioral 
rhythms such as sleep-wake and feeding-fasting are po-
tentially modifiable. Meal timing, or chrono-nutrition, is 
a promising area of research for optimizing weight loss 
intervention strategies. Medication timing to maximize ef-
fectiveness and mitigate side effects is an important area 
of research for treating cardiometabolic disease [168]. The 
wide-spread prevalence of social jetlag and potential im-
plications of social jetlag for cardiometabolic health war-
rant further investigation in community dwelling persons. 
Open questions persist. How much circadian disruption 
is too much? Who is most vulnerable? Who is resistant? 
Answering these questions may open a new horizon for per-
sonalizing cardiometabolic health promotion and treatment 
interventions.
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ABBREVIATIONS

2-AG 2-arachidonoylglycerol
GABA gamma aminobutyric acid
GLP-1 glucagon-like peptide 1
HPA hypothalamic pituitary axis
LNAA large neutral amino acids
NHANES National Health and Nutrition Examination 

Survey
REM rapid-eye movement
TIB time in bed
TSD total sleep deprivation

INTRODUCTION

As explored in previous chapters, it is clear that getting a 
good night's sleep is critical to one's overall health and well-
being. But average sleep duration in adults deviates from 
the joint recommendation of 7–9 h/night by the American 
Academy of Sleep Medicine and the Sleep Research 
Society [1]. In fact, in 2007–10, 37.3% of U.S. adults older 
than 20 years of age reported sleeping 6 h/night or less [2]. 
Yet, insufficient sleep hasn't always been such a pervasive 
issue in the United States: between 1985 and 2004, the per-
centage of short sleepers rose by up to 31% while average 
sleep duration declined slightly [3].

Interestingly, the trend toward shorter sleep duration 
in the United States developed alongside the dramatic 
rise in obesity. Between 1980 and 2000, the prevalence 
of obesity increased substantially amongst adult men and 
women [4]. Partly because it presents with numerous 
health consequences including heart disease, diabetes, and 
certain forms of cancer, the obesity epidemic continues 
to be targeted as one of the most important public health 
concerns of the 21st century [5]. The co-occurrence of the 
obesity epidemic and the increasing prevalence of short 
sleep duration, however, may be more deeply rooted. As 

detailed in Chapter 17, there is substantial epidemiologi-
cal evidence to support the  association between short sleep 
duration and obesity [6–8]. There is also accumulating 
evidence of a causal impact of short sleep on obesity risk. 
But, as described previously by Capers et al. [9] and St-
Onge [10], the majority of clinical interventional studies 
have not been long enough to truly determine if causality 
exists between habitual short sleep duration and obesity. 
Obesity is the result of prolonged positive energy balance, 
whereby intake exceeds expenditures. If short sleep dura-
tion is a causal factor in this pathway, it must influence ei-
ther one of the two main drivers of energy balance [11]—a 
process that may require a threshold “sleep debt” to be at-
tained in order for significant body weight change to occur 
[10]. While the influence of sleep restriction on total daily 
energy expenditure remains tentative, the causal influence 
of short sleep on food intake has been well-established and 
will be discussed in detail in Part 1 of this chapter.

In Part 2 of this chapter, a number of factors that may 
play a role in the relation between sleep and food intake 
will be discussed. For instance, some have proposed that de-
creased time in bed leads to greater wake time available to 
consume and thus increased food intake [8]. However, more 
than merely a simple time availability issue, some have il-
lustrated a physiological mechanism implicating hormonal 
variation, largely ghrelin and leptin, as driving increased 
hunger and appetite, supporting the effect of short sleep 
in increasing food intake [12]. In addition, since appetite 
is regulated by both physiological and psychological pro-
cesses, nonhormonal mechanisms have also been described 
implicating reward pathways of the brain [13] and impaired 
inhibitory executive functioning/impulse control as influ-
encers of food intake due to short sleep [14]. A number of 
novel hypotheses have been proposed as well, including 
stress [15] and alterations in the endocannabinoid system 
[16] but those have not been sufficiently studied to warrant 
in-depth description in this chapter.

Chapter 19
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While there has been a wealth of research that 
strongly links short sleep duration to increased food in-
take, there has also been a suggestion of bi- directionality 
in this relationship, implicating dietary factors in modu-
lating sleep duration and/or quality. Part  3 will focus 
on how food intake can influence sleep duration and 
quality.

PART 1: SLEEP LOSS AND FOOD INTAKE

Between 1969 and 2001, per capita caloric consumption 
in developed nations rose by 400 kcal/day, and, given a 
continuation of this trend, is expected to increase past 
3500 kcal/day by the year 2050 [17]. Interestingly, this 
trend toward increased food intake parallels both trends 
toward greater obesity rates [4] and shorter sleep du-
ration [3]. Indeed, numerous observational studies of 
habitual sleep and dietary intake have found an inverse 
association between sleep duration and energy intake 
[18–20] or diet quality [21–25]. Data from the National 
Health and Nutrition Examination Survey (NHANES), 
for instance, revealed that short sleepers (5–6 h) had 
greater total energy intake than average sleepers [26]. 
Sleep duration is not only associated with total energy 
intake but may be particularly related to intakes of spe-
cific macronutrients. In a large epidemiological study 
of Korean adults, sleep duration was positively corre-
lated with protein intake and negatively correlated with 
carbohydrate intake [27]. In a separate analysis of the 
same population, women with short sleep duration con-
sumed more carbohydrates, men with short sleep dura-
tion consumed more fat, and both men and women with 
short sleep duration consumed less protein [28]. In the 
United States, sleep duration was negatively correlated 
with fat intake [25]. However, despite the large number 
of cross-sectional population studies that demonstrate 
this association, causality cannot be assumed from epi-
demiological studies alone. Prospective studies and ran-
domized controlled trials are necessary to ascertain the 
causal link between sleep and food intake.

Many short-term, highly restrictive, experimentally 
controlled sleep studies have been conducted to determine 
whether sleep restriction increases food intake in adults. In 
the longest of these studies to date, Nedeltcheva et al. dem-
onstrated that restricting time in bed (TIB) to 5.5 h/night as 
compared to 8.5 h/night for 14 nights increased food intake 
by 297 kcal amongst 11 healthy overweight volunteers [29]. 
Although the difference in total energy intake or intake from 
meals were not significant between sleep duration periods, 
energy intake from snacks, in particular, was increased in the 
short sleep condition. The lack of statistical significance on to-
tal energy intake may have been due to inadequate sample size 
since St-Onge et al. noted a similar increase in total  energy 

intakes of 296 kcal/day when 26 men and women were re-
stricted to 4 h TIB for 4 nights relative to a control period of 
9 h TIB [30]. The authors further noted that women tended to 
have greater increase in energy intakes relative to men (un-
published data) but others have reported the converse [31]. 
Many other short-term studies have presented similar findings 
on the link between sleep restriction and food intake [32–34]. 
In fact, a recent meta-analysis concluded that sleep restriction, 
in normal sleepers, leads to an increase in energy intakes of 
~385 kcal/day [35], an amount that, if sustained over time, 
could lead to substantial weight gain. These conclusions have 
been corroborated in multiple opinion and systematic reviews 
[2, 9, 10, 14].

Experimentally induced sleep restriction studies have 
also provided evidence of macronutrient-specific increases 
in intakes as a result of short sleep. Two previously men-
tioned intervention studies found that acute sleep restric-
tion increased carbohydrate intakes in healthy adults  
[29, 33]. In a separate study, fat and saturated fat intakes 
were specifically increased after 5 days of restricted sleep, 
compared to adequate sleep, in 15 healthy men and women 
[36]. Other intervention studies have found similar effects 
of acute sleep restriction on fat intake in healthy adults  
[34, 37]. Yet whether the combined effects of short sleep 
duration on increased energy, carbohydrate, and fat in-
takes contribute to positive energy balance and weight gain 
long-term is relatively understudied given that most stud-
ies have been of relatively short duration (mostly 4–5 days, 
and < 14 days).

Ultimately, body weight is the outcome of the balance 
between energy intake and energy expenditure. Although 
the effect of short sleep duration on energy balance regu-
lation is outside the scope of this chapter, it is interesting 
to note that reviews and meta-analyses have found no sig-
nificant effect of sleep restriction on energy expenditure [9, 
10]. This is mostly due to high between-study heterogene-
ity and the diverse components of energy expenditure that 
are difficult to measure under controlled conditions of acute 
sleep restriction studies. Nonetheless, the evidence sug-
gests that a positive energy balance as a result of increased 
food intake, given no net compensation in energy expen-
diture, may be achieved as a result of sleep restriction. In 
fact, Markwald et al. found that, compared to 5 nights of 9 h 
TIB, 5 nights of sleep restriction to 5 h TIB increased food 
intake and promoted positive energy balance and weight 
gain [33]. Few others have attempted to replicate the same 
finding. Unfortunately, given the paucity of evidence that 
supports this association, it would be premature to claim 
that short sleep duration causing increased food intake, in 
short-term studies, leads to positive energy balance and 
long-term weight gain. However, one thing seems clear: 
how we sleep affects how much we eat and the types of 
food that we choose.
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PART 2: PROPOSED MECHANISMS 
EXPLAINING THE SLEEP-FOOD INTAKE 
RELATION

A number of mechanisms have been proposed to explain 
the relation between short sleep duration and increased 
food  intake. These are categorized as homeostatic (i.e., hor-
monal) and nonhomeostatic (i.e., hedonic). The differences 
between these concepts were highlighted in one study that 
compared chosen portion sizes after sleep deprivation in 
either a fasted or sated state [38]. Participants were asked 
to rate desired portion sizes, using computer-generated 
pictures of foods of different energy content. Interestingly, 
after one night of total sleep deprivation (TSD), average 
portion sizes chosen were higher both before and after con-
sumption of a 600-kcal breakfast, as compared to those cho-
sen after a night of adequate sleep (8 h TIB). Greater portion 
sizes chosen in the fasted state represent an increased ho-
meostatic drive to eat after TSD relative to adequate sleep, 
whereas greater portions sizes chosen after breakfast con-
sumption, in a sated state, represent an increased hedonic 
drive to eat. The most studied of these homeostatic and 
nonhomeostatic mechanisms are graphically displayed in 
Fig. 19.1. It is important to keep in mind that each pathway 

may contribute to food intake dependently and with varying 
magnitude. Additionally, many of these pathways lack ad-
equate evidence to fully support causality. For this reason, 
more research into each of these fields should be completed 
in order to fully understand the relationship between short 
sleep duration and increased food intake.

Homeostatic mechanisms

Changes in hormonal modulation of food intake by sleep 
duration was first demonstrated by Spiegel et al., whereby 
ghrelin levels increased by 28% and leptin levels decreased 
by 18% after 3 nights of 4 h TIB compared to 10 h TIB in 
young healthy men [39]. These findings are consistent with 
the notion that restricting sleep leads to positive energy bal-
ance since leptin is an adipose-derived cytokine that sends 
satiety signals to the brain [40] and ghrelin is an orexigenic 
hormone that sends appetitive signals from the stomach to 
the brain [41]. But limitations of this study included un-
natural feeding conditions and low external generalizability. 
Since that landmark study, a plethora of studies assessing 
changes in leptin and ghrelin in response to sleep manipula-
tions have produced mixed results [13, 42–46]. Such het-
erogeneity was highlighted in a meta-analysis that noted no 

Non-hormonal:

Hormonal:
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Ghrelin

GLP-1

Peptide YY (?)

Increased
Food Intake
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Duration

Increased opportunity to eat

Stress/HPA-axis activation

Reward Processing

of  Food Stimuli

Inhibitory

Executive Functioning/

Impulse Control
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FIG. 19.1 Proposed mechanisms to explain the relation between sleep and food intake. Short sleep duration in humans has been shown to (A) decrease 
leptin levels, (B) increase ghrelin levels, and (C) decrease GLP-1 levels. The effect of short sleep duration on (D) peptide YY is not as well-known. Short 
sleep duration (E) increases opportunity to eat when conditions favor abundance, (F, G) shift the balance of reward and impulse control toward enhanced 
reward and impaired inhibitory executive functioning and impulse control, (H) increase stress and activate the HPA-axis, and (I) delay and enhance the 
endocannabinoid signaling pathway. Each of these pathways has been shown to increase food intake in human participants.
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net effect of sleep restriction on leptin and ghrelin levels [9].  
It is clear that additional studies are needed to draw defini-
tive conclusions about the impact of sleep restriction on 
leptin and ghrelin concentrations and how changes in these 
hormones as a result of sleep disturbances further impact 
food intake regulation.

While the majority of research on hormonal variation 
has focused on leptin and ghrelin, other hormones, such as 
glucagon-like peptide 1 (GLP-1) and peptide YY, satiety fac-
tors released by the small and large intestines in response 
to food [47, 48], have also been implicated in the relation-
ship between short sleep duration and increased food intake. 
St-Onge et al., for instance, demonstrated that GLP-1 was 
downregulated following meals consumed after sleep restric-
tion (4 h TIB) compared to habitual sleep (9 h TIB) in young 
healthy adult women [30]. This finding was not observed in 
men. In fact, in 8 healthy young men, postprandial GLP-1 
was actually upregulated after one night of TSD [49]. In con-
trast, the postprandial GLP-1 response was delayed, but not 
diminished, following TSD in 12 healthy young men [50]. 
Thus, considering these dramatic sex differences and the 
scarcity and inconsistency of evidence linking GLP-1 varia-
tions to sleep restriction, more research considering the role 
of GLP-1 in modulating food intake after sleep restriction is 
imperative. Interestingly, the same can be said for peptide 
YY, of which there is even less experimental research related 
to its relationship with sleep. Although systemic reviews 
have considered the role of short sleep duration on peptide 
YY concentration [10], no experimental studies have estab-
lished any substantial relationship between the two.

Nonhomeostatic mechanisms

Although food intake is under hormonal regulation, food 
consumption occurs despite physiological hunger (hedonic 
control). In fact, Chaput and St-Onge have argued that sleep 
may have a stronger influence on nonhormonal controls of 
food intake, rather than hormonal controls [13]. To that ef-
fect, Sivak noted that hormonal variance accounted for a 
very small proportion of the average body mass gained by 
participants enrolled in a sleep restriction study: 3% for 
leptin and 1% for ghrelin [51]. Some have posited that in a 
society with consistent and abundant access to food, the less 
one sleeps, the longer one is awake, the more opportunity 
is available to fall prey to the allure of palatable food, lead-
ing to overconsumption [8, 10, 51]. Indeed, the explana-
tion may be more complex than a simple time-availability 
condition. It has been hypothesized that eating and food 
choice are likely at the center of a balancing act between 
reward-driven motivations to eat and inhibitory executive 
functioning and impulse control [52]. It seems likely that if 
either of these processes are impaired, overeating—or poor 
food choice—may prevail. This relationship is graphically 
displayed in Fig. 19.1.

One of these pathways that has been quite well- established 
and is continuing to accumulate evidence is the action of he-
donic stimulus processing in the brain in response to food 
stimuli. Functional magnetic resonance imaging of normal-
weight men after one night of TSD showed an increase in 
activity in response to food stimuli in the right anterior cin-
gulate cortex, a brain region often associated with reward 
processing, when compared to one night of sleep [53]. This 
result was found after participants were given a caloric load, 
further suggesting the influence of nonhomeostatic mecha-
nisms. These findings have been corroborated in another 
functional magnetic resonance imaging study that showed 
increased activity in response to food stimuli in other brain 
regions associated with pleasure and reward processing after 
sleep was restricted to 4 h/night compared to 9 h/night for 5 
nights [54]. Greater activation in reward pathways or greater 
sensitivity to reward has been correlated with obesity and a 
greater risk for overeating [55, 56].

On the other end of this balancing act is impaired execu-
tive functioning and impulse control. The first experimental 
study analyzing the effect of sleep deprivation on cognitive 
performance took place in 1896 [57]. Since then, hundreds 
of studies have been published on this relationship [58]. 
Nilsson et al., for instance, found that executive functioning 
was impaired after one night of TSD in 22 healthy adults 
[59]. Various aspects of cognitive performance, executive 
function, and decision-making have been linked with both 
sleep restriction and deprivation [60–62]. Relatedly, studies 
have shown that TSD leads to greater impulsivity compared 
to adequate sleep [63, 64]. And, after sleep restriction, brain 
regions associated with cognitive processing, decision- 
making, and self-control were activated to a lesser extent in 
response to food stimuli as compared to habitual sleep [54]. 
Moreover, impaired executive functioning is associated with 
uncontrolled eating [65] and impulsivity and impaired exec-
utive functioning have been shown to increase food intake in 
ad libitum eating tasks [52]. Therefore, short sleep duration 
seems to deactivate brain regions associated with executive 
functioning and impulse control and activate those associ-
ated with reward processing in response to food stimuli. 
Both of these effects are associated with a greater risk for 
overeating. Thus, taken together, evidence suggests that the 
imbalance between hedonic stimulus processing and inhibi-
tory executive functioning and impulse control may partly 
mediate the effect of short sleep duration on food intake.

Due to the insufficiency of evidence linking any one 
particular mechanism to the relationship as graphically dis-
played in Fig. 19.1, however, more novel mechanisms have 
been proposed. Of these, the modulating effect of stress 
on the relationship between sleep and food intake is rela-
tively well-established. In a recent review analyzing the ef-
fect of sleep on stress, Wolkow et al. concluded that sleep 
may act as a potent stressor to elicit both physiological and 
psychological responses [66]. Additionally, stress has a 
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causal relationship with hyperactivity in the hypothalamic-
pituitary-adrenal (HPA) axis, although this relationship is 
complex and bi-directional [67]. Nonetheless, hyperactiv-
ity in the HPA-axis has been observed in response to both 
TSD and sleep restriction [68–70]. Activation of the HPA-
axis, self-reported levels of stress, and objective stressful 
conditions have all been correlated with increased food in-
take [68]. Acute exposure to stressful conditions increased 
food intake, when compared to a stress-free condition, in 
normal weight women [71]. Others have replicated these 
results using various stimuli to promote a stressful environ-
ment, many in the absence of physiological hunger [72–75]. 
Although not specifically conducted in the context of sleep 
restriction, these illustrate the potential role of sleep restric-
tion, as a stressor, in eliciting increased food intake and sug-
gest that the effect of short sleep duration on food intake 
may be partly mediated by the stress-inducing/HPA-axis 
activating effects of inadequate sleep.

A more novel mechanism that has been implicated 
in the relationship between short sleep duration and in-
creased food intake is the effect of circulating levels of 
2- arachidonoylglycerol (2-AG), the most abundant endo-
cannabinoid [76]. The endocannabinoid system mediates 
hedonic food intake, reaches a nadir during mid-sleep, and 
exhibits a large diurnal peak during lunch hours [16]. Sleep 
restriction results in an increase and delay of the diurnal 
peak in 2-AG along with reports of increased hunger and ap-
petite, and inability to inhibit intake of palatable snacks [77]. 
A recent review of novel mechanisms in the development of 
obesity suggests that, due to its ability to control appetite, 
the endocannabinoid system may play an important role in 
increased food intake due to short sleep duration [16].

Many other mechanisms have been proposed. Such 
mechanisms, including circadian disruptions in the gut mi-
crobiota [16] and emotional dysregulation [14], have been 
studied to a much lesser extent, have a paucity of evidence 
to explain any association, and will not be discussed herein. 
Nonetheless, these mechanisms are included in this discus-
sion as they require additional study.

PART 3: INFLUENCE OF FOOD INTAKE ON 
SLEEP DURATION AND QUALITY

Although the previous sections covered the evidence sur-
rounding the impact of sleep duration on food intake and 
food intake regulation, there is evidence that food choice 
may also influence sleep duration and quality. As described 
below, intakes of specific macronutrients and foods may 
have an impact on the quality of overnight sleep. In addi-
tion, specific foods and various dietary supplements have 
been studied for their potential beneficial impact on sleep. 
A holistic dietary approach that incorporates several of 
these components may be the ideal solution for long-term 
healthy sleep. As discussed earlier in this chapter, studies 

have shown that short sleepers have higher energy intake, 
most commonly from fat [22] and snacks [25], than nor-
mal sleepers. On the other hand, numerous epidemiologi-
cal studies have opined the reverse: a negative association 
between carbohydrate intakes and sleep quality [78–80]. In 
Japanese women, high intake of noodles and confectionary 
was shown to be associated with poor sleep quality while 
high intake of fish and vegetables was associated with good 
sleep quality [81]. There was also a trend toward declining 
sleep quality with increased carbohydrate intake. As was 
highlighted earlier, the directionality between these vari-
ables cannot be established from cross-sectional studies. 
Just as poor sleep could result in unhealthy dietary intakes, 
it may very well be that unhealthful diets lead to poor sleep. 
If such is the case, then improving dietary intakes could be 
a target for improving sleep quality.

Caloric consumption

Energy restriction has been shown to reduce melatonin se-
cretion [82], which would be expected to lead to difficul-
ties initiating sleep. Indeed, short-term, voluntary fasting 
by total rejection of food or intake of <300 kcal per day 
for 2–7  days significantly reduced circulating melatonin 
concentrations. Glucose supplementation during these 
short-term fasts returned melatonin concentrations to nor-
mal [82]. However, the study did not report on sleep dura-
tion. Nonetheless, patients with anorexia have been shown 
to have poorer sleep quality and greater sleep disturbances 
than healthy control participants [83], pointing to a negative 
influence of energy restriction on sleep.

Protein

Neurotransmitters regulating sleep are influenced by what 
we eat, including serotonin [84], gamma-amino butyric 
acid (GABA), orexin, melanin-concentrating hormone, 
galanin, noradrenaline, and histamine [85]. The synthesis 
of serotonin is dependent on the precursor tryptophan, an 
amino acid found in high concentration in poultry and soy. 
Serotonin is the precursor to melatonin, which is released by 
the pineal gland and a known regulator of sleep. Tryptophan 
consumption could therefore contribute to increased sero-
tonin production, melatonin production, and sleep onset 
[84]. In fact, studies have shown that tryptophan doses as 
low as 1 g improve sleep latency and subjective sleep qual-
ity [84]. However, tryptophan uptake in the brain is medi-
ated through a competitive mechanism, and consumption 
of other macronutrients and competing amino acids can in-
fluence serotonin production from tryptophan. High plasma 
concentration of tryptophan relative to other amino acids 
promotes entry of tryptophan through the blood-brain bar-
rier promoting production of serotonin and triggering re-
lease of melatonin from the pineal gland (Fig. 19.2).
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Increasing tryptophan access to the brain can be ac-
complished through multiple mechanisms: pure tryptophan 
supplementation, increased carbohydrate intake [86], or 
consumption of tryptophan-rich α-lactalbumin protein [87]. 
Tryptophan loading has been shown to dose-dependently 
increase circulating melatonin in humans throughout the 
day but this effect was more pronounced at night [87]. The 
nocturnal administration of tryptophan has been shown to 
increase physiological concentrations of serotonin and mel-
atonin [88], therefore facilitating sleep [89].

Evidence for a role of tryptophan on sleep quality can 
be extrapolated from studies in aging adults. There is a re-
duction in the ability of tryptophan to cross the blood-brain 
barrier with increasing age, leading to a reduction in bio-
synthesis of serotonin and melatonin, which may explain 
the reduction in sleep quality and duration that occurs with 
aging [90]. It can be hypothesized that low intakes of tryp-
tophan may lead to increased occurrence of sleep problems 
and supplementation with this amino acid may improve 
sleep. In one study, normal weight elderly volunteers suf-
fering from sleep difficulties were provided with 30 g of 
tryptophan-enriched ready-to-eat cereal, containing 60 mg 
tryptophan, at breakfast and dinner. Most sleep parameters 

improved following this treatment compared to the control 
period consisting of a diet with standard ready-to-eat cereal 
containing 22.5 mg of tryptophan per dose and compared to 
participants' habitual diet. Of particular note, there was also 
an increase in total sleep time indicating that tryptophan 
consumption may be a potential treatment for those suffer-
ing from sleep disorders and disturbances [90].

Carbohydrates

Increasing carbohydrate intake promotes tryptophan entry 
in the brain. This is accomplished by triggering a high in-
sulinemic response, which results in the uptake of amino 
acids into the muscle. High-glycemic index, carbohydrate-
rich meals are particularly efficient in increasing circulat-
ing glucose concentrations and triggering this response 
(Fig.  19.2). This then leads to reduced tryptophan uptake 
up by muscle, therefore increasing its ratio relative to 
other amino acids in the blood, the net effect being greater 
amounts of tryptophan reaching the brain to trigger sero-
tonin synthesis and ultimately promoting sleep induction 
[91, 92]. This mechanism provides a possible explanation 
as to how high carbohydrate meals increase drowsiness and 
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FIG. 19.2 Dietary tryptophan triggers biosynthesis of melatonin. The synthesis of serotonin is dependent on the availability of tryptophan. Serotonin 
is necessary for increased melatonin release from the pineal gland. Macronutrient intake influences this process and plays a role in sleep induction. 
Carbohydrate ingestion, particularly high glycemic index food choices, increases circulating glucose concentration which triggers insulin release resulting 
in selective uptake of large neutral amino acids into the muscle. Tryptophan is taken up with lower efficiency further increasing the ratio of tryptophan to 
large neutral amino acids (LNAA) in the blood, sending large amounts of tryptophan across the blood brain barrier leading to sleep induction. High fat 
diets and diets high in plant proteins rich in tryptophan and low in LNAA, may also favorably influence the Trp:LNAA ratio in blood, leading to increased 
serotonin and melatonin production in the brain.ART: The font here should be white or background changed to a lighter color to make the writing more 
legible
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promote sleep. Indeed, a study by Porter and Horne found 
that a high- carbohydrate meal resulted in increased rapid-
eye movement (REM) sleep, decreased light sleep, and de-
creased wakefulness throughout the night [93]. Similarly, 
clinical trials have reported that participants tended to feel 
sleepier and less awake after being given a high-glycemic 
index meal compared to a low-glycemic index meal [94] and 
sleep latency was shorter when participants were provided 
a high carbohydrate diet (56% carbohydrate, 22% protein, 
and 22% fat) compared to control diets (50% carbohydrate, 
35% fat, and 15% protein) [95]. However, in contrast to the 
prevailing theoretical mechanism as presented in Fig. 19.2, 
research into the effects of carbohydrate intake on sleep 
quality show mixed results.

In an intervention study, providing six healthy women 
with a low-carbohydrate diet (50 g/day) for 7 days increased 
REM latency compared to baseline [96]. In a secondary 
analysis, St-Onge et al. noted that higher intakes of sugar 
and nonsugar carbohydrates were also associated with more 
nocturnal arousals during sleep [97]. Notably, lower intake 
of fiber and greater intake of saturated fat were associated 
with a lighter, less deep sleep profile. That both a positive 
and negative association has been demonstrated between 
intake of carbohydrates and sleep indicates that the study 
design, namely observational versus interventional and the 
quality of the carbohydrate may be important factors when 
evaluating the impact of carbohydrate intake on sleep.

Evidence is also accumulating to suggest a relationship 
between timing of carbohydrate intake and sleep quality 
[98, 99]. For instance, high-glycemic index meals ingested 
4 h before bedtime reduced sleep onset latency to a greater 
extent than the same meal ingested 1 h before bedtime [94]. 
Thus, a small adjustment in the composition of the evening 
meal may be a potential therapeutic strategy to improve 
sleep initiation. Yet the evidence is insufficient to support 
this recommendation.

Three mechanisms have been proposed to explain the ap-
parent relationship between timing of carbohydrate ingestion 
and sleep quality. First, a longer time lapse between meal 
and bedtimes may be necessary to allow for the digestive 
and absorptive processes to occur and impact serotonin syn-
thesis. Second, late eating may contribute to a phase delay, 
which exacerbates circadian disruption, leading to further 
reduced sleep duration [100]. Third, late eating may influ-
ence food choice due to the availability of foods at that time.

Fat

Consumption of a fatty meal has been shown to increase 
self-reported sleepiness in an intervention study [101]. This 
confirms data from a longitudinal study of Chinese adults 
showing that those with high dinner fat intake at baseline 
had persistent short sleep over 5 years in a prospective 
cohort study [99]. This study showed that the association 

between macronutrient intake and sleep differs by meal tim-
ing, because similar associations were not observed when 
the authors considered total daily fat intake or fat intakes 
earlier in the day. High-fat dinner intake was positively as-
sociated with short sleep duration in Chinese adults while 
high-fat breakfast intake was inversely associated with fall-
ing asleep during the day [99]. The authors postulated that 
fat intake from dinner could alter circadian regulation in hu-
mans leading to shorter sleep and thus recommended lim-
iting fat intake particularly at dinner to maintain adequate 
sleep. However, this study was not an intervention and cau-
sality cannot be implied from these results.

One potential mechanism to explain the link between in-
creased fat intake and improved sleep quality is via circulat-
ing tryptophan levels. Greater free fatty acid levels increase 
free tryptophan in circulation, resulting in increased uptake 
of tryptophan into the central nervous system and biosyn-
thesis of serotonin and melatonin [84]. Another potential 
hypothesis that explains the relationship between increased 
fat intake and poor sleep quality is based on the function 
of sleep in macromolecular biosynthesis of proteins, lipids, 
cholesterol, and heme [102]. It is hypothesized that an in-
creased consumption of high fat foods results in a decreased 
need for biosynthesis of these macromolecules, thus de-
creasing the signal for sleep [25]. An alternative explanation 
is based on the function of sleep in energy conservation. 
Relative to protein, fat ingestion has a lower thermogenic 
effect [102]. Thus, the need for energy conservation is not 
as great following consumption of high fat foods. The over-
all effect of decreased energy expenditure after increased 
fat intake is a reduction in the need for energy conservation 
and, thus, reduced sleep duration and/or quality [25]. As 
with carbohydrate intake, because both positive and nega-
tive associations have been found between fat intake and 
sleep, it is likely that the quantity, quality, and timing of fat 
intake may play a role in this relationship.

To that effect, omega-3 fatty acid deficiencies have been 
associated with poor sleep [103], while supplementation of 
omega-3 or consumption of high omega-3 foods are poten-
tially beneficial in promoting sleep [104]. In a randomized 
controlled trial, daily dietary supplementation with 600 mg/
day of docosahexaenoic acid increased sleep duration by 
58 min in children relative to placebo [104]. This was ac-
companied with fewer night-waking episodes, although no 
subjective improvements were evident.

Vitamins and supplements

Melatonin
Melatonin has been found in many foods; eggs and fish 
are the best animal sources, and nuts, cereals, legumes, 
seeds, and mushrooms are rich plant-based food sources. 
Melatonin is also a natural compound found in cow's milk. 
This might explain why milk has traditionally been used for 
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its sleep inducing effects [105]. However, a double-blinded 
study in elderly participants did not find any effect of in-
gesting 500 g/day of normal commercial milk on sleep at 
night or alertness the following morning [106]. On the other 
hand, consumption of a melatonin-rich milk led to better 
sleep at night in 80 elderly participants [105]. This discrep-
ancy is likely explained by differences in quantity of mela-
tonin contained in the milk.

Sleep disorders and difficultly sleeping have been shown 
to increase circulating reactive oxygen species [107, 108]. 
Melatonin can directly scavenge free radicals and stimulate 
antioxidant enzymes [109]. Thus, in addition to its role in 
the regulation of circadian rhythms [110, 111], intake of 
melatonin-rich foods may provide benefits in improving 
sleep and weight management due to its antioxidant, anti-
inflammatory, and antiobesity effects [112]. There is some 
evidence that melatonin may help treat delayed sleep phase 
syndrome with short-term use and help those struggling 
to fall asleep by initiating sleep onset [113]. That said, the 
short-term use of melatonin for the treatment of primary 
sleep disorders is not recommended [114].

B vitamins
The secretion of endogenous melatonin is also influenced 
by external factors such as artificial light exposure and 
vitamin B12 intake [105]. Yet supplementation with B12 
to treat circadian rhythms disorders is not recommended 
[113]. Other B vitamins, such as niacin, have been shown 
to improve sleep quality [115]. Administration of niacin to 
6 participants with normal sleep increased rapid-eye move-
ment sleep and improved sleep efficiency in individuals 
with insomnia. Given that niacin is biosynthesized from 
dietary tryptophan, researchers postulated that the admin-
istration of niacin may lead to decreased biosynthesis, and 
thus, increased tryptophan available for the production of 
serotonin and melatonin [105].

Isoflavones
Isoflavones are soy-based phytoestrogens known to offer 
potential therapeutic effects for many hormone-dependent 
conditions including certain forms of cancer, menopausal 
symptoms, and cardiovascular disease [116]. Additionally, 
phytoestrogens may influence serotonin levels and the 
sleep-wake cycle. Isoflavones are purported to have simi-
lar effects on sleep quality as estrogen replacement therapy, 
which has been shown to alleviate symptoms of insomnia 
and increase sleep efficiency in postmenopausal women 
[117]. In a cross-sectional study conducted in Japanese men 
and women, it was reported that daily isoflavone intake was 
associated with an optimal sleep duration of 7–8 h/night 
and better sleep quality [118]. However, clinical studies are 
warranted to confirm the effects of isoflavone intakes on 
insomnia symptoms and overall sleep quality.

Magnesium
Magnesium is an essential macro-mineral in the body 
and is involved in over 300 biochemical reactions [119]. 
Magnesium requirements remain relatively unchanged 
through adulthood yet aging increases the risk of magne-
sium deficiency [120]. Coincidently, sleep quality has also 
been shown to decrease with age. For this reason, some 
have proposed that the increased risk for magnesium defi-
ciency in the elderly mediates the decline in sleep quality 
[120]. Indeed, in the elderly, magnesium supplementation 
has been shown to increase sleep duration and efficiency, 
decrease sleep onset latency, and improve insomnia severity 
index scores. Daily dietary or supplemental magnesium has 
been shown to improve subjective and objective measures 
of insomnia and may become useful in managing these 
symptoms [120]. Almonds, a good source of both magne-
sium and melatonin, may be a natural method to improve 
sleep [121]. Studies are needed to evaluate the influence of 
food sources of magnesium on sleep quality and whether 
magnesium supplementation, in the absence of inadequate 
intakes, can improve sleep quality.

Fruits

Tart cherries contain phenolic compounds that have antiin-
flammatory and antioxidant properties [122]. As a result of 
these properties, tart cherries have been shown to improve 
sleep quality and reduce insomnia symptoms. Additionally, 
this may be explained, in part, by the rise in circulating 
melatonin concentrations that occurs after daily ingestion 
of tart cherry juice. In healthy adults with no reported sleep 
disturbances, consumption of tart cherry juice decreased 
napping throughout the day and resulted in improved sleep 
quality throughout the night.

Similarly, consumption of kiwifruit has been shown 
to improve sleep quality [107]. Currently, three mecha-
nisms have been proposed to explain this effect. First, 
kiwifruit has the highest proportion of vitamin C, an an-
tioxidant vitamin, relative to other fruits. Given the rela-
tion between reactive oxidant species and sleep, a high 
concentration of vitamin C might partly explain the im-
provement in sleep quality. Second, kiwifruit contain rel-
atively high amounts of serotonin, which is involved in 
sleep-wake regulation. Third, kiwifruit is a rich source of 
folate. Folate deficiency has been linked with poor sleep 
and insomnia [26].

Walnuts have also been associated with improved 
sleep [123]. Walnuts are known to be rich in many nutri-
ents including phosphorus, copper, and magnesium [124]. 
Likewise, they are a good source of melatonin and healthy 
fats, such as omega-3 fatty acids [123]. In addition, wal-
nut consumption increases blood melatonin concentration 
which has been shown to correlate with increased antioxi-
dant capacity and may lead to improved sleep.



Sleep and food intake  Chapter | 19 251

Alternative medicine

Valerian
Valerian is a flowering plant that has been shown to im-
prove symptoms associated with insomnia and anxiety 
[125]. Valerian is thought to induce a calming effect by 
binding to GABA type A receptors [126]. Yet, the evidence 
for a role of valerian on sleep remains inconclusive due to 
contradictory findings. Some studies have found no effect 
on sleep of a single dose of valerian [127–129] while oth-
ers have reported improved sleep without the negative side 
effects normally associated with insomnia medication or 
sleep aids [125, 130, 131]. Results of a recent meta-analysis 
showed significant improvement in subjective sleep qual-
ity, while objective parameters remained unchanged [132]. 
Unfortunately, significant drowsiness and dizziness may 
follow supplementation with valerian [133]. As a result, 
valerian supplementation has not been advised for manage-
ment of insomnia symptoms [134].

Kava
Kava, a plant extracted from Piper tnethysticum Forst, 
has been used for its sedative effect for millennia [135]. 
Research has shown positive effects on sleep, but supple-
mentation may have lingering effects that hinder normal 
day-to-day activities. In the past, kava has been used to treat 
symptoms of anxiety and depression [136]. The suspected 
receptors of kavalactones, the primary psychoactive con-
stituents of kava, include GABA, serotonin, and dopamine 
receptors [137]. No randomized controlled trials have been 
conducted to explore the efficacy of kava in the treatment 
of sleep disorders and therefore, its effect on sleep remains 
unknown.

Total dietary approaches

The Mediterranean Diet has a healthy profile of fat, protein, 
and fiber obtained mainly from the consumption of fish, ol-
ive oil, fruits and vegetables, and nuts [138]. It has been 
postulated that the antiinflammatory and antioxidant path-
ways link the Mediterranean Diet to improved sleep, largely 
because it consists of foods high in antioxidants, healthy 
fats, resveratrol, and polyphenols, including phytoestrogens 
[139, 140]. One study concluded that a lower risk of having 
poor sleep quality was associated with a higher adherence 
to a Mediterranean Diet pattern [141]. Additionally, plant-
based proteins tend to be relatively high in the amino acid 
tryptophan [97], which, as mentioned previously, is a pre-
cursor to melatonin and serotonin, the two neurotransmit-
ters involved in sleep regulation. In addition, diets higher 
in complex carbohydrates and lower in saturated fats, such 
as plant-based diets and the Mediterranean Diet, may have 
benefits on sleep quality [97].

While information on the relation of total dietary ap-
proaches, such as the Mediterranean Diet, and sleep quality 
is emerging, knowledge on the effects of their individual 
components on sleep quality support a potential causal role. 
For instance, polyunsaturated fats, omega-3 fatty acids, B vi-
tamins, melatonin, magnesium, and high-quality plant pro-
teins are all highly concentrated in the Mediterranean Diet. 
As described previously, each of these individual compo-
nents has been associated with improvements in sleep qual-
ity and/or duration. For that reason, it may be worthwhile to 
mention that following a total dietary approach might be a 
more effective and feasible method to improve sleep quality 
than addressing individual dietary components.

CONCLUSION

As detailed in Part 1 of this chapter, acute short sleep dura-
tion has a marked effect on food intake. Further, a resulting 
positive energy balance and weight gain is likely implicated 
with increased food intake, given no net compensation 
in energy expenditure. That said, the long-term effects of 
chronic short sleep duration as a causal factor for obesity 
and chronic diseases are relatively unknown and understud-
ied. Likewise, it is important to keep in mind that the major-
ity of the mechanisms that explain the relationship between 
sleep and food intake presented in Part 2 have mixed results 
or are not yet fully developed. Nonetheless, the presented 
hypotheses represent areas of active research that will pro-
pel our understanding of the relationship between sleep and 
food intake and lead to developments of potential targets for 
intervention.

Obesity is one of the leading causes of preventable 
death in the United States [142]. Any effort to reduce the 
impact and proliferation of this epidemic is a worthwhile 
pursuit. As more evidence to support the relation between 
sleep and obesity accumulates, it becomes clear that short 
sleep duration has wide-spread public health implications. 
This brings about important questions as to the potential 
for sleep extension as a potential strategy for decreasing 
food intake. Studies to assess sleep extension strategies as 
adjunct therapy to standard weight management protocols 
should also be undertaken. The answer to these questions 
necessitates more research into the chronic effects of sleep 
on food intake, the mechanisms underlying the sleep-food 
intake relation, the effects of short sleep duration on energy 
balance and weight gain, and the feasibility and efficacy of 
sleep extension.

While the evidence strongly links short sleep duration 
to increased food intake, there has also been a sugges-
tion of bi-directionality in this relationship. As explored 
in Part  3 of this chapter, food choice appears to have an 
impact on sleep. Most documented studies have been epi-
demiological and have not provided objective measures of 
sleep and diet. As a result, the link between food choice 
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and sleep quality may not be as well established as the link 
between short sleep duration and increased food intake, as 
discussed in Part  1 and Part  2 of this chapter. That said, 
emerging research into these fields promises insight into 
the role that food choice may play in the management of 
sleep disorders, particularly short sleep, insomnia, and 
sleep apnea. Impacting both mental and physical quality 
of life, these sleep disorders have become important public 
health concerns that warrant further study into preventive 
strategies. Moreover, sleep disorders may increase the risk 
of morbidity. Because current medications come with nu-
merous side-effects and limited efficacy, lifestyle strategies 
to improve sleep quality and duration may be preferable. 
Based on the best evidence, a balanced and varied diet rich 
in fresh fruits, vegetables, whole grains and high-quality 
protein sources, which contain plenty of tryptophan as well 
as adequate micronutrients, including several vitamins and 
minerals, may be a step in the right direction. Yet, in order 
to recommend these changes with confidence, further in-
terventional research is needed to bring us closer to a de-
fined conclusion.
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Sleep and exercise
Christopher E. Kline
Physical Activity and Weight Management Research Center, Department of Health and Physical Activity, 

University of Pittsburgh, Pittsburgh, PA, United States

Exercise and sleep are interrelated behaviors that are each 
vital to optimal health and functioning. There has long been 
a consensus that exercise improves sleep, and accumulating 
evidence highlights the potential for exercise as a nonpharma-
cologic treatment option for disturbed sleep. Recent research 
has also emphasized that disturbed or insufficient sleep may 
impact physical activity levels. Together, these studies suggest 
a robust bidirectional relationship between exercise and sleep.

This chapter will provide an overview regarding the 
available research on the relationship between sleep and ex-
ercise. The majority of the chapter will review the impact 
of exercise on sleep, focusing on experimental research in 
adults with and without sleep disorders and discussing po-
tential mechanisms of effect. The chapter will also discuss 
recent research on the bidirectional relationship between 
exercise and sleep and will conclude with a brief discus-
sion regarding the potential synergistic impact of improving 
sleep and exercise on health.

IMPACT OF EXERCISE ON SLEEP

Exercise has long been associated with better sleep [1] and 
is one of the most common sleep hygiene recommendations 
[2]. There are a number of reasons why exercise is an at-
tractive nonpharmacologic alternative for treating disturbed 
sleep. Exercise is a relatively inexpensive, simple, and easily 
accessible treatment modality. Exercise does not possess the 
side effects (e.g., hypnotic medications), low acceptability 
(e.g., positive airway pressure), and/or barriers to access 
(e.g., cognitive-behavioral therapy for insomnia) that plague 
many of the standard sleep medicine treatments. Finally, ex-
ercise confers a number of mental and physical health ben-
efits [3] that are independent of its effects on sleep, which is 
notable given the daytime impairment and comorbid health 
conditions that commonly plague those with disturbed sleep.

Observational research

Observational research involving cross-sectional samples 
and prospective epidemiologic cohorts has frequently 

 reported a robust association between exercise and better 
sleep [1]. In general, higher levels of physical activity have 
been consistently associated with a lower likelihood of re-
porting insufficient sleep, general sleep disturbance, or in-
somnia symptoms [4, 5]. These studies have traditionally 
relied upon self-reported (and often unvalidated) measures 
of leisure-time physical activity and sleep [1]. However, 
recent research involving objective assessment of exercise, 
fitness, and/or sleep has supported these earlier findings. 
For example, Dishman and colleagues found that the pres-
ervation of objectively measured cardiorespiratory fitness, a 
physiological measure that is strongly influenced by physi-
cal activity, was protective against the onset of self-reported 
sleep complaints in a sample of middle-aged adults [6]. 
Kline and colleagues reported that greater amounts of self-
reported leisure-time physical activity were associated with 
better self-reported and polysomnographic (PSG) mea-
sures of sleep quality, continuity, and depth in a sample of 
middle-aged women [7]. More recently, studies have linked 
greater amounts of accelerometer-measured physical activ-
ity with higher accelerometer-measured sleep efficiency [8] 
and a moderate level of self-reported activity with lower 
incidence of PSG-measured short sleep duration and low 
sleep efficiency [9]. Overall, the finding that higher lev-
els of physical activity are associated with better sleep has 
been consistent regardless of age, sex, and race, and across 
a wide range of sample sizes [1].

Observational research offers a number of advantages 
when examining the association between exercise and 
sleep, including the ability to explore relationships in po-
tentially large samples with wide variability in sleep and 
activity habits. In addition, with observational research it is 
possible to examine whether and how potential confound-
ing factors (e.g., age, health status) influence the associa-
tion between exercise and sleep. However, because of the 
common expectation that exercise improves sleep, observa-
tional research that is limited to self-report measures may 
simply reflect this assumption [10]. Moreover, since exer-
cise is often discontinued during times of elevated psycho-
social stress [11], better sleep on days in which exercise 
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occurs may be more indicative of reduced stress rather than 
 exercise per se. Finally, the link between exercise and sleep 
could be explained by a variety of factors that are often 
poorly accounted for in epidemiologic analyses, including 
other daytime health behaviors [12], light exposure [13], 
and mental health [14].

Experimental research

Despite the intuitive appeal of exercise and supportive 
observational evidence of an association between greater 
amounts of physical activity and better sleep, the majority 
of experimental research has evaluated the efficacy of exer-
cise for improving sleep in samples without consideration 
of baseline sleep disturbance. Nevertheless, the available 
research suggests that both acute exercise and chronic exer-
cise training have mild to modest benefits on sleep among 
adults with no to mild sleep impairment and more robust 
effects on those with significant sleep disturbance.

Acute exercise
A large number of studies have examined the effect of an 
acute bout of exercise on the subsequent night's sleep, of-
ten in comparison with an inactive control day. However, 
the majority of studies have focused on adults without sleep 
complaints, thereby limiting any room for sleep improve-
ment with exercise [15]. Nevertheless, an acute bout of ex-
ercise appears to result in small-to-moderate improvements 
in sleep, at least among relatively normal sleepers, though 
the effects may differ according to individual and/or exer-
cise characteristics.

A 2015 meta-analysis of 41 studies found that an acute 
bout of exercise significantly increases total sleep time 
(TST; effect size d = 0.22), sleep efficiency (SE; d = 0.25), 
and slow-wave sleep (SWS; d = 0.19) and decreases sleep 
onset latency (SOL; d = −0.17), wake after sleep on-
set (WASO; d = −0.38), stage 1 nonrapid eye movement 
(NREM) sleep (d = −0.35), and rapid eye movement (REM) 
sleep (d = −0.27) in comparison with a day without exer-
cise [16]. Interestingly, the meta-analysis also found sev-
eral significant moderators of the effect of acute exercise on 
specific sleep parameters. Sample characteristics seemed to 
matter, as acute exercise increased SWS to a greater extent 
among those with a high baseline activity level compared 
to those with a low baseline level of activity, and greater re-
ductions in stage 1 NREM sleep and WASO were observed 
for men compared to women. Moreover, characteristics of 
the exercise bout significantly impacted the association be-
tween acute exercise and sleep; studies involving cycling 
resulted in a greater increase in SWS compared to studies 
involving running, and longer exercise duration was linked 
to greater increases in TST and SWS and greater reductions 
in SOL, REM sleep, and REM sleep latency. Participant age 
and exercise intensity did not moderate any associations, 

though. Caution is urged regarding the robustness of these 
potential moderators, since very few studies directly com-
pared these factors for their impact on sleep. Nevertheless, 
the findings of this meta-analysis suggest that the effects of 
acute exercise on sleep may vary according to the character-
istics of the individual and exercise bout [16].

In contrast to the potential moderators noted above, time 
of day has often been examined as a moderator of the ef-
fect of acute exercise on sleep. In the 2015 meta-analysis by 
Kredlow and colleagues, exercising <3 h prior to bedtime 
was associated with greater reductions of WASO and stage 
1 NREM sleep, whereas exercising 3–8 h prior to bedtime 
did not lead to reductions in these sleep parameters [16]. 
This finding contradicts the common warning provided in 
sleep hygiene recommendations that exercise should be 
avoided close to bedtime due to the possibility of sleep im-
pairment [17]. However, epidemiologic and experimental 
studies have found, with few exceptions [18], that late-night 
exercise does not impair sleep and, in some cases, improves 
sleep. For instance, a survey of 1000 adults found that eve-
ning exercisers (<4 h before bed) did not differ in any self-
reported sleep parameters compared to nonexercisers, with 
over 90% of individuals who performed vigorous exercise 
in the evening actually reporting that their sleep was of 
equal or better quality and duration on days they exercised 
compared to days without exercise [19]. Likewise, moder-
ate- to vigorous-intensity exercise ending as close as 30 min 
before bedtime has not impaired objective or subjective 
sleep despite causing increases in heart rate and core body 
temperature that persisted into the early hours of sleep [20]. 
Other studies have shown better subjective and/or objective 
sleep following late-night exercise compared to a nonex-
ercise day [21, 22]. However, the focus on trained adults 
without sleep complaints in these experimental studies is 
a prominent limitation of this literature, as adults who are 
physically inactive and/or with significant sleep complaints 
may be more reactive to and/or recover less quickly from 
late-night exercise than those with high aerobic fitness and 
healthy sleep. Thus, consistent with the preliminary nature 
of other potential moderators, the optimal time of day of 
exercise to improve sleep remains unclear, though active 
adults without sleep complaints should not avoid late-night 
exercise for fear of sleep disruption.

Overall, while the small- to moderate-sized effects of 
acute exercise on sleep may prompt skepticism regarding 
their practical significance, it is important to reiterate that 
the vast majority of experimental studies examining acute 
exercise have focused on adults without sleep complaints. 
Thus, it is assumed that acute exercise would be even more 
efficacious among adults with disturbed sleep. Although 
this does appear to be the case for adults with insomnia 
(discussed later), future research should focus on the ef-
fect of acute exercise in adults with subclinical sleep com-
plaints and/or sleep disorders and probe whether participant 
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 characteristics (e.g., age, sex, activity level) and exercise 
bout characteristics (e.g., duration, mode, timing) moderate 
these effects.

Chronic exercise training
Multiple studies have evaluated whether maintaining an 
exercise training regimen for a sustained duration of time 
(e.g., 12 weeks) improves sleep. Unfortunately, similar to 
studies focused on acute exercise and sleep, until recently 
most exercise training studies had focused on individuals 
with relatively normal sleep patterns at baseline; as one 
might expect, these studies demonstrated only mild, if 
any, sleep improvements following exercise training [23]. 
Recent work, noted below, has provided more robust evi-
dence that exercise training improves sleep among those 
with significant sleep disturbance.

Meta-analyses of exercise training studies have reported 
significant effects of exercise training on multiple sleep 
parameters. In addition to reviewing the literature on the 
effect of acute exercise on sleep, Kredlow and colleagues 
also evaluated 25 exercise training studies in their 2015 
meta-analysis. Exercise training significantly increased 
objective measures of TST (d = 0.25) and SE (d = 0.30) and 
self-reported sleep quality (d = 0.74) while also decreasing 
objective SOL (d = −0.35) [16]. In moderator analyses, the 
only participant characteristic found to moderate the effect 
of exercise training on sleep was age; exercise training was 
less effective at reducing SOL among older adults. Among 
exercise characteristics, longer durations of individual exer-
cise bouts resulted in a greater SOL reduction and greater 
adherence to the exercise training regimen was associated 
with greater improvement in sleep quality, whereas a lon-
ger duration of the exercise regimen was associated with 
a smaller TST improvement [16]. Other meta-analyses, fo-
cused on middle-aged women [24] or older adults with sleep 
problems [25], have also noted significant improvements in 
self-reported sleep quality following exercise training.

Although Kredlow and colleagues suggested several 
potential moderators of the effect of exercise training on 
sleep [16], minimal research has directly examined which 
participant and/or exercise characteristics result in the 
greatest improvement in sleep following exercise training. 
Recent research has focused on midlife women and older 
adults, two specific populations in which physical inactivity 
and sleep disturbance are both prevalent. As noted above, 
Kredlow found exercise to be less effective at reducing SOL 
among older adults; however, the overall body of evidence 
suggests that exercise is efficacious at improving sleep in 
these populations [24–26]. It is also unknown whether the 
type of exercise is important for sleep benefits. Although 
studies have shown that aerobic exercise and resistance 
exercise each can improve sleep [16, 27], they have not 
been directly compared [28]. Moreover, significant im-
provements in sleep have been observed with meditative 

mind-body exercise (e.g., yoga, tai chi, qigong) [29]; how-
ever, these studies have often been limited to self-reported 
sleep and have not been directly compared against aerobic 
or resistance exercise. Although tangentially addressed 
by Kredlow and colleagues, additional questions remain 
regarding whether a dose-response relationship exists be-
tween exercise and sleep and whether exercise intensity 
differentially impacts sleep; minimal research has directly 
compared different doses or intensities of exercise on sleep 
[30, 31]. Finally, it remains unclear whether the effects of 
exercise training on sleep are dependent upon the extent to 
which fitness is improved [30, 32]. Future research needs 
to elucidate the effects of different modes, intensities, and 
doses of exercise in various samples of adults with sleep 
disturbances and evaluate sleep using both subjective and 
objective measures to better understand the impact of exer-
cise training on sleep.

Sedentary behavior

In addition to the health benefits of exercise, the public 
health impact of the entire physical activity continuum is 
increasingly recognized, with particular focus on the poten-
tially deleterious effects of excessive sedentary behavior. As 
a behavior that is distinct from a lack of exercise, sedentary 
behavior occurs at the lowest end of the physical activity 
continuum and is formally defined as any waking behav-
ior characterized by an energy expenditure ≤1.5 metabolic 
equivalents that is performed in a sitting, reclining, or lying 
posture [33].

Research on the potential relationship between sedentary 
behavior and sleep is in its infancy. A recent meta-analysis 
found that greater sedentary behavior was associated with 
18% greater odds for insomnia and 38% greater odds for 
sleep disturbance [34]. Multiple cross-sectional studies 
have recently reported that greater sedentary behavior is 
associated with lower sleep efficiency [8], higher daytime 
sleepiness [35], and greater odds of having short sleep dura-
tion [36], poor sleep quality [36, 37], and sleep problems 
[36]. In addition, cross-sectional studies have found higher 
amounts of sedentary behavior to be associated with greater 
OSA severity, including higher objectively measured AHI 
[38, 39] and greater odds of OSA [38] or OSA ‘high risk’ 
classification [8, 37]. However, the vast majority of the cur-
rent evidence is limited to cross-sectional and observational 
study designs, with many relying on self-reported sedentary 
behavior [36–39] and/or self-reported sleep [35–37]. While 
sparse, experimental data have been consistent with obser-
vational findings. In a crossover trial of 6 adults whose sleep 
was experimentally restricted to 5 h/night for 3 nights, break-
ing up prolonged sedentary behavior with periodic walking 
breaks led to a 26% reduction in WASO and a 9% increase in 
SWS compared to days with uninterrupted sedentary behav-
ior [40]. Finally, in a crossover trial of 25 adults with elevated 
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BP, Kline and colleagues recently found that alternating sit-
ting with standing every 30 min during a simulated workday 
led to lower WASO on that night compared to uninterrupted 
sedentary behavior [41]. Together, these data provide pre-
liminary support that excessive sedentary behavior is associ-
ated with worse sleep and that reducing sedentary behavior 
may improve sleep; however, much remains unknown about 
how best to reduce sedentary behavior for sleep benefits and 
which sleep parameters are most impacted.

Potential mechanisms of exercise

The mechanisms underlying how exercise improves sleep 
remain poorly understood. However, a number of potential 
mechanisms have been advanced.

Anxiolytic and antidepressant effects
Anxiety and depression are key consequences of disturbed 
sleep but also significant risk factors in the development 
and perpetuation of sleep disturbance [14]. Acute exercise 
reduces both subjective and physiologic markers of anxi-
ety [42], and exercise training significantly reduces anxiety 
symptoms [43]. Similarly, acute exercise and exercise train-
ing have antidepressant effects that are similar in efficacy to 
pharmacotherapy [44]. Underlying the anxiolytic and anti-
depressant effects of exercise on sleep may be improvements 
in autonomic function, increases in circulating endocannabi-
noids, reductions in inflammation, and/or normalization of 
hypothalamic-pituitary-adrenal axis dysfunction [45, 46].

Circadian phase-shifting effects
Exercise may improve sleep via its effects on the circa-
dian system. Sleep/wake patterns are heavily influenced by 
the circadian system, and disturbances in circadian timing 
and blunted amplitude of the circadian system are primary 
causes of circadian rhythm sleep disorders such as ad-
vanced sleep phase disorder, delayed sleep phase disorder, 
and irregular sleep/wake disorder [47]. In a laboratory set-
ting, single and multiple bouts of aerobic exercise result in 
time-dependent alterations in the phase of the central cir-
cadian system [48], while muscular activity may serve as a 
synchronizing cue for the peripheral circadian system and 
provide input to the central clock [49]. Because the current 
phase-response curve for exercise is preliminary [48], the 
optimal timing of exercise for phase-shifting effects is un-
known. Regardless of alterations in phase, though, there is 
evidence that greater amounts of physical activity are as-
sociated with greater amplitude of circadian clock gene ex-
pression [50] and circadian output markers [51].

Body temperature effects
Impaired heat loss mechanisms and blunted temperature 
downregulation at the time of sleep initiation have been 

observed among adults with insomnia [52]. Acute exercise 
performed in the late afternoon or evening may improve 
sleep by activating heat loss mechanisms to dissipate the 
exercise-induced increase in core temperature [53], as distal 
vasodilation has previously been shown to hasten sleep onset 
[54]. In addition, exercise training produces thermoregula-
tory adaptations (e.g., improved distal vasodilatory capacity, 
increased distal blood flow) [55] that may facilitate a more 
rapid nocturnal dissipation of core body temperature.

Adenosine
Adenosine has been strongly linked to the homeostatic reg-
ulation of sleep [56]. Because acute exercise significantly 
increases extracellular adenosine levels, this may be a 
mechanism by which exercise promotes sleep. In rats, high-
intensity exercise increased levels of adenosine in the brain 
[57]. Following acute exercise in humans, homeostatic 
sleep need (as measured by SWS) was significantly higher 
under a placebo condition compared to high caffeine intake, 
which blocks adenosine receptors [58].

IMPACT OF EXERCISE ON SLEEP 
DISORDERS

Perhaps the most compelling evidence regarding the effect 
of exercise on sleep has been observed among those with 
insomnia, sleep-disordered breathing, or restless legs syn-
drome. Although limited by a small evidence base, these 
data suggest that there is a role for exercise in the prevention 
and/or management of each of these sleep disorders.

Insomnia

Insomnia is characterized by difficulty initiating and/or 
maintaining sleep, awakening for the final time earlier than 
desired, or unrefreshing or nonrestorative sleep. Diagnostic 
criteria for insomnia disorder, however, require that these 
sleep complaints occur with a minimum frequency and 
chronicity (e.g., ≥3 nights/week for ≥3 months) despite an 
adequate opportunity to sleep and are accompanied by dis-
satisfaction with sleep and significant daytime impairment 
[59]. Although hypnotic medication is the most common 
treatment, most medications are intended for short-term use 
and numerous studies have demonstrated an unfavorable 
risk/benefit ratio for hypnotics [60]. In contrast, cognitive 
behavioral therapy for insomnia is the recommended first-
line treatment option for insomnia, but it is not readily avail-
able [61, 62].

There is limited, yet reliable, evidence that exercise re-
duces the likelihood and severity of insomnia across both 
observational and experimental research [63]. In epide-
miologic cohorts, greater amounts of physical activity 
have been consistently associated with a lower prevalence 
and incidence of insomnia [7, 64, 65]. Likewise, the few 
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 experimental studies have found that both acute exercise 
and chronic exercise training improve the sleep of adults 
with insomnia. In one of only two trials to evaluate acute ex-
ercise, moderate-intensity aerobic exercise performed in the 
late afternoon, but not moderate-intensity resistance exer-
cise or vigorous aerobic exercise performed at the same time 
of day, improved subjective reports of SOL and TST and 
PSG-based measures of SOL, TST, and SE, compared with 
a nonexercise control night [66]. In contrast, another trial 
reported that an acute bout of aerobic exercise performed 
in the morning, but not in the afternoon, improved sleep in 
a sample of older adults with insomnia [67]. Meanwhile, 
randomized trials involving 4–6 months of exercise training 
produced significant improvements in sleep and indices of 
daytime function among samples of middle-aged and older 
adults with chronic insomnia [68, 69]. More recently, a pi-
lot study found that integrating light-intensity exercise into 
one's lifestyle for 8 weeks reduced insomnia severity but not 
self-reported or actigraphy-assessed sleep [70]. However, 
with sample sizes of <50 adults in each of these experi-
mental trials, larger trials are needed to substantiate these 
results and identify the timing, mode, and dose of exercise 
for optimal improvement in sleep. Moreover, whether exer-
cise reduces insomnia via separate mechanisms than those 
already discussed remains unclear.

Sleep-disordered breathing

Sleep-disordered breathing (SDB) serves as an umbrella 
term for a variety of sleep-related breathing disorders. As the 
most common form of SDB, obstructive sleep apnea (OSA) 
is characterized by repetitive episodes of airflow reduction 
or cessation due to upper airway collapse despite continued 
attempts at respiration, and is strongly linked with excess 
weight. As another form of SDB that is much less common 
than OSA, central sleep apnea (CSA) is characterized by 
recurring bouts of airflow reduction or cessation that are 
due to a reduced central drive for respiration; CSA is most 
commonly observed in those with neurological conditions 
or congestive heart failure. Although positive airway pres-
sure (PAP) is highly efficacious for adults with SDB, its 
effectiveness is greatly limited by low patient acceptance 
and adherence [71]. While oral appliances are a treatment 
option for adults with OSA who cannot tolerate PAP, they 
have only modest efficacy at reducing OSA severity and 
there is risk for dental side effects with long-term use [72].

In epidemiologic research, habitual exercise has con-
sistently been associated with lower OSA risk [73, 74], 
with some studies observing a dose-response relationship 
between weekly exercise duration and OSA risk [75, 76]. 
Even among those with OSA, greater levels of exercise are 
associated with a more favorable cardiometabolic profile 
[77]. Although no study has focused on the effect of acute 
exercise on OSA, multiple studies have examined exercise 

training. Meta-analyses have found that 4–24 weeks of ex-
ercise training results in an approximately 30% reduction 
in OSA severity despite nonsignificant reductions in body 
weight [78, 79]. In addition to reduced OSA severity, exer-
cise training also improves multiple dimensions of daytime 
functioning (e.g., reduced sleepiness, improved quality of 
life) in samples of adults with OSA [79, 80]. Moreover, 
preliminary evidence suggests that combining exercise with 
PAP may provide greater improvements in daytime func-
tioning than can be achieved with PAP alone [81, 82]. A va-
riety of mechanisms have speculated how exercise reduces 
OSA severity. In addition to its modest impact on weight 
loss [83], exercise may strengthen and/or increase the fa-
tigue resistance of upper airway dilator muscles [84] and/
or minimize the respiratory instability that accompanies 
lighter sleep stages and initial sleep onset by inducing more 
SWS and greater sleep continuity [85]. The most widely 
explored mechanism, though, involves whether exercise 
reduces OSA by attenuating overnight fluid redistribution 
from the lower extremities to the upper body [86]. Multiple 
studies have observed concurrent reductions in the magni-
tude of the overnight rostral fluid shift with OSA reduction 
following 1–4 weeks of exercise training [87, 88].

The effects of exercise training on CSA have been 
sparsely evaluated, with two experimental trials conducted 
involving patients with chronic heart failure. Exercise 
training reduced the overall apnea-hypopnea index (AHI) 
by 36%–65% in these studies; however, divergent effects 
were observed on the efficacy of specific SDB events. In 
one trial, exercise reduced central but not obstructive events 
[89], while exercise reduced the AHI of those with predomi-
nantly OSA but not those with CSA in another trial [90]. 
Exercise training is hypothesized to reduce CSA severity by 
augmenting cardiac function and/or normalizing chemore-
flex sensitivity, resulting in decreased circulation time and 
stable respiration.

Restless legs syndrome/periodic limb 
movements during sleep

Restless legs syndrome (RLS), also known as Willis Ekbom 
disease, is characterized by an irresistible urge to move 
one's limbs, most often the legs. The overwhelming sen-
sation to move, commonly described as a burning, prickly 
feeling, is usually most severe in the evening. Most adults 
with RLS also have periodic limb movements during sleep 
(PLMS), which involves recurring involuntary movements 
of the limbs during sleep. Unfortunately, the most common 
pharmacologic treatments for RLS and PLMS (e.g., dopa-
minergic agents, opioids, benzodiazepines, anticonvulsants) 
are accompanied by significant side effects [91].

Exercise is a common recommendation for RLS man-
agement, since symptoms are often exacerbated by pro-
longed inactivity yet relieved with physical movement [92]. 
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Though sparse, epidemiological research indicates that low 
levels of physical activity are associated with greater risk 
for RLS [93]. Likewise, there is limited experimental evi-
dence regarding the effect of acute exercise or chronic ex-
ercise training on RLS or PLMS. Both acute exercise and 
exercise training have been shown to significantly reduce 
RLS symptoms [94, 95]. In the only randomized trial on the 
topic, 12 weeks of exercise training (i.e., lower body resis-
tance exercise and treadmill walking) significantly reduced 
RLS symptoms [96]. Finally, both acute vigorous exercise 
and 6 months of moderate-intensity exercise training have 
been shown to improve sleep and reduce PLMS severity 
[97]. Exercise is hypothesized to reduce RLS and PLMS 
symptoms via activation of the dopaminergic and opiate 
systems [97].

A BIDIRECTIONAL RELATIONSHIP: IMPACT 
OF SLEEP ON EXERCISE

Although research on the relationship between exercise and 
sleep has generally focused on the impact of exercise on 
sleep, disturbed sleep may also precipitate reduced exercise 
[98]. Observational studies have found that disturbed sleep 
predicts lower levels of physical activity 2–7 years later 
[99, 100]. Moreover, a number of recently published studies 
have concurrently assessed physical activity and sleep on a 
daily basis and explored whether sleep on a given night pre-
dicts the next day's physical activity and whether physical 
activity on a given day predicts that night's sleep. Findings 
from these studies have been inconsistent, as they have ob-
served that physical activity improves [101, 102] or has no 
impact [103–105] on the subsequent night's sleep and that 
sleep predicts [103, 106, 107] or does not influence [101, 
104, 105, 108] the next day's activity levels. Thus, while 
these studies provide some evidence of a bidirectional re-
lationship between sleep and exercise, it appears that small 
daily fluctuations in these behaviors may have negligible 
effects on each other and/or that the association may differ 
according to how these behaviors are measured and across 
different samples.

Cross-sectional studies comparing adults with poor 
sleep to those without sleep complaints provide additional 
evidence that poor sleep may impede physical activity. For 
instance, adults with short sleep duration or later sleep tim-
ing have less physical activity and greater sedentary behav-
ior [109, 110]. Moreover, adults with OSA have low levels 
of daytime activity [78] and are less active than adults with-
out OSA [111, 112]. In crossover experimental trials, re-
stricting sleep to 4–5.5 h/night for 1–7 nights led to reduced 
daytime activity and/or increased sedentary behavior [113, 
114], potentially due to decreased vigor and alertness fol-
lowing sleep restriction [113].

By demonstrating reductions in physical activity with dis-
turbed or restricted sleep, these studies raise the  possibility 

that improving sleep may lead to greater daytime activity. 
Unfortunately, the limited experimental evidence that is cur-
rently available provides only weak support for this possibil-
ity. To date, research has been limited to adults whose OSA 
was treated with PAP; in only one of these studies has treat-
ment increased physical activity levels relative to baseline 
[115]; in contrast, most studies have failed to observe any 
change in physical activity with treatment [78, 116, 117]. 
Overall, these studies suggest that improving sleep may be 
insufficient to change physical activity and that low activ-
ity levels may be linked to other factors (e.g., poor lifestyle 
habits) in addition to disturbed sleep [78].

COMBINED IMPACT OF EXERCISE AND 
SLEEP ON HEALTH

Given that exercise and sleep are each independently 
linked with health outcomes yet are interrelated behaviors 
(Fig. 20.1), research has recently begun to explore the health 
impact when one behavior is promoted at the expense of an-
other [118, 119]. By recognizing that physical activity, sed-
entary, and sleep behaviors occur within the time constraint 
of a 24-h day, these analyses have examined how reallocat-
ing a specific duration of these movement behaviors is as-
sociated with various health outcomes [120]. While some 
studies have found that reallocating a portion of time spent 
in sedentary behavior to sleep was associated with lower 
mortality risk [121] and greater insulin sensitivity [122], 
most studies have observed the greatest health benefits 
when moderate-vigorous physical activity was increased at 
the expense of other movement behaviors [123,  124]. Of 
note, though, many studies have neglected to even include 
sleep in these analyses [120]. Moreover, isotemporal substi-
tution and compositional data analysis studies are limited in 
their examination of sleep since sleep duration is the only 
sleep-related predictor or outcome that can be utilized in 
the models. While duration is an important characteristic of 
sleep, sleep health encompasses a variety of other dimen-
sions (e.g., timing, quality, depth) [125] that cannot be eas-
ily probed with these statistical approaches.

There is also preliminary research exploring whether 
health improvements resulting from modification of sleep 
or exercise are dependent upon the other behavior. For ex-
ample, there is increasing recognition that the effect of ex-
ercise on cognition may be at least partially mediated by 
the effect of exercise on sleep [126] and that the association 
between sleep and cardiometabolic health is impacted by 
physical activity [127, 128]. Conversely, recent studies have 
documented that the potential health benefits of exercise or 
healthy sleep may be limited by the impact of disturbed 
sleep or physical inactivity, respectively. Among adults with 
OSA, reduced arterial stiffness following a physical activ-
ity and dietary intervention was dependent upon the ex-
tent of OSA severity improvement [129]. As an additional 
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 example, the typical improvement in postprandial glucose 
metabolism resulting from breaking up prolonged sedentary 
time was not observed when the participants had their sleep 
restricted in a recent study [40].

Finally, research is now beginning to examine whether 
simultaneously intervening on sleep and exercise provides 
additive or even synergistic benefits on health compared 
to isolated intervention on these behaviors. Observational 
studies suggest that clusters of poor sleep and physical in-
activity are linked to worse cardiovascular health [130, 131] 
and greater mortality [132] than either behavior in isola-
tion. However, experimental evidence is currently limited to 
one trial of adults with insomnia. In this study, adults who 
received physical activity counseling and sleep restriction 
therapy had greater improvements in sleep than those who 
received only sleep restriction therapy [133]. While the cur-
rent evidence is scarce, multiple studies are currently under-
way [134, 135] that will add insight into the health benefits 
related to simultaneous intervention on sleep and exercise.

CONCLUSION

Exercise is commonly assumed to lead to improved sleep. 
This assumption is consistently supported by observational 
research, and experimental research involving acute exer-
cise and exercise training in samples with disturbed sleep 
have largely corroborated this claim. Nevertheless, much 
remains unknown regarding the efficacy of exercise for 
alleviating sleep disturbances and the underlying mecha-
nisms through which exercise improves sleep. With increas-
ing recognition that the relationship between exercise and 

sleep is bidirectional, research is now seeking to identify 
whether combining sleep and exercise interventions are 
efficacious and whether the health benefits of exercise or 
sleep are dependent upon its impact on the other behavior. 
As we continue to refine our understanding of the relation-
ship between exercise and sleep, it is clear that there is great 
potential for both exercise and sleep to be optimized for the 
purpose of improving health.
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INTRODUCTION

Alcohol is one of the most commonly used psychoactive 
substances in the community, with 56% of individuals 
18 years or older reporting alcohol use in the past month 
[1]. Its use has been linked to a wide range of sleep-related 
disorders and their associated daytime consequences such 
as daytime sedation and tiredness. These daytime rami-
fications may affect the individual’s ability to function 
satisfactorily.

Our understanding of alcohol’s effect on sleep has im-
proved dramatically over the last few decades because of 
advances in translational and clinical research at this inter-
face. Alcohol may help an individual to fall asleep relatively 
quickly, but its deleterious effects involve disruption of the 
underlying sleep mechanisms, interference with the normal 
circadian mechanism, aggravating snoring and breathing-
related sleep abnormalities and triggering movements of 
the limbs during sleep. In this chapter, we examine the link 
between alcohol and a range of sleep-related disorders.

NEUROBIOLOGY OF ALCOHOL USE

A vast majority of metabolism of alcohol occurs in the 
liver via the alcohol dehydrogenase pathway [2]. A frac-
tion of the alcohol consumed is metabolized in the brain 
through alternate mechanisms such as, the catalase (in cel-
lular peroxisomes) and cytochrome P450 pathways [3]. In 
the liver, alcohol (ethanol) is metabolized to acetaldehyde 
by an enzyme, alcohol dehydrogenase, Fig.  21.1. This 
acetaldehyde is then converted to acetate by the enzyme, 
aldehyde dehydrogenase. Acetate is finally converted 
to acetyl-CoA, which then enters the tricarboxylic acid 
(TCA) cycle for its final metabolism. This metabolism of 
alcohol decreases the blood alcohol level in a time depen-
dent fashion, Fig. 21.2. In other words, the blood alcohol 
level is directly related to the number of drinks consumed 
and the time elapsed since the last drink was ingested. 
Acetaldehyde, the direct metabolite of alcohol, is also the 

most toxic byproduct of this pathway. In animal studies, 
acetaldehyde has been shown to reduce REM sleep and 
CNS serotonin levels, which may contribute to the sleep 
disturbance observed in alcohol use [4].

INSOMNIA AND ALCOHOL USE

Introduction. Insomnia is probably the most investigated 
sleep disorder, although some studies in the literature have 
evaluated insomnia symptoms only, instead of it as a dis-
order. Insomnia disorder, as defined by the ICSD-3, ne-
cessitates the presence of one or more of the following 
complaints: difficulty initiating sleep, difficulty maintaining 
sleep, or waking up earlier than desired. These symptoms are 
associated with at least one of the following impairments: 
fatigue or malaise, attention or memory problems, impair-
ment of psychosocial functioning, mood disturbance, day-
time sleepiness, behavioral problems, reduced motivation or 
energy, proneness for errors, and concern or dissatisfaction 
with sleep. These complaints must occur despite an adequate 
opportunity and circumstance for sleep which is present for 
most nights of the week for 3 months or more [5].

The above definition of insomnia is different from the 
DSM-IV-TR and from that of ICSD-2 for several reasons. 
First, primary insomnia and secondary insomnia terminolo-
gies have been replaced by insomnia, which is now viewed 
as a disorder, with symptoms and burden related to these 
symptoms, independent of primary or comorbid status. 
Second, a new insomnia symptom frequency criterion has 
been inserted. Third, the duration criterion for chronicity has 
been extended from 1 to 3 months. Finally, non- restorative 
sleep (or poor sleep quality) has been removed as a diagnos-
tic criterion for insomnia.

Epidemiology of alcohol use or misuse and sleep-related 
problems. While many studies show that insomnia leads to 
alcohol consumption some studies have the contrary, that 
is, alcohol consumption leading to insomnia. But, there 
is no consensus on the causality of this  relationship. Data 
from studies such as the Virginia Adult Twin Studies of 
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Psychiatric and Substance Use Disorders and the Helsinki 
Health Study demonstrate the presence of a bi-directional 
effect. We will systematically approach this concept in the 
following sections. We will start by describing whether 
early life experiences or factors influence the relationship 
between insomnia and alcohol use. We will then briefly 
review the temporal trend in adults, whereby insomnia 

predicts drinking, followed by a brief explanation of this re-
lationship in adults. We will conclude by elaborating on the 
risk factors for insomnia or sleep disturbance in the context 
of alcohol use.

Sleep problems and future alcohol use in children.  
A study of young boys from Western Pennsylvania (N = 145) 
showed that poor sleep quality was associated with subse-
quent alcohol use as a young adult ( hazard ratio  = 1.09, 
1.10, and 1.12) [6]. In adolescents, complaints of trouble 
sleeping as well as overtiredness have been associated with 
the onset of alcohol use in cross-sectional and longitudinal 
epidemiologic investigations [7–10]. But, one study failed 
to demonstrate a relationship between a history of alcohol 
use in the last 6 months of high school and adverse sleep 
patterns among first-year college students [11].

Sleep problems and alcohol use in adults. Data on the 
relationship between insomnia and sleep is relatively more 
robust in adults, with studies having been conducted across 
many countries. Among male Japanese industrial workers 
(N = 271), insomnia symptoms were associated with alcohol 
consumption more than half the days of the week (OR = 2.6, 
95% CI: 1.1–5.7) [12]. Data from the Epidemiologic 
Catchment Area study (ECA, N = 7954) have shown that 
adults complaining of insomnia symptoms (10.2%) were at 
an increased risk for subsequently developing alcohol abuse 
disorder when evaluated a year later (odds ratio [OR] = 2.4, 
95% CI: 1.0–6.1) [13]. In a subsequent analysis of this da-
taset, uncomplicated insomnia symptoms (and without a 
lifetime history of psychiatric disorder) was associated with 
an increased risk of developing alcohol abuse a year later, as 

FIG.  21.1 The metabolism of alcohol Adapted from Cederbaum AI. 
Alcohol metabolism. Clin Liver Dis 2012;16:667–685.
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compared to those without baseline insomnia or any psychi-
atric disorder (OR = 2.3, 95% CI: 1.2–4.3) [14]. Similarly, 
in a longitudinal survey in Michigan, a lifetime history of 
insomnia symptoms was associated with an increased risk 
for incident diagnosis of alcohol dependence, 3.5 years later 
(OR = 1.72, 95% CI: 0.85–3.52) [15]. In a clinical sample of 
subjects with comorbid alcohol dependence and insomnia 
(N = 63), about half of the subjects (52%) reported having 
insomnia prior to their onset of alcohol dependence [16]. In 
summary, the above data demonstrate that sleep problems at 
baseline may be linked to subsequent alcohol use or alcohol 
use disorder.

Do persons with sleep problems gravitate towards al-
cohol? Some studies have demonstrated that individuals 
with insomnia may have a preference for alcoholic drinks 
over non-alcoholic ones. In a laboratory-based study, sub-
jects with insomnia (N = 11) compared to healthy sleepers 
(N = 9) chose more doses of alcohol and on more nights 
[17]. Furthermore, those with insomnia may prefer alcohol 
to hypnotic medications. An epidemiologic investigation 
evaluated the use of alcohol (N = 9226) and hypnotic medi-
cations (N = 9021) as a sleep aid [18]. The results showed 
that the use of alcohol as a sleep aid was increased in a 
stepwise fashion up to the age groups of 55–59 years and 
40–44 years, in men and women, respectively. Beyond these 
age categories, alcohol use decreased in a stepwise manner. 
Among the insomnia symptoms, use of alcohol as a sleep 
aid (more than once a week) was associated with a higher 
risk of having difficulty maintaining sleep in both genders 
and with difficulty initiating sleep only in women. Similar 
associations between insomnia and the use of alcohol as a 
hypnotic have been reported in other epidemiologic studies 
[19, 20]. A survey of primary care patients demonstrated 
that use of alcohol for sleep was positively associated 
with hazardous alcohol consumption (OR = 4.53, 95% CI: 
 2.9–6.9) [21]. In sum, individuals with insomnia may prefer 
alcohol use, possibly to self-medicate their sleep problems.

Polysomnographic studies. High-frequency EEG activ-
ity in the beta and gamma range is increased in those with 
primary insomnia [22, 23]. The main polysomnographic 
sleep disturbances in active drinkers appear to be an in-
creased sleep onset latency and increased time spent awake 
after initially falling asleep. These changes may decrease 
the time spent asleep [24].

Genetic studies. There is an emerging interest in evalu-
ating associations between alcohol consumption and cir-
cadian clock genes as well as other genes. Neuropeptide 
Y-deficient mice had increased use of alcohol and are less 
sensitive to the sedative or hypnotic effects of ethanol and 
show rapid recovery from ethanol-induced sleep [25]. The 
AA genotype of the single nucleotide polymorphism 10,870 
on the PER 2 gene has been associated with increased al-
cohol consumption in the presence of sleep problems only 
in adolescent males [26]. In a case-control study of subjects 

with alcohol abuse or dependence (N = 512) versus controls 
(N = 511), polymorphism of specific genes including some 
clock genes such as RNTL, ARNTL2, VIP, and ADCYAP1 
was associated with alcohol consumption and alcohol 
abuse. No association of PER2 with alcohol consumption 
or alcohol abuse/dependence was seen in either gender [27]. 
In a study of subjects drinking alcohol (0.5 g/kg) daily for 
7 days, PER2 levels were not affected. In a sample of non-
obese Japanese adult males (N = 29), the following associa-
tions with the clock genes were seen: BMAL1 with alcohol 
consumption; PER2 and serum GGT levels (GGT); CLOCK 
and GGT [28]. Thus, genetic polymorphisns linked to alco-
hol use may also be linked to sleep problems.

Clinical findings

Insomnia and alcohol use among different populations. 
Heavy drinking or binge drinking is defined as the con-
sumption of ≥5 standard alcoholic beverages. This behavior 
has been associated with insomnia symptoms in multiple 
populations, including adolescents, young adults, college 
students, older adults, Veterans, and firefighters.

 (A) Adolescents. The KiGGS cross-sectional survey in 
Germany involving youth between the ages 11–17 
showed that use of alcohol >5 drinks a week was as-
sociated with a twofold increased risk of insomnia 
complaints in both males and females. Moreover, in 
females only, the risk of insomnia complaints was 
exacerbated with high alcohol use (OR: 5.14, 95% 
CI: 2.89–9.13). In women, even low alcohol use 
(0–1 drinks/week) showed an increased risk for in-
somnia complaints (OR: 1.95, 95% CI: 1.42–2.66). 
But, after adjusting for caffeine use, the predictive 
validity of alcohol on insomnia complaints was at-
tenuated, suggesting an over-estimation of alcohol’s 
effect size on insomnia [29]. In other studies among 
adolescents aged 14–20 in Michigan presenting to the 
ED, unhealthy alcohol use and consuming alcohol to 
fall sleep was associated with sleep problems (bivari-
ate correlation of 0.11 and 0.16, respectively) [30]. 
Finally, among adolescents aged 12–21.9, alcohol 
use was associated with worse sleep quality [31].

 (B) College students. Among heavy drinking college stu-
dents in New England. a reduction in weekly alco-
hol drinking was associated with an improvement in 
sleep quality [32].

 (C) Adults. In an epidemiologic investigation, young 
adults, a positive relationship between binge drinking 
and insomnia symptoms was seen. This effect of al-
cohol on sleep increased in magnitude with increased 
frequency of binge drinking [33]. In a nationally 
representative sample of Australian women between 
the ages of 25–30 years, binge drinking was associ-
ated with difficulty sleeping, in a model adjusted for 
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covariates [34]. In the Virginia adult twin studies of 
psychiatric and substance use disorders (N = 7500), 
there was an 18% genetic overlap between insomnia 
and AD (alcohol abuse and dependence) [35]. This 
genetic overlap further suggests that insomnia and al-
cohol misuse are genetically related and share similar 
etiological contributors, supporting the bi-directional 
nature of insomnia and alcohol use.

Although binge drinking has been associated with in-
somnia symptoms in multiple populations, the causality is 
unclear from a multitude of these cross-sectional studies. 
Haario and colleagues recently evaluated the relationship 
between insomnia and alcohol prospectively over 6 years, 
using longitudinal data from the Helsinki Health Study, a 
cohort of 40–60-year-old employees of the City of Helsinki 
(N = 8960) [36]. Their results showed that in adjusted 
models, frequent insomnia symptoms at baseline were 
associated with subsequent heavy drinking (OR = 1.34). 
Conversely, heavy drinking at baseline was associated with 
future insomnia symptoms (OR = 1.48). This study added 
to the evidence of a bi-directional effect of alcohol use and 
insomnia.

 (D) Older Adults. Canham and colleagues evaluated re-
lationship between insomnia and binge drinking 
(≥4 drinks per session) in adults 50 years or older 
in age. Their results demonstrated that older adults 
who binged on two or more days per week had 
64% greater odds of complaining about insomnia 
than non-binge drinkers. The odds of insomnia de-
creased to 35% in those with two or more binge 
drinking days per week as compared to non-binge 
drinkers. However, once smoking was added to the 
model, both these relationships fell just below the 
level of significance [37]. In another study involving 
elderly Chinese respondents (N = 3176), frequent 
drinking (two or more times per week) was asso-
ciated with increased insomnia in men (P = 0.04). 
Conversely, occasional drinking in men was associ-
ated with lower odds of insomnia (OR = 0.59, 95% 
CI = 0.40–0.86) [38].

 (E) Veterans and firefighters. Veterans are at a higher 
risk for insomnia. Among active US Army members 
(N = 4101) before military deployment, alcohol use 
disorder was linked to one and a half fold increased 
risk of insomnia [39]. Cucciare and colleagues also 
demonstrated that binge drinking was linked to sleep-
related complaints involving nightmares and sleep 
continuity disturbances [40]. Among firefighters 
(N = 112), Casey and colleagues demonstrated that 
sleep disturbance was prevalent in 59%, whereas 
binge drinking was prevalent in 59% of respondents 
[41]. It is unclear how many of these firefighters had 
post-traumatic stress disorder, a condition that may 

be linked to a higher prevalence of insomnia in those 
responding to traumatic events in the community.

 (F) Pregnancy—In a study involving Japanese women, 
those drinking during pregnancy were demonstrated 
to have higher odds of difficulty initiating and main-
taining sleep, as well as early morning awakening 
[42].

 (G) Perimenopausal state. Although women in the peri-
menopausal phase of life have been shown to have 
a higher prevalence of insomnia and psychiatric dis-
orders, very little is known about the association of 
insomnia with alcohol consumption in this popula-
tion. In a recent study, Blumel and colleagues evalu-
ated sleep in middle-aged women across 11 Latin 
American countries. They found that 41.7% of peri-
menopausal women reported insomnia on the Athens 
Insomnia Scale. The most prevalent insomnia symp-
tom was an “awakening during the night.” [43].

 (H) Alcohol-dependent individuals. A growing body of 
literature has demonstrated a higher prevalence of in-
somnia or sleep disturbance in alcohol dependent in-
dividuals as compared to those in the community [44].

Insomnia in alcohol dependence

Insomnia in alcohol dependence is estimated to be between 
36% and 91% [24, 45]. Consequences of insomnia in the 
alcohol-dependent population include continued relapse to 
drinking, lower quality of life, and lower sleep duration, 
which if sleep is less than 6 h, is known to have a variety of 
physical and psychosocial health effects. Below are find-
ings related to insomnia from all stages of alcohol depen-
dence—active drinking, withdrawal, early recovery, and 
sustained recovery.

1. Active alcohol dependence. This population is esti-
mated to have insomnia approximately 74% using the 
Insomnia Severity Index and 76% using the Pittsburgh 
Sleep Quality Index (PSQI). The main sleep continuity 
disturbances in active drinkers include increased SOL, 
shorter REM sleep duration, and increased WASO, 
which consequently decreased the TST.

2. Alcohol dependence in acute withdrawal. It is estimated 
that as many as 92% of patients in withdrawal from al-
cohol dependence have sleep disturbance. As alcohol 
withdrawal ends, insomnia may improve in some but 
persists in others [24]. The cause of this heterogeneity is 
currently unclear.

3. Alcohol dependent individuals during early recovery. 
About 65% of alcohol dependent patients report insom-
nia in early recovery, 4–8 weeks after cessation from al-
cohol use. The symptoms consist of greater Sleep Onset 
Latency (SOL), greater Wake After Sleep Onset time 
(WASO), and lower Total Sleep Time (TST) are found 
in alcoholics in early recovery [24].
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4. Alcohol dependence individuals during sustained recov-
ery. We define sustained recovery as abstinence from 
alcohol lasting longer than 3 months. The sleep related 
abnormalities include greater SOL, lower TST, and 
lower Rapid Eye Movement sleep (REM) irregularities. 
SOL is the first to reach normality by around 9 months 
in recovery, whereas sleep fragmentation may persist up 
to 21 months. Napping during the day in alcoholics may 
contribute to this effect, as napping increases WASO 
and decreases TST and SE [24].

Treatments

Does treatment of risky drinking improve insomnia? 
Treatment of drinking does appear to improve sleep in sev-
eral studies. Berman and colleagues evaluated a modified 
version of screening and online personalized feedback in 
633 individuals with problematic drinking. Their results 
demonstrated that 36% of the participants decreased their 
alcohol use during the 12-month period with the interven-
tion. Furthermore, those who decreased their alcohol use 
reported an improvement of their sleep quality, when com-
pared to those who did not decrease their drinking. The 
magnitude of improvement in their sleep demonstrated 
a medium effect size, Hedge’s g = 0.39 [46]. In another 
study of heavy drinking college students in New England 
(N = 42), for both the sleep intervention and control inter-
ventions which involved online self-monitoring treatment, 
there was reduced weekly drinking, reduced alcohol-related 
consequences, and improved sleep quality [32].

Pharmacologic treatments for insomnia in alcohol de-
pendence. The results of medication trials have demon-
strated conflicting results for treatment of insomnia. Some 
of the medications that have been evaluated include, acam-
prosate, agomelatine, ramelteon, and triazolam. Trazodone 
has been shown to improve sleep quality, but it may de-
crease abstinence from alcohol, when compared to placebo. 
Quetiapine demonstrated a short term improvement in in-
somnia when compared to placebo [44].

Behavioral treatments for insomnia and alcohol depen-
dence. Progressive muscle relaxation (PMR) and cognitive 
behavioral therapy for insomnia (CBT-I) are the main be-
havioral interventions evaluated for the treatment of insom-
nia in alcohol dependence. PMR improved sleep in patients 
although it’s effects on alcohol consumption is unknown. 
CBT-I, a treatment modality that primarily involves sleep 
restriction and stimulus control has demonstrated pre-
liminary efficacy in treating insomnia in this population. 
However, the available data shows that it appears that an 
improvement in insomnia may not have any effect in im-
proving abstinence from alcohol use [44].

In summary, the above body of knowledge shows us 
that it appears likely that insomnia has a bidirectional as-
sociation with heavy drinking, such that one disorder may 

lead to the other. Insomnia is also highly prevalent across 
all the stages of alcohol dependence and preliminary data 
has shown that behavioral treatment may be efficacious for 
treating insomnia in the alcohol-dependent population.

CIRCADIAN RHYTHMS AND ALCOHOL USE

Recent studies have demonstrated a relationship between 
alcohol consumption and disrupted circadian sleep-wake 
rhythms. Circadian rhythms are a manifestation of the activity 
of the primary endogenous pacemaker, the suprachiasmatic 
nucleus (SCN) in the hypothalamus. Melatonin serves as a 
link between the circadian clock and the sleep-wake rhythms. 
The onset of melatonin secretion under dim light conditions 
(Dim Light Melatonin Onset (DLMO)) is a commonly used 
marker for evaluating the activity of the circadian pace-
maker, and for assessing the changes in circadian phase, i.e., 
advanced or delayed [47]. This melatonin can be measured 
in blood or saliva samples. The peak of the salivary mela-
tonin curve occurs around 2 AM in middle-aged males [48]. 
Another marker of sleep-wake rhythms is the body tempera-
ture. Core body temperature varies across the circadian pe-
riod (Tb). The nadir of Tb is around 5 AM. Circadian rhythms 
may be “advanced” or “delayed” based on these shifts from 
normal variation, adjusting for an individual’s age.

Chronotype. The term chronotype denotes the propen-
sity of a person to sleep during the time of the day. There 
are three main categories of chronotypes, which are the 
“evening,” “morning,” and the “indeterminate” type. The 
“evening” type (Eveningness) person prefers to go to bed 
later and wake up later and has a greater need for sleep. The 
“evening” chronotype has been associated with psychiatric 
disorders and is commonly seen during adolescence. The 
“morning” type (Morningness) is also referred to as ad-
vanced sleep phase and is diametrically opposite to delayed 
sleep phase on the chronotype spectrum. An individual with 
the “morning” type prefers to go to bed earlier and wakes up 
earlier during the 24-h circadian day. Those in the “indeter-
minate” type do not meet criteria for either the “morning” 
or the “evening” type and constitute about 50% of the popu-
lation. The “morning” and the “evening” types constitute 
about 25% of the population each [49, 50].

Clinical findings on eveningness and alcohol use.  
A growing body of literature has demonstrated that evening-
ness is associated with higher alcohol consumption in ado-
lescents [51–53], young adults, college students [54, 55], 
and adults [56]. A genetic predisposition to eveningness 
may exist, as demonstrated in a study of 1127 twin pairs. 
Among these twins, the “evening” type twins, as compared 
to the “morning” type twins, were more likely to consume 
higher amounts of alcohol and binge drink [57]. However, 
a study involving high school students in Canada failed to 
demonstrate an association between chronotypes and alco-
hol consumption [58].
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Under dim light conditions (that typically occurs at 
night), melatonin is released into the bloodstream. This pre-
liminary beginning of melatonin secretion is called DLMO 
(Dim Light Melatonin Onset). A later start of DLMO has 
been associated with greater severity of substance use prob-
lems in adolescent subjects [59] as well as in adolescents, 
college students, and young adults [11, 31, 60]. However, a 
recent study of adults who were moderate drinkers did not 
demonstrate a circadian phase delay [61].

A preference for a later sleep-wake schedule in adoles-
cents and the societal requirements of an earlier schedule 
may lead to sleep-related complaints and increase the risk 
of substance abuse. A recent study in adolescents demon-
strated that circadian shifts (in the form of greater advances 
in sleep between weekends and weekdays) were associated 
with the decreased reactivity of the medial prefrontal cortex 
and striatum to reward [62]. The reduced responsiveness of 
these areas may play a role in the development of substance 
abuse problems for adolescents.

Clinical findings in shiftwork and alcohol use

The body of knowledge on alcohol’s effect on shift work 
disorder is currently unclear due to the variability of find-
ings. Individuals who work evening shift jobs may have a 
higher risk of phase delay with alcohol use. In a study of 22 
healthy adult volunteers, consumption of 0.5 g/kg of alco-
hol for 7 days delayed the circadian phase in those working 
on the night shift. In contrast, workers on the daytime shift 
failed to demonstrate a phase delay [63]. In another study 
evaluating shift workers in four industries (printing, postal, 
nursing, oil), long, rotating shifts were associated with an 
increased risk of binge drinking, but not an overall increase 
in alcohol consumption [64]. Thus, emerging trends suggest 
that workers on the night shift are uniquely vulnerable to 
circadian phase delay as well as risky drinking pattern [64].

Chronopharmacokinetic studies

The bioavailability and metabolism of alcohol may be higher 
in the morning as compared to later in the day [65]. Alcohol 
consumption may also dampen circadian rhythms in healthy 
young adults. In one study, alcohol consumption led to an 
initial decrease in core body temperature (Tb) followed by 
an increase during the circadian nadir and an overall blunt-
ing of the diurnal temperature rhythm [66]. Similarly, in an-
other study, moderate alcohol consumption in young adults 
(with a breath alcohol level of 0.05 g%) decreased salivary 
melatonin levels, a measure of circadian activity [67].

Alcohol dependent individuals

Circadian disruption has been seen in alcohol-dependent in-
dividuals. Individuals recovering from alcohol  dependence 

showed a delayed evening rise of melatonin, and lower mela-
tonin levels during the earlier part of the night, in addition to 
an increased sleep latency [68]. In another study, individuals 
with alcohol dependence had a slower rate of rising melato-
nin and lower maximum amplitude of endogenous melatonin 
secretion [69]. This blunting of the circadian rhythm with al-
cohol use may be one reason why patients with pathological 
alcohol use may complain of difficulty falling asleep.

In conclusion, there is a growing body of literature dem-
onstrating a bi-directional link between alcohol use and 
circadian rhythms. Among the different work shifts, night 
shifts may uniquely increase the risk of sleep and alcohol 
use-related problems. Alcohol use blunt circadian rhythms 
and may be linked to complaints of insomnia in alcohol-
dependent individuals.

ALCOHOL AND SLEEP DURATION 
ABNORMALITIES

Sleep duration has been defined as “the total amount of 
sleep obtained, either during the nocturnal sleep episode or 
across the 24-hour period” [70]. The recommended range 
of sleep duration to support optimal health in adults is 7–9 h 
[71]. Abnormalities of sleep duration have generally been 
categorized into short sleep duration (<6 h a night) and long 
sleep duration (≥9 h a night).

Short and long sleep duration. The estimated preva-
lence of short sleep duration in the general community 
varies from 9.3% to 40% [72, 73]. In adults, it has been 
linked to an increased risk of mortality, physical inju-
ries, cardio-metabolic and psychiatric problems and sui-
cide [74]. In contrast to short sleep duration, very little is 
known about long sleep duration, although some studies 
have linked it to cardiovascular diseases, anxiety, and de-
pressive disorder [75–77].

Short sleep duration and alcohol consumption. Some 
prior epidemiologic studies have demonstrated an associa-
tion between drinking and short sleep duration. In a sur-
vey of respondents in the Oxfordshire area in the United 
Kingdom [78], an inverse relationship was demonstrated 
between alcohol consumption and sleep duration, espe-
cially in the male respondents. In another survey involving 
21–25-year-old males (N = 955), those who complained of 
short sleep duration (<6 h a day) had the highest number of 
alcohol-related problems (missed school/work and black-
outs) in contrast to those with long sleep duration [79]. 
Moreover, they also had a higher proportion of parents who 
sought psychiatric help, as compared to those with normal 
sleep duration. A recent study evaluated the drinking pat-
terns and sleep duration of healthy adults in the Quebec 
Family Study Quebec metropolitan area of Canada [80]. 
The results demonstrated that short sleepers (<6 h a night) 
consumed more alcohol than those with normal and long 
sleep duration. In models adjusted for covariates, men and 
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women reporting short sleep duration had a higher risk of 
risky drinking through the week. Respondents of either sex 
reporting short sleep duration were more likely to consume 
alcohol on a daily basis.

Long sleep duration and alcohol. In the above- 
mentioned study of young adults, long sleepers (>9 h per 
day) reported a later mean age of onset of drinking and 
fewer number of drinking days per month, when compared 
to those with short sleep duration and normal sleep duration 
(7–8 h a night). They were concerned about the effects of 
alcohol and were considering abstinence. A large epidemio-
logic study evaluated the relationship between sleep dura-
tion and alcohol consumption in 110,441 Americans [81]. 
Their results demonstrated that increased alcohol consump-
tion through the week was associated with increased risk for 
abnormal sleep duration. For both short (≤6 h a night) and 
long sleep duration (≥9 h), the lowest risk was for individu-
als who consumed 6–12 drinks a week.

Clinical findings in adolescents and young adults. 
Abnormalities in sleep duration have also been reported in 
actively drinking adolescents and college students. In one 
study involving preadolescent boys, insufficient sleep dura-
tion was linked to a higher risk of subsequent alcohol use 
as adults [6]. In another study of adolescent students, lon-
ger duration of sleep was linked to a lower risk of heavy 
drinking [81a]. A similar trend was seen in college stu-
dents where inadequate sleep was correlated with stronger 
alcohol-related consequences [82]. In contrast to the above 
findings, two studies failed to demonstrate an association 
between alcohol use and sleep duration, one in adolescents 
and young adults [31] and the other in college students [11].

In summary, increased alcohol consumption, especially 
heavy drinking and alcohol use disorder (or alcohol depen-
dence) is associated with abnormalities of sleep duration, 
especially short sleep duration. Future studies should evalu-
ate the relationship between alcohol consumption and long 
sleep duration, and how insomnia interacts with short sleep 
duration in the context of heavier alcohol use.

BREATHING RELATED SLEEP DISORDERS 
AND ALCOHOL USE

Breathing related sleep events. Breathing related sleep 
events consist of snoring, apneas, and hypopneas. Snoring 
results from a mismatch between an increased airflow and a 
reduced upper airway tone. Apneas are defined as a complete 
cessation of airflow for 10 or more seconds. Hypopneas are 
considered as a partial airflow obstruction that is 30% or 
greater (for 10 or more seconds), and are associated with a 
decrease in arterial oxygen desaturation that is at least 4% 
in magnitude or an arousal (for 10 or more seconds) [83].

Breathing related sleep disorders. Breathing related 
sleep disorders are broadly classified into obstructive sleep 
apnea syndrome and central sleep apnea syndromes, with 

the main difference between them being the presence of re-
spiratory effort in the former and absence in the latter. Both 
these conditions are diagnosed with either an in-laboratory 
polysomnography (PSG) or home sleep testing (HST) using 
a portable monitor.

The ICSD-3 recommends a diagnosis of obstructive 
sleep apnea syndrome (OSA) based solely on overnight 
sleep study measures or a combination of symptoms and 
findings on a sleep study. Subjective information suggestive 
of OSA includes, a history of habitual snoring, waking up 
with breath holding/gasping/choking, complains of sleepi-
ness/fatigue/insomnia, and a prior diagnosis of cardiovas-
cular disease or diabetes or mood disorder or cognitive 
dysfunction. To diagnose OSA, one or more of these above-
mentioned criteria is required along with PSG/HST testing 
demonstrating at least five respiratory events/hour of sleep 
that are predominantly obstructive in nature. Alternately, 
OSA may be diagnosed with the presence of ≥15 obstruc-
tive respiratory events per hour of sleep on PSG/HST test-
ing [5]. A similar criterion is used for central sleep apnea 
syndrome, although the respiratory events here are predom-
inantly central sleep events and consist of episodes consist-
ing of complete cessation of airflow and breathing effort for 
10 or more seconds.

Effect of alcohol use on breathing during sleep. 
Alcohol can impair normal breathing during sleep by one 
of two possible mechanisms: first, it can impair the normal 
arousal response to airway occlusion [84]; second, it can 
relax a muscle at the base of the tongue (the genioglossus 
muscle). This relaxation leads to an increased resistance 
in the upper airway [85]. This increased resistance in the 
upper airway may lead to an induction of snoring in some 
healthy adults and aggravation of snoring in habitual snor-
ers [86–88]. In addition to snoring, moderate alcohol con-
sumption has been demonstrated to aggravate respiratory 
events with or without a drop in the arterial oxygen satura-
tion levels [86, 87, 89, 90], especially within the first 2–3 h 
of sleep [86, 87]. However, one study did not demonstrate 
this association between alcohol use and increased sleep 
related breathing events in the laboratory [91]. A recent 
meta-analysis of 14 studies examined the effect of alcohol 
on breathing parameters in sleep replicated some of these 
findings. The authors demonstrated that when compared 
to placebo, alcohol increased the apnea hypopnea index 
(breathing related sleep events) and led to a reduction in 
the oxyhemoglobin saturation in the blood. Furthermore, 
these differences were greater in those with a history of ha-
bitual snoring and those who were already diagnosed with 
obstructive sleep apnea [92].

Obstructive sleep apnea has also been linked to alcohol 
dependence in prior studies. Alcohol dependent individu-
als have been demonstrated to have more breathing related 
sleep events, as compared to healthy controls, during early 
withdrawal from alcohol [93]. Treatment-seeking alcohol 
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dependent patients may have a higher prevalence of ob-
structive sleep apnea as compared to control subjects [94]. 
Whereas airway obstruction has a normal arousal response, 
alcohol use disrupts this response. The consequences in-
clude exacerbation of snoring and sleep fragmentation. In 
one study, there was an 18% difference in sleep disordered 
breathing between the alcohol dependent group and control 
group [24]. Thus, the prevalence of breathing-related sleep 
events may be higher in alcohol dependent individuals.

SUMMARY

Alcohol consumption is linked to breathing related sleep 
disorders. It may aggravate snoring and increase the respira-
tory events during sleep, especially those with pre-existing 
snoring and obstructive sleep apnea. These relationships 
may be important in middle-aged subjects with alcohol 
dependence, a population with a higher prevalence of 
 breathing-related sleep events.

Finally, to the best of our knowledge, there are no stud-
ies that have evaluated the effects of alcohol on central sleep 
apnea or mixed apnea (in those with or without AD) or have 
evaluated the longitudinal trends in breathing-related sleep 
indices when subjects transition from heavy drinking to 
sustained recovery. In the absence of data on treatment for 
OSA in AD, current treatments include recommendations 
to avoid or minimize alcohol use, weight loss in overweight 
patients, treatment with a mandibular device (for mild 
OSA) or with a positive airway pressure device, or upper 
airway surgery.

ALCOHOL AND SLEEP-RELATED 
MOVEMENT DISORDERS

These disorders primarily involve abnormal movements 
of the limbs and consists of restless leg syndrome (RLS) 
and periodic leg movement disorder (PLMD). The abnor-
mal limb movements interfere with falling asleep or staying 
asleep through the night. It is for this reason that some in-
dividuals with these disorders may complain of sleep initia-
tion or sleep maintenance insomnia and may use alcohol to 
self-medicate their problems, although very little is known 
about the relationship between these sleep problems and 
alcohol consumption. Other conditions in this category of 
sleep disorders include sleep-related bruxism, sleep-related 
leg cramps, and sleep-related rhythmic movement disorder.

Restless leg syndrome. RLS is a condition that predomi-
nantly occurs in the evening or at night-time. In this con-
dition, the individual complains of an uncomfortable and 
unpleasant sensation in the legs that begin or worsens dur-
ing rest or inactivity. The person attempts activities such as 
walking or stretching to suppress these unpleasant sensa-
tions, and in trying to do so, they are unable to fall asleep 
within a reasonable time frame.

There is limited data linking alcohol consumption to 
RLS. In one study, alcohol consumption increased the risk 
for symptoms of RLS by 1.5 times [42] and another study 
demonstrated a lower risk of RLS symptoms with alcohol 
consumption of one drink a month or less, as compared to 
higher drinking levels [95]. However, two other studies have 
reported a protective effect of alcohol consumption against 
RLS symptoms [96, 97]. To further complicate this relation-
ship, two studies failed to demonstrate a link between alco-
hol use and RLS symptoms [98, 99]. These findings show 
that the association between RLS and alcohol consumption 
requires more study.

Periodic limb movement disorders. PLMD is diagnosed 
using polysomnography employing a criterion of >15 limb 
movements per hour of sleep in adults, that are mostly in the 
lower extremities. In this condition, the patient may present 
to the clinic with sleep disturbance and resultant impair-
ment of functioning, which are not explained by another 
sleep, medical, neurologic or psychiatric disorder [5].

Alcohol consumption has been associated with an in-
creased risk of having periodic limb movements (PLMs) 
during sleep. Aldrich and colleagues evaluated the effect 
of alcohol consumption on periodic limb movements dur-
ing sleep using overnight sleep studies [100]. They dem-
onstrated that in women, consumption of two or more 
alcoholic beverages was linked to a higher index of limb 
movements during sleep, as compared to the use of fewer 
than two drinks per day. They observed a similar trend in 
men, but the results in men did not reach statistical sig-
nificance. Among those with alcohol dependence, alcohol 
use has been linked to periodic limb movement disorder. 
Alcohol-dependent individuals during early recovery were 
seen to have a higher index of periodic limb movements 
as compared to healthy control subjects, especially those 
who were older in age [101]. In another study, recovering 
 alcohol-dependent individuals with a higher PLM index 
have an increased risk of relapse to drinking than those in 
sustained recovery from alcohol use [102].

Treatments for RLS and PLMD have been traditionally 
included dopaminergic medications such as pramipexole 
and ropinirole, as well as gabapentin [103]. Interestingly, 
magnesium may be beneficial for some alcohol-dependent 
patients with PLMD during early recovery [104].

Sleep-related bruxism consists of frequent or regular tooth 
grinding sounds during sleep that may lead to abnormal tooth 
wear, jaw pain, and headaches. Alcohol consumption has been 
associated with self-reported complaints of bruxism [105, 106]  
and with objective activity of the jaw muscles during sleep 
[107]. The relationship between alcohol use and Sleep-related 
leg cramps and Sleep-related rhythmic movement disorder is 
unknown due to the lack of research at this interface.

In summary, alcohol consumption has been shown to be 
associated with a higher risk of having periodic limb move-
ment disorder and possibly sleep-related bruxism, but more 
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research is needed to demonstrate how alcohol consump-
tion and restless leg syndrome are linked.

PARASOMNIAS AND ALCOHOL USE

Parasomnias are defined as “undesirable physical events 
or experiences that occur during entry into sleep, within 
sleep, or during arousal from sleep” [5] resulting in dis-
turbed sleep and include, sleepwalking, sleep terrors, and 
sleep-disordered breathing that occurs during sleep. These 
disorders can result in psychosocial problems and place the 
person at risk of injury. Parasomnias may occur during non-
REM (non-rapid eye movement) or REM (rapid eye move-
ment) sleep, or during transitions to and from sleep.

NREM-related parasomnias in adults primarily in-
clude sleepwalking and sleep-related eating disorder. 
Sleepwalking episodes involve getting out of bed and in-
volvement in movements that are usually non-goal di-
rected and may be complex in nature. Sleep-related eating 
disorder involves recurrent episodes of dysfunctional eat-
ing which may include eating inappropriate items such 
as inedible and/or toxic items. In the process of pursuing 
these activities or its consequences, the person may place 
them at risk of harm. The association of alcohol with these 
NREM-related parasomnias is unclear at this current time. 
REM-related parasomnias mainly include REM behavioral 
disorder. REM sleep behavior disorder (RBD) involves 
repeated vocalization and/or complex motor behaviors in 
sleep and occur during REM sleep. RBD may include the 
person acting out his/her dreams. This condition is usu-
ally chronic in nature. However, an acute form of RBD has 
been reported during acute withdrawal from alcohol and 
sedative-hypnotic agents and may occur during times of ag-
gravated REM sleep rebound states, which is defined as a 
longer and more pronounced REM sleep due to previous 
REM deprivation possibly linked to alcohol use [5].

Specific studies evaluating the association of alcohol use 
with parasomnias is lacking in the current body of knowl-
edge. In a study conducted by Aldrich and colleagues, pa-
rasomnias were reported by 3% of men and 5% of women 
who consumed <2 alcoholic drinks per day. This contrasts 
with 2% of women who consumed ≥2 alcoholic drinks per 
day [100], which suggests that greater alcohol use may be 
linked to a lower risk for parasomnia. It is unclear which 
specific sub-types of parasomnias were reported. We ac-
knowledge the ongoing debate about slow wave sleep, alco-
hol use, and parasomnias [108, 109] and the need for future 
studies, including spectral analysis scoring of PSGs to dis-
criminate sleepwalkers and controls [110].

No specific guidelines exist for the treatment of para-
somnias, except for REM behavior disorder, where low 
dose clonazepam or high dose of melatonin has been seen to 
be beneficial. A general recommendation is to avoid alcohol 
consumption in those at risk.

OTHER SLEEP-RELATED ISSUES 
ASSOCIATED WITH ALCOHOL USE

It is well known that alcohol use during pregnancy has 
many deleterious effects on the infant, and its impact on 
sleep is not surprising. Habitual use of alcohol by mothers 
may have implications in the sleep of their children. Infants 
born to mothers with a history of binge-drinking or alco-
holism, as compared to abstinent mothers, demonstrated an 
increased power of their EEG in REM sleep and NREM 
sleep. Mothers who indulged in binge drinking during the 
first 6 weeks of pregnancy rather than just heavy drinking 
had a five-times higher risk of having infants with sleep 
problems [111]. An increased frequency of binge drinking 
during the first 6 weeks of pregnancy was linked to a six-
fold higher risk of the infant subsequently developing sleep-
related problems [112].

In adults, some studies have evaluated the effect of alco-
hol on napping and narcolepsy. Napping is defined as a bout 
of sleep lasting from several minutes to several hours during 
an individual’s waking period [113]. Social drinking may 
be correlated with fewer daytime naps [114]. In addition 
to napping, a study demonstrated that alcohol consumption 
might be related to a diagnosis of narcolepsy. In this study, 
moderate alcohol use was linked to a higher probability 
of having narcolepsy, in contrast to heavy drinking with a 
lower likelihood of having narcolepsy [115].

In summary, risky alcohol use in the mother may in-
crease the risk of the infants subsequently developing sleep-
related problems. Patients with narcolepsy may be protected 
against risky alcohol use, and this effect may be due to the 
destruction of the orexinergic neurons in the hypothalamus 
that mediate appetite and sleep drives.

DISCUSSION

As seen above, a growing body of literature is showing 
us that alcohol use, especially use that may be considered 
heavy, has a deleterious effect on the sleep of the individual. 
In this chapter, we have shown that insomnia is the most 
studied sleep disorder in the context of alcohol use. This 
relationship between alcohol use and insomnia is bidirec-
tional as data from multiple sources has demonstrated that 
one persisting disorder (insomnia or pathological drinking) 
may lead to the other in the future. This bidirectional rela-
tionship has direct implications related to the clinical care 
of patients in clinics which are proving the treatment of pa-
tients with sleep disorders and addictive disorders, as well 
as for patients in primary care clinics.

In addition to sleep continuity disorder, alcohol con-
sumption has been linked to circadian rhythm sleep disor-
ders, sleep duration irregularities, breathing-related sleep 
disorders, sleep-related movement disorders, parasomnias, 
and other sleep-related issues. A lesser-known health issue 
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is maternal use during pregnancy and its correlation with an 
increased risk of the infant developing sleep disturbance. 
Future studies should rigorously evaluate the effect of ex-
posure to alcohol on parasomnia, sleep-related movement 
disorders, and the impact on the sleep-wake rhythms in neo-
nates and infants.
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INTRODUCTION

Despite declines in adult cigarette smoking prevalence dur-
ing the past 50 years, cigarette smoking remains the lead-
ing cause of preventable death and disability in the United 
States. Data show that cigarette smoking and secondhand 
smoke exposure are accountable for at least 443,000 prema-
ture deaths and up to $289 billion in direct health care ex-
penditures and productivity losses each year [1]. Mortality 
associated with continued tobacco use is well-documented: 
33% of cardiovascular and metabolic diseases, 32% of all 
cancers (including 87% of lung cancer), and 62% of pul-
monary and respiratory diseases are attributable to cigarette 
smoking [2]. In spite of these adverse health effects, 15.1% 
of adults in the United States (~36.5 million people) are 
current smokers, with rates of 33%–48% reported among 
demographic subgroups including those who are uninsured, 
low-income, and low-education [3]. Data also show that 
adults with a mental health disorder (e.g., anxiety disorder) 
are twice as likely to smoke than those in the general popu-
lation [4]. Thus, smoking cessation remains a public health 
priority.

Current FDA-approved treatments for nicotine de-
pendence, including nicotine replacement therapies (e.g., 
nicotine patch, spray, gum, lozenge) and non-nicotinic 
treatments (e.g., bupropion, varenicline) are sub-optimally 
effective. Whereas these treatments do double the odds of 
6-month abstinence compared to placebo, less than one 
quarter remain abstinent [5]. Healthy People 2020 has set 
the national goal of a 12% smoking prevalence rate for all 
demographic groups; achieving this goal will require the de-
velopment of more effective treatments for smoking cessa-
tion, as well as strategies to optimize current treatments [6].  

As a common biologic function that plays a central role 
in metabolic regulation, emotion regulation, performance, 
memory consolidation, brain recuperation processes, and 
learning, sleep may be such an intervention target that could 
optimize nicotine dependence treatment response. For 
 example, insomnia (difficulty falling and/or staying asleep) 
is a clinically-recognized nicotine withdrawal symptom [7] 
that is not addressed in the clinical guidelines for nicotine 
dependence treatment [5]. On this basis, this chapter will 
first provide an overview of the epidemiology of cigarette 
smoking, followed by a review of the differences in sleep 
quality metrics in smokers versus non-smokers. Next, a re-
view of the effects of smoking abstinence on sleep qual-
ity and a brief overview of the possible mechanisms that 
may link sleep with smoking cessation outcomes will be 
provided. Following this, a review of evidence-based treat-
ments for sleep disturbances will be considered with the 
goal of identifying sleep therapies that could be used in 
the context of smoking cessation. Last, future research di-
rections needed to validate the extent to which poor sleep 
quality may be a viable target with which to optimize re-
sponse to standard nicotine dependence treatment, will be 
considered.

EPIDEMIOLOGY OF CIGARETTE SMOKING

Between 1965 and 2014, the United States adult smoking 
rate dropped from >42% to about 17% [8]. This monumen-
tal public health achievement was driven by several initia-
tives including enhanced public education about the adverse 
health effects of smoking, the development of efficacious 
behavioral treatments and medications, and enhanced public 
health policies (e.g., clean indoor air laws, cigarette taxes). 
However, this success appears to have plateaued—approxi-
mately one in six adults (15.1%) are current smokers, and 
these rates climb to about one in two (48%) in high-risk 
groups (i.e., low-income, low-education, non-Caucasian) 
[3,9]. Because of these socioeconomic  factors, culture, 
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 policies, and lack of proper healthcare, there are growing 
health disparities with respect to the impact of tobacco use 
among those living in rural areas compared to those living in 
urban and metropolitan areas [10]. Indeed, smoking preva-
lence varies widely depending on geographic region within 
the United States with prevalence rates of 25.4%, 24.2%, 
21.3%, and 18.0% in the Midwest, South, Northeast, and 
West regions, respectively [11].

Despite increased awareness of the adverse health con-
sequences, cigarette smoking remains the leading cause of 
preventable disease and death in the United States and ac-
counts for 1 out of every 5 deaths [12, 13]. Cigarette smok-
ing causes 9 out of 10 lung cancers, and increases the risk of 
other cancers, cardiovascular disease, lung disease, and in-
fectious diseases [14]. In the context of cardiovascular dis-
eases (CVDs), smokers are twice as likely to have a sudden 
cardiac death [15], seven times more likely to develop pe-
ripheral arterial disease [16], and more than twice as likely 
to have a stroke [17, 18] than non-smokers. Moreover, to-
bacco use costs $170 billion in direct medical costs each 
year [1] representing a significant public health burden.

The increasing availability of effective treatments for nic-
otine dependence has contributed to the substantial decline 
in smoking rates. Currently, there are three FDA-approved 
medications for nicotine dependence: nicotine replacement 
therapy (NRT), which includes transdermal nicotine (TN), 
nasal spray, gum, and lozenges; bupropion; and varenicline. 
Use of these treatments significantly increase the likelihood 
that a quit attempt will be successful, versus no medication 
[19]. These medications are safe, with little evidence that se-
rious adverse events are associated with their use [19, 20], 
even among smokers with psychiatric [21] or medical [22] 
comorbidities. With respect to behavioral interventions, 
quit rates are generally low, ranging from 7% to 13% [23]. 
While recent studies suggest that novel behavioral interven-
tions such as mindfulness treatments [24] or acceptance and 
commitment therapy [25] have received initial support, the 
majority of interventions are based on standard cognitive-
behavioral and social support models [26, 27]. Despite the 
availability of these treatments and the fact that most smokers 
want to quit [28], 75%–90% of smokers are unable to sustain 
long-term abstinence [29–31]. In order to achieve further re-
ductions in population smoking rates, new strategies or be-
havioral targets are necessary to optimize current treatments. 
Sleep health may be such a behavioral target [32].

SLEEP CONTINUITY AND ARCHITECTURE 
IN SMOKERS VERSUS NON-SMOKERS

Overview of sleep continuity and 
architecture

Sleep is quantified by metrics of sleep continuity and sleep 
architecture. Sleep continuity refers to the timeline of when 

an individual is asleep, compared to the time when they are 
intending to sleep. For example, key metrics within sleep 
continuity include the timing of sleep, the total amount 
of time spent in bed (time in bed, or TIB), sleep latency 
(time to fall asleep, or SL), number of awakenings, total 
time awake after sleep onset (also referred to as “wake after 
sleep onset” or WASO), time of final awakening, total sleep 
time (computed as TST = TIB—SL—WASO), and sleep ef-
ficiency (the proportion of time spent in bed actually asleep, 
computed as [TST/TIB]*100) [33].

Sleep architecture represents the cyclical pattern of 
sleep as it shifts among the various sleep stages, including 
non-rapid eye movement (NREM) and rapid eye movement 
(REM) sleep. Polysomnography (PSG) provides objective 
assessment of different sleep stages; the temporal and per-
centage of time in each of these stages are key markers of 
individual sleep quality. Briefly, the three NREM stages 
(N1, N2, N3) roughly parallel a depth-of-sleep continuum, 
with arousal thresholds generally lowest in N1 and highest 
in N3 sleep. N1 and N2 sleep stages are associated with 
minimal or fragmentary neuronal activity. REM sleep is 
characterized by heart rate, breathing rate and brain wave 
activity that is similar to waking levels, compared to other 
stages of sleep [34]. REM sleep (as with N3) is important 
for cognitive tasks such as memory consolidation and in-
formation processing; dreaming predominantly occurs dur-
ing REM sleep [35]. Throughout the sleep period, adults 
will cycle between stages of NREM and REM, spending 
75%–80% of sleep time in NREM and the remainder in 
REM sleep [34].

Self-reported perceptions regarding sleep are also valu-
able metrics. Sleep disruptive events (i.e., sleep walking, 
night terrors) and daytime sleepiness or dysfunction (i.e., 
sleepiness, lack of energy, drowsiness that may prevent the 
completion of daytime tasks) are commonly measured char-
acteristics of sleep [36]. A growing body of literature has 
compared these and other sleep variables in smokers and 
non-smokers; a review of this work is provided below and 
summarized in Table 22.1.

Sleep architecture in smokers versus 
non-smokers

Five studies were found that used polysomnography to 
examine sleep architecture in smokers and non-smokers 
(Table 22.1) [37–39, 46, 47]. Three of the five studies found 
that, compared to non-smokers, smokers had a significantly 
higher percentage of time in N1. For example, Zang and 
colleagues found that among 779 smokers and 2916 never-
smokers, current smokers accrued 24% more N1 sleep 
[46]; this would indicate shallower, more disturbed sleep. 
In another study of women (N = 63 smokers and N = 323 
non-smokers) the mean time in minutes in N1 was 31 for 
smokers and 21 for non-smokers [47]. Similarly, smokers 
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TABLE 22.1 Objective and subjective sleep metrics in smokers vs non-smokers.

Study Study design
N, smokers/ 
non-smokers Sleep metrics Findings Comments

Zang  
et al. [46]

Multicenter, 
longitudinal study; 
baseline PSG data

N = 779/2916 Sleep architecture  
(% time spent in each 
stage)

N1: smokers > non-smokers
N2: smokers > non-smokers
N3: smokers < non-smokers

 

Sleep onset latency Smokers > non-smokers  

Total sleep time Smokers < non-smokers  

Sleep efficiency Smokers < non-smokers  

Sahlin  
et al. [47]

Population-based 
study; PSG

N = 63/323 Sleep onset latency Smokers > non-smokers  

Sleep architecture N1: smokers > non-smokers  

Wake after sleep onset Smokers < non-smokers  

Jaehne  
et al. [37]

Observational PSG 
study

N = 44/44 REM density Smokers > non-smokers  

Sleep period time Smokers < non-smokers Time between 
sleep onset and 
final awakening

Sleep onset latency Smokers > non-smokers  

Subjective sleep rating Smokers > non-smokers Measured via 
PSQI; higher 
scores indicate 
more sleep 
problems

Soldatos  
et al. [38]

PSG laboratory 
study

N = 50/50 Sleep onset latency Smokers > non-smokers  

Total time awake Smokers > non-smokers  

Redline  
et al. [39]

Prospective cohort 
study; PSG

N = 259/1256 Sleep architecture (% 
time spent in each stage)

N1: smokers > non-smokers
N2: smokers > non-smokers
N3: smokers < non-smokers

 

Cohrs  
et al. [40]

Population-based, 
case-control

N = 1243/1071 Subjective sleep rating Smokers > non-smokers Measured via 
PSQI; higher 
scores indicate 
more sleep 
problems

Branstetter 
et al. [41]

NHANES 
Population-based 
survey

N = 2015/5752 Sleep duration Smokers < non-smokers  

Sleep onset latency Smokers > non-smokers  

Early awakening Smokers > non-smokers  

Nighttime awakening Smokers > non-smokers  

Phillips 
et al. [48]

Self-report survey N = 77/308 Daytime sleepiness Smokers > non-smokers  

Difficulty falling asleep Smokers > non-smokers  

Difficulty staying asleep Smokers > non-smokers  

McNamara 
et al. [42]

NHANES 
population-based 
survey

N = 1023/2294 Difficulty falling asleep Smokers > non-smokers  

Difficulty staying asleep Smokers > non-smokers  

Early awakening Smokers > non-smokers  

Total sleep time Smokers < non-smokers  

Sleep onset latency Smokers > non-smokers  

Continued
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in these studies were reported to have a significantly higher 
percentage of N2 sleep, but significantly lower percentage 
of N3 sleep [39, 46]. Jaehne and colleagues reported that in 
a laboratory-conducted PSG assessment of 44 smokers and 
44 matched non-smokers, smokers reported a higher REM 
density than their counterparts [37]. Collectively, this small 
body of work suggests that smokers may spend less time in 
deeper, more restful sleep-states than non-smokers.

Sleep continuity in smokers versus 
non-smokers

In terms of sleep onset latency, there is consensus across 
PSG verified studies that smokers (vs non-smokers) have 
a longer sleep onset latency [37–39, 46, 47], shorter sleep 
duration [37, 46], and later sleep timing [43]. PSG verified 
sleep onset latency has been reported to range from 5.4 to 
24.9 min [37, 38, 46, 47] minutes longer in current ver-
sus non-smokers. Mean total sleep time/duration has also 
been found to differ between smokers and non-smokers, 
with smokers having shorter sleep. In one study, smokers 
reported 13.3 fewer minutes of total sleep time [37] and 

14.0 min in another study [46]. Overall, smokers recorded 
significantly more time awake after sleep onset [38].

Findings from these PSG studies showing longer 
sleep onset latency and shorter duration in smokers ver-
sus non-smokers are consistent with the self-report litera-
ture. Using data from the National Health and Nutrition 
Examination study, Branstetter and colleagues found that 
current smokers took almost 25.9 (SD = 21.3) minutes 
to fall asleep compared to 21.5 (SD = 19.5) minutes in 
former smokers, and 22.1 (SD = 19.3) minutes in never 
smokers [41]. Other studies have found self-reported 
sleep latency to be significantly longer in smokers than 
non-smokers [40, 42, 48].

In terms of differences in sleep duration and sleep tim-
ing, smokers report shorter sleep duration, and later sleep 
timing than non-smokers. For example, population level 
data from the National Health and Nutrition Examination 
Survey showed that mean sleep duration in smokers is 6.6 
versus 6.9 h in non/never smokers [41]. While data from 
the United Kingdom Biobank showed that in a sample of 
34,401 smokers, 30.8% reported short sleep (≤6 h), and 
9.3% reported long sleep (≥9 h) duration [43]. Several 

Study Study design
N, smokers/ 
non-smokers Sleep metrics Findings Comments

Patterson  
et al. [43]

UK Biobank 
prospective cohort 
study; self-report

N = 34,401/ 
405,212

Sleep Duration Smokers < non-smokers Smokers were 
also more likely 
to be long 
sleepers (≥9 h)

Late chronotype Smokers > non-smokers

Riedel  
et al. [49]

Epidemiological 
survey; 2 weeks 
sleep diaries

N = 62/606 Self-reported Insomnia Smokers > non-smokers Findings for 
light smokers 
(<15 cigarettes 
per day); no 
significant 
findings 
between heavier 
smokers and 
non-smokers 
were found

Time in bed Smokers < non-smokers

Total sleep time Smokers < non-smokers

Grandner 
et al. [44]

2009 behavioral risk 
factor surveillance 
system (BRFSS)

N = 57,631/ 
184,234

Perceived insufficient 
sleep

Smokers > non-smokers Sample includes 
daily and 
occasional 
smokers

Hayley  
et al. [45]

2012–2013 
National 
epidemiologic 
survey on alcohol 
and related 
conditions 
(NESARC-III)

N = 7265/ 
28,912

Subjective sleep 
disturbance (difficulty 
falling/staying asleep)

smokers > non-smokers DSM-5 
diagnosis of 
tobacco use 
disorder in the 
past yearSleep duration Smokers < non-smokers

Note: For the purpose of this table, “non-smoker” refers to “never smokers” (i.e., smoked fewer than 100 cigarettes lifetime). For the purpose of this table, we  
focused on sleep metrics that differed between smokers and non-smokers. Readers are referred to the original articles for additional measures. PSQI = Pittsburgh 
Sleep Quality Index.

TABLE 22.1 Objective and subjective sleep metrics in smokers vs non-smokers.—cont’d
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other studies found self-reported sleep duration to be 
 significantly shorter in adult smokers than non-smokers 
[42, 45], with one study showing significance for light 
smokers (<15 cigarettes per day) versus non-smokers, 
only [49]. Using data from N = 323,047 adult respondents 
of the 2009 Behavioral Risk Factor Surveillance System, 
Grandner and colleagues found that self-reported insuffi-
cient sleep was highest among daily current smokers and 
lowest among those who never smoked [44]. In terms of 
sleep timing, data from a national sample of adults showed 
that current smokers had a more than twofold greater odds 
of having an  evening versus intermediate timing prefer-
ence [43], as well as a 40% greater odds of waking up too 
early [42].

When the relationship between smoking status and 
sleep efficiency is considered, two of the five studies that 
used PSG assessment reported differences. Jaehne and col-
leagues found that smokers had poorer sleep efficiency 
that was not significantly different from non-smoker levels 
(87.08% vs 89.84%, respectively) [37], whereas Redline 
and colleagues report that sleep efficiency was significantly 
lower in smokers than non-smokers [39].

Together, these objective assessments of sleep continuity 
markers indicate that smokers have poorer sleep continuity 
than non-smokers as suggested by longer sleep latency and 
shorter sleep duration. Lower sleep efficiency was indicated 
by some, but not all studies reviewed.

Sleep fragmentation in smokers versus 
non-smokers

One PSG study of smokers and non-smokers observed 
that smokers had significantly more disruptive events 
such as general leg movements and a higher leg move-
ment index as compared to non-smokers [37]. In one 
of the more comprehensive studies from the self-report 
literature examining the relationship between sleep and 
smoking status, a global disturbed sleep quality index was 
found to be significantly more prevalent in smokers ver-
sus non-smokers (28.1% vs 19.1%) [40]. Other data show 
only male smokers to have significantly greater preva-
lence of nightmares and disturbing dreams as compared 
to non-smokers [50].

Among smokers, nocturnal awakenings to smoke are 
common, reported in 19%–51% of smokers [51–53]. One 
study showed that among night smokers, night smoking 
occurred on one-in-four nights (26%) and averaged two 
episodes per night [52]. Epidemiological evidence also sug-
gests that current nicotine dependence is also associated 
with greater subjective sleep disturbance [45]. Night-time 
smokers are more nicotine dependent [51, 52] and, fol-
lowing a cessation attempt, are more likely to relapse [52]. 
These studies indicate that smokers may be vulnerable to 
sleep fragmentation and disruptive events.

Daytime sleepiness in smokers versus 
non-smokers

Across several longitudinal and cross-sectional studies, 
smokers are more likely to report daytime sleepiness than 
non-smokers. In one longitudinal, observational study of 
3516 adults, excessive daytime sleepiness was related to 
current smoking in females and not males [50]. In a study 
that used self-report NHANES data to examine sleep charac-
teristics of current (N = 2015), former (N = 2741), and never 
smokers (N = 5752), results showed that current smokers 
reported significantly more occurrences of feeling unrested 
and overly sleepy during the day as compared to the compar-
ison groups [41]. Cross-sectional data from the Behavioral 
Risk Factor Surveillance System also showed that smokers 
reported significantly more daytime sleepiness [48].

SUMMARY

Together, these data suggest that smokers are vulnerable to 
deficits in sleep continuity and architecture. From a sleep 
continuity perspective, smokers are more vulnerable to lon-
ger sleep latency, more awakenings, poorer sleep quality, 
and shorter sleep time. From a sleep architecture perspec-
tive, shorter percentage of time in slow wave sleep is more 
common in smokers than non-smokers while subjective 
reports indicate that smokers have more restless sleep and 
greater daytime drowsiness and sleepiness.

SMOKING ABSTINENCE AND SLEEP

As a clinically verified symptom of nicotine withdrawal, 
insomnia is reported by up to 42% of abstinent smokers 
[54–56], while up to 80% of smokers habitually experi-
ence sleep disturbances [57], that then become exacerbated 
following cessation [58]. Nicotine withdrawal is a robust 
predictor of relapse to former smoking practices [59] and 
as such withdrawal symptoms are primary intervention tar-
gets. Elucidating the extent to which insomnia and other 
sleep deficits change following abstinence, and relate to 
smoking status and cessation outcome, is critical to quanti-
fying the extent to which sleep may be a valid intervention 
target to promote cessation (see Fig. 22.1). Please also see 
Jaehne et al. (2009) and Hayley and Downey (2015) for re-
cent reviews [60, 61].

Changes in sleep following abstinence

Three studies have objectively assessed sleep patterns 
(using polysomnography [PSG]) following cessation in 
 treatment-seeking smokers. In the larger of the two stud-
ies, 33 smokers completed a PSG assessment at baseline, 
24–36 h, and 3-months following cessation [58]. Results 
showed a significantly increased percentage of wake time 
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after sleep onset and night-time arousal in the first 24–36 h 
of quitting; no significant differences were seen at the 
3-month follow-up [58]. In another study that included an 
analytic sample of seven treatment-seeking smokers, data 
showed that sleep duration and efficiency declined signifi-
cantly in the first month of abstinence, however, by 1 year 
after cessation, sleep metrics had improved with reductions 
in latency to REM sleep and stage 1 (light) sleep and in-
creases in REM (deep) sleep [62]. Wetter and colleagues 
reported on a  double-blind randomized trial that compared 
sleep architecture in 34 treatment-seeking smokers who re-
ceived either active or placebo nicotine patches [63]. Sleep 
was PSG monitored for two nights before smoking cessa-
tion and three nights afterwards. The results showed that 
while sleep fragmentation significantly increased among 
placebo patch users, the active patch users did not demon-
strate significant increases in sleep fragmentation following 
cessation [63]. Converging with these data from treatment-
seeking smokers are data from a within-subject laboratory 
study that objectively compared the effects of smoking ab-
stinence versus smoking as usual on sleep quality, daytime 
sleepiness and mood in a sample of 18 non-treatment seek-
ing smokers. Results showed that as compared to smoking-
as-usual, nicotine abstinence significantly increased relative 
arousals, sleep stage changes, and awakenings in the first 
week of abstinence [64]. Collectively, these objective as-
sessments of sleep metrics across the quitting period sug-
gest that sleep deficits in the form of longer sleep latency, 
decreased sleep duration and efficiency are likely in the first 
weeks of quitting, but that these deficits are ameliorated 
3–12 months after quitting.

Several studies have also examined self-reports of 
the natural history of withdrawal in abstinent smokers. 
Cummings and colleagues reported on a sample of 33 
smokers who completed withdrawal diaries daily for a  
21-day period following cessation [54]. Difficulty sleeping 

and daytime sleepiness in this sample did not show signifi-
cant declines across the 21-day observation period as com-
pared to the other withdrawal symptoms measured (i.e., 
craving, irritability). Meanwhile, heavier smokers reported 
significantly higher mean scores of difficulty sleeping and 
daytime sleepiness than light smokers [54]. By contrast, 
electronic diary assessment of nicotine withdrawal duration 
and symptom severity showed that in 214 treatment- seeking 
smokers, sleep disturbances did dissipate in a 21-day moni-
toring period after abstinence [65]. Data from these self-
report studies converge with findings from studies using 
objective measures of sleep by showing that following 
nicotine abstinence, smokers experience an exacerbation of 
insomnia-type symptoms (i.e., longer sleep onset latency, 
more frequent awakenings) and shorter sleep duration and 
that cross time, these symptoms may dissipate.

Relationship between sleep and cessation 
outcome

Ten studies that explicitly examined one or more sleep 
metrics in relation to smoking cessation outcomes were 
reviewed [53, 56, 66–73] (Table 22.2). While the range of 
sleep metrics measured, the use of different tools to measure 
the same sleep metrics, the variability in smoking cessation 
treatments used, and time-period of assessment pre- and 
post-cessation across these studies makes direct compari-
son challenging, some points of commentary can be raised.

First, eight studies showed that sleep metrics measured 
immediately before cessation and/or during cessation pre-
dicted relapse. For example, Peltier and colleagues reported 
that in a sample of 139 treatment seeking smokers, in-
creased sleep latency, reduced subjective sleep quality and 
increased daytime dysfunction in the first week of quitting 
were predictive of relapse 4-weeks after treatment while 
increased sleep disturbances were predictive of relapse 

FIG. 22.1 Overview of sleep, cognitive, affective, and emotional deficits associated with smoking cessation and relapse.
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TABLE 22.2 Review of literature examining relationship between sleep metrics and smoking cessation outcomes.

Study
Study design and 
sample

Assessment time 
points and sleep 
metrics measured

Treatment 
(pharmacotherapy, # 
sessions) Comments

Foulds 
et al. [53]

- Cohort study analysis

- 1021 smokers or 
recently quit smokers 
(59% female)

- Baseline, 4-week, and 
6 month follow up

- “Sometimes awaken 
at night to have a 
cigarette” (yes/no)

- Treatment that was 
recommended;

- Six weekly sessions 
run by a clinical 
social worker, clinical 
psychologist, and 
intern

- Individual counseling

- FDA approved 
smoking cessation 
drugs: nicotine patch, 
gum, and lozenges

- At the 6 month follow up, 31.3% 
reported tobacco abstinence

- Participants who reported waking 
at night to have a cigarette had a 
40% increased odds of relapsing 
by 6-months following treatment 
even after adjustment for pre-
treatment nicotine dependence

Rapp  
et al. [68]

- Secondary analysis of 
a cluster randomized 
trial on smoking 
cessation

- 500 student nurses 
(82% female)

- Baseline and 
13-month follow-up

- Average sleep 
duration (single item)

- Three teaching units 
delivered to nursing 
students

- No pharmacotherapy

- At 13-month follow-up, 10.6% 
had quit

- Sleep duration positively 
associated with cessation: 
every hour of additional sleep 
increased the relative probability 
of cessation by 48% (aRR = 1.48; 
CI = 1.14–1.93)

Riemerth 
et al. [71]

- Secondary Analysis of 
a cohort study

- 2884 participants 
(50.3% female)

- Baseline, week 1, 
week 2, week 3, 
week 4, and week 5 
were measured

- Sleep-disturbing 
nicotine craving 
(NSDNC)

- Smoking cessation 
program with 
individual counseling

- Nicotine replacement 
therapy

- While looking at NSDNC, 22.4% 
of patients suffer from symptoms, 
77.1% awoke rarely, 9.4% awoke 
several times per week, 6.8% 
awoke most days, 6.6% awoke 
daily

- Those with higher rate of 
NSDNC can be considered high 
dependent smokers

Okun  
et al. [56]

- Secondary analysis of 
a randomized clinical 
trial

- 322 women

- Baseline, 1 month 
post-quit, and 
3 month follow up

- Sleep disturbances, 
insomnia, drowsiness, 
and sleep quality

- Smoking cessation 
counseling; concerns 
or standard

- Bupropion 
hydrochloride 
or placebo 
pharmacotherapy

- >25% of women reported sleep 
disturbances

- Smoking cessation outcomes were 
not related to sleep disturbance 
(P = .54), symptoms of insomnia 
(P = .52), sleep quality scores 
(P = .42), and drowsiness (P = .14)

Peters  
et al. [67]

- Double blind 
randomized 
controlled trial

- 385 smokers (48% 
female)

- Baseline before 
6-week study 
duration and smoking 
prevalence 1, 6, 24, 
and 48 weeks after 
quitting

- Sleep quality and 
disturbances (PSQI)

- Nicotine Patches 
(21 mg)

- Naltrexone 
and placebo 
pharmacotherapy

- 6-weekly counseling

- Participants that were both poor 
sleepers and night smokers were 
significantly more likely to be 
smoking at 6, 24, and 48 weeks

- Poor sleepers, only, compared 
to both poor sleep and night 
smoking were significantly less 
likely to be smoking at week 6 
(OR = 0.44, Cl = 0.022–0.91)

Continued
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Study
Study design and 
sample

Assessment time 
points and sleep 
metrics measured

Treatment 
(pharmacotherapy, # 
sessions) Comments

Doner 
et al. [73]

- Cohort study

- 2471 participants 
(447-two sessions, 
421-three sessions, 
527-four sessions, 
1076-five sessions)

- Baseline then 2, 
3 4, or 5 smoking 
cessation (depending 
on the amount the 
participant attended)

- CO concentration and 
withdrawal symptoms 
measured with  
DSM-IV

- Four groups: two 
sessions, three 
sessions, four 
sessions, and five 
sessions

- Individual or group 
based sessions offered

- Pharmaceutical 
therapy

- Participants that attended more 
sessions has a higher chance of 
smoking cessation from 12.1% to 
61.2% (P < 0.001)

- Baseline nocturnal wakening 
predicted lower odds of quitting 
(P = 0.0226)

Fucito 
et al. [72]

- Randomized trial

- 19 participants (9 
with CBT-I + SC and 
10 with SC)

- Two weeks prior to 
treatment (baseline), 
treatment times, and 
follow up

- Sleep apnea (Berlin 
Questionnaire), daily 
sleep (Pittsburgh sleep 
diaries), Insomnia 
(Insomnia severity 
index)

- Two groups: (1) 
cognitive behavioral 
therapy for insomnia 
with smoking 
cessation counseling 
or (2) smoking 
cessation counseling 
alone

- 8 sessions over 
10 weeks

- Smoking abstinence at the end of 
treatment was low (CBT-I + SC:1/7, 
14%; SC: 2/10, 20%) and follow-
up (CBT-I + SC: 1/7, 14%; SC: 
0/10, 0%)

- Behavior intervention such as 
CBT-I might improve sleep for 
smokers that have insomnia

Ashare 
et al. [70]

- Secondary analysis 
of placebo controlled 
clinical trial

- 1136 smokers (46% 
female)

- Baseline, 1, 4, 
8 weeks after target 
quit date, and 
12 months after target 
quit date

- Sleep disturbances 
calculated from sleep 
problems, insomnia, 
and abnormal dreams

- Behavioral counseling 
through the telephone

- Placebo, transdermal 
nicotine, or 
varenicline 
pharmacotherapy

- Treatments do not lessen 
withdrawal related sleep 
disturbances. But treatments that 
focus on sleep disturbances could 
improve smoking cessation rates

- Participants that reported a higher 
amount of sleep disturbances 
at baseline testing were less 
likely to be abstinent (OR = 0.79, 
Cl = 0.67–0.93, P = 0.004)

Short et al. 
[69]

- Randomized control 
trial

- 250 participants 
(52.8% female)

- Baseline, start of 
quitting process, and 
3 month follow up

- Insomnia (single item)

- Active or control 
group with smoking 
cessation program led 
by study staff

- No pharmacotherapy

- Pre-quite insomnia measures 
were indicators and predictors 
of smoking cessation at month 3 
from the quit date

- Post-quit insomnia symptoms 
among patients did not show 
statistical significance with 
smoking status at month 3

Peltier 
et al. [66]

- Randomized control 
trial

- 139 participants 
(57.6% female)

- Baseline and weeks 1, 
4, 12 post-quit date

- Sleep quality 
measured with WSWS 
and PSQI

- Two groups; usual 
care (weekly 
counseling, 
physician visits, 
pharmacotherapy) 
and usual care plus 
small financial 
incentives

- 4 weeks of weekly 
sessions

- Participants that reported poor 
sleep quality the week prior to 
quitting and the week following 
the quit date had a reduced 
smoking cessation at weeks 4 and 
12 among those of lower SES

- Poor PSQI score was significantly 
correlated with WSWS measures 
assessed at quit date (r = .58, 
P < 0.001) and at 1 week post quit 
(r = .48, P = 0.001)

TABLE 22.2 Review of literature examining relationship between sleep metrics and smoking cessation  
outcomes.—cont’d
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12-weeks after treatment [66]. Sleep disturbances alone did 
not predict relapse in a different sample of 385 treatment-
seeking smokers. Instead, pre-cessation sleep disturbances 
interacted with waking at night to smoke (pre-cessation) to 
predict relapse 6, 24, and 48 weeks post-quitting [67].

Second, pre-treatment sleep habits are relevant to smok-
ing outcomes. Four of the studies found that pre-cessation 
(vs abstinence-induced) sleep deficits were predictive of 
relapse [67, 69, 70, 73]. In a sample of 579 smokers who 
received a 12-week anxiety-related smoking cessation pro-
gram versus a control condition, the results showed that 
smokers who self-reported pre-cessation insomnia symp-
toms had a greater odds (aOR = 1.11; 95% CI = 1.01–1.22) 
of relapsing 3-months following cessation than those who 
did not have pre-cessation insomnia symptoms. Post-
quit insomnia was not related to cessation outcome [69]. 
Likewise, in another study of 1136 smokers who received 
pharmacotherapy and counseling, data showed that smok-
ers reporting more sleep disturbance pre-treatment were 
less likely to be quit at the end of treatment (OR = 0.79; 
95% CI = 0.67–0.93) [70]. Dorner and colleagues reported 
that greater nocturnal awakenings at baseline was an inde-
pendent predictor of relapse 5-weeks following cessation 
in a sample of 2471 treatment-seeking smokers [73]. The 
remaining studies reviewed either did not have an assess-
ment of sleep in the first week(s) of cessation [68], found 
that sleep patterns both before and after cessation predicted 
cessation outcome [66], did not report results in sufficient 
detail to ascertain whether sleep quality before or after ces-
sation was related most to cessation [71], or did not find that 
sleep was related to cessation outcome [56].

Third, only one of the studies reviewed was designed 
specifically to test the efficacy of a behavioral sleep in-
tervention on cessation outcome in a small sample of 19 
smokers with a clinical diagnosis of insomnia [72]. Fucito 
and colleagues compared quit rates in nine participants who 
received a cognitive-behavioral treatment for insomnia + 
smoking cessation counseling + transdermal nicotine ver-
sus smoking cessation counseling + transdermal nicotine. 
The results of this small study showed that participants re-
ceiving the experimental insomnia treatment reported bet-
ter sleep quality and efficiency; they also had more days to 
relapse [72].

Some of the take-home points from this literature are 
that sleep deficits (i.e., insomnia type symptoms of longer 
sleep latency, night-time awakenings, difficulty staying 
asleep) both before and after a quit attempt may predict 
relapse in treatment seeking smokers. Importantly, not all 
studies found these associations, suggesting that there may 
be subgroups of smokers (i.e., those with higher levels of 
pretreatment insomnia symptoms) who may be more vul-
nerable to the exacerbated sleep deficits following ces-
sation. Cognitive behavioral treatment for insomnia as 
an adjunctive treatment for smoking cessation may be a 

 plausible approach to delaying relapse. The characterization 
or phenotype of treatment seeking smokers most vulnerable 
to relapse because of sleep deficits, and the extent to which 
cognitive behavioral therapy for insomnia increased days of 
abstinence in this population warrants consideration.

Effects of pharmacotherapy on sleep

Sleep disturbances are a recognized side-effect of the 
FDA-approved treatments for nicotine dependence includ-
ing nicotine replacement therapies (patch, spray, gum, loz-
enge), bupropion and varenicline. One placebo-controlled 
trial that utilized nicotine patch and varenicline treatment 
arms showed that these active treatments did not ameliorate 
withdrawal-related sleep disturbance, thus strategies to ad-
dress sleep disturbances induced by smoking cessation phar-
macologic treatments are needed to promote cessation [70]. 
Characterizing the sleep disturbances presented by each of the 
pharmacologic treatments is therefore necessary to informing 
the design of adjunctive nicotine dependence treatments.

Nicotine replacement therapy
Nicotine replacement therapies (NRTs; transdermal patch, 
gum, spray, lozenge) provide partial nicotine replacement 
upon cessation of smoking and in doing so, ameliorate 
nicotine craving and pharmacologic withdrawal symptoms 
[74]. Up to 50% of treatment seeking smokers using nico-
tine replacement therapies report sleep disturbances that 
start on the day of use [75]. Disturbed sleep, vivid dreams 
and daytime drowsiness are some of the more commonly 
reported side effects from using nicotine replacement thera-
pies. In one study, 6.4% of participants reported disturbed 
sleep, 4.4% reported vivid dreams, and 1.5% reported day-
time drowsiness while using NRT [76]. Meta-analytic data 
of 120 studies involving 177,390 individuals, showed that 
the prevalence of insomnia among individuals using nico-
tine replacement therapy for smoking cessation was 11.4% 
[77]. High levels of pre-treatment nicotine dependence, 
continued cessation, and female gender were found to sig-
nificantly predict sleep disturbances 4-weeks after quit-
ting in a sample of 1392 treatment-seeking smokers [75]. 
Importantly, wearing the patch for 16 h (vs 24 h) does not 
reduce its efficacy [78]. Therefore, smokers who experience 
sleep disruption while using NRT may remove the patch 
before going to sleep.

Studies examining the trajectory of NRT sleep-related 
side effects suggest that sleep disturbances among NRT 
users may take some time to subside. In one cohort study, 
instances of sleep disturbance (vivid dreams, other sleep 
disturbances) were still being reported by up to 50% of 
abstinent smokers after 12-weeks of treatment [75]. This 
is consistent with another study that showed no change in 
reports of sleep disturbance in the 21-days following ces-
sation [65], but inconsistent with data showing that use of 
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transdermal nicotine actually ameliorates sleep disturbances 
following cessation compared to placebo [63]. Collectively, 
these studies reporting on NRT use and sleep in smokers 
suggest that up to one-in-ten treatment seeking smokers can 
experience NRT-induced sleep disturbance following ces-
sation that may last well into the quitting period (i.e., up to 
12 weeks).

Bupropion
Sustained release bupropion (bupropion SR) is an ami-
noketone anti-depressant that is hypothesized to promote 
smoking cessation and delay relapse [79] to smoking by 
inhibiting dopamine reuptake in the reward center of the 
brain. Compared to placebo, bupropion increases the rela-
tive risk of cessation by 1.62 (95% CI = 1.49–1.76) [80].

Between 4% and 21% of treatment seeking smokers using 
bupropion SR report disturbed sleep including insomnia, ab-
normal dreams and daytime fatigue [81]. Some studies show 
that sleep disturbances associated with bupropion are signifi-
cantly higher than those found in placebo, and varenicline 
[82]. Conversely, other studies show no significant increases 
in sleep disturbances associated with bupropion treatment 
[83]. Although this evidence reporting on the increases of 
sleep disturbances following cessation using bupropion is 
mixed, that up to one-in-five bupropion users report an in-
crease in sleep disturbances is clinically meaningful.

Varenicline
Varenicline is an α4β2 partial agonist medication indicated 
for the treatment of nicotine dependence. As a α4β2 partial 
agonist, varenicline stimulates sufficient dopamine to re-
duce craving while simultaneously acting as a partial antag-
onist by blocking reinforcement from smoked nicotine [84]. 
Double-blind, randomized trials show varenicline to out-
perform bupropion, nicotine replacement therapy, and pla-
cebo in producing higher quit rates. For example, Gonzales 
and colleagues report that following a 12-week treatment 
period, varenicline quit rates were 50.3% as compared to 
33.5% in the bupropion arm and 14.5% in the placebo arm 
[85]. Compared to placebo, meta-analytic data show bupro-
pion to increase the odds of cessation by 1.84 and vareni-
cline by 2.88 [86], thus, varenicline is considered the most 
effective FDA-approved treatment for nicotine dependence.

Listed side-effects of varenicline include insomnia, 
vivid or lucid dreams and other sleep disturbances such as 
difficulty staying asleep. McClure and colleagues reported 
that 39%–46% of treatment seeking smokers using vareni-
cline reported difficulty sleeping, while 56%–68% reported 
a change in dreaming, and that these sleep disturbances 
were retained 21-days after cessation [87]. Meta-analysis 
of clinical trials that compared the efficacy of varenicline 
to placebo, show that disturbed sleep, specifically insomnia 
symptoms of difficulty falling and staying asleep, as well as 

the incidence of abnormal dreams were between 50% and 
70% higher in varenicline recipients [88, 89]. One study 
that prospectively evaluated changes in sleep insomnia and 
dreams among treatment seeking smokers using varenicline 
(N = 38), showed that, based on daily sleep diaries over a 
7-day period, participants retained excellent sleep effi-
ciency (>90%) and that while overall sleep measures did not 
change significantly, an increased number of awakenings 
and reports of dreams was observed [90]. Prospective stud-
ies suggest that insomnia-related symptoms peak in the first 
week of quitting and then progressively decline until pre-
treatment levels are achieved at 2–12 weeks [91]. Together, 
these studies reporting on the relationship between vareni-
cline use and sleep disturbances show that while as many 
as seven-in-ten treatment seeking smokers using varenicline 
report sleep symptoms, the symptoms dissipate across time.

Take home points: Relationship between 
sleep and cessation outcome

Poor sleep health as characterized by shorter sleep dura-
tion, difficulty falling asleep, difficulty staying asleep, early 
awakenings and night-time awakenings are more common 
in smokers than non-smokers. Of particular relevance to 
smoking cessation efforts, sleep health deteriorates follow-
ing cessation in many smokers, and this in turn is impli-
cated in relapse. Importantly, FDA-approved treatments 
for nicotine dependence may also impede healthy sleep. 
Varenicline, the most effective smoking cessation treat-
ment, in particular produces insomnia symptoms and ab-
normal dreams as a notable side effect. These different lines 
of evidence converge to underscore sleep as an interven-
tion target for treatment-seeking smokers, particularly for 
those using pharmacotherapy. Another question raised by 
this body of work is whether there are sub-groups of smok-
ers (i.e., those with higher nicotine dependence; those with 
poorer pre-cessation sleep health; those with conditions as-
sociated with smoking and poor sleep health, such as de-
pression) who are particularly vulnerable to sleep deficits 
and poorer sleep health following cessation, and therefore 
might be a higher-priority for a sleep health intervention.

POSSIBLE MECHANISMS LINKING 
POOR SLEEP TO SMOKING CESSATION 
OUTCOMES

To further understand the possible relationship between 
sleep and smoking cessation, it is important to consider 
the different mechanisms through which sleep may impact 
smoking behavior and vice versa. Plausible mechanisms 
through which tobacco use and sleep interact include cog-
nitive, affective (i.e., mood, depressive symptoms) and 
emotional (i.e., emotional dysregulation) states, as well 
as neurobiological mechanisms (see Fig.  22.1). A better 
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 understanding of these mechanisms may also shed light on 
sub-groups of smokers who may be most likely to experi-
ence poor sleep during a quit attempt.

Unhealthy sleep has been associated with cognitive defi-
cits [92–94], and cognitive impairment following smoking 
cessation predicts relapse [95]. Adverse changes in sleep 
(either substantial increases or decreases in sleep duration) 
have been associated with compromised cognitive function 
[96]. For example, short (≤6 h) and long (≥9 h) sleep has 
predicted poorer cognitive function [92]. Even an extra 6 h 
of wakefulness can produce deficits in alertness and work-
ing memory [97]. In studies of experimentally-induced 
sleep restriction, sleep loss leads to impairments in vigilance 
and sustained attention [98], as well as executive function 
and decision-making [99], which could plausibly lead to 
difficulty making healthy choices. For example, Greer and 
colleagues [100] showed that sleep loss led to worse food-
related decision making. However, studies specifically link-
ing sleep loss due to smoking and decision making around 
smoking have not yet been conducted.

Disruption in cognitive processing is a common nico-
tine withdrawal symptom, [55] with up to one-half of ab-
stinent smokers reporting difficulty concentrating [101]. 
During abstinence, smokers experience specific deficits 
in sustained attention [102], working memory [103, 104], 
and executive function [95] which are mitigated upon re-
sumption of nicotine use [105]. Importantly, attention and 
concentration deficits following a quit attempt increase the 
risk of smoking relapse in clinical studies [106–108]. Thus, 
cognitive-deficits and disturbed sleep are both abstinence 
symptoms in habitual smokers that may interact to increase 
the likelihood of relapse.

Moreover, comorbid conditions associated with cog-
nitive impairment and high smoking rates also exhibit 
higher prevalence of poor sleep. For instance, smok-
ing rates among people living with HIV (PLWH) are  
50%–74%—about three times higher than in the general 
population [109–113]. The widespread use of anti-retroviral 
therapy (ART) has improved survival rates among PLWH 
[114–116], making addressing modifiable health-risk 
behaviors, such as tobacco use has become a critical pri-
ority. PLWH are also increasingly vulnerable to non-AIDS- 
related diseases including cardiovascular disease, bone 
disease, frailty, and HIV-associated neurocognitive disorder 
(HAND) [117–122]. Moreover, there is evidence that poor 
sleep is common among PLWH, including increased sleep 
onset latency and reduced N1 sleep, relative to controls 
[123]. PLWH who experience poor sleep, either subjec-
tively or objectively measured, report lower quality of life 
and greater daytime dysfunction [124]. While there is some 
evidence that certain ART regimens may contribute to poor 
sleep [125], high rates of tobacco use among PLWH may 
also exacerbate poor sleep, which may in turn, increase the 
severity of HAND. These relationships are clearly complex 

and more research is necessary to evaluate the unique and 
combined effects of tobacco use and HIV on sleep metrics 
and cognitive function.

Similar to cognition, there are data to suggest that de-
pressive symptoms and emotional dysregulation are asso-
ciated with smoking [126, 127] and habitually poor sleep 
[128–130]. Poor sleep health is considered a central com-
ponent of mood disorders [131] and there is growing con-
sensus that disruption of the circadian system (sleep-wake 
cycle) contributes to the pathophysiology of mood disorders 
[131–133]. Up to 90% of depressed patients self-report dif-
ficulty falling or staying asleep [134, 135]. PSG measures 
of sleep health including decreased REM latency (i.e., in-
terval between sleep onset and the first REM sleep period), 
increased total REM sleep time and REM density (i.e., the 
frequency of rapid eye movements per REM period), and 
diminished slow wave sleep (SWS) production [136–139] 
predict response to depression treatment and recurrence of 
depression symptoms [140–142]. Moreover, sleep distur-
bance often precedes the onset of depression [143–145]. 
Even among non-depressed adults, poor sleep quality pre-
cedes a subsequent increase in depressive symptoms and 
negative mood [128].

Importantly, tobacco use and depression are highly co-
morbid. While smoking prevalence continues to decline in 
the general population, those with psychiatric disorders, in-
cluding depression, are increasingly overrepresented among 
smokers [4, 146–148]. Smokers have a higher prevalence 
of depression than non-smokers [149, 150] and upwards of 
43% of individuals with depression are smokers [4, 147]. 
Smoking increases risk of first incidence, severity and recur-
rence of depression [151–154], and heavier smokers are at 
higher risk of depression [147, 155]. Neuroimaging studies 
have revealed that abstinent smokers [156–158], depressed 
individuals [159, 160], and individuals with sleep disor-
ders [161] exhibit similar patterns of brain activity during 
difficult cognitive tasks. This complex interplay between 
sleep, smoking, and depressive symptomology is likely ex-
acerbated upon smoking cessation when abstinence from 
nicotine leads to increases in negative mood and insomnia 
symptoms [128], both of which have been shown to relate 
to relapse among treatment-seeking smokers [66, 162]. The 
temporal sequence of changes in depressive symptoms and 
sleep heath following cessation has yet to be fully under-
stood, but such information would inform upstream inter-
vention targets for smoking behavior.

Likewise, emotion dysregulation, or the ability to regu-
late emotions and control behavioral responses, has been 
implicated as a mechanism for how sleep may relate to 
smoking cognitions and quitting outcomes. From the out-
set, poor sleep quality has been highly correlated with 
emotion dysregulation in smokers. Recent evidence sug-
gests that emotion dysregulation mediates the relation-
ship between insomnia symptoms and smoking variables 



294 PART | V Sleep and behavioral health

including,  negative reinforcement smoking outcome ex-
pectancies, negative reinforcement smoking motives and 
negative reinforcement expectancies from smoking absti-
nence. Importantly these associations were adjusted for 
other demographic and smoking behavior variables [129]. 
Similarly, Filio and colleagues, showing that in a sample of 
128 treatment-seeking smokers, greater emotion dysregu-
lation was associated with lower self-efficacy for remain-
ing abstinent, and a lower likelihood of having had a quit 
attempt of 24 h or greater [127]. This small body of work 
converges to suggest that emotion regulation may be an 
important mechanism linking sleep with cigarette smoking 
behaviors and quitting.

Sleep and smoking behavior also share several neuro-
biological mechanisms, which may partially explain these 
associations. For instance, the naturally occurring hor-
mone, melatonin, which plays an essential role in sleep-
wake function, has been shown to be lower among smokers 
compared to non-smokers [163, 164]. In preclinical mod-
els, melatonin receptor knockout mice exhibited greater 
sensitivity to nicotine [165]; enhancing melatonin function 
may attenuate nicotine withdrawal symptoms [166] and re-
duce nicotine administration in mice [167]. More recently, 
the peptide, hypocretin which plays an important role in 
the sleep/wake cycle through its wake-promoting effects 
[168] has been shown to be associated with nicotine self-
administration in rodents [169]. While there are certainly 
other neurotransmitters involved, melatonin and hypocre-
tin are reviewed here to emphasize the neurobiological 
links between smoking and sleep that may shed light on 
this complex relationship.

Cognitive, affective, and emotional states present plau-
sible pathways through which sleep and tobacco use may 
interact (see Fig. 22.1). This area of work is severely under-
developed, and longitudinal studies are needed to quantify 
the association, and the temporal relationships, between 
these variables across time. Moreover, mechanistic stud-
ies are necessary to better understand the neurobiological 
pathways that are common and unique to sleep health and 
tobacco use that may lead to novel targets for interven-
tions. Testing the extent to which improving sleep amelio-
rates deficits in cognitive, affective, and emotional states in 
smokers across the smoking cessation process will help de-
termine if sleep improvement is a viable adjunctive therapy 
for smoking cessation.

PLAUSIBLE ADJUNCTIVE SLEEP THERAPIES 
TO PROMOTE SMOKING CESSATION

Overview

Smokers typically exhibit sleep patterns consistent with 
insomnia-type symptoms including difficulty falling 
asleep (long sleep latency) and difficulty staying asleep 

(short sleep duration, frequent awakenings and arousal 
during the night), that are amplified following cessation 
[58]. Some studies suggest that increases in disturbed 
sleep following cessation is attributed to the use of phar-
macotherapy, whereas others suggest that disturbed sleep 
following cessation is attributable to nicotine-withdrawal 
[70]. In both scenarios, disturbed sleep before [67, 69, 70],  
and after cessation predicts relapse, and as such, war-
rants treatment as part of the cessation process. There 
are a range of behavioral and pharmacological treatments 
for insomnia-type symptoms that may be suitable for use 
in conjunction with standard nicotine dependence treat-
ment (counseling + pharmacotherapy); an overview is 
provided here.

Behavioral treatments

Cognitive-behavioral therapy for insomnia (CBT-I) is a 
first-line treatment for chronic insomnia [170] that improves 
sleep outcomes for up to 2 years after treatment [171] and is 
preferred by patients with a clinical diagnosis of insomnia to 
drug therapy [172]. CBT-I is comprised of two core compo-
nents (stimulus control and sleep restriction therapy), as well 
as several optional components including cognitive therapy, 
sleep hygiene, and relaxation [173]. Stimulus control tech-
niques work to strengthen the association between the bed 
and bedroom with sleep, and to establish a consistent sleep 
schedule. Sleep restriction therapy is a specific approach 
that addresses the mismatch between sleep ability and sleep 
opportunity by reducing sleep opportunity to match abil-
ity and then slowly upwardly titrating sleep opportunity 
as long as the individual is able to maintain high sleep ef-
ficiency. Cognitive therapy seeks to identify and replace 
dysfunctional beliefs and attitudes about sleep and insom-
nia. Sleep hygiene works to address environmental factors, 
physiologic factors, and behavioral components (i.e., regular 
sleep scheduling, limiting alcohol intake). Relaxation train-
ing seeks to address the high levels of physiologic, cogni-
tive, and/or emotional arousal, both at night and during the 
daytime, which is exhibited by individuals who have diffi-
culty falling and/or staying asleep [170, 174]. Deep breath-
ing, progressive relaxation, and meditation are relaxation 
techniques that haven been shown to lower pre-sleep arousal 
(e.g., racing thoughts) and improve sleep metrics [175]. In 
a recent meta-analysis of 20 studies that examined the effi-
cacy of CBT-I among patients with chronic insomnia, sleep 
onset latency, wake after sleep onset, total sleep time, and 
sleep efficiency, were all significantly improved by multi-
modal CBT-I [175]. This is in the context of several other 
meta-analyses and systematic reviews of CBT-I showing 
that not only is it superior to placebo [174] and equivalent 
or superior to pharmacotherapy for insomnia [176], but it is 
effective even in the presence of comorbid conditions such 
as depression and chronic pain [177].
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To date, only one study has examined the effects of a 
CBT-I intervention on smoking cessation outcomes [178]. 
Nineteen treatment-seeking smokers were randomized to 
receive eight sessions of CBT-I, transdermal nicotine patch 
and smoking cessation counseling (N = 9) versus trans-
dermal nicotine patch and smoking cessation counseling 
(N = 10) alone. While the results showed no difference in 
smoking cessation rates between the groups, participants 
receiving the CBT-I had a longer time to relapse [178]. 
A fully-powered examination of the effects of CBT-I on 
smoking cessation outcomes is warranted.

Pharmacological treatments

Benzodiazepines are a pharmacologic first-line treatment for 
insomnia. Currently there are five FDA-approved benzodi-
azepines for this indication: estazolam, flurazepam, quaz-
epam, temazepam, and triazolam [179]. These medications 
act by increasing the activity of the inhibitory neurotrans-
mitter GABA to inspire drowsiness or sedation. Consistent 
with this mechanism, sleep latency (time to sleep) and wake 
after sleep onset, are both significantly reduced while sleep 
duration and sleep quality are significantly increased using 
these therapeutics in the short term. However, with increased 
tolerance of these pharmaceutics, sleep improvements may 
be curtailed [180]. Of particular relevance to smokers, ciga-
rette smoke contains beta-carbolines that block the actions 
of benzodiazepines at the GABA-A receptors [181], thus 
higher doses may be needed in smokers versus non-smokers 
to observe comparable effects. In addition, benzodiazepines 
and other hypnotics (e.g., eszopiclone, zolpidem) often pro-
duce rebound insomnia and next-day residual effects, such 
as memory impairment, difficulty concentrating, or mood 
symptoms [182–184]—all of which may promote smoking 
relapse [185, 186]. Nevertheless, benzodiazepines are not 
contraindicated with any of the FDA-approved treatments 
for nicotine dependence and their role in promoting smoking 
cessation through improved sleep has yet to be evaluated.

Melatonin is a hormone normally secreted from the pi-
neal gland at night that serves as the signal of darkness in 
the organism and as such plays a pivotal role in the physi-
ological regulation of circadian rhythms, including sleep. 
Several melatonin receptor agonists have recently become 
available for treatment of sleep disorders: ramelteon for the 
treatment of insomnia characterized by difficulty with sleep 
onset, prolonged-release melatonin for treatment of primary 
insomnia characterized by poor quality of sleep in patients 
who are aged 55 or over, agomelatine for the treatment of 
depression and associated sleep disorder, and tasimelteon 
for the treatment of non-24 h sleep-wake disorder in the 
blind [187]. Given that longer sleep latency (difficulty fall-
ing asleep) is a characteristic of smokers (vs non-smokers) 
that is exacerbated following cessation, the reported re-
ductions in sleep latency in ramelteon users [188] may be 

particularly beneficial to curbing sleep deficits  following 
smoking cessation. Moreover, these medications have not 
been shown to produce the adverse next-day effects or re-
bound insomnia associated with hypnotics [189]. These 
melatonin receptor agonists are not contraindicated with the 
FDA-approved smoking cessation medications and their ef-
ficacy as adjunctive smoking cessation treatments warrants 
investigation.

The discovery of the role of the neuropeptide, orexin, 
in the sleep-wake cycle is thought to be one of the major 
advances in sleep research in the last two decades [190]. 
This finding led to the development of several orexin re-
ceptor antagonists as potential treatments for insomnia. 
Suvorexant, a dual orexin 1 and orexin 2 receptor antagonist, 
was approved by the FDA in 2014 for insomnia and other 
medications that act exclusively on the orexin 2 receptor 
are currently being tested. These medications promote sleep 
by increasing REM sleep with few, if any, effects on slow 
wave sleep [190]. Given that smokers may spend less time 
in REM sleep [37], it is plausible that these medications 
may address this sleep deficit during a smoking cessation 
attempt. Indeed, the orexin system has been shown to play 
a role in preclinical studies of nicotine self- administration 
[191]. However, these medications negative side effects 
similar to other hypnotics and whether they can be used in 
conjunction with FDA-approved smoking cessation treat-
ments is unknown.

DIRECTIONS FOR FUTURE RESEARCH

On the basis of the research reviewed in this chapter, we 
suggest that sleep is an understudied and underutilized 
intervention target for promoting smoking cessation and 
preventing relapse in treatment-seeking smokers. As dem-
onstrated, sleep deficits in terms of shorter sleep duration 
and insomnia symptoms (difficulty getting to sleep and 
staying asleep) is a sleep phenotype of smokers that may 
become exacerbated following cessation, both as an ab-
stinence symptom, and, as a side-effect of quit-smoking 
medications. As such, it could be argued that smoking 
cessation practitioners have a basis from which to advise 
treatment-seeking smokers to strive to develop and main-
tain a healthy sleep schedule. A healthy sleep schedule 
could be defined as maximizing sleep efficiency through 
restricting time in bed for sleep or sex, achieving adequate 
sleep duration of 7–8 h, and achieving an earlier time to 
bed. Maintaining healthy sleep may facilitate the quit-
ting process and increase abstinence. In addition, because 
standard pharmacotherapies for smoking cessation may 
exacerbate sleep disturbance, practitioners might discuss 
these potential side effects and strategies to mitigate them 
(e.g., for patients reporting sleep difficulty prior to a quit 
attempt, advise them to remove the nicotine patches be-
fore going to sleep).
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To build the empirical basis from which to support these 
(and potentially other) sleep health recommendations to 
promote smoking cessation treatment response, there are 
several directions for future work that are needed. First, the 
temporal relationship between smoking and sleep needs fur-
ther consideration. As discussed in this review, sleep may 
be disrupted because of the physiological effects of nico-
tine and nicotine withdrawal upon abstinence. Conversely, 
smokers may use their smoking habit to counter the effects 
of daytime sleepiness because of poor sleep. Prospective, 
observational studies examining the temporal relationship 
underpinning this complex interplay between sleep and 
smoking are needed. Meta-analytic studies to quantify the 
relationship between sleep deficits with smoking behaviors 
and cessation outcomes would also be valuable.

Second, laboratory and clinical studies to examine the 
effects of pharmacological treatments for insomnia on to-
bacco consumption in a natural setting and as an adjunc-
tive treatment for smoking cessation are needed. Behavioral 
pharmacology and laboratory studies also provide a unique 
opportunity to investigate mechanisms underlying this as-
sociation including neurobiological mechanisms as well as 
the mediating role of cognition and affect on the relation-
ship between tobacco use and sleep.

Third, behavioral therapies for insomnia targeting 
 treatment-seeking smokers need to be developed and evalu-
ated in the context of smoking cessation interventions. 
For example, physical activity and mindfulness based ap-
proaches have independently been shown to reduce insom-
nia symptoms [192] and promote smoking abstinence [193, 
194], thus, these approaches may have promise in treating 
smokers with higher levels of sleep deficits.

Another goal of this line of research is to elucidate the 
relationship between sleep, tobacco use, and cessation out-
comes that will ultimately inform a sleep phenotype of risk 
for continued smoking. Characterizing smokers accord-
ing to this phenotype will inform targeted intervention ap-
proaches to promote cessation outcomes in smokers most 
vulnerable to sleep deficits.
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PTSD post-traumatic stress disorder
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INTRODUCTION

Caffeine is the most frequently used psychostimulant 
drugs worldwide [1]. Recently, new categories of caffeine- 
containing products such as energy drinks supplements are 

popular and have been increasing rapidly in the past decade 
[2,3]. The most frequent reason people use caffeine or en-
ergy drinks is to counteract the effects of insufficient sleep 
or sleepiness [4,5]. The use of caffeine as a countermea-
sure is of grave concern considering the prevalence of sleep 
problems has been on the rise in the global population [6]. 
These products also have adverse effects on the cardiovas-
cular, metabolic, and neurological systems [3]. These ef-
fects may potentially add to existing comorbid burden due 
to underlying sleep disturbances. The global impact of the 
combined health outcomes of caffeine use and sleep prob-
lem is overarching and requires close evaluation.

The average intake of caffeine in general population is 
165 mg, amount sufficient enough to interfere with sleep 
[1]. However, the average intake may be underestimated 
due to varying sources of caffeine consumed throughout 
the day. Caffeine is also the essential ingredient of energy 
drinks. In addition to caffeine, energy drinks also contain 
taurine, l-carnitine, vitamins, carbohydrates, herbal supple-
ments and other additives such as cocoa, guarana, ginseng 
[2]. The current regulations are not required to include the 
caffeine content of these additional ingredients which lim-
its the information on the exact amount [7,8]. Most of the 
research studies examined the physiological effects of these 
products that improve performance; however, the associated 
adverse effects are still understudied [8].

There is extensive literature on the association between 
caffeine and sleep over last few decades [9]. The research 
is mostly divided between understanding the effect of caf-
feine after sleep deprivation, and on post-caffeine recovery 
sleep. The earliest reference to caffeine-sleep mechanisms 
is observed in a research study by Brezinova et al. [10] who 

Chapter 23
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 reported that caffeine use is associated with stable periods 
of wakefulness between episodes of drowsiness which have 
a similar duration of any of the sleep stages. They coined 
this phenomenon “Caffeine-insomnia.” Subsequent re-
search has made landslide improvement in measuring the 
associations between caffeine and sleep. The research is 
still limited in understanding the individual variation of caf-
feine on sleep effects, time and dose-response relationship 
of these associations, establishing the causality, and interac-
tion of caffeine, circadian rhythm and sleep regulatory pro-
cesses. The advent of energy drinks in the last decade places 
the importance of these associations in a new light.

This chapter focuses on the effect of caffeine, energy 
drinks and other psychostimulants on the sleep of adoles-
cents and adults. We outline the epidemiology of sleep dis-
orders in light of caffeine and energy drinks consumption, 
the possible underlying mechanisms and related factors, the 
health implications of the cumulative effect of sleep and 
these products and probable recommendations.

EPIDEMIOLOGY

Epidemiology of sleep in caffeine

Caffeine is a by-product obtained from cocoa grown indig-
enously in South America and is now frequently consumed 
as a beverage form as a coffee, soft drinks, and energy 
drinks, gum or concentrated form [2]. Approximately 85% 
of adult Americans and 30% of American adolescents regu-
larly consume at least one drink of caffeine each day, while 
only 50% consumes energy drink supplements [1,11]. The 
use of psychostimulants is prescription-based and is not 
known for the civilian population. The mean caffeine intake 
for all adults varies from 164 to 228 mg/day primarily due 
to the difference in the source of consumption that predomi-
nantly vary by age, in addition to gender [1]. The mean daily 
caffeine intake was 165 ± 1 mg combined for all ages, and 
highest for the age group of 50–64 years (226 ± 2 mg/day) 
[1]. The older population is more likely to consume coffee 
while younger population relies on sodas and energy drink 
supplements for their caffeine intake [11]. While the mean 
intake in men is slightly higher than women, the source of 
caffeine is mostly age dependent for both [9].

Caffeine use on a routine basis or sleep-deprived state 
improves neurobehavioral functioning in healthy individu-
als at a dose as low as 32 mg [12]. However, with increasing 
consumption or dosages, caffeine may have adverse sleep-
related consequences on subsequent nights or for a longer 
duration [4,9]. The contents of caffeine vary in these prod-
ucts which determine the possible sleep disturbances based 
on the amount consumed [2,13] (Table 23.1). These dose-
dependent adverse effects range from minor abnormalities 
in sleep patterns such as poor sleep quality, or reduced sleep 
duration to those meeting the diagnosis of insomnia [14].

Caffeine use has primarily been researched to overcome 
sleep deprivation. While few studies focus on caffeine use 
for sleep deprived in the general population, most of them 
were concentrated in particular community, specifically 
military, and shift workers. Roehrs and Roth [4] reviewed 
anecdotal studies providing practice guidelines and recom-
mendations for caffeine and sleep-related research. The 
guidelines emphasized the importance of the comprehen-
sive assessment of dietary sources of caffeine to identify 
caffeine-related sleep disturbances, to integrate its use in 
clinical evaluations of insomnia complaints, and determine 
caffeine dependence in the light of insomnia for appro-
priate interventions. The exhaustive research in caffeine 
and sleep-related investigations over past few years led to 
identifying caffeine use disorder in DSM. The DMS-IV 
recognizes four caffeine-related diagnoses: Caffeine 

TABLE 23.1 Caffeine beverages and contents.

 Caffeine contenta Sleep effectsc

Coffees   

Brewed coffee 133 mg/8 oz SSD, DFA

Instant coffee 93 mg/8 oz SSD, frequent 
awakening

Espresso 320 mg/8 oz Poor SQ, DS, 
changes in EEG

Soft drinks/energy 
drinks

  

Regular or diet 35–71 mg/12 ozb None to SSD

5 h Energy 215 mg/12 oz Decreased time 
in bed, poor SQ, 
changes in EEG

Monster energy 120 mg/12 oz DFA, DSA

Red bull 116 mg/12 oz DFA, increased 
WASO, poor SS

Others 50–300 mg/8.3 oz None to poor SQ, 
DS, changes in 
EEG

Tea and other 15–40 mg/16 oz None

a FDA limit.
b FDA limit for soft drinks is 71 mg/12 oz.
c Effects are based on quantity of caffeine obtained from laboratory 
studies.

Somogyi, LP. Caffeine intake by the US population. Prepared for The 
Food and Drug Administration and Oakridge National Laboratory; 2010; 
Clark I, Landolt HP. Coffee, caffeine, and sleep: a systematic review of 
epidemiological studies and randomized controlled trials. Sleep Med Rev 
2017;31:70–8; Juliano LM GR. Caffeine. In: Lowinson JH RP, Millman RB, 
Langrod JG, editors. Substance abuse: a comprehensive textbook. 4th ed. 
Baltimore: Lippincott Williams & Wilkins; 2005.

SSD, short sleep duration; DFA, difficulty falling asleep; DS, daytime 
 sleepiness; SQ, sleep quality; DFA, difficulty falling asleep; DSA, difficulty 
staying asleep; SS, sleep satisfaction; EEG, electroencephalograph.
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Intoxication, Caffeine-Induced Anxiety Disorder, Caffeine 
Related Disorder not otherwise specified and most impor-
tant from the perspective of this chapter, Caffeine-Induced 
Sleep Disorder (DMS IV) [15,16]. This classification was 
however updated in DSM-V to include Caffeine-induced 
Sleep Disorder under the subheading of “Other Caffeine-
Induced Disorders,” and limiting the utility of caffeine use 
disorder as a condition for further study [17,18] (DSM V). 
The decision reflects the consensus of the experts that the 
caffeine use disorder can likely be over-diagnosed since 
the use of caffeine is extensive worldwide [19]. These rec-
ommendations emphasize the dire need for understanding 
caffeine-related sleep disturbances which are likely etio-
logical or consequential factor of caffeine withdrawal syn-
drome as well as dependence.

Despite the beneficial effects of caffeine on sleep de-
privation, numerous studies have observed adverse sleep-
related consequences on subsequent nights [4,9]. However, 
the epidemiological studies quantifying these associations 
are limited [20–25]. The complexity of this relationship can 
be attributed to the non-standardized measurements of caf-
feine intake or sleep disturbances, age-related differences, 
and individual variation in dose-dependent effects of caf-
feine on sleep [9,26–28]. Here we attempt to delineate the 
studies based on sleep disturbances.

One of the oldest cohort of community-dwelling adults 
of US Iowa state aged 65 years and more reported that caf-
feine intake poses trouble falling asleep which was driven 
by over-the-counter analgesics that contain caffeine [29]. 
The trends in caffeine consumption have changed drasti-
cally over last decade, and additional sources of caffeine 
now influences sleep. A systematic review on the effects of 
caffeinated foods and beverages on cognitive functioning 
in healthy adult population observed that high dose caf-
feine intake of 200–400 mg more than once a week was 
independently associated with short sleep duration [30,31]. 
The interplay of caffeine consumption with sleep dura-
tion and insomnia symptoms was recently evaluated in 
American adults using data from the 2007–08 National 
Health and Nutrition Examination Survey (NHANES) 
[22]. The study provided a unique perspective that the caf-
feine was not only associated with insomnia symptoms of 
trouble falling asleep, waking after sleep onset (WASO), 
and daytime sleepiness but the interaction of caffeine in-
take and habitual sleep duration predicted non-restorative 
sleep. The relationship between higher caffeine consump-
tion with sleep duration or sleep quality was consistent in 
studies across the globe despite the heterogeneity in the 
methods of assessment of sleep duration or sleep quality 
[24,32–34].

There are more small-scale epidemiological studies 
performed in adolescents than in adult population ow-
ing to research recommendations in past literature and 
unique consumption pattern in adolescents [21,23–25]. The 

 shortened sleep duration, excessive daytime sleepiness and 
dose-dependent initial insomnia and poor sleep quality is 
a consistent pattern observed in adolescents across these 
epidemiological studies. A large nationally representative 
school-based NICHD (the National Institute of Child Health 
and Human Development) study of 15,686 adolescents 
from grades 6 to 10 found that 75% of adolescents drank 
at least one soda/day, but coffee use was less prevalent with 
75% having coffee less than once a week [24]. The study 
reported that adolescents with high caffeine intake, defined 
as >1 drink/day, had almost twice the odds of reporting dif-
ficulty in sleeping, or daytime sleepiness. A similar asso-
ciation in a large German-based epidemiological study of 
7698 adolescents (11–17 years) recognized that the coffee 
use is an essential risk factor for insomnia at this age [35]. 
The dose-dependent effects of caffeine on sleep are more 
prominent in early age group. Caffeine intake of as high as 
77.1 mg in 12–15 years old results in shorter sleep duration, 
longer WASO, and longer daytime sleep on a two-week 
sleep diary [25]. The sleep was more interrupted on the 
night after consumption in those who had 100–150 mg/dl  
compared to those who had 0–50 mg/day. In another study 
of 1522 adolescents of 13 years of age, median caffeine 
intake of 22–27 mg/day via soft drinks increases the odds 
of shortened sleep duration such that for each 10 mg/day 
increase in intake there were higher odds of sleep duration 
8.5 h or less [23].

The factors that dictate the relationship between caffeine 
and sleep are different in adolescents compared to other age 
groups. The short sleep duration reported in adolescents is 
an interactive effect of caffeine, technology or use of other 
substances especially alcohol [21,36]. Studies observed that 
coffee use modifies the relationship between sleep and other 
substance use (alcohol, nicotine) which in turn disrupt the 
sleep cycle and perpetuate the cycle of sleep fragmentation 
and substance use [35,37–39]. These findings however are 
not always consistent across studies [40,41]. The discrepan-
cies can be due to the different sources of caffeine, time of 
intake, or duration of intake. Further the current research 
has not delineated the effect of soda beverages from energy 
drinks especially in young age groups who consume an ex-
cess of energy drinks. The results should not differ much 
considering the main ingredient in both the products is still 
caffeine.

The lack of objective measures of sleep disturbances or 
insomnia complaints has been the challenge in better under-
standing and generalization of these relationships from the 
epidemiological view. There is an overwhelming number 
of studies that attempted to account the limitation of non-
standardized measures by studying insomnia symptoms, 
more closely related to clinical diagnosis, in a controlled 
environment of randomized clinical trials, laboratory-based 
intervention studies, or polysomnographic studies [4,9]. 
The exciting aspect of these studies is that they consistently 
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found that caffeine results in reduced sleep efficiency, 
 increased sleep latency, more episodes of WASO, and re-
duced sleep duration. However, these studies are limited by 
small sample size, restriction to younger participants, and 
use of non-pragmatic concentrated forms of caffeine as a 
part of the intervention. The randomized polysomnographic 
study trials, being the gold standard, will be discussed 
here. A double-blind crossover study on 22–25 years old 
and 40–60 years old observed that higher dose of caffeine 
(200–400 mg) was associated with dose-dependent increase 
in relative stage 1 sleep and reduction in absolute and rela-
tive slow wave sleep and absolute REM movements in both 
age groups [42]. The younger individuals had increased ab-
solute stage 1 sleep while older adults had decreased abso-
lute stage 2 sleep. Overall, the middle-aged adults are more 
sensitive to the high dose of caffeine [43]. A randomized 
controlled trial focused on understanding the sleep hygiene 
patterns compared the effects of 400 mg caffeine and pla-
cebo at 0, 3, and 6 h consumed before self-reported habitual 
bedtime. The polysomnographic findings confirmed that 
caffeine compared to placebo is associated with reduced 
total sleep time, delayed onset of sleep, disturbance in the 
sleep stages, and reduced sleep quality. These changes were 
prominent for a minimum of 6 h before bedtime support-
ing the role of metabolic products of caffeine on sleep [44]. 
From the perspective of dose-dependent effects, many stud-
ies observed reduced total sleep time, duration, and sleep 
stages at a dose of approximately 200 mg. However, the 
smallest dose at which these changes are observable is still 
not established. One of the archival studies by Rosenthal 
et  al. observed increased sleep latency and reduced sleep 
duration at a dose as low as 75 mg/day with no effects on 
recovery sleep [45]. Ho et al. [46] in a double-blind control 
group design among 20–22 years old observed that there 
are no changes in sleep measures at a dose of 60 mg/day x 
week. While the pragmatic studies will be more convinc-
ing, detailed information of these studies provided by Clark 
et al. [9], Poole et al. [47], and Roehrs et al. [4] can be con-
clusive for some researchers.

The recovery sleep or physiological sleep debt second-
ary to prolonged sleep deprivation is more common than 
acute sleep deprivation [48]. However, the relationship of 
caffeine with recovery sleep is studied less in the general 
population and more in those who are at work in high-risk 
occupation setting such as military, medical professionals, 
truck drivers, pilots and shift duty workers. Few studies 
conducted within the general population have shown that 
caffeine reduces sleep efficiency, and is associated with 
reduced N-REM sleep EEG synchronization in daytime 
recovery sleep [42,49]. In addition to occupation, age is an-
other critical demographic as the detrimental effects of caf-
feine on recovery sleep are more prominent in middle-aged 
individuals than younger subjects [42].

Epidemiology of sleep in energy drink 
supplements

Even though the advent of energy drink supplements in the 
last decade is frequently reported to be alarming, the per-
cent consumers continue to be <10% across all age groups 
[1,50]. The reasons for concern about these supplements 
are: (1) Though the consumption is <10%, caffeine intake 
via these supplements has increased from 0.1–0.3 mg/day in 
2001 to 1.9–2.1 mg/day in 2010 in the US population. The 
data collected by Kantar World Panel provided age-specific 
rates which were higher in the age groups 13–17 years (5.3–
6.9 mg/day) and 18–24 years (6.2–0.8 mg/day), and lower in 
elderly population (0.7–1.1 mg/day); (2) There is no specific 
nutritional information available on the contents of all these 
supplements which limits our knowledge on the consump-
tion and effects of other less-known substances; (3) There 
is limited data on health effects of these supplements in the 
general population due to lack of evidence-based research. 
The studies related to supplements have been small and fo-
cused on young adults, college students, athletes or military 
personnel. The findings from these studies are not gener-
alizable owing to high consumption in these segmented 
populations, and differential comorbidity pattern compared 
to other age groups. The above-mentioned points are also 
valid for the role of these supplements in sleep disturbances.

The causal relationship between energy drinks and 
sleep disturbances is still debatable despite strong contem-
porary research. Two recent large epidemiological studies 
reported that the short sleep duration was associated with 
energy drinks use. A nationally representative survey based 
on NHANES data (2005–14) published that short sleep 
duration was associated with higher intake of beverages in 
adults >18 years of age and it varies with an hour of sleep 
lost compared to regular 7–8 h of sleep [32]. A study based 
on Ontario Student Drug Use and Health Survey observed 
that 13% of high school students reported energy drinks 
use, and were more likely to report shortened sleep duration 
compared to non-users even after accounting for tobacco 
or alcohol use [51]. The study findings lacked cause-effect 
directionality, a pattern consistent in most of other related 
investigations. The research on sleep and energy drinks sup-
plements primarily focus on changes in work performance, 
cognition or health behaviors following their consump-
tion. In adolescents, the association focuses on academic 
achievement, and risk-taking behavior, while in adults it is 
based on a change in cognition or performance. In a small 
university sample, high-end energy drinks result in sleep 
disturbances such as later bedtimes, harder time falling 
asleep, and more all-nighter episodes. The concerning fac-
tor was that the majority of students were unaware about the 
presence of caffeine in these supplements [52]. In another 
cross-sectional study of 498 random groups of college stu-
dents, the researchers observed that the students consumed 
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more than one energy drink each month on average, and 
67% of them consumed for insufficient sleep or energy to 
improve overall performance. However, the consumption, 
in general, was associated with binging episodes [53]. More 
than 58% of emergency department adolescent visitors re-
ported ED use within last 30 days and had trouble sleeping 
and work problems [54].

The military members report around three times higher 
daily energy drinks use (27%) compared to the general 
population [30]. Studies on the energy drinks use in the 
military population have demonstrated the association of 
energy drinks use on sleep continuity disturbances and next 
day functioning. In a 2008 Air Force Research Laboratory 
report, 30.8% of active duty Air Force Personnel reported 
trouble falling asleep, and 10.8% reported trouble staying 
asleep as common adverse effects related to the consump-
tion of energy drinks [55]. In a similar study among military 
volunteers of 2007–08 Millennium Cohort Study, energy 
drinks use was higher in those who reported less than recom-
mended 7–8 h of sleep or had trouble sleeping [56]. Energy 
drinks use has similar reports of abnormalities of sleep du-
ration and sleepiness among combat-deployed personnel in 
more contemporary studies. The personnel who had at least 
3 or more energy drinks/day were more likely to report sleep 
<4 h per day, or disturbed sleep for at least half the days 
in a month. These personnel also reported insomnia or epi-
sodes of falling asleep during regular guard duties [57–59]. 
The findings require special attention considering military 
personnel are at constant stress from high tempo combats, 
nighttime duties, personal life, and illness and frequently 
use these supplements for bodybuilding, energy, improving 
alertness and counteracting sleep-deprived state [60,61].

The most popular cause of sleep disturbances due to 
ED use is their caffeine content. However, the role of tau-
rine and other carbohydrates has been recently explored in 
animal studies [62]. Tyrosine, an ingredient of some caf-
feinated energy drinks, was investigated in sleep-deprived 
healthy young male and found to have no independent asso-
ciation on sleep [62]. The additional nutritional information 
on the other ingredients is warranted for future research.

Epidemiology of sleep in other 
psychostimulants

Research on other psychostimulants is limited to military 
personnel, air force and other service members owing to 
their extended period of sleep deprivation. The substances 
most frequently researched as a countermeasure to sleep 
deprivation are modafinil and dexamphetamine. Modafinil 
and dextroamphetamine improved executive function, ob-
jectively measured alertness, and psychomotor vigilance 
speed [63]. However, modafinil has been reported to be a 
more promising stimulant [64]. In comparative efficacy of 
caffeine, modafinil and dextroamphetamine, modafinil dose 

of 400 mg improve performance and mood symptoms with-
out any other adverse effects compared to other stimulants 
after sleep deprivation of 40 h or more. Dextroamphetamine 
is associated with dose-dependent impairment of sleep 
maintenance and decreased executive functioning, while 
caffeine-related adverse sleep disturbances have been dis-
cussed earlier [65]. Modafinil is also well-tolerated com-
pared to other drugs [66,67]. In a comparison between 
energy drink ingredients (tyrosine, phentermine), caffeine 
and dextroamphetamine after 36 h of sleep deprivation, 
dextroamphetamine was associated with marked decrease 
in sleep drive, increased alertness on the first-day recovery. 
Tyrosine did not affect while caffeine and phentermine had 
similar effects on sleep [68].

Interestingly the most common illicit stimulants used 
by military personnel were cocaine and amphetamines 
as reported by latest 2005 report of Army Forensic 
Laboratories [69,70]. With the ongoing efforts of legisla-
tion of marijuana, the association between sleep and these 
stimulants may play an essential role in the general popula-
tion in future.

Relationships in specific populations

The findings from general population may not be applicable 
for individuals with certain occupations such as Military 
Personnel, Air Force Personnel, Shift Workers, Emergency 
Duty workers, and others. The daily caffeine consumption in 
the form of sodas and energy drinks in these high-risk oc-
cupational settings is considerably higher than the general 
population owing to their work expectations even in the 
sleep-deprived state [30]. Secondly, the effect of caffeine is 
studied in this population from the perspective of improve-
ment of work performance, recovery sleep, and consequences 
of physiological sleep debt. The risk and benefits of caffeine 
use in these populations can be summarized as follows:

(i) Sleep deprivation and sleepiness: Caffeine has shown 
to be effective in maintaining the cognition and perfor-
mance measures even after 3–4 nights of sleep depri-
vation [71,72]. Compared to placebo, caffeine intake 
of 100–400 mg improved subjective exertion and task 
completion time, maintained vigilance and maintained 
indices for performance and marksmanship in military 
personnel who are sleep deprived for 22–27 h [72,73]. 
These caffeine dosages are high, but caffeine can im-
prove the performance at lower doses [12]. The unique 
phenomenon observed in these populations is abrupt 
awakening from naps which results in momentary degra-
dation of performance known as sleep inertia. A double-
blind crossover design in non-smoking adults observed 
that the immediate use of caffeine gum of 100 mg post- 
inertia improved vigilance at 18 min post- awakening  
[74]. Shift workers who have fixed shifts at evening or  
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night are more likely to report sleepiness, insomnia 
symptoms, and excess caffeine consumption compared 
to those who have rotating shifts [75,76]. The rotating 
shift workers are more likely to report delayed sleep on-
set and improved overnight performance after caffeine 
use [76,77]. Caffeine also improves mood disturbances 
associated with sleepiness after 48 h of sleep deprivation 
[78,79].

However, these findings may vary depending on the pat-
tern of consumption and activity involved. A study of pilots 
who were sleep-deprived for 37 h did not find any signifi-
cant changes in subjective sleepiness in spite of improve-
ment in performance [80]. Similarly, the truck drivers who 
were habitual coffee drinkers had no effects on sleep time 
after prolonged sleep deprivation [81].

 (ii) Recovery sleep: Chronic sleep restriction is more 
common and concerning than acute, total sleep de-
privation [48]. Individuals in these settings undergo a 
prolonged period of sleep deprivation, have circadian 
misalignment, and have a higher impact on recovery 
sleep. While caffeine shows sustained performance in 
studies measuring short-term sleep-deprived states, 
its effects on performance after prolonged sleep de-
privation and subsequent recovery sleep are not well-
characterized. Habitual caffeine use may interfere with 
recovery sleep following acute sleep-deprived state. A 
study of healthy civilian and active-duty military per-
sonnel observed that the effect of daily intake of caf-
feine (400 mg) on subjective alertness were attenuated 
compared to placebo after the third night of total sleep 
deprivation. On the maintenance of wakefulness test, 
caffeine users were no longer able to maintain wake-
fulness after the second night of sleep deprivation and 
were also slower to return to baseline in the recovery 
period [82]. Caffeine use after 23 h of wakefulness 
in night shift workers was associated with increased 
WASO, increased stage 1 sleep, decreased slow wave 
sleep, increased core body temperature and broader 
distal to proximal skin temperature gradient during 
recovery sleep [83]. High core body temperature in-
dicates increased alertness which is congruent to other 
literature that reported no influence on performance in 
the period after recovery sleep [84].

 (iii) Insomnia: The overlap of insomnia symptoms with other 
sleep measures limits the research of caffeine use among 
those with a clinical diagnosis of insomnia. Further, the 
treatment strategies of insomnia including abstinence 
from caffeine will influence the use of caffeine among 
those with insomnia. In a treatment- seeking active duty 
military personnel reporting PTSD and insomnia symp-
toms, those who had elevated insomnia symptom sever-
ity avoided coffee use [85]. In a study of patients with 
primary insomnia, the use of caffeine as a treatment for 

sleep deprivation was  associated with decreased total 
sleep time and increased subsequent sleep onset latency 
[86]. There is also a distinct overlap of insomnia symp-
toms with psychiatric symptoms in these populations. 
The contribution of psychiatric symptoms in the cau-
sation of insomnia could be more significant than the 
overall effect of caffeine use alone which could poten-
tially explain the negative association between insom-
nia severity and caffeine consumption across different 
studies [85,87]. The self-management and educational 
efforts to reduce caffeine in these work settings once 
diagnosed with insomnia can be postulated but require 
further supporting evidence.

In conclusion, caffeine negatively affects sleep quality 
and sleep duration in these populations. However, it is of 
paramount importance to find the risk/benefit ratio of use of 
caffeine or energy drinks for the community members who 
are expected to maintain high performance in sleep-deprived 
states which is possibly achieved by use of these products.

PHYSIOLOGY OF CAFFEINE IN SLEEP-
WAKE HOMEOSTASIS

The biological effects of caffeine and other psychostimu-
lants on sleep are the acute or chronic reactions at a psy-
chological or physiological level such as anxiety response, 
rewarding, or reinforcing effects. Though one of these re-
sponses is used to improve cognition, and attention span 
in sleep- deprived individuals, the chronic reactions or tol-
erance to the doses over time contribute to recovery sleep 
or physiological sleep debt. To understand this delayed 
response, we will briefly talk about these underlying bio-
logical processes. As caffeine is the essential component of 
energy drinks supplements compared to taurine, or sugar, we 
will limit our discussion on physiology effects of caffeine.

Role of adenosine and caffeine  
in sleep-wake cycle

The biological mechanisms of caffeine involve interactions 
at multiple sites. Caffeine is a non-selective competitive 
adenosine receptor antagonist and produces its psycho-
stimulant effects by counteracting the pulsating effects of 
endogenous adenosine in the central adenosine receptor 
[4,88]. Adenosine principally modulates the function of 
neurotransmitter pathways that are involved in motor ac-
tivation and reward. The dopaminergic systems primarily 
control these pathways, as well as arousal processes in-
volved in cholinergic, noradrenergic, histaminergic or or-
exinergic systems [89]. Caffeine is structurally similar to 
adenosine and binds to adenosine receptors, specifically to 
adenosine receptors (A1 and A2A) expressed extensively 
in the brain.
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Adenosine is a prime promoter of neural activity of 
sleep-wake homeostasis. Adenosine is produced from the 
breakdown of ATP in normal or pathological conditions due 
to hypoxia or ischemia [90]. The release of adenosine and 
subsequent mechanisms that balance the intracellular and 
extracellular levels of adenosine modulates the function 
of sleep-active neurons. Adenosine primarily causes sleep 
enhancement via its mechanism on the A1 receptor to in-
hibit the cholinergic and anti-cholinergic wake responsive 
neurons resulting in GABAergic neuron inhibition [91]. 
The second most studied A2a adenosine receptor inhibits 
the histaminergic neurons and also directly stimulate the 
sleep-related active neurons in the ventrolateral preoptic 
nucleus promoting sleep activity. Caffeine, an adenosine 
antagonist, competes with extracellular adenosine and at-
tenuates the effect of adenosine stimulation by inhibiting 
the A1 and A2a receptors [89] (see Fig. 23.1). Studies in the  
rodent models have shown that caffeine also increases  
the sensitivity of D2/D3 dopamine receptors promoting the 
wakefulness [92]. The high affinity of caffeine to these ade-
nosine brain receptors is intertwined with physiological ex-
tracellular levels of adenosine and is mainly responsible for 
motor-activating, and reinforcing and arousing properties of 
caffeine. Fig. 23.1 summarizes the adenosine regulation of 
sleep-active neurons.

Genetic factors and response to caffeine

There are pronounced individual differences in response 
to caffeine. Not all develop caffeine-induced sleep distur-
bances and insomnia [93]. These differences are secondary 

to pharmacokinetic or pharmacodynamics mechanism of 
caffeine at the genetic level which is further influenced by 
the amount of caffeine consumption or other environmen-
tal factors such as demographics, health behaviors, medical 
comorbidities, or comorbid substance use. The cumulative 
effect of these factors plays a role in determining the magni-
tude and duration of tolerance development or caffeine sen-
sitivity to sleep. In this section, we will talk about genetic 
factors responsible for individual variation, while environ-
mental factors are addressed in subsequent section.

One prominent gene polymorphism involved at the phar-
macokinetic level is ADORA2A gene. The gene variants 
modulate the subjective responses of caffeine through its 
effects on A2A receptors. A genome-wide association study 
in a community-based sample of Australian twins from the 
Australian Twin Registry found that the individual sensitiv-
ity of caffeine-induced insomnia depends on polymorphism 
in the ADORA2A gene (rs5751876) [94,95]. Individuals 
who had C/C genotype at this SNP reported high sensitiv-
ity on the questionnaire and increased EEG beta activity 
on polysomnography. Individuals with low caffeine sensi-
tivity and no activity had T/T genotype. The GWAS study 
additionally identified two specific SNPs, rs6575353 cod-
ing for PRIMA1 and rs521704 coding for GBP4, which 
were associated with caffeine-induced insomnia. However, 
the effect of ADORA2A polymorphism may not be simi-
lar for each insomnia symptom. A small sample size study 
(n = 50) in college students observed that ADORA2A CC 
genotype did not moderate the effects of caffeine on WASO 
even though CC genotype was associated with WASO com-
pared to TT phenotype [96]. In another GWAS twin study 
of 3808 participants, a region on chromosome 2q and chro-
mosome 17q was associated with caffeine attributed sleep 
disturbances. The chromosome 17q is of particular inter-
est as the gene regulating dopamine, and cAMP-regulated 
protein pathways reside in this area which can potentially 
link to  caffeine-induced insomnia. However, more research 
is needed to validate these findings.

Another polymorphism of importance is a gene for ad-
enosine deaminase (ADA), an enzyme regulating intracel-
lular and extracellular adenosine levels. A heterozygous 
genotype at the gene (rs73598374) results in reduced activ-
ity of ADA which increases EEG delta activity in NREM 
sleep. Based on this pathway, a polysomnography study of 
1000 participants assessed the association between caffeine 
and sleep measures within both heterozygous and homo-
zygous state [97]. Individuals with a heterozygous form of 
ADA had better sleep quality, a higher proportion of REM 
sleep and lesser WASO episodes [98]. A CYP1A2 gene 
polymorphism that interferes with the hepatic metabolism 
of caffeine can account for variability in caffeine effect on 
sleep [99]. However, this mechanism affecting the bioavail-
ability of caffeine relies first on the amount of caffeine in-
take followed by CYP1A2 gene polymorphism.

AWAKE

Dopamine

D2/D3

Caffeine

Adenosine A2a

Histaminergic
neurons

SLEEP
GABAergic
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FIG. 23.1 Schematic representation of the role of caffeine in the neuro-
chemistry of sleep-wake homeostasis. A1/A2a, adenosine receptors; D2/
D3, dopamine receptors; Red arrows indicate inhibition. Caffeine inhibits 
adenosine receptors and blocks the action of extracellular levels adenosine 
on these receptors. Wake pathway is activated, and sleep pathway via ad-
enosine is inhibited in the presence of caffeine.
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Environmental factors and response  
to caffeine

Currently, there are no restrictions on the amount of caf-
feine intake even though US Food and Drug Administration 
(FDA) lists 400 mg per day as the safe amount to ingest 
[1,2]. There is no standard limit for energy drinks yet. The 
major implication is that the individual threshold at which 
caffeine or energy drinks will influence sleep is not deter-
mined. It inadvertently forces us to consider individual-
level variation where this relationship will be vital. We can 
postulate that individuals regulate their intake to achieve 
their primary objective of reducing sleepiness or increas-
ing alertness, and secondly to maintain within the safe dose 
range. While the literature has strongly focused on genetics 
for individual variation, following other aspects should be 
noted.

1. Amount of intake and adverse effects: A study of US 
military personnel found that sleep problems are higher 
in those who drink 3 or more energy drinks per day 
[57]. A similar pattern is observed in children and ado-
lescents where moderate-level caffeine consumers have 
more sleep problems [100]. These associations led to 
hypothesis whether caffeine/energy drinks are used as 
a countermeasure of sleep deprivation or perpetuate 
sleep problems. Irrespective of the directionality of the 
association, such pattern will inadvertently lead to up-
ward trajectory of ingestion. High doses of consump-
tion subsequently cause adverse effects, most notably 
seen are restlessness, nervousness, cardiovascular insta-
bility, and insomnia [100]. Caffeine results in a dose-
dependent increase in anxiety, worries, and tremors 
compared to placebo which was partly shown to vary by 
individual personality [101]. In another study of healthy 
non-smoking individuals, a sequential increase of caf-
feine dosage from none to 600 mg was associated with 
irritability, headache, anxiety, talkativeness, and sleepi-
ness but the specific threshold was not determined [79]. 
Caffeine withdrawal among moderate-high caffeine 
consumers also has similar symptoms. In these individ-
uals, caffeine withdrawal was associated with a head-
ache, impaired mood, impaired cognition, and increased 
blood pressure [102]. These effects are subjective, and 
the extent to which they are linked to the caffeine-sleep 
paradigm is hard to determine.

2. Chronotype/time of intake: One of the frequently re-
ported reasons for individual variability is the time 
of the day when these stimulants are consumed. A 
Brighton Sleep Study in 20 to 45 years old observed that 
1–4 cups per day within 6 h of bedtime was associated 
with shorter sleep latency, fewer awakenings, and more 
sleep satisfaction than heavy consumers or those who 
abstained from caffeine [103]. Early morning caffeine 

decreases the propensity of wakefulness on a subse-
quent night [104]. Further, evidence suggests that eve-
ning chronotype of individuals has a significant role in 
the caffeine-sleep relationship. In a study of college stu-
dents, those who had a circadian preference for evening 
time were three times more likely to consume high dose 
caffeinated energy drinks and report daytime sleepiness 
compared to those with morning chronotype [105–107]. 
Adolescents are showing a slow transition to evening 
chronotype with increased use of electronic devices at 
nighttime. The use of technology at night has been as-
sociated with increased consumption of energy drinks 
and other caffeinated products which cumulatively re-
sults in short sleep duration [21,36]. Few studies found 
no role of chronotype at the caffeine-sleep interface or 
observed increased WASO episodes and sleep efficiency 
among morning-type individuals [96,108]. Overall the 
behavioral aspect of circadian preference has some role 
to play.

3. Comorbid burden of disease: Little research has ex-
amined the effect of the comorbid burden of an indi-
vidual on the sleep and use of caffeine, energy drinks, 
and other stimulants. In a small case-control study (134 
cases, 230 controls) of diabetic participants, diabetic 
individuals were habitual caffeine users and reported 
greater daytime sleepiness after an extra cup of coffee 
[109]. This relationship was attributed to the presence 
of a highly inducible CYP1A2 genotype in the diabetic 
population [110].

4. Sociodemographic pattern: Another individual aspect 
that potentially affects both caffeine and sleep is their 
sociodemographic characteristics. The role of these 
characteristics as a risk factor for a stimulant-sleep 
interface is still understudied. Both energy drinks and 
sleep are associated with low socio-economic status 
[33,111]. Energy drinks are part of government assis-
tance programs and account for 50% of their budget in-
dicating high use in the low-income population [112]. 
Sleep also varies by socio-economic status, and indi-
viduals with low socioeconomic status are more likely 
to report insomnia complaints and shorter sleep duration 
[111]. The consistent pattern of sleep and caffeine usage 
indicates a potentially stronger role of low income in 
addressing the outcomes of caffeine-induced sleep dis-
turbances. Based on gender, males are three times more 
likely to report energy drink use than females [111]. 
However, in Brazilian sample, women were reported 
to have a higher proportion of caffeine-induced insom-
nia than men [113]. There is a distinct age-related pat-
tern in the relationship between sleep and energy drink 
use. A nationally representative study using NHANES 
data observed that caffeine intake from energy drinks 
and dietary supplements is higher in the age group of 
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19–30 years [114]. In another study using community 
survey, younger respondents (< 30 years) were eight 
times more likely to use energy drink compared to older 
individuals [115]. On the other hand, sleep disturbances 
are aging phenomenon yet we are observing sleep dis-
turbances in younger population owing to energy drinks. 
The age-related changes in sleep patterns highlight the 
importance of monitoring caffeine dependent sleep 
problems in the younger population. The NHANES 
study also reported that the use of energy drinks is high-
est among non-Hispanic White individuals followed by 
Hispanic and Black respondents [114]. In contrast, the 
data using NHIS study found that the consumption is 
highest in Black respondents [116]. The NHIS finding 
aligns with racial pattern of sleep disturbances where 
Blacks are more likely to have poor sleep continuity, 
shorter sleep duration, and less slow-wave sleep [117].

5. Alcohol use: The use of alcohol mixed with caffeinated 
energy drinks is frequently reported, and is associated 
with vicious cycle of substance use and sleep distur-
bances. This pattern of alcohol mixed energy drinks is 
noticed commonly in adolescent's age group. A com-
munity based study found that alcohol-mixed energy 
drink consumptions compared to alcohol only drinks is 
associated with increased chances of difficulty in fall-
ing asleep [118]. Energy drinks consumption is associ-
ated with increased alcohol use independently and also 
in presence of sleep disturbances perpetuating overall 
sleep problems [33,39,119,120]. Another study in col-
lege students observed that caffeinated beer improves 
sleep quality with no effect on sleep latency or next day 
hangover symptoms which may promote substance use 
[41]. In general, the combined use of alcohol and energy 
drinks distorts the perceptions of adaptive response to 
excess caffeine intake or alcohol intake which height-
ens the consequences. Excess alcohol use secondary to 
energy drinks use increases the probability of daytime 
sleepiness with binge drinking [121]. The role of other 
illegal substance use can potentially be similar to alco-
hol but will not be discussed in this chapter.

Above knowledge will help understand how caffeine 
interferes with the interplay between circadian and ho-
meostatic regulatory systems to affect the periodic cycle of 
wakefulness and sleep.

HEALTH IMPLICATIONS OF 
CAFFEINE(STIMULANT) USE—SLEEP 
DISTURBANCES MODEL

Although the caffeine use and sleep disturbances have in-
dependent associations with health outcomes, the major 
impact of stimulant-induced insomnia on health status is 
sleep disturbances. These sleep disturbances are secondary 

to circadian misalignment where the endogenous circadian 
 pattern could not match with altered sleep-wake cycle ow-
ing to caffeine/energy drink consumption resulting in dele-
terious effects [122]. Though not established we will briefly 
discuss some of these health implications from the perspec-
tive of stimulant use resulting in, sleep disturbances, short 
sleep duration, and circadian misalignment. The discussion 
is also primarily focused on caffeine use.

(1) Short sleep duration: The associations of short sleep du-
ration with chronic diseases and associated risk factors 
are extensively researched and are beyond the scope of 
this chapter. Most notable about the use of stimulant to 
counteract sleepiness is weight gain or obesity, glucose 
dysregulation, hypertension, dyslipidemia, inflamma-
tion and hormonal dysregulation [117]. Obesity is the 
most immediate health outcome of concern consider-
ing the use of energy drinks as a part of energy supple-
ments. Adolescents with inadequate sleep have poor 
eating behaviors including excess consumption of caf-
feinated energy drink which are associated with higher 
body weight and blood pressure [123]. Community-
dwelling adults and military personnel reporting caf-
feine or energy drink use had increased concentrations 
of IL-6 which is indicative of low-grade chronic in-
flammation in the presence of inadequate sleep leading 
to morbidities [50,124]. A randomized controlled trial 
of sleep-deprived individuals reported that caffeinated 
coffee adversely modulated the glucose homeostasis 
compared to decaffeinated ones [125]. Continuous caf-
feine intake over a prolonged period after an extended 
period of sleep deprivation was associated with men-
tal exhaustion, irritability and mood disturbances but 
not with glucose levels [126]. However, there was in-
creased glucose response to subsequent food intake 
which could be the potential mechanism to glucose 
dysregulation. Despite overlap between sleep duration 
and sleep deprivation, short sleep duration has shown to 
play a prominent role in obesity.

(2) Non-specific sleep-disturbances: The sleep symptoms 
that form a part of the ICD-9 diagnosis of insomnia 
but do not meet the criteria will be considered as non-
specific sleep-disturbances here. These symptoms in-
clude difficulty falling asleep, difficulty staying asleep, 
waking after sleep onset and daytime sleepiness. There 
is a strong correlation between these symptoms or 
insomnia diagnosis and psychiatric comorbidities. 
Caffeine increases hyperactivity of dopaminergic sys-
tem through its inhibitory action on adenosine which 
is further pressurized by sleep disturbances affecting 
mood, executive functioning, cognition and behavioral 
disorders [127,128]. Caffeine-induced sleep distur-
bances increase nighttime restlessness [101]. A KiGGS 
German study observed that caffeine use influences the 
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association between insomnia complaints and use of 
alcohol, marijuana, and tobacco emphasizing the role 
of common stimulants [35]. A case study of psychiatric 
patients showed those with bipolar disorder, of which 
sleep disturbances are component, had some tempo-
ral relationship between use of energy drinks and fre-
quent hospitalizations [129]. This finding aligns with 
the results of a randomized controlled trial where indi-
viduals with identified vulnerability to stress-induced 
sleep disturbances exhibited higher sleep-reactivity to 
a caffeine challenge [130]. High caffeine consumption 
is also associated with multiple psychiatric disorders 
including depression, anxiety and substance depen-
dence [131]. Excess consumption of energy drinks or 
stimulants by military population is of special concern 
considering pre-deployment sleep disturbances, or in-
somnia is associated with subsequent development of 
anxiety disorder including PTSD [132]. Despite these 
findings, we preclude any causal interpretation due to 
cross-sectional nature of these studies as well as lack of 
data on caffeine use among those who show symptoms 
of insomnia.

(3) Circadian misalignment: The sleep disturbances due 
to circadian rhythm misalignment occur commonly 
in the special populations described above. There is 
strong empirical evidence that excess stimulant use 
improves their vigilance, cognitive function, alertness, 
endurance performance, a memory task, and reaction 
time. However, the benefits associated with the use 
of these products interfere with underlying biological 
sleep rhythms. These disturbed physiological processes 
tend to result in adverse outcomes in the physical or 
psychological domain. The most pertinent concerning 
behavior observed in shift workers, healthcare, law en-
forcement, and drivers are impulsive risk-taking behav-
iors. The caffeine response to impulsivity is secondary 
to dose-dependent increase in adrenaline during wake-
fulness period [133]. Accordingly, the truck drivers 
or shift workers are likely to report impaired driving 
performance, commit avoidable errors and increased 
number of accidents [134–136]. These episodes are 
more likely to occur during daytime work when the 
underlying physiological response is to stay awake 
[137]. Studies researching likelihood of accidents in 
sleep- deprived truck drivers recommend caffeine use 
with short naps emphasizing the vital role of sleep in 
preventing accidents [138,139].

The predominant health consequences of circadian mis-
alignment are related to cardiovascular disease and meta-
bolic disorders. Physiological hyperarousal in the presence 
of chronic sleep restriction and caffeine use is associated 
with significant odds of hypertension [140,141]. Shift work-
ers report higher mortality due to diabetes, cardiovascular 

and stroke. Rotating shift workers have increased the risk 
of obesity, hypertriglyceridemia, poor dietary patterns, and 
metabolic syndrome [122]. Bonnet and Arand in their archi-
val study of caffeine as a model for insomnia observed that 
caffeine use causes significant metabolic changes which are 
associated with decrease in sleep efficiency [14]. Chen and 
colleagues found that men who work long hours are twice 
at risk for coronary heart disease [142]. In adolescents with 
different chronotype and caffeine sensitivity, poor sleep and 
situational stress is associated with cardiac changes second-
ary to sympathetic system activation, a phenomenon con-
sistent with circadian disturbances. These individuals are at 
subsequent risk of developing insomnia and related comor-
bidities [143]. In summary, the burden of caffeine use as 
a countermeasure to sleepiness is associated with an enor-
mous burden on health and functioning.

RECOMMENDATIONS

We recommend the following suggestions to improve the 
health and functioning of individuals:

1. Sleep Hygiene practices: Insufficient sleep is a sig-
nificant problem, and strict implementation of a sleep 
management plan to maintain sleep duration should be 
prioritized in all educational and workplace settings 
such as schools, colleges, medical facilities, military 
centers and other training facilities. Stimulants intake 
before bedtime should be discouraged, and daily varia-
tion should be monitored. Physical activity has been 
shown to alleviate the effects of caffeine use on sleep 
and should be recommended. A strict sleep schedule 
should be followed to maintain the circadian rhythm, 
and the daytime nap should be avoided. In contrast, 
strategically timed short naps in conjunction with small 
doses of caffeine may improve mood and performance 
after sleep deprivation without affecting subsequent 
sleep patterns in specific populations and should be en-
dorsed. However, the clinical implications of frequent 
napping in general population is still preliminary and 
should be further investigated [144].

2. Better food labeling practices: Despite the statutory 
FDA limit on caffeine amount, there are no strict re-
strictions on the contents of energy drinks and amount 
of intake. The judicious use of caffeine from different 
sources may lead to tolerance and create a vicious cycle 
of insufficient sleep and habitual increasing intake of 
caffeine over time. This cycle will secondarily amplify 
health-related outcomes. The content or safety level of 
other ingredients in energy drinks is not even known to 
assess whether they show caffeine like tolerance. The is-
sue is further complicated for dietary supplements which 
may contain adulterants. The FDA should stress upon 
the labeling options on these ingredients to inform con-
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sumers. The labels should standardize the content level 
of each ingredient, warnings about caffeine toxicity, 
and age-specific symptom-free doses [8]. Alternatively, 
the marketing practice for beverages should highlight 
the caffeine content. The marketing practices directed 
toward youth should be supervised. The ultimate goal 
is to develop a culture where caffeine intake is moni-
tored to detect early signs of chronic use and withdrawal 
symptoms.

3. Concurrent substance use: The concurrent use of 
caffeine and other substance use is discouraged. 
Adolescents have frequently been involved in the use 
of caffeine with alcohol. Their simultaneous use facili-
tates extended drinking sessions, interferes with execu-
tive function and masquerades the alcohol intoxication. 
Such behavior is linked to risk-taking patterns such as 
intoxicated driving. It also has deleterious effects on 
sleep maintenance and aggravates insomnia [145]. The 
sleep education should actively focus on this issue.

4. Rethinking research methodologies: The current re-
search on the stimulant use and sleep is based on non-
standardized measures. Though we have sufficient 
evidence on the qualitative aspect of these relationships, 
the quantitative parameters are still unclear. The lack of 
quantitative threshold for caffeine and other ingredients 
have limited authorities from imposing stronger regu-
lations. There is a distinct gap between cross-sectional 
population level studies and experimental or laboratory-
based studies in this area of research. The next steps 
in research should focus on bridging that gap. There 
is a need of a socio-ecological model, as proposed by 
Grandner and colleagues, that will define the tempo-
ral pathway upstream from sociodemographic and be-
havioral determinants of caffeine-sleep paradigm to 
downstream adverse consequences of this paradigm 
[117]. Such structured framework will help identify 
high-risk populations and plan interventions tailored to 
these groups. Numerous interventions that have been 
formulated over time have not shown improvement in 
the change in caffeine consumption [146]. Recently, a 
publicly accessible Web tool (2 B Web Alert) was used 
to determine the impact of sleep-wake schedule, time of 
day of caffeine use, and performance. Evidence-based 
tools like 2 B Web Alert will aid in designing effective 
work schedules, proposing better sleep restriction and 
caffeine studies, and increasing public awareness of the 
pattern of caffeine consumption on alertness [147].

CONCLUSION

In conclusion, the research examining connections between 
sleep and caffeine, energy drinks and other stimulants is 
extensive but still preliminary. Given the positive and nega-
tive effects of caffeine and energy drinks, these beverages 

may provide temporary relief from sleep disturbances, but 
their prolonged use may affect the quality of life in gen-
eral. Future research should investigate the cumulative ef-
fect of sleep and stimulants on health outcomes rather than 
independent associations. Such investigations will provide 
insights to identify candidates with differential risk of 
sleep effects secondary to stimulant use. It will also pro-
vide guidelines to assess appropriate candidates for caffeine 
supplementation during sleep deprivation, and derive the 
optimal range of caffeine dosages that may alleviate sleep 
deprivation without affecting subsequent recovery sleep or 
inducting additive behavior. The overarching purpose of 
this chapter is to contribute toward any policy implications 
in the field of sleep management of the general population.

REFERENCES
 [1] Mitchell DC, Knight CA, Hockenberry J, Teplansky R, Hartman TJ. 

Beverage caffeine intakes in the U.S. Food Chem Toxicol 
2014;63:136–42.

 [2] Somogyi LP. Caffeine intake by the US population. Prepared for The 
Food and Drug Administration and Oakridge National Laboratory; 
2010.

 [3] Seifert SM, Schaechter JL, Hershorin ER, Lipshultz SE. Health ef-
fects of energy drinks on children, adolescents, and young adults. 
Pediatrics 2011;2009–3592.

 [4] Roehrs  T, Roth  T. Caffeine: sleep and daytime sleepiness. Sleep 
Med Rev 2008;12(2):153–62.

 [5] De Valck E, Cluydts R. Slow-release caffeine as a countermeasure 
to driver sleepiness induced by partial sleep deprivation. J Sleep Res 
2001;10(3):203–9.

 [6] Ohayon M, Wickwire EM, Hirshkowitz M, Albert SM, Avidan A, 
Daly FJ, et al. National Sleep Foundation's sleep quality recommen-
dations: first report. Sleep Health 2017;3(1):6–19.

 [7] Martyn D, Lau A, Richardson P, Roberts A. Temporal patterns of caf-
feine intake in the United States. Food Chem Toxicol 2018;111:71–83.

 [8] Pomeranz  JL, Munsell  CR, Harris  JL. Energy drinks: an emerg-
ing public health hazard for youth. J Public Health Policy 
2013;34(2):254–71.

 [9] Clark I, Landolt HP. Coffee, caffeine, and sleep: a systematic review 
of epidemiological studies and randomized controlled trials. Sleep 
Med Rev 2017;31:70–8.

 [10] Brezinova V, Oswald I, Loudon J. Two types of insomnia: too much 
waking or not enough sleep. Br J Psychiatry 1975;126:439–45.

 [11] Fulgoni 3rd VL, Keast DR, Lieberman HR. Trends in intake and 
sources of caffeine in the diets of US adults: 2001–2010. Am J Clin 
Nutr 2015;101(5):1081–7.

 [12] Lieberman HR, Wurtman RJ, Emde GG, Roberts C, Coviella  IL. 
The effects of low doses of caffeine on human performance and 
mood. Psychopharmacology 1987;92(3):308–12.

 [13] Juliano  LMGR. Caffeine. In: Lowinson  JHRP, Millman  RB, 
Langrod JG, editors. Substance abuse: a comprehensive textbook. 
4th ed. Baltimore: Lippincott Williams & Wilkins; 2005.

 [14] Bonnet MH, Arand DL. Caffeine use as a model of acute and chron-
ic insomnia. Sleep 1992;15(6):526–36.

 [15] Reid WH, Wise MG. DSM-IV training guide. New York: Routledge; 
2014.

http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0010
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0010
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0010
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0015
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0015
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0015
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0020
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0020
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0020
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0025
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0025
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0030
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0030
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0030
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0035
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0035
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0035
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0040
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0040
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0045
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0045
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0045
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0050
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0050
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0050
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0055
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0055
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0060
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0060
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0060
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0065
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0065
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0065
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0070
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0070
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0070
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0075
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0075
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0080
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0080


314 PART | V Sleep and behavioral health

 [16] Addicott MA. Caffeine use disorder: a review of the evidence and 
future implications. Curr Addict Rep 2014;1(3):186–92.

 [17] Ágoston C, Urbán R, Richman MJ, Demetrovics Z. Caffeine use 
disorder: an item-response theory analysis of proposed DSM-5 cri-
teria. Addict Behav 2018;81:109–16.

 [18] Meredith SE, Juliano LM, Hughes JR, Griffiths RR. Caffeine use 
disorder: a comprehensive review and research agenda. J Caffeine 
Res 2013;3(3):114–30.

 [19] Striley MCW, Hughes PJR, Griffiths R, Juliano L, Budney AJ. A 
critical examination of the caffeine provisions in the diagnostic and 
statistical manual (DSM-5). J Caffeine Res 2013;3(3):101–7.

 [20] Bryant Ludden A, Wolfson AR. Understanding adolescent caffeine 
use: connecting use patterns with expectancies, reasons, and sleep. 
Health Educ Behav 2010;37(3):330–42.

 [21] Calamaro CJ, Yang K, Ratcliffe S, Chasens ER. Wired at a young 
age: the effect of caffeine and technology on sleep duration and 
body mass index in school-aged children. J Pediatr Health Care 
2012;26(4):276–82.

 [22] Chaudhary NS, Grandner MA, Jackson NJ, Chakravorty S. Caffeine 
consumption, insomnia, and sleep duration: results from a nation-
ally representative sample. Nutrition 2016;32(11−12):1193–9.

 [23] Lodato F, Araujo J, Barros H, Lopes C, Agodi A, Barchitta M, et al. 
Caffeine intake reduces sleep duration in adolescents. Nutr Res 
2013;33(9):726–32.

 [24] Orbeta RL, Overpeck MD, Ramcharran D, Kogan MD, Ledsky R. 
High caffeine intake in adolescents: associations with diffi-
culty sleeping and feeling tired in the morning. J Adolesc Health 
2006;38(4):451–3.

 [25] Pollak  CP, Bright  D. Caffeine consumption and weekly sleep 
patterns in US seventh-, eighth-, and ninth-graders. Pediatrics 
2003;111(1):42–6.

 [26] Spaeth AM, Goel N, Dinges DF. Cumulative neurobehavioral and 
physiological effects of chronic caffeine intake: individual differ-
ences and implications for the use of caffeinated energy products. 
Nutr Rev 2014;72(Suppl. 1):34–47.

 [27] Loftfield  E, Freedman  ND, Dodd  KW, Vogtmann  E, Xiao  Q, 
Sinha R, et al. Coffee drinking is widespread in the United States, 
but usual intake varies by key demographic and lifestyle factors–3. 
J Nutr 2016;146(9):1762–8.

 [28] Nehlig  A. Interindividual differences in caffeine metabolism  
and factors driving caffeine consumption. Pharmacol Rev 2018; 
70(2):384–411.

 [29] Brown SL, Salive ME, Pahor M, Foley DJ, Corti MC, Langlois JA, 
et al. Occult caffeine as a source of sleep problems in an older popu-
lation. J Am Geriatr Soc 1995;43(8):860–4.

 [30] Knapik JJ, Austin KG, McGraw SM, Leahy GD, Lieberman HR. 
Caffeine consumption among active duty United States Air Force 
personnel. Food Chem Toxicol 2017;105:377–86.

 [31] Ding  M, Bhupathiraju  SN, Chen  M, van Dam  RM, Hu  FB. 
Caffeinated and decaffeinated coffee consumption and risk of type 
2 diabetes: a systematic review and a dose-response meta-analysis. 
Diabetes Care 2014;37(2):569–86.

 [32] Prather AA, Leung CW, Adler NE, Ritchie L, Laraia B, Epel ES. 
Short and sweet: associations between self-reported sleep duration 
and sugar-sweetened beverage consumption among adults in the 
United States. Sleep Health 2016;2(4):272–6.

 [33] Grandner  MA, Knutson  KL, Troxel  W, Hale  L, Jean-Louis  G, 
Miller KE. Implications of sleep and energy drink use for health 
disparities. Nutr Rev 2014;72(Suppl. 1):14–22.

 [34] Kant AK, Graubard BI. Association of self-reported sleep duration 
with eating behaviors of American adults: NHANES 2005–2010. 
Am J Clin Nutr 2014;100(3):938–47.

 [35] Skarupke C, Schlack R, Lange K, Goerke M, Dueck A, Thome J, 
et  al. Insomnia complaints and substance use in German adoles-
cents: did we underestimate the role of coffee consumption? Results 
of the KiGGS study. J Neural Transm (Vienna) 2017;124(Suppl. 1): 
69–78.

 [36] Calamaro CJ, Mason TB, Ratcliffe SJ. Adolescents living the 24/7 
lifestyle: effects of caffeine and technology on sleep duration and 
daytime functioning. Pediatrics 2009;123(6):e1005–10.

 [37] Jaehne A, Loessl B, Barkai Z, Riemann D, Hornyak M. Effects of 
nicotine on sleep during consumption, withdrawal and replacement 
therapy. Sleep Med Rev 2009;13(5):363–77.

 [38] Kozak P, Paer A, Jackson N, Chakravorty S, Grandner M, editors. 
Alcohol, smoking, caffeine and drug use associated with sleep du-
ration and sleep quality. Sleep; Amer Acad Sleep Medicine One 
Westbrook Corporate CTR, Westchester, IL; 2011.

 [39] Marmorstein NR. Interactions between energy drink consumption 
and sleep problems: associations with alcohol use among young 
adolescents. J Caffeine Res 2017;7(3):111–6.

 [40] Lund HG, Reider BD, Whiting AB, Prichard JR. Sleep patterns and 
predictors of disturbed sleep in a large population of college stu-
dents. J Adolesc Health 2010;46(2):124–32.

 [41] Rohsenow  DJ, Howland  J, Alvarez  L, Nelson  K, Langlois  B, 
Verster JC, et al. Effects of caffeinated vs. non-caffeinated alcoholic 
beverage on next-day hangover incidence and severity, perceived 
sleep quality, and alertness. Addict Behav 2014;39(1):329–32.

 [42] Carrier  J, Paquet  J, Fernandez-Bolanos  M, Girouard  L, Roy  J, 
Selmaoui B, et  al. Effects of caffeine on daytime recovery sleep: 
a double challenge to the sleep-wake cycle in aging. Sleep Med 
2009;10(9):1016–24.

 [43] Robillard R, Bouchard M, Cartier A, Nicolau L, Carrier J. Sleep is 
more sensitive to high doses of caffeine in the middle years of life. 
J Psychopharmacol 2015;29(6):688–97.

 [44] Drake  C, Roehrs  T, Shambroom  J, Roth  T. Caffeine effects on 
sleep taken 0, 3, or 6 hours before going to bed. J Clin Sleep Med 
2013;9(11):1195–200.

 [45] Rosenthal L, Roehrs T, Zwyghuizen-Doorenbos A, Plath D, Roth T. 
Alerting effects of caffeine after normal and restricted sleep. 
Neuropsychopharmacology 1991;4(2):103–8.

 [46] Ho SC, Chung JW. The effects of caffeine abstinence on sleep: a 
pilot study. Appl Nurs Res 2013;26(2):80–4.

 [47] Poole  R, Kennedy  OJ, Roderick  P, Fallowfield  JA, Hayes  PC, 
Parkes J. Coffee consumption and health: umbrella review of meta-
analyses of multiple health outcomes. BMJ 2017;359:j5024.

 [48] Basner  M, Fomberstein  KM, Razavi  FM, Banks  S, William  JH, 
Rosa RR, et al. American time use survey: sleep time and its rela-
tionship to waking activities. Sleep 2007;30(9):1085–95.

 [49] Carrier J, Fernandez-Bolanos M, Robillard R, Dumont M, Paquet J, 
Selmaoui B, et al. Effects of caffeine are more marked on daytime 
recovery sleep than on nocturnal sleep. Neuropsychopharmacology 
2007;32(4):964–72.

 [50] Manchester  J, Eshel  I, Marion DW. The benefits and risks of en-
ergy drinks in young adults and military service members. Mil Med 
2017;182(7):e1726–33.

 [51] Sampasa-Kanyinga  H, Hamilton  HA, Chaput  JP. Sleep duration 
and consumption of sugar-sweetened beverages and energy drinks 
among adolescents. Nutrition 2018;48:77–81.

http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0085
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0085
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0090
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0090
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0090
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0095
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0095
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0095
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0100
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0100
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0100
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0105
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0105
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0105
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0110
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0110
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0110
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0110
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0115
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0115
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0115
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0120
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0120
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0120
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0125
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0125
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0125
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0125
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0130
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0130
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0130
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0135
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0135
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0135
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0135
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0140
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0140
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0140
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0140
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0145
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0145
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0145
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0150
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0150
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0150
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0155
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0155
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0155
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0160
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0160
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0160
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0160
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0165
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0165
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0165
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0165
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0170
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0170
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0170
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0175
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0175
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0175
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0180
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0180
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0180
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0180
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0180
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0185
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0185
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0185
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0190
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0190
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0190
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0195
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0195
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0195
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0195
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0200
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0200
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0200
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0205
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0205
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0205
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0210
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0210
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0210
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0210
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0215
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0215
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0215
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0215
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0220
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0220
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0220
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0225
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0225
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0225
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0230
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0230
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0230
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0235
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0235
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0240
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0240
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0240
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0245
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0245
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0245
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0250
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0250
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0250
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0250
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0255
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0255
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0255
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0260
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0260
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0260


Sleep and the impact of caffeine, supplements, and other stimulants  Chapter | 23 315

 [52] Kelly CK, Prichard JR. Demographics, health, and risk behaviors 
of young adults who drink energy drinks and coffee beverages. J 
Caffeine Res 2016;6(2):73–81.

 [53] Malinauskas  BM, Aeby  VG, Overton  RF, Carpenter-Aeby  T, 
Barber-Heidal K. A survey of energy drink consumption patterns 
among college students. Nutr J 2007;6:35.

 [54] Jackson  DA, Cotter  BV, Merchant  RC, Babu  KM, Baird  JR, 
Nirenberg  T, et  al. Behavioral and physiologic adverse effects in 
adolescent and young adult emergency department patients re-
porting use of energy drinks and caffeine. Clin Toxicol (Phila) 
2013;51(7):557–65.

 [55] Schmidt  RM, McIntire  LK, Caldwell  JA, Hallman  C. Prevalence 
of energy-drink and supplement usage in a sample of air force per-
sonnel. Air Force Research Lab Wright-Patterson AFB OH Human 
Effectiveness Directorate; 2008.

 [56] Jacobson  IG, Ryan  MA, Hooper  TI, Smith  TC, Amoroso  PJ, 
Boyko EJ, et al. Alcohol use and alcohol-related problems before 
and after military combat deployment. JAMA 2008;300(6):663–75.

 [57] Centers for Disease C, Prevention. Energy drink consumption and 
its association with sleep problems among U.S. service members on 
a combat deployment—Afghanistan, 2010. MMWR Morb Mortal 
Wkly Rep 2012;61(44):895–8.

 [58] McLellan  TM, Riviere  LA, Williams  KW, McGurk  D, 
Lieberman HR. Caffeine and energy drink use by combat arms sol-
diers in Afghanistan as a countermeasure for sleep loss and high 
operational demands. Nutr Neurosci 2018;1–10.

 [59] Waits WM, Ganz MB, Schillreff T, Dell PJ. Sleep and the use of 
energy products in a combat environment. US Army Med Dep J 
2014;22–8.

 [60] Jacobson  IG, Horton  JL, Smith  B, Wells  TS, Boyko  EJ, 
Lieberman HR, et al. Bodybuilding, energy, and weight-loss supple-
ments are associated with deployment and physical activity in U.S. 
military personnel. Ann Epidemiol 2012;22(5):318–30.

 [61] Wesensten NJ. Legitimacy of concerns about caffeine and energy 
drink consumption. Nutr Rev 2014;72Suppl. 1:78–86.

 [62] Lin FJ, Pierce MM, Sehgal A, Wu T, Skipper DC, Chabba R. Effect 
of taurine and caffeine on sleep-wake activity in Drosophila mela-
nogaster. Nat Sci Sleep 2010;2:221–31.

 [63] Eliyahu U, Berlin S, Hadad E, Heled Y, Moran DS. Psychostimulants 
and military operations. Mil Med 2007;172(4):383–7.

 [64] Buguet A, Moroz DE, Radomski MW. Modafinil—medical consid-
erations for use in sustained operations. Aviat Space Environ Med 
2003;74(6 Pt 1):659–63.

 [65] Killgore  WD, Rupp  TL, Grugle  NL, Reichardt  RM, Lipizzi  EL, 
Balkin  TJ. Effects of dextroamphetamine, caffeine and modafinil 
on psychomotor vigilance test performance after 44 h of continuous 
wakefulness. J Sleep Res 2008;17(3):309–21.

 [66] Erman MK, Rosenberg R, The USMSWSDSG. Modafinil for ex-
cessive sleepiness associated with chronic shift work sleep disorder: 
effects on patient functioning and health-related quality of life. Prim 
Care Companion J Clin Psychiatry 2007;9(3):188–94.

 [67] Wesensten NJ, Belenky G, Kautz MA, Thorne DR, Reichardt RM, 
Balkin  TJ. Maintaining alertness and performance during sleep 
deprivation: modafinil versus caffeine. Psychopharmacology 
2002;159(3):238–47.

 [68] Waters  WF, Magill  RA, Bray  GA, Volaufova  J, Smith  SR, 
Lieberman  HR, et  al. A comparison of tyrosine against placebo, 
phentermine, caffeine, and D-amphetamine during sleep depriva-
tion. Nutr Neurosci 2003;6(4):221–35.

 [69] Grayson JK, Gibson RL, Shanklin SL, Neuhauser KM, McGhee C. 
Trends in positive drug tests, United States Air Force, fiscal years 
1997-1999. Mil Med 2004;169(7):499–504.

 [70] Lacy  BW, Ditzler  TF, Wilson  RS, Martin  TM, Ochikubo  JT, 
Roussel RR, et al. Regional methamphetamine use among U.S. Army 
personnel stationed in the continental United States and Hawaii: a six-
year retrospective study (2000-2005). Mil Med 2008;173(4):353–8.

 [71] McLellan TM, Kamimori GH, Voss DM, Tate C, Smith SJ. Caffeine 
effects on physical and cognitive performance during sustained op-
erations. Aviat Space Environ Med 2007;78(9):871–7.

 [72] McLellan  TM, Kamimori  GH, Bell  DG, Smith  IF, Johnson  D, 
Belenky G. Caffeine maintains vigilance and marksmanship in sim-
ulated urban operations with sleep deprivation. Aviat Space Environ 
Med 2005;76(1):39–45.

 [73] McLellan TM, Bell DG, Kamimori GH. Caffeine improves physi-
cal performance during 24 h of active wakefulness. Aviat Space 
Environ Med 2004;75(8):666–72.

 [74] Newman  RA, Kamimori  GH, Wesensten  NJ, Picchioni  D, 
Balkin  TJ. Caffeine gum minimizes sleep inertia. Percept Mot 
Skills 2013;116(1):280–93.

 [75] Geiger-Brown J, Rogers VE, Trinkoff AM, Kane RL, Bausell RB, 
Scharf SM. Sleep, sleepiness, fatigue, and performance of 12-hour-
shift nurses. Chronobiol Int 2012;29(2):211–9.

 [76] Walia  HK, Hayes  AL, Przepyszny  KA, Karumanchi  P, Patel  SR. 
Clinical presentation of shift workers to a sleep clinic. Sleep Breath 
2012;16(2):543–7.

 [77] Borland RG, Rogers AS, Nicholson AN, Pascoe PA, Spencer MB. 
Performance overnight in shiftworkers operating a day-night sched-
ule. Aviat Space Environ Med 1986;57(3):241–9.

 [78] Kelly  TL, Mitler  MM, Bonnet  MH. Sleep latency measures of 
caffeine effects during sleep deprivation. Electroencephalogr Clin 
Neurophysiol 1997;102(5):397–400.

 [79] Penetar D, McCann U, Thorne D, Kamimori G, Galinski C, Sing H, 
et al. Caffeine reversal of sleep deprivation effects on alertness and 
mood. Psychopharmacology 1993;112(2–3):359–65.

 [80] Lohi JJ, Huttunen KH, Lahtinen TM, Kilpelainen AA, Muhli AA, 
Leino  TK. Effect of caffeine on simulator flight performance in 
sleep-deprived military pilot students. Mil Med 2007;172(9):982–7.

 [81] Heaton K, Griffin R. The effects of caffeine use on driving safety 
among truck drivers who are habitual caffeine users. Workplace 
Health Saf 2015;63(8):333–41.

 [82] Doty TJ, So CJ, Bergman EM, Trach SK, Ratcliffe RH, Yarnell AM, 
et al. Limited efficacy of caffeine and recovery costs during and fol-
lowing 5 days of chronic sleep restriction. Sleep 2017;40(12).

 [83] McHill AW, Smith BJ, Wright Jr KP. Effects of caffeine on skin and 
core temperatures, alertness, and recovery sleep during circadian 
misalignment. J Biol Rhythm 2014;29(2):131–43.

 [84] LaJambe CM, Kamimori GH, Belenky G, Balkin TJ. Caffeine ef-
fects on recovery sleep following 27 h total sleep deprivation. Aviat 
Space Environ Med 2005;76(2):108–13.

 [85] McLean CP, Zandberg L, Roache JD, Fitzgerald H, Pruiksma KE, 
Taylor  DJ, et  al. Caffeine use in military personnel with PTSD: 
prevalence and impact on sleep. Behav Sleep Med 2017;1–11.

 [86] Salin-Pascual  RJ, Valencia-Flores  M, Campos  RM, Castano  A, 
Shiromani PJ. Caffeine challenge in insomniac patients after total 
sleep deprivation. Sleep Med 2006;7(2):141–5.

 [87] Knapik J, Trone D, McGraw S, Steelman R, Austin K, Lieberman H. 
Caffeine use among active duty Navy and Marine Corps personnel. 
Nutrients 2016;8(10):620.

http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0265
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0265
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0265
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0270
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0270
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0270
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0275
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0275
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0275
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0275
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0275
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0280
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0280
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0280
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0280
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0285
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0285
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0285
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0290
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0290
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0290
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0290
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0295
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0295
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0295
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0295
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0300
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0300
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0300
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0305
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0305
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0305
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0305
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0310
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0310
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0315
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0315
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0315
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0320
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0320
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0325
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0325
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0325
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0330
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0330
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0330
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0330
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0335
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0335
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0335
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0335
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0340
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0340
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0340
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0340
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0345
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0345
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0345
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0345
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0350
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0350
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0350
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0355
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0355
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0355
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0355
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0360
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0360
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0360
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0365
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0365
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0365
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0365
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0370
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0370
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0370
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0375
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0375
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0375
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0380
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0380
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0380
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0385
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0385
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0385
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0390
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0390
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0390
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0395
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0395
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0395
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0400
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0400
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0400
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0405
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0405
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0405
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0410
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0410
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0410
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0415
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0415
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0415
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0420
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0420
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0420
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0425
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0425
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0425
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0430
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0430
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0430
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0435
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0435
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0435
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0440
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0440
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0440


316 PART | V Sleep and behavioral health

 [88] Landolt  HP. Sleep homeostasis: a role for adenosine in humans? 
Biochem Pharmacol 2008;75(11):2070–9.

 [89] Bjorness  TE, Greene  RW. Adenosine and sleep. Curr 
Neuropharmacol 2009;7(3):238–45.

 [90] Sperlagh B, Vizi ES. The role of extracellular adenosine in chemi-
cal neurotransmission in the hippocampus and Basal Ganglia: 
pharmacological and clinical aspects. Curr Top Med Chem 
2011;11(8):1034–46.

 [91] Halassa MM, Florian C, Fellin T, Munoz JR, Lee SY, Abel T, et al. 
Astrocytic modulation of sleep homeostasis and cognitive conse-
quences of sleep loss. Neuron 2009;61(2):213–9.

 [92] Volkow ND, Wang GJ, Logan J, Alexoff D, Fowler JS, Thanos PK, 
et al. Caffeine increases striatal dopamine D2/D3 receptor availabil-
ity in the human brain. Transl Psychiatry 2015;5:e549.

 [93] Bchir F, Dogui M, Ben Fradj R, Arnaud MJ, Saguem S. Differences 
in pharmacokinetic and electroencephalographic responses to 
caffeine in sleep-sensitive and non-sensitive subjects. C R Bioll 
2006;329(7):512–9.

 [94] Byrne  EM, Johnson  J, McRae  AF, Nyholt  DR, Medland  SE, 
Gehrman PR, et al. A genome-wide association study of caffeine-
related sleep disturbance: confirmation of a role for a common vari-
ant in the adenosine receptor. Sleep 2012;35(7):967–75.

 [95] Retey JV, Adam M, Khatami R, Luhmann UF, Jung HH, Berger W, 
et  al. A genetic variation in the adenosine A2A receptor gene 
(ADORA2A) contributes to individual sensitivity to caffeine effects 
on sleep. Clin Pharmacol Ther 2007;81(5):692–8.

 [96] Nova P, Hernandez B, Ptolemy AS, Zeitzer JM. Modeling caffeine 
concentrations with the Stanford Caffeine Questionnaire: prelimi-
nary evidence for an interaction of chronotype with the effects of 
caffeine on sleep. Sleep Med 2012;13(4):362–7.

 [97] Mazzotti  DR, Guindalini  C, Pellegrino  R, Barrueco  KF, Santos-
Silva R, Bittencourt LR, et al. Effects of the adenosine deaminase 
polymorphism and caffeine intake on sleep parameters in a large 
population sample. Sleep 2011;34(3):399–402.

 [98] Mazzotti DR, Guindalini C, de Souza AA, Sato JR, Santos-Silva R, 
Bittencourt LR, et al. Adenosine deaminase polymorphism affects 
sleep EEG spectral power in a large epidemiological sample. PLoS 
One 2012;7(8):e44154.

 [99] Sachse  C, Brockmoller  J, Bauer  S, Roots  I. Functional signifi-
cance of a C-->A polymorphism in intron 1 of the cytochrome 
P450 CYP1A2 gene tested with caffeine. Br J Clin Pharmacol 
1999;47(4):445–9.

 [100] Temple  JL, Bernard  C, Lipshultz  SE, Czachor  JD, Westphal  JA, 
Mestre MA. The safety of ingested caffeine: a comprehensive re-
view. Front Psychiatry 2017;8:80.

 [101] Omvik  S, Pallesen  S, Bjorvatn  B, Thayer  J, Nordhus  IH. Night-
time thoughts in high and low worriers: reaction to caffeine-induced 
sleeplessness. Behav Res Ther 2007;45(4):715–27.

 [102] Rogers PJ, Heatherley SV, Hayward RC, Seers HE, Hill J, Kane M. 
Effects of caffeine and caffeine withdrawal on mood and cognitive 
performance degraded by sleep restriction. Psychopharmacology 
2005;179(4):742–52.

 [103] Mniszek DH. Brighton sleep survey: a study of sleep in 20–45-year olds.  
J Int Med Res 1988;16(1):61–5.

 [104] Landolt HP, Werth E, Borbely AA, Dijk DJ. Caffeine intake (200 mg)  
in the morning affects human sleep and EEG power spectra at night. 
Brain Res 1995;675(1–2):67–74.

 [105] Suh S, Yang HC, Kim N, Yu JH, Choi S, Yun CH, et al. Chronotype 
differences in health behaviors and health-related quality of life: a 

population-based study among aged and older adults. Behav Sleep 
Med 2017;15(5):361–76.

 [106] Tran  J, Lertmaharit  S, Lohsoonthorn  V, Pensuksan  WC, 
Rattananupong T, Tadesse MG, et al. Daytime sleepiness, circadian 
preference, caffeine consumption and use of other stimulants among 
thai college students. J Public Health Epidemiol 2014;8(6):202–10.

 [107] Whittier A, Sanchez S, Castaneda B, Sanchez E, Gelaye B, Yanez D, 
et  al. Eveningness chronotype, daytime sleepiness, caffeine con-
sumption, and use of other stimulants among peruvian university 
students. J Caffeine Res 2014;4(1):21–7.

 [108] Kerpershoek ML, Antypa N, Van den Berg JF. Evening use of caf-
feine moderates the relationship between caffeine consumption and 
subjective sleep quality in students. J Sleep Res 2018;27(5):e12670.

 [109] Urry  E, Jetter  A, Holst  SC, Berger  W, Spinas  GA, Langhans  W, 
et al. A case-control field study on the relationships among type 2 
diabetes, sleepiness and habitual caffeine intake. J Psychopharmacol 
2017;31(2):233–42.

 [110] Urry  E, Jetter  A, Landolt  HP. Assessment of CYP1A2 enzyme 
activity in relation to type-2 diabetes and habitual caffeine intake. 
Nutr Metab (Lond) 2016;13:66.

 [111] Grandner  MA, Martin  JL, Patel  NP, Jackson  NJ, Gehrman  PR, 
Pien G, et al. Age and sleep disturbances among American men and 
women: data from the U.S. Behavioral Risk Factor Surveillance 
System. Sleep 2012;35(3):395–406.

 [112] Andreyeva T, Luedicke J, Henderson KE, Tripp AS. Grocery store 
beverage choices by participants in federal food assistance and nu-
trition programs. Am J Prev Med 2012;43(4):411–8.

 [113] Frozi  J, de Carvalho  HW, Ottoni  GL, Cunha  RA, Lara  DR. 
Distinct sensitivity to caffeine-induced insomnia related to age. J 
Psychopharmacol 2018;32(1):89–95.

 [114] Bailey  RL, Saldanha  LG, Dwyer  JT. Estimating caffeine intake 
from energy drinks and dietary supplements in the United States. 
Nutr Rev 2014;72(Suppl. 1):9–13.

 [115] Berger  LK, Fendrich  M, Chen  HY, Arria  AM, Cisler  RA. 
Sociodemographic correlates of energy drink consumption with 
and without alcohol: results of a community survey. Addict Behav 
2011;36(5):516–9.

 [116] Park S, Onufrak S, Blanck HM, Sherry B. Characteristics associ-
ated with consumption of sports and energy drinks among US 
adults: National Health Interview Survey, 2010. J Acad Nutr Diet 
2013;113(1):112–9.

 [117] Grandner MA. Addressing sleep disturbances: an opportunity to pre-
vent cardiometabolic disease? Int Rev Psychiatry 2014;26(2):155–76.

 [118] Peacock  A, Bruno  R, Martin  FH. The subjective physiologi-
cal, psychological, and behavioral risk-taking consequences of 
alcohol and energy drink co-ingestion. Alcohol Clin Exp Res 
2012;36(11):2008–15.

 [119] Brache  K, Stockwell  T. Drinking patterns and risk behaviors as-
sociated with combined alcohol and energy drink consumption in 
college drinkers. Addict Behav 2011;36(12):1133–40.

 [120] Patrick ME, Griffin J, Huntley ED, Maggs JL. Energy drinks and 
binge drinking predict college students' sleep quantity, quality, and 
tiredness. Behav Sleep Med 2018;16(1):92–105.

 [121] Chakravorty S, Chaudhary NS, Brower KJ. Alcohol dependence and 
its relationship with insomnia and other sleep disorders. Alcohol 
Clin Exp Res 2016;40(11):2271–82.

 [122] Rajaratnam SM, Howard ME, Grunstein RR. Sleep loss and circa-
dian disruption in shift work: health burden and management. Med 
J Aust 2013;199(8):S11–5.

http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0445
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0445
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0450
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0450
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0455
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0455
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0455
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0455
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0460
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0460
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0460
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0465
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0465
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0465
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0470
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0470
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0470
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0470
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0475
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0475
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0475
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0475
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0480
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0480
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0480
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0480
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0485
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0485
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0485
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0485
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0490
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0490
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0490
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0490
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0495
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0495
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0495
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0495
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0500
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0500
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0500
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0500
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0505
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0505
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0505
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0510
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0510
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0510
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0515
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0515
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0515
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0515
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0520
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0520
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0525
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0525
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0525
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0530
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0530
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0530
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0530
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0535
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0535
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0535
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0535
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0540
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0540
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0540
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0540
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0545
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0545
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0545
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0550
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0550
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0550
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0550
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0555
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0555
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0555
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0560
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0560
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0560
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0560
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0565
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0565
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0565
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0570
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0570
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0570
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0575
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0575
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0575
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0580
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0580
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0580
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0580
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0585
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0585
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0585
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0585
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0590
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0590
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0595
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0595
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0595
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0595
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0600
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0600
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0600
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0605
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0605
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0605
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0610
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0610
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0610
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0615
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0615
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0615


Sleep and the impact of caffeine, supplements, and other stimulants  Chapter | 23 317

 [123] Quan SF, Combs D, Parthasarathy S. Impact of sleep duration and 
weekend oversleep on body weight and blood pressure in adoles-
cents. Southwest J Pulm Crit Care 2018;16(1):31–41.

 [124] Okun ML, Reynolds 3rd CF, Buysse DJ, Monk TH, Mazumdar S, 
Begley A, et al. Sleep variability, health-related practices, and in-
flammatory markers in a community dwelling sample of older 
adults. Psychosom Med 2011;73(2):142–50.

 [125] Rasaei  B, Talib  RA, Noor  MI, Karandish  M, Karim  NA. 
Simultaneous coffee caffeine intake and sleep deprivation alter glu-
cose homeostasis in Iranian men: a randomized crossover trial. Asia 
Pac J Clin Nutr 2016;25(4):729–39.

 [126] Grant  CL, Coates  AM, Dorrian  J, Paech  GM, Pajcin  M, Della 
Vedova C, et al. The impact of caffeine consumption during 50 hr of 
extended wakefulness on glucose metabolism, self-reported hunger 
and mood state. J Sleep Res 2018;e12681.

 [127] Cauli O, Morelli M. Caffeine and the dopaminergic system. Behav 
Pharmacol 2005;16(2):63–77.

 [128] Lara  DR. Caffeine, mental health, and psychiatric disorders. J 
Alzheimers Dis 2010;20(Suppl. 1):S239–48.

 [129] Chelben  J, Piccone-Sapir  A, Ianco  I, Shoenfeld  N, Kotler  M, 
Strous RD. Effects of amino acid energy drinks leading to hospi-
talization in individuals with mental illness. Gen Hosp Psychiatry 
2008;30(2):187–9.

 [130] Drake CL, Jefferson C, Roehrs T, Roth T. Stress-related sleep dis-
turbance and polysomnographic response to caffeine. Sleep Med 
2006;7(7):567–72.

 [131] Kendler KS, Myers J, O Gardner C. Caffeine intake, toxicity and 
dependence and lifetime risk for psychiatric and substance use dis-
orders: an epidemiologic and co-twin control analysis. Psychol Med 
2006;36(12):1717–25.

 [132] Gehrman  P, Seelig  AD, Jacobson  IG, Boyko  EJ, Hooper  TI, 
Gackstetter GD, et al. Predeployment sleep duration and insomnia 
symptoms as risk factors for new-onset mental health disorders fol-
lowing military deployment. Sleep 2013;36(7):1009–18.

 [133] Kamimori  GH, Penetar  DM, Headley  DB, Thorne  DR, 
Otterstetter R, Belenky G. Effect of three caffeine doses on plasma 
catecholamines and alertness during prolonged wakefulness. Eur J 
Clin Pharmacol 2000;56(8):537–44.

 [134] Barger  LK, Lockley  SW, Rajaratnam  SM, Landrigan  CP. 
Neurobehavioral, health, and safety consequences associated with 
shift work in safety-sensitive professions. Curr Neurol Neurosci 
Rep 2009;9(2):155–64.

 [135] de Mello  MT, Narciso  FV, Tufik  S, Paiva  T, Spence  DW, 
Bahammam AS, et al. Sleep disorders as a cause of motor vehicle 
collisions. Int J Prev Med 2013;4(3):246–57.

 [136] Souza JC, Paiva T, Reimao R. Sleep habits, sleepiness and accidents 
among truck drivers. Arq Neuropsiquiatr 2005;63(4):925–30.

 [137] Akerstedt T, Fredlund P, Gillberg M, Jansson B. A prospective study 
of fatal occupational accidents—relationship to sleeping difficulties 
and occupational factors. J Sleep Res 2002;11(1):69–71.

 [138] Horne JA, Reyner LA. Counteracting driver sleepiness: effects of nap-
ping, caffeine, and placebo. Psychophysiology 1996;33(3):306–9.

 [139] Sharwood  LN, Elkington  J, Meuleners  L, Ivers  R, Boufous  S, 
Stevenson M. Use of caffeinated substances and risk of crashes in 
long distance drivers of commercial vehicles: case-control study. 
BMJ 2013;346:f1140.

 [140] Li  Y, Vgontzas  AN, Fernandez-Mendoza  J, Bixler  EO, Sun  Y, 
Zhou J, et al. Insomnia with physiological hyperarousal is associ-
ated with hypertension. Hypertension 2015;65(3):644–50.

 [141] Savoca  MR, MacKey  ML, Evans  CD, Wilson  M, Ludwig  DA, 
Harshfield GA. Association of ambulatory blood pressure and di-
etary caffeine in adolescents. Am J Hypertens 2005;18(1):116–20.

 [142] Cheng Y, Du CL, Hwang JJ, Chen IS, Chen MF, Su TC. Working 
hours, sleep duration and the risk of acute coronary heart disease: 
a case-control study of middle-aged men in Taiwan. Int J Cardiol 
2014;171(3):419–22.

 [143] Bonnet MH, Arand DL. Situational insomnia: consistency, predic-
tors, and outcomes. Sleep 2003;26(8):1029–36.

 [144] McCrae CS, Rowe MA, Dautovich ND, Lichstein KL, Durrence HH, 
Riedel BW, et al. Sleep hygiene practices in two community dwell-
ing samples of older adults. Sleep 2006;29(12):1551–60.

 [145] Bonnet  MH, Balkin  TJ, Dinges  DF, Roehrs  T, Rogers  NL, 
Wesensten NJ, et al. The use of stimulants to modify performance 
during sleep loss: a review by the sleep deprivation and Stimulant 
Task Force of the American Academy of Sleep Medicine. Sleep 
2005;28(9):1163–87.

 [146] Mindell JA, Sedmak R, Boyle JT, Butler R, Williamson AA. Sleep 
well!: a pilot study of an education campaign to improve sleep 
of socioeconomically disadvantaged children. J Clin Sleep Med 
2016;12(12):1593–9.

 [147] Reifman  J, Kumar  K, Wesensten  NJ, Tountas  NA, Balkin  TJ, 
Ramakrishnan S. 2B-alert web: an open-access tool for predicting 
the effects of sleep/wake schedules and caffeine consumption on 
neurobehavioral performance. Sleep 2016;39(12):2157–9. 

http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0620
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0620
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0620
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0625
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0625
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0625
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0625
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0630
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0630
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0630
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0630
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0635
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0635
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0635
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0635
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0640
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0640
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0645
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0645
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0650
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0650
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0650
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0650
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0655
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0655
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0655
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0660
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0660
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0660
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0660
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0665
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0665
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0665
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0665
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0670
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0670
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0670
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0670
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0675
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0675
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0675
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0675
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0680
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0680
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0680
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0685
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0685
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0690
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0690
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0690
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0695
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0695
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0700
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0700
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0700
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0700
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0705
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0705
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0705
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0710
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0710
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0710
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0715
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0715
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0715
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0715
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0720
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0720
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0725
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0725
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0725
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0730
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0730
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0730
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0730
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0730
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0735
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0735
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0735
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0735
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0740
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0740
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0740
http://refhub.elsevier.com/B978-0-12-815373-4.00023-X/rf0740


319
Sleep and Health. https://doi.org/10.1016/B978-0-12-815373-4.00024-1
© 2019 Elsevier Inc. All rights reserved.

Sleep, stress, and immunity
Aric A. Prather
Department of Psychiatry, University of California, San Francisco, CA, United States

INTRODUCTION

Sleep is a biological imperative, conserved across species, 
that plays a fundamental role in promoting health and well-
being [1, 2]. Epidemiologic evidence consistently links 
poor sleep, characterized by short sleep duration, poor 
sleep continuity, and poor subjective sleep quality, with in-
creased rates of a number of age-related conditions, includ-
ing cardiovascular disease and metabolic conditions, as 
well as, premature mortality [3–6]; however, the biological 
mechanisms that underlie these associations are not well 
understood. The immune system has emerged as one prom-
ising pathway [7]. Over the past several decades, research-
ers have been investigating the sleep-immune connection 
in humans. As will be summarized below, there is now a 
compelling literature supporting the role of sleep and sleep 
loss on immune functioning and risk for immune-related 
conditions. Moreover, there is growing appreciation that 
sleep may serve as a predictor of how quickly the immune 
system ages.

The influence of sleep on physical health cannot be 
overstated, but it would be a mistake to focus on sleep in 
isolation. Sleep is malleable, always susceptible to the per-
turbations of the prior day. Energy expenditure, substances 
consumed (e.g., caffeine, nutrition), and one's psychologi-
cal stress acutely affect the duration, continuity, and quality 
of sleep. Conversely, sleep the night prior can have dramatic 
effects on how someone thinks and feels the following day. 
Indeed, data suggest that sleep and stress are reciprocally 
connected. This is particularly relevant when considering 
sleep's influence on the immune system because there is a 
complementary literature demonstrating that psychological 
stress modulates many of the same immunologic pathways 
observed in sleep research [8]. Unfortunately, few studies 
have examined the independent and synergistic roles of 
sleep and psychological stress on immunity.

The goal of this chapter is to provide a review of the sci-
entific human literature linking sleep and the immune sys-
tem, including the acquired and innate immune system as 
well as markers of immune cell aging (i.e., immunosenes-
cence). Next, parallels will be drawn using the  psychological 

stress and immune system literature, which will be followed 
by a discussion of the reciprocal links between sleep and 
psychological stress and the pathways through which they 
can influence immune function. Finally, a review of the lim-
ited research examining the synergistic influences of sleep 
and psychological stress will be presented. First, however, 
a brief overview of the immune system is provided to help 
orient the reader.

OVERVIEW OF THE IMMUNE SYSTEM

The immune system comprises cells and soluble molecules 
that work together to protect the body (i.e., self) from the 
foreign antigens such as viruses and bacteria (i.e., non-self). 
Though exquisitely dependent on one another, the immune 
system is typically separated into two distinct arms: the ac-
quired and innate immune system.

Acquired immune system

The acquired immune system, as the name suggests, devel-
ops over time in response to antigen exposure. This arm is 
slow acting, often requiring days to weeks to produce the 
intended immune response, and is comprised of various 
lymphocytes (e.g., helper (CD4+) and cytotoxic (CD8+) 
T cells and B (CD19+) cells) that have receptors on their 
cell surfaces that respond to one and only one antigen. In 
response to an infectious challenge, the antigen is taking up 
by antigen presenting cells (APCs), such as dendritic cells 
or macrophages, that then migrate to lymphoid organs (e.g., 
lymph nodes). The APCs present the antigen to helper T 
cells. Once activated these begin to divide and proliferate to 
mount an immune cell army whose role is to clear the body 
of the invader (i.e., antigen). The primary role of helper T 
cells is to produce and release cytokines that modulate the 
rest of the immune system. The role of cytotoxic T cells 
is to seek out and lyse infected cells (e.g., virally infected 
cells), while B cells produce antibodies, which are soluble 
proteins critical in neutralizing bacterial toxins and flag-
ging free-floating viruses and infected cells so as to com-
municate the need for destruction to the innate arm of the 
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 immune system. Antibody levels are clinically meaningful 
as they are the end product of vaccinations. Activated T and 
B cells maintain immunological memory and can circulate 
in the blood for years to provide a rapid response if chal-
lenged by the same antigen once again.

Innate immune system

The innate immune system is functional at birth and is ac-
tivated quickly (e.g., minutes to hours). It is the body's first 
line of immune defense and includes physical and anatomi-
cal barriers such as the skin and, unlike the acquired im-
mune system, is made up of specialized cells that do not 
require specific recognition of an antigen to become ac-
tivated [9]. Examples of these cells include natural killer 
(NK) cells, granulocytes (e.g., neutrophils), and macro-
phages. NK cells play an important role in halting the early 
phases of viral infections and attacking cells that are malig-
nant. NK cells release a toxic substance to lyse unwanted 
cells. Macrophages, in contrast, are phagocytotic, meaning 
that they eat their targets (i.e., unwanted invaders). They 
also release cytokines, which are proteins that facilitate 
inflammation. During an inflammatory response, immune 
cells congregate at the site of injury, such as a wound, re-
leasing toxic molecules and signaling proteins to neutral-
ize the threat and call other surrounding immune cells to 
their aid. The inflammatory response is critical to survival; 
however, prolonged or unregulated inflammation can con-
tribute to inflammatory related diseases, including autoim-
mune conditions and cardiovascular disease, among others. 
Key proinflammatory cytokines include interleukin (IL)-6, 
tumor necrosis factor (TNF)-α, and IL-1β. Additionally, 
C-reactive protein, which is an acute phase protein pro-
duced by the liver in response to increasing levels of IL-6, 
has emerged as a measure of chronic systemic inflammation 
and is a clinical risk factor for cardiovascular disease [10].

The aging immune system

There are a several well-recognized changes that occur as 
the immune system ages. These changes include involution 
of the thymus, which causes diminution of T cell diversity, 
and increases in low grade systemic inflammation, known 
as inflammaging [11]. There is also an accumulation of 
aged immune cells that are characterized by cellular senes-
cence. Cellular senescence is a state of cell cycle arrest that 
is marked by an inability to effectively replicate. One path-
way to cell cycle arrest that has been studied by a number of 
sleep researchers is telomere attrition. Telomeres are DNA 
protein complexes at the ends of chromosomes of eukary-
otic cells that protects the DNA that encodes genetic infor-
mation from genomic instability and damage. Telomeres 
shorten with each cellular division and if not replaced by 
the enzyme telomerase, critically short telomeres will send 

the cell into either apoptosis or cell cycle arrest. With ad-
vancing age, the shortening of telomeres primarily occurs 
in cytotoxic T cells (CD8+), particularly those who have 
lost CD28 expression. CD28 is a co-stimulatory molecule 
on the cell surface important for facilitating proliferative 
capacity.

Beyond an inability to replicate, senescent cells are also 
characterized by a unique secretory pattern known as the se-
nescence associated secretory phenotype (SASP), which is 
marked by increased proinflammatory and chemokine activity 
(e.g., IL-6, IL-8, monocyte chemotactic protein (MCP)-2 and 
MCP-4, as well as intracellular adhesion molecule (ICAM)-1, 
among other molecules). Prior work in animals demonstrate 
the removal of senescent cells reduces age-related pathology 
[12], potentially due to the reduction in SASP.

Variability is inherent in all of the immune parameters 
described above. As such, there has been growing interest 
among sleep researchers to determine whether different as-
pects of sleep may account for significant levels of vari-
ability in these markers, which may illuminate why poor 
sleep is associated with susceptibility to infectious illness 
and age-related medical conditions.

SLEEP, ACQUIRED IMMUNITY, AND 
INFECTIOUS DISEASE RISK

Animal and human studies demonstrate that poor sleep 
is associated with alterations in aspects of acquired im-
munity with implications for infectious disease risk [13]. 
This is certainly consistent with anecdotal experiences 
where prolonged periods of insufficient sleep tracks with 
one's increased risk of “catching a cold”. However, there 
is now strong empirical evidence to support this common 
belief. For example, in a sample taken from the National 
Health and Nutritional Examinations Surveys (NHANES) 
spanning form 2005 to 2012, self-reported short sleep dura-
tion (≤5 h per night), endorsing a physician diagnosis of a 
sleep disorder, and having told a physician about having a 
sleep disturbance were associated with increased rates of 
head and chest colds as well as infection compared to better 
sleepers [14].

The cross-sectional nature of these data limit inferences 
regarding the directionality of these associations. However, 
prospective evidence showed that self-reported short sleep 
duration (≤5 h per night) and long sleep duration (≥9 h per 
night) predicted increased incidence of physician diagnosed 
pneumonia compared to normal sleepers (8 h sleepers) [15]. 
This study, though intriguing, was limited by a number of 
factors that typically plague the sleep and health literature, 
including use of single retrospective self-report item to 
assess typical sleep duration. In addition, exposure to the 
pneumococcal virus was not controlled, raising concerns 
about possible unmeasured, confounding variables that pre-
dict likelihood of exposure rather than response to the virus.
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The strongest human evidence demonstrating that poor 
sleep is associated with increased susceptibility to infec-
tious illness comes from a series of experimental studies in 
which healthy participants are exposed to a known quan-
tity of rhinovirus—the virus responsible for producing an 
upper respiratory infection (URI) [16–18]. The general de-
sign of these studies is as follows: participants are quaran-
tined in a hotel throughout the course of the study, which 
begins 1 to 2 days prior to being inoculated with the live 
virus and spans an additional 5 to 7 days of monitoring. 
On the days prior to inoculation, participants undergo a 
nasal wash to ensure that they have no baseline infection 
and have their blood drawn to assess any pre-existing an-
tibodies to the virus. On the third day of quarantine, the 
participants receive known quantities of the virus, ad-
ministered intranasally. Subsequent to this, participants 
are then monitored for subjective and objective signs of 
illness. In order to verify the presence of infection, daily 
nasal washings are conducted and assayed for evidence of 
viral shedding (i.e., replication of the virus). In addition, 
viral-specific antibody titers are obtained 21 to 28 days 
after inoculation. Individuals are deemed infected if (1) 
they show evidence of viral shedding or (2) demonstrate 
a twofold increase over their baseline levels in the virus-
specific antibody titers. Importantly, not all participants 
infected go on to show signs of objective illness. Physical 
examinations are carried out each day to monitor signs of 
objective illness. Specifically, nasal congestion is quanti-
fied by measuring the time required for a dye administered 
in the nose to reach the nasopharynx [19]. Daily mucus se-
cretion is quantified by weighing tissues used throughout 
the day, subtracting the weight of the tissue. Typically, a 
baseline adjusted nasal clearance time of >7 min and/or a 
total adjusted mucus weight of at least 10 g is used as the 
threshold for the presence of clinical illness in participants 
who show evidence of infection [20].

This paradigm provides the unique opportunity to pro-
spectively test whether sleep prior to viral exposure predicts 
who is susceptible to becoming infected and developing a 
biologically-verified cold. In this regard, Cohen and col-
leagues found that shorter sleep duration and poorer sleep 
efficiency assessed by 14-night sleep diary significantly pre-
dicted increased likelihood for developing a biologically- 
verified cold [16]. Similarly, in a separate sample, Prather 
and colleagues demonstrated that shorter sleep duration, 
this time measured by 7 nights of wrist actigraphy, pre-
dicted increased likelihood of developing a cold [18]. As 
displayed in Fig.  24.1, they found that participants who 
obtained 6 or fewer hours of sleep on average were four 
times more likely to develop a cold compared to those who 
obtained >7 h per night. Importantly, these findings were 
independent of a bevy of potential confounders, including 
baseline antibody titers, sociodemographic factors, health 
behaviors, and psychological processes, such as levels of 

psychological stress. Furthermore, neither study found that 
sleep predicted susceptibility to infection.

This experimental paradigm provides important objec-
tive, empirical evidence that insufficient sleep confers risk 
for infectious illness. Another clinically-relevant model 
used to assess the role of sleep on infectious disease risk is 
through the use of vaccinations. Prophylactic vaccination 
is used to simulate infection and induce the formation of 
memory T and B cells with antibodies to the specific tar-
geted pathogen. Several experimental studies employing to-
tal or partial sleep restriction following vaccination suggest 
that acute sleep loss can impair, albeit transiently, antibody 
responses compared to undisturbed sleep [21–24]. For ex-
ample, Spiegel and colleagues examined the effects of par-
tial sleep restriction (i.e., reducing sleep opportunity in the 
lab from 8 to 4 h per night for six consecutive nights) com-
pared to undisturbed sleepers on response to the influenza 
vaccination. Antibody titers to the influenza vaccine were 
measured at baseline, 10-days post-vaccination, and be-
tween 21 and 30 days post-vaccination. Analyses revealed 
that 10-days after the vaccination, those who were random-
ized to the sleep restriction condition mounted a response 
half that of the undisturbed sleepers; however, by the later 
measurement time point there were no group differences.

It is possible that the modest and transient effects of 
experimental sleep loss may be more substantial among 
those who experience chronically short sleep. In this regard, 
Prather and colleagues examined the prospective associa-
tions between sleep measures, obtained via wrist  actigraphy 
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and averaged over time, and vaccination response to the 
Hepatitis B vaccination series in a sample of healthy midlife 
adults [25]. Analyses revealed that shorter average sleep du-
ration was associated with fewer viral specific antibodies 
to the vaccination, such that for every additional hour of 
sleep, participants experienced a 56% increase in antibody 
production. This study also attempted to examine whether 
the reduction in antibody responses carried any clinical rel-
evance. Using CDC guidelines for determining the thresh-
old for “protection” conferred by the hepatitis B vaccination 
series, analyses revealed that short sleepers (i.e., those 
sleeping <6 h per night) were nearly 12 times more likely 
to be left unprotected 6-months after the vaccination series 
compared to participants who slept >7 h per night.

To date, only one study has examined whether insomnia 
serves as a risk factor for impaired vaccination response. 
Taylor and colleagues examined whether participants with 
Insomnia Disorder, assessed by structured clinical inter-
view, showed impaired response to the influenza vaccine 
as compared to non-insomniac participants [26]. Overall, 
participants with insomnia showed fewer antibodies to the 
influenza vaccine compared to controls both before and af-
ter the vaccination, suggesting that while the magnitude of 
the response to the vaccination was similar between those 
with and without insomnia, antibody titers produced by in-
somnia participants were lower overall.

What are the underlying immune mechanisms through 
which poor sleep is linked to infectious disease risk? 
Studies employing experimental sleep loss support reli-
able alterations in immune parameters that are thought to 
underlie host resistance. For example, acute sleep loss is 
associated with redistribution of T and B cells in peripheral 
circulation [27–30]. Circulating T and B cells peak early in 
the evening and then migrate to the lymphoid organs where 
they may come in contact with antigens, such as viruses. 
As such, sleep loss may impact the ability of these immune 
cells to be in the “right place at the right time” [31]. In ad-
dition, sleep loss is associated with impaired T cell func-
tioning, including diminished antigen-specific response by 
helper T cells [22], as well as a decline in the production of 
IL-12 [32], a cytokine central to T-cell maturation. Finally, 
sleep loss is associated with impaired proliferative capacity 
(i.e., cellular replication) of T cells when stimulated in vitro 
and modulation of the function of antigen presenting cells 
(APCs), which may affect how well these cells present vi-
ruses to the rest of the immune system [27, 32].

Summary. Experimental and observational data sup-
port the notion that poor sleep can impair acquired immu-
nity, with clinical implications related to susceptibility to 
the common cold and vaccination efficacy. While labora-
tory studies have identified which aspects of the acquired 
immune response are altered during disturbed sleep, there 
is still a need for researchers to test sleep interventions to 
determine whether improvements in sleep can enhance 

 vaccination responses and otherwise protect populations 
whose acquired immune system is suboptimal, such as the 
elderly or individuals who are HIV+.

SLEEP, INNATE IMMUNITY, AND 
INFLAMMATORY DISEASE RISK

The innate immune system is regulated by both sleep and 
circadian processes. For example, there are nocturnal in-
creases in NK cell number and function during sleep that 
are markedly impaired under periods of sleep loss [33, 
34]. In a small study of healthy volunteers, NK cell cyto-
toxicity was significantly lower in response to a night of 
partial sleep restriction (i.e., deprived of sleep from 3 AM 
to 7 AM) compared to an undisturbed night of sleep [33]. 
Inflammatory cytokines increase across the night, which 
is partially due to circadian rhythmicity, however, there is 
a substantial literature that shows that sleep also modulate 
inflammatory activity. This is not surprising given that in-
flammation appears to be a central pathway in the patho-
genesis of several chronic diseases where sleep plays a role, 
such as cardiovascular disease [35]. Irwin and colleagues 
recently published a comprehensive meta-analytic review 
on the associations between measures of sleep and inflam-
mation [36]. In an analysis of 72 studies, greater sleep dis-
turbances, assessed by questionnaires, were associated with 
higher levels of circulating IL-6 and CRP but not TNF-α. 
Shorter sleep duration, when measured subjectively by 
self-report, was unrelated to IL-6 or CRP levels, though 
when measured objectively, shorter sleep duration was sig-
nificantly related to higher IL-6. In addition, longer sleep 
duration was associated with higher CRP and IL-6 but not 
TNF-α, highlighting the curvilinear risk conferred by both 
long and short sleep.

There is a large experimental literature examining the 
effects of partial and total sleep restriction on markers of 
inflammation. For example, several studies have found that 
multiple nights of partial sleep restriction (e.g., reducing 
sleep opportunity from 8 to 4 h per night) is associated with 
elevated levels of CRP and IL-6; however, other studies 
have failed to find such effects. In fact, in the most recent 
meta-analysis, Irwin and colleagues failed to observe an 
aggregated effect of sleep restriction on next day levels of 
CRP, IL-6, or TNF-α (non-significant effect sizes ranging 
from −0.43 to 0.61) [36].

The effects of sleep restriction on inflammation have 
been more consistent when researchers have focused on ge-
nomic and cellular measures of the inflammatory response 
as opposed to protein levels in systemic circulation. The in-
flammatory response is initiated when an antigen [such as 
a lipopolysaccharide (LPS), which is an endotoxin that is a 
major component of the outer membrane of Gram-negative 
bacteria] binds to a toll-like receptor found on the cell sur-
faces of macrophages. This initiates a  signaling cascade 
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characterized by the activation of intracellular transcrip-
tional factors nuclear factor kB (NF-kB) and activator pro-
tein 1 (AP-1). Activation of these transcriptional factors lead 
to the transcription of inflammatory response genes within 
the nucleus of the cell, including TNF and IL1. Studies ex-
amining the influence of sleep loss on inflammatory gene 
expression, transcriptional pathways, and the intracellular 
production of inflammatory proteins tend to demonstrate 
that acute sleep loss results in an upregulation in inflam-
matory activity [37–40]. For example, in a sample of 30 
healthy adults, a night of partial sleep loss (i.e., sleep op-
portunity from 3 AM to 7 AM) was associated with a three-
fold increase in transcription of IL-6 messenger RNA and a 
twofold increase in transcription TNF-αRNA the following 
morning compared to a baseline period [37].

Like was the case for outcomes within the acquired im-
mune system, few studies have examined the associations 
between inflammation and insomnia. One exception is a 
study of 22 participants, half of whom were diagnosed with 
insomnia. Nocturnal levels of IL-6 were sampled across 
a single night in the sleep laboratory and it was observed 
that patients with insomnia had significantly higher levels 
of circulating IL-6 [41]. Three other studies have examined 
the association between insomnia diagnosis and systemic 
levels of IL-6 with mixed results [42–44]. As such, when 
examined in aggregate, insomnia diagnosis does not appear 
to be associated with higher levels of inflammation rela-
tive to patients without insomnia [36]. One explanation for 
these mixed findings may be that some participants with 
insomnia also experience short sleep duration while others 
do not. Insomnia with short sleep duration has emerged as 
a more severe biological phenotype [45]. In this regard, in 
an adolescent sample, shorter sleepers (≤7 h per night) with 
symptoms of insomnia showed higher levels of circulating 
CRP compared to those with insomnia but sleep >7 h per 
night [46].

While current data suggests that overall clinical insom-
nia does not appear to be strongly associated with inflam-
matory activity, there is intriguing evidence that treating 
insomnia may result in related regulation of inflammation. 
In this regard, a recent randomized controlled study exam-
ined the effects of cognitive behavioral therapy for insomnia 
(CBTI), Tai Chi Chih (TCC), and a sleep seminar control 
condition on cellular and genomic markers of inflammation 
in an older adult sample with insomnia. Over the course of 
the 4-month study and 16-month follow-up, CBTI produced 
a significant decrease in levels of CRP compared to the con-
trol condition. The TCC condition also produced an initial 
reduction in CRP, though this was lost by the 16-month fol-
low up period. CBTI also produced a reduction in inflam-
matory gene expression over the course of the study, as did 
the TCC condition [47]. Notably, TCC has also been shown 
to reduce inflammation in breast cancer patients with in-
somnia [48]. More intervention research is needed to assess 

whether behavioral treatments for individuals with sleep 
disturbances can produce robust, clinically meaningful im-
provements in aspects of innate immune function.

Summary. Poor sleep is associated with impairment in 
some aspects of innate immunity (e.g., NK cell cytotoxic-
ity) and enhancement in inflammatory activity. Overall, ob-
servational studies demonstrate that systemic inflammation 
is elevated in individuals reporting sleep disturbances, and 
those who report (or demonstrate via more objective meth-
ods) short and long sleep duration. In contrast, experimen-
tal studies of sleep restriction do not support a consistent 
increase in protein levels of proinflammatory cytokines; 
however, there are differences in study design that may 
contribute to heterogeneity in these effects. Moreover, sleep 
loss is associated with alterations in transcriptional path-
ways responsible for inflammatory activity, suggesting that 
acute sleep loss affect cellular processes. Finally, recent in-
tervention data show that in some instances (e.g., in patients 
with insomnia in late life) behavioral strategies aimed at 
improving sleep can produce changes in markers of inflam-
mation; however, more work in this area is needed.

SLEEP AND IMMUNOLOGICAL AGING

Research demonstrating that poor sleep is predictive of 
disease and premature mortality has raised the possibility 
that sleep may play a role in the rate at which the immune 
system ages. As noted above, poor sleep, in some but not 
all studies, is associated with elevated levels of systemic in-
flammation, which is one aspect of immune system aging. 
Similarly, short sleep duration is associated with impaired 
vaccination efficacy—yet another aspect of the immune 
system that degrades from mid to late life. In addition, a 
growing body of research has focused on associations be-
tween sleep and telomere length, a recognized marker of 
immunosenescence.

The first evidence supporting an association between 
sleep and telomere length came from a study of 245 women 
aged 49 to 66 years [49]. Here, researchers found poorer 
subjective sleep quality was significantly associated with 
shorter immune cell telomere length, independent of chron-
ological age, race, body mass index, and income. This as-
sociation was strongest among participants who endorsed 
that their reports of poor sleep reflected a more chronic 
problem, which is consistent with the notion that prolonged 
poor sleep may promote a “wear and tear” on the immune 
system. Since this initial finding, several other studies have 
found that poor subjective quality and short sleep duration, 
measured both subjectively and by actigraphy, were associ-
ated with shorter immune cell telomere length [50–53].

Sleep disorders, such as obstructive sleep apnea (OSA) 
and insomnia, have also been examined in the context of 
telomere length. Indeed, a recent meta-analytic review 
supported a significant association between  diagnosis 
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of obstructive sleep apnea and shorter telomeres [54]. 
Unfortunately, only eight studies were available for review, 
which indicates a need for more rigorous research in this 
area. Relatedly, it remains unclear if effective treatment of 
OSA can slow cellular aging. Only two studies have exam-
ined the association between insomnia and telomere length. 
In one study of women with a prior diagnosis of breast 
cancer, those who were experiencing insomnia had shorter 
telomeres than women without insomnia, though this dif-
ference was not statistically significant [55]. In a second 
sample, insomnia status interacted with chronological age 
to predict immune cell telomere length such that insomnia 
was associated with shorter telomeres in older participants 
(aged 70–88 years) but not younger participants (aged 60–
69 years) [56].

The majority of studies that have investigated links 
between sleep and immune cell telomere length relied on 
telomere samples from either whole blood or peripheral 
blood mononuclear cells (PBMCs). In either case, the 
blood sample is comprised of several different immune 
cell subsets (e.g., B and T cells, monocytes, granulocytes), 
all of which may have telomeres of differing lengths [57, 
58]. This poses a challenge for understanding the extent to 
which poor sleep promotes accelerated immunosenescence 
in particular cell types, given that the accrual of senescent 
immune cells (often driven by short telomere length) oc-
curs disproportionately in CD8+ T cells. To date, only one 
study has investigated associations between sleep and telo-
mere length in sorted immune cells [59]. In this regard, in 
a study of 87 obese women, poorer overall sleep quality, as 
measured using the Pittsburgh Sleep Quality Index (PSQI), 
was significantly associated with shorter immune cell telo-
mere length in CD8+ and CD4+ T cells, but not in B cells 
or granulocytes. Self-reported sleep duration, obtained by 
sleep diary, was not associated with telomere length in any 
immune cell subset.

Finally, one study has examined the influence of sleep 
loss on signaling pathways active within senescent immune 
cells, including the transcription of the SASP pathway 
and the expression of p16INK4a, a marker of cellular senes-
cence. Here, Carroll and colleagues found that a night of 
partial sleep deprivation (i.e., sleep opportunity from 3 AM 
to 7 AM) was associated with an upregulation in gene ex-
pression of SASP genes and senescent marker p16INK4a in 
PBMCs compared to an undisturbed night of sleep [60]. 
These data raise the possibility that acute sleep loss may 
drive immune cells toward senescence, though this needs to 
be examined more comprehensively.

Summary. Accumulating evidence points to the role of 
sleep in the development and progression of age-related dis-
eases, many of which include alterations in immune func-
tioning. As such, it should not be surprising that poor sleep is 
associated with markers of immunosenescence. Short sleep 
duration and poor sleep quality predict shorter  immune cell 

telomere length in several studies. The same can be said 
for sleep disorders like OSA and insomnia. To date, how-
ever, studies of sleep and telomere length have been cross-
sectional and prospective designs are needed to determine 
whether poor sleep promotes accelerated telomere attrition. 
It should be noted that senescent cells, by their very nature, 
are inflammatory and also implicated in compromised ac-
quired immunity (e.g., vaccination efficacy), which raises 
the possibility that accelerated immunosenescence may 
serve as a pathway through which poor sleep may contribute 
to inflammatory and infectious immune-related outcomes.

BEYOND SLEEP: DOES STRESS INFLUENCE 
IMMUNITY?

As will be reviewed below, sleep and stress are bidirection-
ally linked. Moreover, stress is associated with alterations 
in immunity. While a comprehensive review of the stress-
immunity literature is beyond the scope of this chapter, what 
is striking is that many of the findings replete in the psy-
chological stress-immunity literature parallel those observed 
studies of habitual short sleep duration, sleep disturbance, 
and laboratory studies employing acute sleep loss [8]. With 
regards to acquired immunity, higher perceptions of psycho-
logical stress as well as a greater number of stressful life 
events (i.e., exposures to stress) have been associated with 
increased susceptibility to infectious illness using the same 
experimental viral challenge paradigm described above [61, 
62]. Moreover, higher levels of stress, particularly when it is 
chronic, are associated with impaired vaccination response 
[63, 64]. Higher stress is also associated with increased like-
lihood of reactivation of latent viruses (e.g., herpes), which 
is typically attributed to an inability of the acquired immune 
system to keep the virus dormant, as well as impaired wound 
healing [65]. Laboratory paradigms that employ acute stress 
exposure, such as having a participant give a speech in front 
of harsh evaluators, provides an ideal context to investigate 
how acute bouts of stress modulate immunity. Again, similar 
to what is seen under periods of sleep loss, acute laboratory 
stress results in redistribution of immune cells in peripheral 
circulation as well as an impairment in the ability of T cells 
to proliferate when challenged [66, 67].

The innate immune system is also affected by stress. For 
instance, chronic stress has been associated with enhanced 
levels of inflammation and impairments in NK cell activ-
ity [68, 69]. There is also consistent evidence that chronic 
stress, such as serving as a caregiver, is associated with an 
upregulation in inflammatory genes as well as a downregu-
lation in neuroendocrine pathways that regulate inflam-
matory activity [70]. Moreover, a recent meta-analysis 
demonstrated that acute laboratory stress produces con-
sistent stress-related increases in cellular production and 
circulating levels of several markers of systemic inflamma-
tion, including IL-6, TNF-α, and IL-1β [71].
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Finally, in contrast to the limited data on sleep and mark-
ers of immunological aging, much more work has been 
done on the influence of psychological stress. For example, 
Epel and colleagues provided the first evidence that greater 
perceptions of stress were associated with shorter immune 
cell telomere length [72]. Since this seminal study, several 
meta-analytic reviews have supported that higher levels of 
psychological stress are associated with shorter telomere 
length [73]. In addition, there is some compelling evidence 
that stress exposures, in both early life and adulthood, can 
predict accelerated telomere attrition over time [74, 75].

Summary. The influence of psychological stress on the 
immune system is well documented, with many of the find-
ings mirroring those observed in the sleep literature, includ-
ing impairments in acquired (e.g., vaccination efficacy) and 
innate (e.g., NK cell cytotoxicity) immunity as well as an 
upregulation in inflammation.

SLEEP AND PSYCHOLOGICAL STRESS: 
RECIPROCAL PROCESSES

Sleep and psychological stress are bidirectionally linked, 
where daytime stressors affect one's ability to sleep soundly 
and poor sleep affects how one responds to the hassles of 
the day. With respect to the former (i.e., stress affecting 
sleep), this is no better example than when one considers in-
somnia. Indeed, stressful life events are routinely identified 
as precipitating factors in 3P model of insomnia [76], and 
there is strong evidence that stress exposures often precede 
insomnia onset [77]. For example, Drake and colleagues 
prospectively examined whether presence of stressful life 
events over the past year predicted incidence of insomnia 
1-year later in a sample of >2000 participants free of in-
somnia and other comorbid psychiatric illnesses at baseline. 
Analyses revealed that more stressful life events predicted 
greater likelihood of insomnia, with a 13% increase risk 
of insomnia for every additional stressor reported [78]. 
Notably, stressors do not always lead to insomnia but may 
be more likely among those who tend to experience hyper-
arousal or vigilance in response to stress. In this regard, 

in the same study described above, Drake and colleagues 
found that participants who had a propensity for sleep dis-
turbance in response to stress (known as sleep reactivity) 
were more likely to experience insomnia in the future and 
this was particularly true among participants who also re-
ported more stress exposures.

In contrast to research examining the role of stress in 
promoting poor sleep, literature on how poor sleep influ-
ences an individual's perception and response to stress is 
less well developed [79]. One of the challenges inherent in 
incorporating stress into sleep research is the variability in 
which the term “stress” is used across disciplines [80]. In an 
effort to provide a model for testing how sleep influences 
the experience of stress (Table 24.1), it is important to first 
separate the stress process from the stress exposure (i.e., a 
stressor). The stress process can be further partitioned into 
(1) psychological appraisal of the stressor (i.e., evaluation 
of whether the stressor is demanding and beyond one’s abil-
ity to effectively cope [81]), (2) response, including one’s 
affective (i.e., emotional) and physiological reactivity to the 
stressor, and (3) recovery, including how long one’s affec-
tive or physiological response lasts following the cessation 
of the stressor. Though not part of the stress process per se, 
it is likely that sleep can influences one's situation selection 
(i.e., the tendency to select into situations where a stressor 
is more likely to occur).

What is the evidence that sleep can influence the stress 
process? First starting with situation selection, Gordon and 
Chen provide some intriguing evidence using romantic 
couples. In this regard, they found that a poor night of sleep 
increased the likelihood of an interpersonal conflict (e.g., a 
stress exposure) within the couple the following day [82]. 
With respect to the stress process, much of the evidence 
comes from experimental studies of sleep loss. For example, 
Dinges and colleagues demonstrated that a night of sleep 
loss led participants to subjectively report more perceived 
stress in response to a task than under non-sleep deprived 
conditions [83]. This raises the possibility that sleep loss 
may lower one's threshold for what is perceived as stress-
ful (i.e., appraisal). There is also compelling  evidence when 

TABLE 24.1 Proposed ways in which poor sleep can affect experiences of daily stress.

 Stress process  

Situation selection Appraisal Reactivity Recovery

• Increased likelihood of stress 
exposure (e.g., interpersonal 
stress, accident)

• Increase allocation of 
attention to negative stimuli/
threat

• Tendency to appraise 
exposure as more 
threatening/stressful

• Greater affective and 
physiologic reactivity to 
stress exposure

• Prolonged physiologic 
arousal

• Tendency toward 
maladaptive cognitive 
strategies (e.g., rumination)
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it comes to physiological responses to stress. In a seminal 
study, Walker and colleagues reported that a night of sleep 
loss produced greater amygdala activity in response to 
threatening stimuli compared to an undisturbed sleep con-
trol condition [84]. Similarly, Franzen and colleagues found 
that compared to undisturbed sleep, a night of sleep loss 
produced greater blood pressure reactivity to a standardized 
acute laboratory stressor [85].

HOW DOES POOR SLEEP AND 
PSYCHOLOGICAL STRESS AFFECT 
IMMUNITY?

As displayed in Fig. 24.2, there are a number of pathways 
through which poor sleep and psychological stress can af-
fect immunity. The immune system is strongly regulated by 
outputs from the autonomic nervous system (ANS) and the 
hypothalamic pituitary adrenal (HPA) axis. The autonomic 
nervous system is composed of the sympathetic (SNS), 
parasympathetic (PNS), and enteric nervous system, though 
much of the research on ANS and immunity in humans has 
focused exclusively on the SNS and PNS. Catecholamines, 
norepinephrine and epinephrine, bind to adrenergic recep-
tors on immune cells to influence function. In addition, 
sympathetic nerve fibers directly innervate lymphoid or-
gans, modulating immunity. Sympathetic activation is rou-
tinely observed with acute bouts of stress while decreases in 
SNS and s related increase in PNS is observed during sleep. 
In disrupted sleep, there is evidence of increased SNS activ-
ity. For instance, patients with insomnia are often character-
ized by hypervigilance, including enhanced SNS activation. 
Similarly, even short bouts of sleep loss are associated with 
increased SNS in some but not all studies [86]. As such, im-
mune changes observed during stress and sleep may be due 
in part to alterations in SNS activity. There is growing evi-
dence that the PNS, and its substrate acetylcholine, plays an 
important role in regulating inflammatory activity [87, 88]. 

PNS activity is reduced both under stress and poor sleep, 
suggesting that inflammatory activity may be dysregulated 
in part due to alterations in both SNS and PNS.

The HPA axis is another canonical biological pathway 
engaged by acute psychological stress and often disturbed 
by poor sleep. The primary output of the HPA axis is the 
hormone cortisol, which is a glucocorticoid, that plays a 
central role in modulating acquired and innate immunity. In 
particular, cortisol regulates inflammation by down regulat-
ing inflammatory gene expression within the cell. However, 
under chronic stress, immune cells become resistant to the 
anti-inflammatory effects of cortisol, rendering inflamma-
tory functioning unchecked [89]. It is unclear whether pro-
longed sleep disturbance promotes a similar phenomenon 
but is certainly an area of worthy investigation. Insomnia 
has been shown to be related to elevated levels of corti-
sol [86, 90], which may accumulate over the 24-h period 
[44]. In addition, patients with insomnia show alterations 
in the diurnal rhythm of cortisol compared to participants 
without insomnia [91]. Cortisol is also implicated in regu-
lating nocturnal immunity, including the movement of im-
mune cells from the bone morrow into circulation and on 
into lymphoid organs [31]. Thus, nocturnal immunity, and 
possibly host resistance to infection, could be altered to the 
extent that sleep disruption alters cortisol rhythms. Finally, 
there is some basic science data to suggest that cortisol also 
plays a role in accelerating telomere attrition. Indeed, T 
cells treated in vitro with cortisol show a downregulation 
in telomerase activity, which is the enzyme charged with 
maintaining telomere integrity [92].

In addition to biological mechanisms, maladaptive 
health behaviors, such as tobacco smoke exposure, insuf-
ficient physical activity, excess alcohol consumption, il-
licit drug use, and poor nutrition can be pathways toward 
impaired immune functioning. The engagement in such 
behaviors may serve as coping mechanisms for individu-
als under prolonged stress or sleep loss. Furthermore, many 
of these behaviors (e.g., excess alcohol consumption [93]) 
can directly impair sleep quality, thus perpetuating the cycle 
between sleep and stress.

STRESS-SLEEP CONNECTION AND 
IMMUNITY

The parallels between poor sleep and stress on immunity begs 
the question of whether there may be synergistic effects worth 
investigation. To date, research in this area has been limited 
which is unfortunate because the sleep-stress connection pres-
ents important intervention opportunities. For example, sleep 
interventions such as sleep extension or behavioral treatments 
for insomnia (e.g., CBTI) may not only lead to better sleep 
but could have “spillover” effects on one’s capacity to bet-
ter regulate negative emotions in response to stress exposure. 
Similarly, stress reduction programs [e.g., mindfulness-based 

Psychological StressPoor Sleep

Autonomic Nervous
System HPA Axis Maladaptive Health

Behaviors

Acquired Immunity Innate ImmunityImmunosenescence
(telomere attrition)

Susceptibility to
Infectious Illness

Inflammatory
Conditions

FIG. 24.2 Pathways through which poor sleep and psychological stress 
may increase one's susceptibility to infectious illness and inflammatory 
conditions.
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stress reduction (MBSR)] may not only improve one’s expe-
riences of stress but also lead to more restful, consolidated 
sleep. Moreover, either target (stress or sleep) may confer sa-
lubrious effects on immunity.

Though interventions have not been tested to date, the 
few studies that have examined the synergistic effects of 
sleep and stress on immunity are promising. In this regard, 
two studies have examined whether global sleep quality 
modulated increases in circulating levels of IL-6 in response 
in healthy adults exposed to an acute laboratory stressor 
[94, 95]. In both cases, poorer overall sleep quality was as-
sociated with stronger inflammatory responses to the acute 
stressors. Synergistic effects have also been observed in the 
context of infectious disease risk. Prather and colleagues, us-
ing the cold study paradigm described above, found in a sam-
ple of over 700 participants that shorter self-reported sleep 
duration predicted who went on to develop a biologically- 
verified cold following inoculation with the cold virus. 
However, this association was only true among individuals 
who reported average or below average subjective socioeco-
nomic status (SES) [17]. While not a commonly used mea-
sure of psychological stress, subjective SES may reflect the 
chronic burden of feeling “lesser” compared to others. This 
is speculative but is consistent with other literature that finds 
that lower subjective SES predicts increased rates of diseases 
routinely observed at higher rates among those experiencing 
elevated levels of stress [96, 97]. Finally, one study reported 
an interaction between global sleep quality and perceived 
stress in predicting immune cell telomere length, such that 
the relationship between poorer overall sleep and shorter 
telomere length was significantly stronger participants who 
also reported higher levels psychological stress. Moreover, 
sleep quality was unrelated to telomere length in participants 
reporting lower levels of psychological stress [59].

CONCLUSION

Poor sleep and psychological stress are associated with 
alterations in immune system functioning that can have 
important implications for the development and progres-
sion of many age-related conditions. While efforts within 
in the areas of basic and translational science have focused 
on the independent effects of sleep and stress on immunity, 
there is a significant gap in our understanding of the inter-
actions between the two. As was highlighted above, there 
are parallels regarding the influence of sleep and stress on 
immunity as well as obvious shared biological and behav-
ioral pathways. Furthermore, there are exciting opportuni-
ties for employing interventions that may take advantage of 
the reciprocal links between sleep and stress and produce 
important benefits for immune health. From a population 
health perspective, it is clear that stress exposures and sleep 
disturbances are not evenly distributed across the popula-
tion. As such, there is a pressing need to better understand 

these bidirectional  processes so that more appropriate inter-
ventions can help those at greatest risk for infectious and 
inflammatory conditions as well as diseases associated with 
immunosenescence.
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Sleep is found widely throughout the animal kingdom [1]. 
Although its functions are not fully understood, there is sub-
stantial evidence that sleep of sufficient duration and quality 
is necessary to ensure high levels of waking alertness, atten-
tion, and cognitive performance [2–4], and to avoid predis-
posing humans to adverse health outcomes [5, 6]. Despite 
growing awareness of these negative outcomes [7], recent 
surveys indicate that 35%–40% of the adult US population 
chronically curtail their sleep to <7 h on weekday nights 
[8], primarily for lifestyle reasons [9, 10].

NEUROBEHAVIORAL CONSEQUENCES OF 
ACUTE AND CHRONIC SLEEP LOSS

Both acute total deprivation (i.e., a period without any sleep be-
yond the typical 16 h awake) and chronic partial sleep restric-
tion (i.e., multiple days with reduced sleep duration per 24 h) 
induce neurobehavioral changes in humans beyond subjective 
sleepiness, despite motivation to prevent these effects. The 
most reliable changes include increased lapses of sustained 
attention (i.e., errors of omission) and compensatory response 
disinhibition (i.e., errors of commission); psychomotor and 
cognitive slowing; working memory deficits; slow eyelid clo-
sures; and reduced sleep latency [3, 4]. Recent publications 
[11, 12] have challenged the claim that sleep loss primarily 
impairs executive functions and reasoning. High-order cogni-
tive functions can be affected by sleep loss, but these effects 
are likely mediated by deficits in the ability to sustain wake-
fulness and attention, and to accurately respond in a timely 
manner. The most sensitive indicators of sleep loss seem to 
be those that precisely track moment-to-moment changes in 
neural indicators of state (especially EEG and fMRI), or be-
havioral markers of the stability of sustained attention, such 
as the psychomotor vigilance test (PVT).

Studies on the effects of chronic partial sleep restric-
tion and recovery indicate that the mechanisms underlying 
the dynamic neurobehavioral changes induced by chronic 

sleep restriction may be fundamentally different from those 
 associated with acute total sleep deprivation [13]. Sleep-
dose-response experiments found that chronic restriction of 
sleep to between 3 and 7 h time in bed per 24 h, resulted in 
sleep dose-dependent, near-linear declines in vigilant atten-
tion across 7–14 days of sleep restriction, reaching levels that 
were comparable to 2–3 nights without any sleep [14, 15]. 
The neurobehavioral effects of chronic sleep restriction are 
modulated by endogenous circadian phase—with the great-
est deficits during the circadian night [16–18]. Also, several 
experiments demonstrate that subjects frequently underesti-
mate sleep loss related decrements in neurobehavioral per-
formance, especially during the biological night [15, 19].

DIFFERENTIAL VULNERABILITY TO SLEEP 
LOSS

Several studies found trait-like individual differences in the 
magnitude of neurobehavioral consequences to both acute to-
tal [20, 21] and to chronic partial sleep deprivation [15, 22–24] 
that were highly replicable, suggesting a polygenetic trait. 
Numerous factors have been investigated as potential predic-
tors of phenotypic vulnerability to sleep loss but none fully 
account for this phenomenon [25]. A few small studies do sug-
gest that those vulnerable to acute total sleep deprivation may 
also be vulnerable to chronic partial sleep loss [11, 26–29].

EFFECTS OF SLEEP LOSS ON VIGILANT 
ATTENTION

As mentioned above, there is extensive evidence that the 
neurobehavioral consequences of sleep loss can be mea-
sured in certain aspects of cognitive functioning [3, 4, 30]. 
Among the most reliable effects of sleep deprivation is 
degradation of attention [3, 12], especially vigilant atten-
tion as measured by the PVT [2, 31]. The effects of sleep 
loss on PVT performance appear to be due to variability in 

Chapter 25



334 PART | VI Sleep loss and neurocognitive function

 maintenance of the alert state (i.e., alerting network) [2], and 
can include deficits in endogenous selective attention [32, 
33], but they may also occur in attention involved in orient-
ing to sensory events (i.e., orienting network), and attention 
central to regulating thoughts and behaviors (i.e., executive 
network) [34–36]. These multidimensional features of at-
tention suggest it has a fundamental role in a wide range 
of cognitive functions, which may be the mechanisms by 
which sleep loss affects a range of performances, although 
it remains controversial whether impairment due to sleep 
deprivation is generic to all cognitive processes subserved 
by attentional processes [37].

THE PSYCHOMOTOR VIGILANCE TEST (PVT)

The PVT [2, 38–40] has become arguably the most widely 
used measure of behavioral alertness owing in large part to 
the combination of its high sensitivity to sleep deprivation 
[2, 31] and its psychometric advantages over other cogni-
tive tests. The standard 10 min PVT measures sustained or 
vigilant attention by recording response times (RT) to visual 
(or auditory) stimuli that occur at random inter-stimulus in-
tervals (ISI, 2–10 s in the standard 10 min PVT, including a 
1 s feedback period during which the RT to the last stimulus 
is displayed) [31, 38, 41, 42]. It is not entirely accurate to 
describe the PVT as merely simple RT. The latter is a ge-
neric phrase historically used to refer to the measurement 
of the time it takes to respond to a stimulus with one type of 
response (in contrast a complex RT task can require different 
responses to different stimuli). A simple RT test assumes no 
specific number of RTs—in fact, it can be based on a single 
RT. Similar to simple RT, the PVT relies on a stimulus (typi-
cally visual) and an RT (typically a button press), but it also 
relies on sampling many responses to stimuli that appear 
at a random ISI within a pre-specified ISI range, and that 
therefore occur over a period of time (i.e., 10 min in terms of 
the most commonly used PVT). Therefore, time on task and 
ISI parameterization instantiate the “vigilance” aspect of the 
PVT. Response time to stimuli attended to has been used 
since the late 19th century in sleep deprivation research [41, 
43, 44] because it offers a simple way to track changes in 
behavioral alertness caused by inadequate sleep, without the 
confounding effects of aptitude and learning [2, 31, 40, 45]. 
Moreover, the 10 min PVT [38] has been shown to be highly 
reliable, with intra-class correlations for key metrics such as 
lapses measuring test-retest reliability above 0.8 [31].

PVT performance also has ecological validity in that it can 
reflect real-world risks, because deficits in sustained attention 
and timely reactions adversely affect many applied tasks, es-
pecially those in which work-paced or timely responses are 
essential (e.g., stable vigilant attention is critical for safe per-
formance in all transportation modes, many security-related 
tasks, and a wide range of industrial tasks). Lapses in attention 
as measured by the PVT can occur when fatigue is caused by 

either sleep loss or time on task [41, 46, 47], which are the two 
factors that make up virtually all theoretical models of fatigue 
in real-world performance. There is a large body of literature 
on attentional deficits having serious consequences in applied 
settings [48–51].

Sleep deprivation (SD) induces reliable changes in 
PVT performance, causing an overall slowing of response 
times, a steady increase in the number of errors of omission  
(i.e., lapses of attention, historically defined as RTs ≥ twice 
the mean RT or 500 ms), and a more modest increase in errors 
of commission (i.e., responses without a stimulus, or false 
starts) [15, 52]. These effects can increase as task duration 
increases (so-called time-on-task effect or vigilance decre-
ment) [53], and they form the basis of the state instability 
theory (Fig. 25.1) [2, 31, 38–40, 43]. According to this the-

FIG. 25.1 The analyses shown in A and B were restricted to the first 1, 2, 
3, 4, 5, 6, 7, 8, 9, and 10 min of the 10 min PVT (abscissa). (A) The number 
of lapses and their standard deviation are shown for the sleep deprived and 
the non-sleep deprived state. (B) The within-subject differences between 
sleep deprived and non-sleep deprived states of the number of lapses and 
their standard deviations are shown. (Adapted from Basner M, Dinges DF. 
Maximizing sensitivity of the psychomotor vigilance test (PVT) to sleep 
loss. Sleep 2011;34 (5):581–91.)
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ory, several competing systems influence behavior during  
periods of sleep loss, two of the most important being the in-
voluntary drive to fall asleep and a counteracting top-down 
drive to sustain alertness [2]. The interaction of these sleep-
initiating and wake-maintaining systems leads to unstable 
sustained attention as manifested in longer RTs occurring 
stochastically throughout each PVT performance bout  
[2, 40]. Neuroimaging studies reveal that slowed responses 
on visual attention tasks—including the PVT—during sleep 
deprivation are associated with changes in neural activity in 
distributed brain regions that can include frontal and pari-
etal control regions, visual and insular cortices, cingulate 
gyrus, and the thalamus [33, 54–57].

The 10 min PVT [2, 31, 38] has been shown to be sen-
sitive to both acute total sleep deprivation (TSD) [15, 40, 
58] and chronic partial sleep deprivation (PSD) [14, 15, 39, 
58–60]; to be affected both by sleep homeostatic and circa-
dian drives [61, 62]; to reveal large inter-subject variability 
in the response to sleep loss [20, 22, 63]; to demonstrate 
the effects of jet lag and shift work [64]; and to reveal im-
provements in alertness after wake-promoting interventions 
[65–67] and recovery from sleep loss [68, 69], and after 
initiation of CPAP treatment in patients with obstructive 
sleep apnea (OSA) [70]. The PVT is often used as a “gold 
standard” measure for the neurobehavioral effects of sleep 
loss, against which other biomarkers or fatigue detection 
technologies are compared [71, 72].

However, despite its simplicity, the complexity of devel-
oping a valid and reliable PVT is often underestimated. In 
contrast to most other cognitive tests, RT shifts of a few mil-
liseconds can be meaningful on the PVT, and it is therefore 
important to use calibrated software and hardware. This and 
other caveats are discussed in greater detail below.

PVT SOFTWARE AND HARDWARE

Numerous versions of the PVT are available, either com-
mercially or for free, across several hardware platforms. 
Researchers also frequently program their own version of 
the PVT. It is therefore unclear how data produced on dif-
ferent versions of the PVT compare across studies. This 
is especially true for PC-based PVTs [73, 74] (that often 
use a mouse or a keyboard for response input) relative to 
platforms that use a touchscreen for input (e.g., tablets and 
smartphones). For example, both the orientation of a smart-
phone and the input method (e.g., tapping the screen ver-
sus swiping) have been shown to influence response times 
[75, 76]. Also, each system has a certain response latency, 
i.e., the time it takes for a response (e.g., pushing down the 
spacebar) to be registered by the system. During calibra-
tion, the average response latency is typically determined 
and then subtracted from response times registered by the 
system. However, the system latency is typically the result 
of several serial processes that may sample at different fre-

quencies. Therefore, the variability of response latencies 
may also be critical for the validity of the PVT and should 
be small. Our research group recently ran into a problem 
when switching from a 4th generation iPad to the iPad Air. 
With the new hardware iteration, Apple had introduced a 
new power saving feature. The touchscreen polling rate de-
creased to 60 Hz <2 s after the last touch. This led to a re-
sponse time binning on the PVT with a bin size of ~17 ms. 
Although dedicated hardware versions like the PVT-192 ex-
ist, both bulkiness and the high price are likely prohibitive 
for their use in large-scale studies. Valid and reliable smart-
phone versions of the PVT are urgently needed to facilitate 
these studies [76].

Another factor affecting cross-study comparability of the 
PVT is poor standardization of both test parameters (e.g., 
inclusion of the 1 s feedback interval in the ISI or not?) and 
outcome variables (e.g., inclusion of timeouts in calculation 
of average response times?). These parameters can greatly 
affect PVT performance, and it is important that the field 
uses the same instrument to assess vigilant attention. In an 
effort to increase standardization across studies, Basner and 
Dinges published and encouraged to adopt definitions of test 
parameters and outcomes variables for the PVT [77].

PVT DURATION

For many applied settings, the standard 10 min version of 
the PVT is too long. Therefore, several groups have devel-
oped 5 min [75, 78–82] and 3 min [83] versions of the PVT. 
As mentioned above, PVT performance deteriorates with 
time-on-task, and sleep deprived subjects performing the 
PVT can likely compensate for brief periods of time. Thus, 
there is a trade-off between test duration and sensitivity (as 
shown by Basner et al. [83]), and it is likely not feasible to 
develop very short versions of the PVT that remain sensi-
tive. Accordingly, both 2-min [78] and 90 s [80] versions 
of the PVT were deemed to be too insensitive to be used 
as valid tools for the detection of neurobehavioral effects 
of fatigue. Obviously, data generated with different dura-
tion versions of the PVT are not directly comparable, es-
pecially if parameters affecting data sampling and analysis 
are not changed. In an effort to increase comparability be-
tween the 10 min and a 3 min version of the PVT, ISIs were 
shortened from 2–10 s to 1–4 s (a newer iteration [45] uses 
2–5 s) and the lapse threshold was decreased from 500 to 
355 ms. Shorter ISIs have been shown to be associated with 
longer RTs [84]. This 3 min version has been successfully 
implemented in large-scale field studies and was shown to 
be sensitive to, e.g., the effects of sleep loss [85] and sleep 
medication use [86].

Yet another approach to decrease PVT duration was 
introduced by Basner and Dinges in 2012. They proposed 
an adaptive duration PVT (PVT-A). The PVT-A algorithm 
samples data until a certain decision threshold is exceeded, 
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at which point the test determines to have gathered enough 
information and stop administration. With this approach, it 
was possible to decrease average test duration from 10 min 
to <6.5 min, with a minimal test duration of <30 s. The adap-
tive duration strategy may be superior to a simple reduction 
of PVT duration where the fixed test duration may be too 
short to identify subjects with moderate impairment (show-
ing deficits only later during the test), but unnecessary long 
for those who are either fully alert or severely impaired.

PVT OUTCOME METRIC

Based on the time series of RTs, a number of outcome met-
rics can be produced for the PVT, including average and 
median RT, reciprocal transforms of RT (i.e., 1/RT or re-
sponse speed), the number of lapses (i.e., errors of omis-
sion; typically RTs ≥500 ms), false starts (i.e., errors of 
commission; typically RTs <100 ms), the fastest or slowest 
10% of RT or 1/RT, the standard deviation of RT, to only 
name a few. All of these outcome variables are in use but 
inconsistently reported across studies. Also, it is sometimes 
unclear whether a primary PVT outcome metric was de-
fined a priori, or whether the researcher engaged in a fishing 
expedition among available PVT outcomes (often without 
proper correction for multiple testing). In an effort to deter-
mine the most sensitive PVT outcomes, Basner and Dinges 
compared effect sizes of 10 frequently used PVT outcomes, 
and suggested that response speed and lapses should be 
considered as primary PVT outcomes [77]. Several in-
vestigators have suggested new and more sensitive PVT 
outcomes (e.g., Rajaraman et  al. [87], Basner et  al. [88], 
Chavali et al. [89]), but it remains to be seen to what degree 
they will be accepted and used by the research community. 
Importantly, Basner et al. [88] found that the sensitivity of 
response speed was comparable to their new PVT metric, 
and thus corroborates the superiority of response speed as a 
primary outcome for the PVT.

RESEARCH AGENDA

Further studies are needed to shed light on the biological 
mechanisms underlying the changes in vigilant attention in-
duced by acute total and chronic partial sleep loss, and the 
changes observed during recovery from sleep loss. Also, we 
know very little about the effects of chronic sleep restriction 
on vigilant attention beyond 3 consecutive weeks, stressing 
the need for a low-cost but yet valid and reliable version of the 
PVT that can easily be deployed in large-scale field studies.
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ABBREVIATIONS

ACC Anterior cingulate cortex
ADA Adenosine deaminase
ADORA2A Adenosine A2A receptor
BART Balloon risk analog test
BDNF Brain derived neurotrophic factor
DAT1 Dopamine transporter
DRD2 Dopamine D2 receptor
DTI Diffusion tensor imaging
h Hour
IGT Iowa gambling task
mg Milligram
min Minute
OFC Orbitofrontal cortex
PER3 PERIOD3
PFC Prefrontal cortex
PVT Psychomotor vigilance test
RT Response time
SD Standard deviation
SE Standard error
sec Second
TNFα Tumor necrosis factor alpha
VWM Visual working memory
WCST Wisconsin card sorting task

INTRODUCTION

We live in a society that operates around the clock, often for-
getting that sleep is important. In fact, insufficient sleep has 
become a public health epidemic and is often overlooked as 
a serious problem [1]. While the National Sleep Foundation 
recommends adults sleep >7 h per night [2], 35% of adults in 
the United States sleep less [3]. Most people have suffered 
from sleep loss, either chronic or acute, at some point in their 
lives whether it be due to a new baby, stress, studying for an 
exam, or other circumstances. However, many people fail to 
realize the negative impact sleep loss has on cognitive func-
tioning and how this has far-reaching  real-world implications. 

In fact, insufficient sleep is common in several safety-critical 
occupations, including medical professionals, military per-
sonnel, airline pilots, and truck drivers, just to name a few. 
Thus, it is important to understand how sleep loss impacts 
various aspects of cognition.

The present chapter provides an overview of the effects 
of sleep loss on several major cognitive domains. First, it is 
important to discuss the underlying neurobiological mecha-
nisms that regulate sleep and wake, and thus modulate cog-
nitive performance. We must also appreciate that human 
cognitive capacities are complex, with higher-order pro-
cesses (e.g., executive functions, decision-making) building 
upon a foundation of elementary processes (e.g., attention). 
Therefore, this chapter will offer a discussion of how sleep 
loss impairs alertness, sustained attention, and vigilance. 
Additionally, we will discuss the importance of consider-
ing how inter-individual differences are related to relative 
resistance or vulnerability to cognitive impairment. We will 
then build upon these elementary capacities and focus on 
the consequences that sleep loss has on several complex 
executive function domains including working memory, 
inhibitory control, cognitive control, problem solving, risk-
taking, and decision-making.

NEUROBIOLOGY OF SLEEP AND FATIGUE

There are two fundamental neurobiological processes 
that drive fatigue and alertness: the homeostatic process 
(Process S) and the circadian process (Process C) [4, 5]. 
The homeostatic process keeps track of prior amounts of 
sleep and wakefulness, and is conceptualized as an ac-
cumulating pressure for sleep with increasing time spent 
awake. This pressure is then dissipated over the course of 
a sleep period. The circadian process is the body’s natu-
ral 24-h rhythm that keeps track of time of day. This pro-
cess, modulated by the suprachiasmatic nucleus (SCN) of 
the hypothalamus, oscillates throughout a 24-h period to 
drive daytime alertness and nighttime sleepiness. During 
daytime hours, homeostatic sleep pressure accumulates 
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with each hour awake, but is counteracted by the circadian 
drive for alertness. This interaction between the homeo-
static and circadian pressures allows us to maintain nor-
mal daytime functioning at a fairly constant level. During 
nighttime hours, the homeostatic pressure for sleep is high 
and the circadian drive for alertness is low, promoting the 
onset and maintenance of sleep. Thus, waking performance 
is optimal during daytime hours and worst during night-
time hours (Fig. 26.1) [5, 6]. However, perturbations to this 
system (i.e., shift work, mistimed sleep, travel across time 
zones) can result in impaired neurobehavioral function-
ing. For example, the homeostatic and circadian processes 
become misaligned when an individual works during the 
night and sleeps during the day. In such a case, the ho-
meostatic pressure for sleep mounts over the course of 
nighttime waking hours, but the circadian drive for alert-
ness decreases, and hits the nadir during the early morning 
hours (Fig.  26.1). The net effect of this misalignment is 
increased fatigue, which can lead to cognitive performance 
impairment. Further, sleeping during the day is often dif-
ficult for a nightshift worker. This is because the circadian 
process increases the pressure for wakefulness throughout 
the day, forcing an individual to awaken before the homeo-
static pressure is fully dissipated. This type of sleep curtail-
ment can lead to a net accumulation of sleep debt [6].

ALERTNESS, SUSTAINED ATTENTION, AND 
VIGILANCE

In our day-to-day lives, the ability to maintain focus and 
attention is essential for effectively completing the task at 

hand and solving problems that require complex cognitive 
processing. Our ability to maintain attention and alertness 
fluctuates throughout the day as a function of the circadian 
and homeostatic processes, often without notice. However, 
when these two processes become misaligned due to ex-
tended wakefulness or mistimed sleep, attention begins to 
degrade. When wake is extended beyond 16 h or restricted 
to <6 h per night, individuals tend to show consistent and 
profound impairment in sustained attention.

Psychomotor vigilance

Sustained attention is typically measured using the psycho-
motor vigilance test (PVT) [7, 8]. The PVT is a simple com-
puterized reaction time task that is considered to be the gold 
standard measure of behavioral alertness. It is sensitive to 
sleep loss and does not show an appreciable learning effect 
[9, 10]. In the standard version of the task, a visual stimulus 
is presented on the screen at random intervals between 2 
and 10 s for a total of 10 min in duration. When the stimulus 
appears, the examinee presses a response button as quickly 
as possible, while avoiding false starts. Lim and Dinges [11] 
identified several distinct impacts that sleep deprivation has 
on PVT performance: (1) slowing of response times (RTs), 
(2) increases in attentional lapses, (3) exaggerated time-on-
task effects, and (4) sensitivity to homeostatic and circadian 
influences.

In a typical sleep deprivation study, PVT RTs begin to slow 
around 16 h of wakefulness and degrade further across the night, 
with impairment being the most prominent during the early 
morning hours (i.e., the circadian nadir). Slower  responses on 

FIG. 26.1 The two process model of sleep regulation. The homeostatic process (S) and circadian process (C) interact to drive daytime alertness and 
nighttime sleepiness. Homeostatic pressure for sleep increases as a function of time spent awake and dissipates with time spent asleep. At the same time, 
circadian pressure oscillates across a 24-h period, with pressure for alertness highest in the early evening and lowest during the early morning hours. 
However, when an individual skips a night of sleep (shaded area) homeostatic pressure continues to build, while the circadian process continues to drive 
sleepiness during the earlier morning hours. At this point, the net effect of high homeostatic pressure and low circadian pressure is reduced alertness and 
increased fatigue, resulting in impaired cognitive functioning. Once an individual goes to sleep, homeostatic pressure decreases, and often results in in-
creased sleep duration that is required to fully dissipate the homeostatic buildup. Modified from File:Two-process model of sleep regulation.jpg [Internet]. 
WikiMedia. (2007). Available from: https://en.wikipedia.org/wiki/File:Two-process_model_of_sleep_regulation.jpg.
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the PVT are associated with reduced  activation in the default 
mode network, a cortical system that includes the medial fron-
tal and posterior cingulate cortex, regions that are most active 
when the brain is idle and not involved in complex cognitive 
processing [12]. While the average RT across trials increases 
during periods of sleep deprivation, there is also a significant 
slowing of both the fastest 10% and slowest 10% of RTs on the 
PVT. Albeit, the slowest RTs are disproportionately affected 
compared to the fastest 10% RTs (Fig. 26.2) [8, 10, 13, 14].  
This indicates that sleep loss impacts not only the typical re-
sponse, but also the best and worst performance. Decrements 
in PVT performance are not limited to conditions of total sleep 
deprivation. PVT performance is also substantially degraded 
when sleep is restricted by only a few hours each night. Belenky 
et al. demonstrated that when sleep is restricted to either 7, 5, 
or 3 h per night over the course of 1 week, response speeds  
(1/RT*1000) slowed in a cumulative manner across days [15]. 
Even when participants were allowed three 8 h nighttime re-
covery sleep periods, performance did not return to baseline 
levels (Fig. 26.3) [15].

Another characteristic of sleep loss is the increased fre-
quency and duration of attentional lapses (RTs ≥ 500 ms) 
that occur within a single PVT bout, which are also ac-
companied by increases in errors of commission or false 
alarms (i.e., responding when no stimulus is present). Van 
Dongen and colleagues demonstrated that when sleep is re-
stricted to either 6, 4, or 8 h over the course of 2 weeks the 
number of attentional lapses increases in a cumulative and 

FIG. 26.2 Time course of PVT mean RTs across 32 h of sleep depriva-
tion. PVT performance remained relatively stable until 16 h wake. Up until 
this point, only 400 ms separated the average 10% slowest (black circles) 
and 10% fastest (white squares) RTs. However, with increased time awake, 
RTs slowed dramatically. Just after 24 h wake, approximately 5700 ms 
separated the the fastest and slowest 10% of RTs. While not displayed in 
this figure, mean and median RTs are also significantly impacted by sleep 
loss and fall between the fastest and slowest curves shown here. Modified 
from Cajochen C, Khalsa SB, Wyatt JK, Czeisler CA, Dijk DJ. EEG and 
ocular correlates of circadian melatonin phase and human performance 
decrements during sleep loss. Am J Physiol 1999;277:R640–9.

FIG. 26.3 Mean response speed (1/RT*1000) on the PVT over the course of a 7 day sleep restriction protocol as a function of sleep condition group. 
All groups had similar PVT performance at baseline (B). In the 9 h sleep group, PVT performance remained stable across sleep restriction days (E1–E7) 
and into the recovery days (R1–R3). When sleep was restricted to either 7, 5, or 3 h, there was a steady decline in PVT mean speed as days progressed. 
This decline was more pronounced in the 3 h sleep condition compared to the 7 h sleep condition. Additionally, 8 h sleep for three nights (recovery) was 
not sufficient to return PVT performance back to baseline levels. Reproduced from Belenky G, Wesensten NJ, Thorne DR, Thomas ML, Sing HC, Redmond 
DP, Russo MB, Balkin TJ. Patterns of performance degradation and restoration during sleep restriction and subsequent recovery: a sleep dose-response 
study. J Sleep Res 2003;12(1):1–12, with permission from John Wiley and Sons.
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dose- dependent manner [16]. In fact, when sleep restriction 
was most severe (i.e., 4 h per night), the average number of 
lapses at the end of the 2 weeks was similar to the average 
number of lapses seen at the end of an 88 h sleep deprivation 
period [16]. Neuroimaging findings suggest that attentional 
lapses during sleep deprivation are related to reduced neural 
activation within the frontal, parietal and occipital regions, 
as well as the thalamus [17]. Together, imaging and behav-
ioral studies have demonstrated how sleep loss disrupts 
normal functioning within the vigilant attention network, in 
turn hindering the ability to sustain attention.

The time-on-task effect is a phenomenon in which per-
formance degrades as a function of time spent performing a 
cognitive task. That is, performance progressively declines 
the longer an individual is required to sustain attention nec-
essary to perform the task [18]. This results in increased 
performance variability [19]. The time-on-task effect is ap-
parent on several different types of cognitive tasks, however 
it is especially noticeable on tasks of vigilant attention, like 
the PVT. [20] On the PVT, the time-on-task effect manifests 
as a steady increase in the standard deviation of RTs across 
the task duration [10]. This phenomenon is present even un-
der well-rested baseline conditions. Variability in PVT RTs 
is also a distinct characteristic of how vigilant attention is 
affected by sleep loss. Interestingly, the time-on-task effect 
interacts with sleep loss to amplify performance impair-
ments when homeostatic pressure is high [8, 10, 21]. When 
faced with sleep loss, the time-on-task effect can be medi-
ated by taking short breaks or switching tasks [6, 22, 23].

Last, PVT performance is sensitive to homeostatic and 
circadian influences [8, 24]. Fig. 26.4 shows the dynamic 
influence that the two neurobiological processes exert on 
performance. As described above, homeostatic pressure 
increases across hours awake, while the circadian process 
waxes and wanes across a 24-h period (Fig.  26.4, left). 
When these processes are considered in interaction, the sum 
of the two processes modulates PVT performance in a dis-
tinct manner. Fig. 26.4 (right) shows how the net effect of 
the two neurobiological processes impact PVT performance 
during 62 h of total sleep deprivation. Not only does PVT 
impairment increase with time spent awake, it also oscillates 
with the circadian process. Performance slightly improves 
during the early evening hours when the circadian pressure 
for wake is high, but further deteriorates after the circadian 
nadir and with mounting homeostatic pressure [25].

Wake state instability

Several aspects of PVT performance impairment, as de-
scribed above, have been summarized into a single theory: 
the wake state instability hypothesis [10]. Sleep loss leads 
to a decrease in RTs, increase in attentional lapses and er-
rors, and an increase in the time-on-task effect, all of which 
are influenced by mounting homeostatic pressure and mani-
festing as performance instability [8]. These moment-to-
moment variations in performance are not gradual, linear, 
or predictable, but rather stochastic in nature. For exam-
ple, Fig. 26.5 shows PVT responses from a single subject 

FIG. 26.4 The influence of the homeostatic and circadian processes on PVT performance during 62 h of extended wakefulness. The left panel shows the 
steady increase in homeostatic pressure across the sleep deprivation period in interaction with the waxing and waning of the circadian process. The right 
panel shows a mathematical derivation of the sum of the homeostatic and circadian processes (gray curve) overlaid on mean PVT lapses (± SD; black 
curve) collected from 12 healthy adults. Reproduced from Van Dongen HPA, Belenky G. Individual differences in vulnerability to sleep loss in the work 
environment. Ind Health 2009;47(5):518–26, with permission.
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throughout the course of a 62 h sleep deprivation period. In 
the early afternoon when the subject has only been awake for 
5 h, PVT performance is stable, with minimal variability in 
RTs and no attentional lapses. However, a different picture 
emerges 24 h later when the subject has been awake for 29 
consecutive hours (Fig.  26.5, middle). At this point, there 
is moderate variability in RTs as time-on-task increases, 
and the occasional response exceeds the 500 ms attentional 
lapse threshold. Another 24 h later (Fig. 26.5, bottom), per-
formance variability is further increased. At 53 h awake, at-
tentional lapses become more frequent, RTs become longer, 
more errors are made, and the time-on-task effect is ampli-
fied. Together, these data illustrate that performance instabil-
ity is a hallmark of sleep loss [6, 18, 23]. It is this unstable 
and unpredictable nature that makes fatigue so dangerous, 
especially in safety-critical operations. It has been posited 
that the stochastic nature of performance instability is the 
result of neuronal groups involved in the task expressing a 
local, use-dependent sleep like state. The local sleep theory 
suggests that activity from sustained use during a perfor-
mance task and extended wakefulness pushes local neuronal 
groups to fall asleep. In turn, information processing in the 
task-specific pathway is interrupted, causing performance 
instability and increased attentional lapses [18, 26].

INDIVIDUAL DIFFERENCES

Research has shown that there are varying degrees of cogni-
tive impairment during sleep loss across individuals. That is, 
not all individuals respond to sleep loss in the same manner 
[27–30]. These inter-individual differences are substantial 
and robust across a variety of manipulations, and constitute 
a trait [21, 31, 32]. As demonstrated by Van Dongen and 
colleagues [32], there are individuals who are resilient to 
the effects that sleep deprivation exerts on cognitive per-
formance and individuals who are incredibly vulnerable. 
Fig. 26.6 shows that resilient individuals (triangles) are able 
to maintain stable performance across a 40 h sleep depri-
vation period, while vulnerable individuals (circles) show 
substantial impairment as wake extends past 16 h [33]. Due 
to the stable, trait nature of inter-individual differences, a 
number of biomarkers have been assessed to predict which 
individuals may be more or less susceptible to cognitive im-
pairment due to sleep loss. These include personality and 
sensory markers [34, 35], neural markers [36], and genetic 
markers [37].

Several neuroimaging studies have sought to iden-
tify neural predictors of inter-individual differences in 
cognitive performance by assessing functional activation 
while performing a cognitive task [17, 38–40], functional 

FIG. 26.5 Raw PVT RTs from a single subject collected over the course of a 62 h sleep deprivation period. RTs are plotted against time-on-task. PVT 
performance is shown at 5 h wakefulness (top panel), again 24 h later (middle panel), and another 24 h later (bottom panel). RTs become longer and more 
variable as a function of both time-on-task and time awake. Additionally, false starts (black diamonds) also increase. Gray diamonds: mean RT ± SD. 
Reproduced from Satterfield BC, Van Dongen HPA. Occupational fatigue, underlying sleep and circadian mechanisms, and approaches to fatigue risk 
management. Fatigue Biomed Heal Behav 2013;246(3):118–36, with permission of Taylor & Francis Ltd. (http://www.informaworld.com).

http://www.informaworld.com
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 connectivity between brain regions [41], and white matter 
microstructure [42]. Chee and Tan found that sleep loss 
was associated with lower fronto-parietal activation com-
pared to the rested state, and individuals most vulnerable 
to impaired selective attention had reduced activation in 
top-down cognitive bias regions (i.e., frontal and parietal 
cortices) [17]. In addition to measuring changes in neural 
activation, individual differences in neuroanatomical con-
nectivity and structure have been identified. For example, 
our lab used diffusion tensor imaging (DTI) to assess the 
association between microstructure of the fronto-parietal at-
tention system and PVT performance during a single night 
of sleep deprivation. We found that indirect measures of 
higher white matter integrity and higher myelination in the 
fiber pathways connecting the left frontal and left parietal 
regions were significantly correlated with resistance to PVT 
impairment [42]. Neural markers have the potential to help 
identify those individuals most vulnerable and those most 
resistant to impaired cognitive performance without having 
to expose them to any sleep loss paradigm. This affords us 
with a better understanding of the neural mechanisms un-
derlying sleep loss related cognitive impairment.

Identifying genetic markers of inter-individual differ-
ences to performance impairments has become a large area 
of research in the last several years. Often, genetic polymor-
phisms are used as a tool to investigate how the functional 
differences brought about by the polymorphisms influence 

inter-individual differences in cognitive performance [43]. 
These studies have focused on polymorphisms associated 
with circadian pathways, adenosine (a marker of homeo-
static pressure) pathways, neurotransmitters, neural signal-
ing pathways, and immune responses [43].

PVT performance during sleep deprivation is mediated 
by several genetic variants, including those of the adenosine 
A2A receptor (ADORA2A) gene [44], adenosine deaminase 
(ADA) gene, dopamine transporter (DAT1) gene [45, 46], 
and the tumor necrosis factor alpha (TNFα) gene [47]. For 
example, it was recently found that a variant of DAT1 medi-
ates the time-on-task effect during sleep deprivation [45]. 
Study participants performed the PVT every 2 h over the 
course of a 38 h sleep deprivation period. Subjects homozy-
gous for the 10-repeat variant of DAT1 were resilient to the 
time-on-task effect compared to subjects with the 9-repeat 
variant of the same gene. As Fig. 26.7 shows, performance 
between the two DAT1 genotype groups diverged as sleep 
deprivation progressed, with the most resilient individuals 
(i.e., the 10/10 group) maintaining stable performance with 
very little time-on-task effect [45]. Holst et al. also found 
that DAT1 genotype modulates PVT performance, spe-
cifically PVT lapses [46]. Genetic markers have also been 
found to influence performance on a variety of other cogni-
tive tasks and will be discussed throughout the remainder 
of the chapter.

EXECUTIVE FUNCTIONS

The term “executive function” is used to describe a group 
of higher order cognitive processes that are necessary to co-
ordinate and control deliberate actions toward future goals 
[48]. The term encompasses several cognitive processes 
including the ability to sustain attention while suppress-
ing distractors, inhibit inappropriate actions, switch tasks, 
shift mental sets, think flexibly, plan and sequence events, 
and make appropriate and low-risk decisions, to name a 
few (Fig. 26.8). While these complex cognitive processes 
are mediated by several interacting cortical and subcorti-
cal regions, they rely heavily on the prefrontal cortex (PFC) 
which is sensitive to the effects of sleep loss [49]. Notably, 
the PFC shows reduced glucose metabolism following sleep 
deprivation (Fig. 26.9) [50], which is not fully reversed fol-
lowing a single night of recovery sleep [51]. This decline in 
prefrontal metabolic activity is thought to underlie some of 
the cognitive impairments seen during sleep loss.

To further complicate matters, not only are there inter-
individual differences in cognitive performance as dis-
cussed in the previous section, these differences are also 
task-dependent [52], meaning that those most vulnerable to 
impairment on one task are not necessarily vulnerable to 
performance impairment on a different task. This is because 
cognitive performance, including executive functioning, 
is not a unitary concept. Most tasks designed to measure 

FIG. 26.6 Mean PVT lapses collected from 24 individuals during 40 h of 
total sleep deprivation. The number of PVT lapses remains low until about 
16 h awake. At this point, the number of PVT lapses increases significantly 
for those most vulnerable (n = 7) to impairment (circles). In contrast, the 
number of PVT lapses remains relatively stable for those most resilient 
(n = 8) to impairment (triangles). Performance for the remaining nine 
individuals falls between these curves. Modified from Van Dongen HPA, 
Maislin G, Dinges DF. Dealing with inter-individual differences in the tem-
poral dynamics of fatigue and performance: Importance and techniques. 
Aviat Space Environ Med 2004;75(Suppl 3):A147–54, with permission.



FIG. 26.7 Time-on-task performance for the DAT1 genotype groups across 38 h of total sleep deprivation. Mean RTs (±standard error) from 12 individual 
test bouts are plotted in 1-min bins for the 10-min PVT. Individuals carrying the 9-repeat allele, as either heterozygous or homozygous, were grouped to-
gether (9R). Data are plotted against the start time of the PVT test bout. As sleep deprivation progressed, time-on-task performance diverged between the 
9R and 10/10 DAT1 genotype groups, such that those homozygous (10/10) for the DAT1 10-repeat allele were protected against severe time-on-task impair-
ment. Shaded area: nighttime test bouts. Modified from Satterfield BC, Wisor JP, Schmidt MA, Van Dongen HPA. Time-on-task effect during sleep depriva-
tion in healthy young adults is modulated by dopamine transporter genotype. Sleep 2017;40(12):zsx167, with permission from Oxford University Press.
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FIG. 26.8 A simplified schematic of the hypothesized relationship between the different executive functions. The ability to sustain attention and inhibit 
inappropriate responses are thought to be central components of executive function. A well-rested individual will pay attention to incoming information in 
order to respond appropriately to incoming stimuli, such as inhibiting the current course of action if needed. At the same time, the brain monitors performance 
based on internal and external feedback and triggers a signal that a new plan of action is required if performance levels drop and the number of errors increase. 
Then, behaviors are updated to reflect a change in goals and a new plan is selected. With the implementation of a new course of action, an individual must then 
shift both behavioral and attentional resources to continue with the new plan. However, sleep loss disrupts several points in this cycle leading to unfavorable 
actions and outcomes. For example, impairments in attention and inhibition may lead to distractibility and impulsivity, respectively. Further, impaired atten-
tion can lead to perseveration, or over focused behavior. In turn, relevant goals and rules are unable to be updated, resulting in inflexibility. Inflexible behavior 
does not allow for an individual to select a new course of action and could lead to compulsive behavior. Thus, one must be able to effectively integrate atten-
tion, inhibition, and flexibility in order to monitor performance and accurately update goals in response to environmental changes. Reproduced from Bari A, 
Robbins TW. Inhibition and impulsivity: Behavioral and neural basis of response control. Prog Neurobiol 2013;108:44–79, with permission from Elsevier.
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 executive functions involve several integrated processes that 
are differentially impacted by sleep loss [53]. The complex-
ity and multiple cognitive processes involved in many ex-
ecutive function tasks introduces a “task impurity problem.” 
As Tucker and colleagues have demonstrated, performance 
on executive function tasks may not be attributable to global 
task impairments, but rather impairments in specific cogni-
tive components of the task [54]. Thus, caution should be 
taken when administering and interpreting performance 
data from complex executive function tasks.

Working memory

Working memory can be described as the capacity to main-
tain and manipulate information in immediate memory, and 
underlies most executive functions. Working memory is con-
ceptualized as having four components that include the stor-
age of information, integration of information, regulation 
of information, and manipulation of information [55–57].  
Working memory is distinct from short-term memory in 
that it requires both short-term storage of information and 
manipulation of that information [55]. There are several 
cognitive tasks that are used to measure various aspects of 
working memory, including digit span, word recall, number 
generation, serial addition, Sternberg, and N-back tasks [56].

In a meta-analysis, Lim and Dinges found that sleep loss 
impacts working memory performance with moderate ef-
fects sizes. Specifically, they found that both accuracy and 
RTs are impaired on these tasks [11]. Chee and colleagues 
conducted a series of studies using two different working 

memory tasks to investigate how sleep loss disrupts neu-
ral signaling specific to maintenance and manipulation of 
information. Following either 24 or 35 h of total sleep de-
privation, both tasks showed reduced functional activation 
within bilateral parietal regions [58, 59], a common finding 
in studies of working memory and sleep loss [39, 60, 61]. 
However, Chee et al. [58, 59] found conflicting results in 
regard to activity within the PFC. In the latter study of the 
series [59], activity in the left PFC was reduced after sleep 
loss, while the first study [58] found that activation in the 
left PFC actually increased after 24 h of sleep deprivation. 
The increase in neural responsiveness of the PFC following 
sleep loss may reflect the initiation of compensatory mech-
anisms that are required to maintain stable performance. 
The compensatory recruitment hypothesis suggests that 
some individuals are able to sustain cognitive performance 
during sleep loss by recruiting areas of the cortex that are 
typically not engaged by the same task during rested wake-
fulness [62].

Working memory performance during sleep loss appears 
to also be mediated by a genetic polymorphism of the cir-
cadian clock gene PERIOD3 (PER3). Individuals with the 
5-repeat allele for PER3 had better working memory perfor-
mance on an N-back task than those with the 4-repeat allele. 
The difference in performance was significant only at the 
circadian nadir in the early morning hours [63]. Taken to-
gether, findings from neuroimaging studies show that sleep 
deprivation influences working memory through disruption 
to fronto-parietal networks, and performance is mediated by 
genetic polymorphisms of the circadian system.

Posterior
Cingulate Dorsal

Prefrontal
Cortex

Ventral
Prefrontal
Cortex

Occipital
Cortex

Thalamus

FIG. 26.9 A positron emission tomography (PET) image of regional cerebral glucose metabolism following 24 h of sleep deprivation. Sleep deprivation 
results in decreased glucose metabolism in areas of the prefrontal cortex, thalamus, and posterior cingulate. Reduced metabolism in these areas is thought 
to subserve some of the sleep loss induced impairments in cognitive performance we often see. Reproduced from Killgore WDS, Weber M. Sleep depri-
vation and cognitive performance. In: Bianchi MT, editor, Sleep deprivation and disease: effects on the body, brain, and behavior. New York: Springer; 
2014. p. 209–29.
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While imaging studies have been able to identify brain re-
gions involved in working memory performance during sleep 
loss, behavioral studies have found that sleep loss differentially 
impacts specific aspects of working memory performance 
[54, 59, 64], and in a sex-dependent manner [65, 66]. For ex-
ample, Chee and Chuah found that sleep deprivation impairs 
general visual working memory (VWM) capacity, possibly 
due to degraded perceptual processing [67]. However, others 
have found that sleep loss does not impair VWM capacity, but 
rather impairs the ability to filter out VWM distractors [64]. 
Tucker et al. [54] also demonstrated that while sleep loss may 
show global decrements in working memory, the impairment 
is driven by specific working memory components. When dis-
sociating a working memory task into “executive” and “non- 
executive” components, the non-executive working memory 
components (i.e., RTs) were the only elements impacted. 
“Executive” working memory scanning efficiency and resis-
tance to proactive interference remained intact [54].

In a recent study, Rångtell and colleagues [65] admin-
istered a sequence-type working memory task following 
a single night of sleep loss, or 8 h sleep, which study par-
ticipants performed in silence or with an auditory distrac-
tion. They were then asked to rate how confident they 
were in their performance. Overall, sleep loss impaired 
working memory performance in women, but not in men. 
Neither sex reported differences in subjective working 
memory performance. The auditory distraction impaired 
performance in both conditions and was not impacted 
by sex [65]. Overall, the accumulating data suggests that 
working memory impairments may actually be driven by 
degradation in alertness and vigilance, rather than the spe-
cific executive functions such as the ability to maintain 
and manipulate information, and these impairments are 
sex-specific.

Inhibitory control

Some actions may be adaptive under one set of circum-
stances, yet maladaptive in other circumstances. A key 
aspect of executive functioning is the ability to inhibit 
inappropriate responses or behaviors in a particular con-
text. For instance, lack of inhibitory control can lead to 
impulsive decisions that may have negative consequences. 
Inhibitory control is typically assessed using response in-
hibition tasks, including the stop signal task or go/no-go 
paradigms. These tasks are designed to measure the ability 
to withhold a prepotent (i.e., automatic) response [68]. In 
a typical go/no-go task, individuals learn to respond to a 
specific set of stimuli (go stimuli) and learn to withhold 
a response for a different set of stimuli (no-go stimuli). 
Performance is assessed based on correctly responding to 
go stimuli (simple attention and response time) and cor-
rectly withholding a response to no-go stimuli (inhibitory 
control).

Neuroimaging studies using the go/no-go paradigm sug-
gest that the task recruits several PFC regions. Specifically, 
the ability to correctly withhold a response most consis-
tently activates the right lateral PFC and bilateral insula. In 
contrast, failure to withhold a response engages the right 
anterior cingulate cortex (ACC), medial frontal gyrus and 
portions of the parietal lobe. All of which are regions often 
associated with error detection and behavioral monitoring 
[69]. These are some of the same regions that show reduced 
metabolic activity following sleep loss [50]. Thus, it would 
be expected that sleep loss impairs the ability to withhold 
inappropriate responses, which has been observed. In fact, 
sleep deprived individuals who are unable to efficiently 
inhibit responses on the go/no-go have difficulty recruit-
ing the ventrolateral PFC. Conversely, resilient individuals 
show increased activation within this region [70].

Drummond and colleagues [71] used the go/no-go to 
assess the effects of 64 h of sleep deprivation on inhibi-
tory control. As expected, the ability to inhibit inappro-
priate responses decreased as a function of time awake. 
Interestingly, hit rates (correct go responses) remained un-
affected for most of the sleep deprivation period, but rapidly 
declined at 55 h of wakefulness [71]. Another sleep depri-
vation study found similar results [72]. Additionally, these 
findings have been replicated under conditions of partial 
sleep restriction, where sleep was limited to 6 h per night 
for four nights. Study participants showed impaired inhibi-
tory actions while maintaining correct responses [73]. Sleep 
loss causes a steady decline in response withholding with 
increasing time spent awake, while maintaining the ability 
to attend to incoming stimuli. These findings emphasize 
the fact that sleep deprivation does not result in a global 
degradation of cognitive performance due to impaired basic 
attention, thus cognitive impairment is task and domain-
specific [32, 53, 74].

Cognitive control

A hallmark characteristic of executive function is the ability 
to modulate cognitive processes. In a broad sense, cogni-
tive control is the ability to regulate and coordinate thoughts 
and actions in-line with behavioral goals or changes in situ-
ational demands [75]. This allows us to balance cognitive 
stability—the ability to actively focus on and maintain task-
relevant information—with cognitive flexibility—the ability 
to update information according to changes in situational 
demands, while also suppressing irrelevant information in 
order to appropriately adapt behavioral actions to meet new 
goals [75–77]. For example, you may be driving down a 
long, straight highway when a large deer jumps out in front 
of your vehicle. Your current goal of driving down a straight 
highway is disrupted by the unexpected object in the road. 
You must update your goal in order to appropriately adapt 
your response to the situation (i.e., avoid hitting the deer). 
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Impairments in cognitive control can lead to perseverative, 
or over-focused, behaviors that can have serious conse-
quences. These types of behaviors are often seen in psychi-
atric conditions such as obsessive compulsive disorder and 
schizophrenia [78].

Cognitive control encompasses the interaction of mul-
tiple cognitive processes, including working memory, at-
tention, decision-making, response selection, response 
inhibition, and associated learning [78]. These processes 
underlie several behaviors such as multi-tasking/task-
switching, changing behavior to fit a new rule, or sup-
pressing distractions. Multi-tasking and task-switching 
are typically assessed using paradigms that require an in-
dividual to rapidly switch between response sets. The ef-
fect of interference (i.e., failure to suppress distractions) is 
often assessed using task paradigms that involve ignoring 
irrelevant information presented in order to stay focused on 
the task goal. Whereas flexibility (changing behavior to fit 
a new rule) is often measured using reversal learning tasks 
that require an individual to recognize changes in contin-
gencies (changes in stimulus-response patterns) and update 
behavior accordingly.

In well-rested individuals, these task paradigms have 
been shown to reliably recruit areas of the PFC, specifi-
cally the orbitofrontal cortex (OFC) and dorsolateral PFC. 
There are also several reciprocal projections between the 
PFC and subcortical structures such as the ventral striatum, 
amygdala, and thalamus that are involved in maintaining 
cognitive control [78, 79]. Additionally, both the cortical 
and subcortical regions are highly sensitive to disruptions 
in the neurochemical environment. Dopamine is a primary 
neuromodulator in the fronto-striatal pathway that is quite 
sensitive to perturbations such as sleep loss. Even small 
variations in dopamine levels can result in cognitive impair-
ment [78, 80]. Thus, alteration of functioning within the do-
pamine system may be one of the primary ways that sleep 
deprivation can affect cognition.

Multi-tasking and task-switching
In safety-critical operations, the ability to rapidly and ef-
ficiently switch between multiple tasks is paramount. 
Unfortunately, many of the occupations (e.g., airline pilots, 
truck drivers, medical personnel, military personnel, etc.) 
that require multi-tasking are also often subjected to chronic 
sleep loss. During a typical task-switching paradigm, indi-
viduals perform two types of tasks in succession in which 
numerical stimuli are presented. On one task type study par-
ticipants are asked to identify which of the numbers is even 
or odd. On another task type study participants are asked 
to identify if the number presented is smaller or larger than 
a predetermined value. When two of the same task types 
are presented one after another, this is considered a repeti-
tion trial. When the trial switches from one task to the other 
this is considered a switch trial. Switch trials are used to 

 calculate switch cost, or the change in reaction time and ac-
curacy between the switch and repetition trials. Essentially, 
switch cost is a measure of the amount of time that is re-
quired to reconfigure the cognitive processes needed to per-
form the new task—a basic executive function.

A recent neuroimaging study found that while perform-
ing a task-switching paradigm following sleep deprivation, 
neural activation increased in the fronto-parietal network 
and cingulate gyrus as compared to the well-rested state. 
However, different brain regions were involved in the 
switch trials. Task-switching was associated specifically 
with increased activation in the superior temporal gyrus and 
thalamus. Based on the cerebral metabolic data described 
earlier, it would seem sensible to expect reduced activation 
in these key brain regions. However, the fact that sleep de-
privation was associated with increased neural activation 
suggests that compensatory mechanisms may be initiated to 
maintain some level of information retrieval necessary for 
the task [81]. Nonetheless, from a behavioral perspective, 
sleep loss results in slowed RTs, especially during switch 
trials [81, 82]. A single night of sleep loss also reduces per-
formance accuracy and increases switch costs [82].

Total sleep deprivation studies are extreme cases of 
sleep loss and often do not translate to real-world scenar-
ios. Haavisto and colleagues [83] investigated how multi-
tasking performance is affected by sleep restriction over the 
course of what some would consider a typical workweek. 
Individuals in the restricted condition were only allowed to 
sleep for 4 h per night for five consecutive nights, compared 
to those in the well-rested condition who were allowed to 
sleep for 8 h per night. A multi-tasking paradigm was used 
in which study participants performed a series of subtasks 
to assess short-term memory, arithmetic skills, and visual 
and auditory monitoring. Sleep restriction impaired the 
ability to multi-task as a function of the number of days of 
sleep restriction, with performance also degrading further 
as time-on-task increased. Additionally, it took two nights 
of recovery sleep (8 h) to return to baseline performance 
levels [83]. Because sleep loss degrades the ability to multi-
task or rapidly switch between activities, the potential for 
errors and accidents significantly increases.

Cognitive interference
Another aspect of cognitive control is being able to sup-
press irrelevant or distracting information while maintain-
ing focus on relevant task information. When the irrelevant 
aspects of the task cannot be ignored, this is known as 
cognitive interference. Typically, cognitive interference is 
measured using various forms of the Stroop paradigm. The 
goal of a Stroop task is to inhibit a common or “prepotent” 
response in favor of a less common response. For example, 
the brain naturally reads printed words it sees without any 
effort. This automatic tendency to read is known as a prepo-
tent response. During a typical Stroop task, the participant 
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is presented with a series of words depicting color names 
(e.g., “RED”, “GREEN”, “BLUE”). In some conditions 
the words are printed in either congruent (e.g., “RED” in 
red letters) or incongruent (e.g., “RED” in blue letters) ink 
colors, while in the neutral condition the words are printed 
in black ink. Individuals are to state the color of the ink in 
which the word appears, but not the word itself. The goal is 
to suppress the prepotent response (i.e., reading the word) in 
favor of the less common response (i.e., saying the color of 
the ink in which the word appears). This induces cognitive 
interference. Interestingly, several studies using the Stroop 
task have found that sleep deprivation does not affect cogni-
tive interference, but rather only causes a general slowing of 
RTs [84–86]. A recent study found that resilience to slowed 
RTs and increased errors on the Stroop during a 30 h sleep 
deprivation period was related to a genetic polymorphism 
of the brain derived neurotrophic factor (BDNF) gene. 
Those individuals with the common Val allele had fewer er-
rors compared to those with the Met allele [87], suggesting 
that some aspects of cognitive interference are predictable 
by genetic markers.

However, Gevers and colleagues [88] recognized the 
importance of assessing task performance in relevant com-
ponents rather than assessing performance across the task as 
a whole. The Stroop task was administered once after a full 
night of sleep and again following a night of sleep depriva-
tion. The task was decomposed into three components for 
analysis: size of the interference effect, bottom-up modula-
tion (facilitated processing after repetitions), and top-down 
modulation (cognitive control adjustments for incongruent 
trials). They found that sleep deprivation impaired top-
down control such that there was a reduced ability to ef-
ficiently recognize and adapt to conflicts (i.e., incongruent 
trials) [88]. It is possible that earlier studies did not find an 
effect of cognitive interference because different aspects of 
the task, as demonstrated by Gevers et al. [88], are differ-
entially impacted by sleep loss, further highlighting the im-
portance of deconstructing a task into specific, well-defined 
cognitive components.

Flexible attentional control
As with multi-tasking, the ability to think flexibly and 
quickly adapt to changing environmental circumstances is 
important in safety-critical operations. Effective attentional 
control requires an individual to anticipate responses and 
outcomes based on a predetermined set of expectations. 
However, real-world situations place individuals in dynamic 
environments that often challenge set expectations. Thus, 
individuals must be able to effectively recognize a change 
in circumstances and appropriately update the behavioral 
response. Reversal learning paradigms are typically used to 
assess flexible attentional control. While there are a wide 
variety of reversal learning paradigms, in the simplest form 
these tasks involve learning specific stimulus-response 

mappings that are tied to a reward and those that are tied to 
an unfavorable outcome. At a point in the middle of the task, 
the stimulus-response contingencies are reversed, such that 
previously rewarding stimuli become unfavorable and vice 
versa. Those that are able to maintain flexible attentional 
control will quickly recognize a change has occurred and 
adapt their responses. In contrast, those that do not think 
flexibly tend to show perseverative behavior by responding 
to the old stimulus-response mappings.

Interestingly, impairments in cognitive flexibility mimic 
impairments seen in individuals suffering from damage to 
the OFC and the basal ganglia [78, 89–91]. Neuroimaging 
studies in well-rested adults show that reversal learning re-
cruits the ventrolateral PFC when a subject stops responding 
to the previously correct stimuli and starts responding to the 
new, relevant stimuli. When a subject makes a reversal er-
ror (i.e., responding to the incorrect stimulus following the 
stimulus-response reversal), there is neural activation within 
the ventral striatum [92]. Until recently, flexible attentional 
control had not been thoroughly explored under conditions 
of sleep deprivation. Whitney and colleagues [93, 94] con-
ducted a series of sleep deprivation studies to assess how 
sleep loss impacts the ability to maintain flexible attentional 
control. In the first study, research participants were exposed 
to a 62 h sleep deprivation period. These individuals per-
formed a modified version of the basic go/no-go paradigm 
during well-rested baseline, after 55 h of extended wakeful-
ness, and following recovery sleep. During this novel task, 
participants were required to respond to a specific set of nu-
meric stimuli (go stimuli) and withhold their response from 
a different set of numeric stimuli (no-go stimuli). However, 
they were required to learn which stimuli were go and which 
were no-go based on monetary reward feedback. Halfway 
throughout the task, the stimulus-response contingencies 
were reversed. Stimuli that were previously go stimuli be-
came no-go stimuli and stimuli that were previously no-go 
stimuli became go stimuli. Participants were unaware of the 
reversal, and were again required to use monetary reward 
feedback to determine the correct stimulus-response map-
pings [93]. Sleep deprivation degraded pre-reversal perfor-
mance, and even further degraded post-reversal performance 
(Fig. 26.10). Importantly, the profound impairment seen on 
the reversal learning task was distinct from vigilant attention 
impairment [93]. Further, it was found that the Val165Met 
genetic polymorphism of catechol-O-methyltransferase (i.e., 
the enzyme that degrades dopamine in the PFC) was associ-
ated with resilience to impairment on the go/no-go reversal 
learning task. Specifically, individuals carrying the Met al-
lele were protected from the post-reversal performance im-
pairment described above [76].

In a follow-up study, Whitney and colleagues [94] used 
a novel adaptation of the continuous performance task 
(AX-CPT) in which previous cue-probe contingencies 
were switched halfway throughout the task. They again 
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 demonstrated that sleep deprivation diminishes flexible at-
tentional control, and also found that top-down control does 
not efficiently prevent errors [94]. They also found that a 
polymorphism that affects the binding potential of the do-
pamine D2 receptor (DRD2) is associated with protection 
from impairment. Specifically, individuals homozygous for 
the C allele were resilient to impaired flexible attentional 
control. Together, these findings demonstrate that sleep 
deprivation profoundly degrades the ability to maintain 
flexible attention control, which can lead to maladaptive 
behaviors, including perseveration. Further, resilience to 
cognitive control impairment seems to be mediated by func-
tional dopaminergic polymorphisms involved in the fronto-
striatal pathways.

Problem solving

The ability to solve problems is a core aspect of nearly any 
job. Depending on the operational environment, the kinds of 
problems that workers may encounter can range from sim-
ple mundane challenges to those that can be mission critical 
or even life threatening. Because many occupations require 
individuals to remain awake for extended periods or during 
times that are out of phase with their circadian rhythm, it is 
important to understand how various aspects of problem-
solving ability can be impacted by lack of sleep.

Convergent thinking and logical deduction
Different kinds of problems require different kinds of solu-
tions. One type of problem can be solved through the pro-
cess of convergent thinking. This type of problem solving 
involves the step-by-step application of logical deductive 

reasoning and the use of established rules to reach a solu-
tion. These kinds of problems can be solved by beginning 
with an established set of information or major premise, 
adding a second minor premise, and finally arriving at a 
logical conclusion. For example, given the major premise 
that “every A is B” and the minor premise that “this C is 
A,” then it is logical to conclude that “therefore this C is B.” 
Concretely, we could apply this to a real-life example such 
as “all bulldogs are animals. Baxter is a bulldog. Therefore, 
Baxter is an animal.” While this process sounds complex, 
evidence suggests that this form of convergent thinking is 
not significantly degraded by sleep deprivation [49]. Most 
studies that have specifically tested outcome measures such 
as logical deduction, intellectual functioning, grammatical 
reasoning, reading comprehension, and nonverbal problem 
solving have found negligible effects of sleep deprivation 
on these capacities [11, 49].

Divergent and innovative thinking
In contrast to the convergent thought processes discussed 
above, the ability to think laterally, innovatively, and flexibly 
does appear to be particularly susceptible to sleep depriva-
tion [49]. In one study, a single night without sleep was as-
sociated with fewer creative responses and greater difficulty 
letting go of unsuccessful strategies [95]. Similarly, sleep 
deprivation has also been shown to adversely affect the abil-
ity to generate lists of novel words and produces slower and 
less efficient performance on the Tower of London, a task 
that requires planning, forethought, and cognitive flexibility 
[49]. The ability to generate and vocalize a series of ran-
dom numbers is also degraded by sleep deprivation, leading 
to increased redundancy and stereotypy of responses and 
frequent rule violations [96]. On the other hand, inconsis-
tent effects of sleep deprivation have been reported for the 
Wisconsin Card Sorting Test (WCST), a clinically based 
test of concept formation, set shifting, and mental flexibil-
ity [97]. It is important to keep in mind, however, that the 
WCST is a clinical task that was designed to detect rela-
tively severe brain injuries and may not be sensitive enough 
to detect the subtle effects produced by sleep loss.

One particularly interesting study attempted to mimic 
real life decision-making during sleep deprivation by using 
a complex marketing strategy game. The task required par-
ticipants to engage in several high level executive function 
tasks during a prolonged period of sleep loss. In particular, 
participants had to continuously monitor ongoing activities, 
revise their marketing strategies in light of periodically ap-
pearing new information, and apply available information 
to develop creative and innovative solutions under severe 
time constraints [98]. When normally rested, participants 
were able to think flexibly and innovatively, but once sleep 
deprived, they showed rigid thinking and perseverated on 
poor and ineffective strategies. As they reached the end of 
the game, these sleep deprived individuals had exhausted 

FIG.  26.10 Discriminability scores (±SE) on the go/no-go reversal 
learning paradigm. At baseline (left), there were no significant differences 
in pre- or post-reversal performance between the well-rested control and 
the sleep deprived groups. However, performance was profoundly degraded 
in the sleep deprived group (right). Impairment was further impaired fol-
lowing the stimulus-response reversal. Asterisks (*) indicate statistically 
significant pairwise differences. Modified from Whitney P, Hinson JM, 
Jackson ML, Van Dongen HPA. Feedback blunting: Total sleep deprivation 
impairs decision making that requires updating based on feedback. Sleep 
2015;38(5):745–54, with permission from Oxford University Press.
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their financial resources and were in a significantly worse 
financial position than compared to playing the same game 
in a rested state [98]. While such tasks can be incredibly 
ecologically valid and applicable to real-world situations, 
these types of complex tasks also suffer from the previously 
described task impurity problem [53, 54]. These types of 
tasks are not designed to deconstruct the component pro-
cesses most affected by sleep loss, but do provide important 
understanding of how lack of sleep may actually be mani-
fested in real-world situations.

RISK-TAKING, JUDGMENT, AND 
DECISION-MAKING

Can sleep deprivation increase the tendency to engage in 
high-risk activities or does it affect decisions that involve risk? 
While these questions seem simple, the answers appear to be 
complex and depend on a number of factors. We will address 
several issues, including how sleep loss affects self-reported 
risk-taking propensity, decision-making under conditions of 
uncertainty, the role of effort on risky behavior, implicit cogni-
tive biases, aggressive behaviors, and moral decision-making.

Self-rated risk propensity

People can engage in high risk activities for a number of 
reasons. The construct of risk-taking is often confused with 
the closely related construct of sensation seeking, a pref-
erence for seeking out novel experiences and other thrill-
ing activities that produce high levels of physiological 
arousal [99]. In contrast to sensation seeking, Risk-Taking 
Propensity represents the tendency to engage in activities 
that include a high level of risk, danger, or uncertainty of 
outcome [100, 101]. Although risk taking can occur because 
an individual is sensation seeking, risky behavior can also 
occur for reasons other than the pursuit of thrills or excite-
ment. Accordingly, these two constructs are only modestly 
correlated with one another [102].

Interestingly, sleep deprivation has been shown to af-
fect scores on measures of both sensation seeking and 
risk- taking, but the associations are typically inverse. For 
instance, one night of total sleep deprivation has been shown 
to significantly reduce scores on measures of self-reported 
sensation-seeking and self-reported risk-taking propensity 
[103, 104]. Similar findings have also been reported follow-
ing two nights without sleep [35, 105]. Such findings are 
not surprising when considered in light of the fact that one 
of the most common symptoms of sleep loss is increased 
fatigue and reduced physical and mental energy [106]. It 
seems sensible that increased fatigue would lead to a reduc-
tion in activities requiring energy expenditure or exertion 
of mental or physical effort. Interestingly, longer periods of 
total sleep deprivation (i.e., 75 h awake) have been associ-
ated with a reversal of this trend, with participants showing 

greater interest in risky activities by the third night without 
sleep [35]. It is not entirely clear why this upsurge in risky 
preferences may occur, but it is conceivable that severe ex-
tended sleep deprivation may (1) substantially alter judg-
ment, (2) lead to a burst of hypomanic disinhibition due to 
altered prefrontal functioning, or (3) be an attempt of par-
ticipants to seek out stimulation as a means to behaviorally 
induce arousal. Notably, repeated doses of caffeine (200 mg 
every 2 h) appeared to be protective against this sudden 
surge in self-reported risk-seeking. Overall, these findings 
suggest that short term sleep deprivation (one or two nights) 
reduces interest in high-risk sensational activities, whereas 
that interest may show a rebound when sleep deprivation 
becomes extreme (≥3 nights).

Risky decision-making

While it is clear that sleep loss can lead to altered risk-related 
perceptions, it is also important to understand how sleep de-
privation can affect actual risk-taking behavior. These types 
of effects are often revealed by gambling or other similar 
game-like risk tasks. As discussed below, sleep deprivation 
can lead to altered perception of risk, which will alter be-
havioral outcomes.

Cognitive framing
Sleep deprivation can affect how a person responds to the 
way in which a risk is presented to them, a phenomenon 
known as “framing.” In most circumstances, risks can be 
framed as a potential gain (e.g., would you rather have an 
80% chance of winning $4000, or a 100% chance of win-
ning $3000) or as a potential loss (e.g., would you prefer 
an 80% chance of losing $4000 or a 100% chance of losing 
$3000). In such cases, it is well established that most people 
are risk avoiding when considering possible gains (i.e., they 
would prefer the “sure thing”) and risk seeking when con-
sidering possible losses (i.e., they would prefer the “long 
shot”) [107]. Interestingly, sleep deprivation appears to shift 
this basic cognitive bias. For example, in one study using 
a gambling game, when possible outcomes were described 
in terms of potential gains, sleep deprivation produced an 
increase in risk-taking above baseline. However, when pos-
sible outcomes were framed as potential losses, sleep de-
privation caused participants to become more risk averse 
than when normally rested [108]. These findings suggest 
that sleep deprivation modifies the typical framing effect, 
increasing risk-taking when gains are emphasized and in-
creasing risk-aversion when losses are emphasized, thus 
magnifying our typical tendencies.

Altered expectations of reward
Sleep deprivation appears to alter the cognitive assessment 
of risk by changing functioning within brain regions that 
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assign value to objects or situations. For example, one study 
examined the effects of sleep deprivation on brain activation 
while participants completed a roulette-style gambling task 
[109]. During a neuroimaging session, participants com-
pleted a series of roulette gambles that ranged from certain 
wins to highly risky bets. One night of sleep deprivation 
led to increased activation within the nucleus accumbens 
during high-risk decisions. This brain structure is involved 
in the anticipation of rewards and the increased respon-
siveness of this area following sleep loss suggests that it 
may be increasing the expected value of the risky bets. 
Simultaneously, sleep deprivation also blunted activation 
within the insular cortex during losses. Together, these find-
ings suggest that sleep deprivation alters brain activation in 
a way that could bias an individual toward risky-behavior 
(i.e., increasing expectation of rewards and minimizing re-
sponses to losses).

The same research team conducted a follow-up study 
to examine the effects of sleep deprivation on complex 
 reward-based decision-making [110]. Research participants 
completed a series of trials, some of which focused on gains 
and others that focused on losses. For instance, during the 
gain-focused trials, participants could choose to increase the 
potential amount of money that could be won or increase 
the probability of winning a particular amount. On the other 
hand, loss-focused trials permitted the participant to either 
reduce the amount of money that could be lost or lower the 
probability of losing a specified amount. Rested individu-
als showed a bias toward minimizing losses, but this pat-
tern shifted toward maximizing gain after sleep deprivation. 
These changes were associated with increased activation of 
reward processing regions, including the ventromedial PFC, 
and a decline in activation of the insular cortex, which is 
generally associated with aversion and negative affective ex-
periences [110]. Together, these findings suggest that sleep 
deprivation alters functional activation in brain regions as-
sociated with reward and punishment, which may increase 
the expectation that risky decisions will lead to reward.

Reward-based learning
Poor decision-making is often characterized by a preference 
for short-term gains that ultimately lead to long-term losses. 
Everyday life is full of choices that involve deciding whether 
to forgo immediate satisfaction in service of longer lasting 
benefits. One experimental paradigm that seems to get to 
the heart of these kinds of decisions is the Iowa Gambling 
Task (IGT), a computerized gambling game-like task that 
involves selecting cards from four decks with varied, but 
unstipulated, payout schedules. Two of the decks are high 
risk because of their widely variable payouts that lead to a 
net loss, and two of the decks are low risk because they have 
very consistent but small payouts that reliably lead to a net 
gain. When healthy normal individuals play this game, they 

rapidly learn to maximize long-term profits over short-term 
gains by sticking with the low risk decks. In contrast, pa-
tients with focal lesions to the ventromedial PFC, a region 
critical to learning from rewards and punishments, tend to 
become selectively attracted to the short-term gains associ-
ated with the high-risk decks, which eventually leads them 
to progressively lose money throughout the course of the 
game [111, 112].

The IGT has been studied in several studies of sleep de-
privation, which have consistently demonstrated that lack 
of sleep is associated with a pattern of performance that is 
qualitatively similar to that of patients with lesions in the 
ventromedial region of the PFC [113–115]. In short, sleep 
deprivation leads to a short-term focus on immediate gains 
to the detriment of longer-term outcomes, a pattern that 
appears to be more severe with greater durations of sleep 
deprivation. This effect is mediated, in part, by the DAT1 
polymorphism, such that individuals with the 9-repeat al-
lele have elevated responsivity to gain anticipations [116]. 
Interestingly, stimulant countermeasures such as caffeine, 
modafinil, and dextroamphetamine have not been effective 
at restoring performance on the IGT (Fig. 26.11), despite 
normalizing performance on psychomotor vigilance [113, 
114]. This lack of effect of stimulants suggests that the defi-
cits on the IGT are probably not due to problems with at-
tention and vigilance and are brought about by alteration 

FIG.  26.11 Net scores on the IGT for each block of the task. Study 
participants performed the task following 46 h of extended wakefulness. 
Stimulants (600 mg caffeine, 20 mg dextroamphetamine, 400 mg modafinil, 
or placebo) were administered at 44 h wakefulness. Stimulants did not af-
fect IGT performance, and are thus grouped with the placebo group here. 
Stimulants (black squares) were not effective at restoring IGT performance 
back to baseline levels (white diamonds). Modified from Killgore WDS, 
Grugle NL, Balkin TJ. Gambling when sleep deprived: don’t bet on stimu-
lants. Chronobiol Int 2012;29(1):43–54, with permission from Taylor & 
Francis Ltd. (http://www.informaworld.com).

http://www.informaworld.com
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in the process of integrating information about rewards 
and punishments with ongoing decision-making processes. 
Furthermore, we also recently showed that daytime sleepi-
ness reduces the psychological weight that individuals give 
to more temporally distant versus more recent trials on the 
IGT in their decision-making strategy [117]. These data 
suggest that sleepiness may shorten the “time horizon” over 
which decision information is integrated into the decision-
making process. Thus, a sleep deprived individual could 
also make risky choices because they base decisions on a 
limited amount of information.

Impulsive behavior
While risk taking often involves deciding between high 
and low risk options, another form of risk-taking involves 
“pressing one’s luck” beyond the point where the benefits 
of success are outweighed by the costs of failure. A task that 
assesses the tendency to push the limits and behave impul-
sively is known as the Balloon Analog Risk Task (BART). 
The BART is a computerized task that presents a series of 
30 virtual balloons that must be inflated on the screen to win 
money. To inflate each balloon, the participant presses the 
spacebar on the keyboard. With each key press, or “pump,” 
the balloon increases in size slightly and gains an addi-
tional five cents in value. The larger the balloon becomes, 
the greater its potential monetary value. The participant can 
“bank” the accumulated value of a balloon at any time, as 
long as it has not exploded. If the balloon is inflated too 
much, the balloon will explode and all accumulated value 
for that balloon will be lost. Each balloon has a different 
breaking point that is not known to the participant. In order 
to win the most money possible, the participant must make 
a judgment about how much to inflate each balloon and then 
attempt to cash in before reaching the unknown explosion 
point. A commonly used output variable from this task is 
mean number of key presses for the unexploded balloon tri-
als (i.e., those trials that were “banked” without popping 
the balloon), which is commonly known as the Adjusted 
Average Number of Pumps. Some studies have also calcu-
lated a “Cost/Benefit Ratio,” which considers both the Cost 
(i.e., proportion of exploded balloons) versus the Benefit 
(i.e., the proportion of all potential money that was actually 
banked) [35, 104, 105]. Higher Cost/Benefit Ratio scores 
suggest greater risk-taking.

Several sleep deprivation studies have used the BART to 
examine the effects of sleep loss on risky behavior. The first 
published study to examine the BART during sleep depriva-
tion showed that one night without sleep led to a decline 
in the Cost/Benefit Ratio, suggesting a tendency toward 
less behavioral risk-taking [104]. A second study published 
around the same time also found that a single night of sleep 
deprivation was associated with reduced risk-taking (i.e., 
lower Adjusted Average Number of Pumps) among women 

but not men [118]. Later work further confirmed that risk 
taking on the BART was reduced with two nights of sleep 
deprivation, but was returned to baseline levels with a 20 mg 
dose of dextroamphetamine, but not by similarly alerting 
doses of 400 mg modafinil, or 600 mg of caffeine [105]. In 
contrast, Killgore and colleagues found that BART Cost/
Benefit scores were generally unaffected by two nights of 
sleep deprivation, but this was followed by a surge in be-
havioral risk-taking after three nights without sleep [35]. 
The cause of this surge in risk-taking after extreme sleep 
deprivation is not clear, but it is possible that inhibitory 
capacity eventually fails after several nights awake, or that 
the increased risk taking is simply a way for participants to 
stimulate arousal [35].

The fact that the BART typically shows reduced risk-
taking during sleep loss seems to stand in contradiction to 
the increased risk-taking that is consistently found on the 
IGT. One explanation for this discrepancy may involve the 
difference in effort required by these two tasks [104]. While 
both the IGT and BART involve risky decision-making, 
risky choices on the IGT require no more effort than the 
safe options (i.e., a single button press is required regardless 
of which option is selected), while greater risk taking on the 
BART requires the expenditure of additional physical and 
cognitive effort (i.e., more button presses are required to be 
risky, while fewer button presses are safer). This explana-
tion was given further support by a study that showed that 
sleep deprivation leads to “effort discounting,” a willing-
ness to accept less reward if it requires only minimal ef-
fort rather than expend greater effort to obtain higher value 
rewards [119]. Sleep deprived individuals appear to be less 
willing to expend effort to engage in risky activities.

Aggressive/punitive responses
Negative mood states are common during sleep deprivation 
and evidence suggests that individuals may become more 
easily frustrated by even minor hassles or interpersonal 
slights. For instance, sleep deprivation appears to increase 
the willingness to blame others for frustrating problems and 
makes people less willing to work with others to achieve 
mutually satisfying outcomes [120]. Without sleep, peo-
ple often feel picked on or targeted for persecution [121]. 
Sometimes, this can even lead to aggressive behaviors [122]. 
In one study, participants played a series of “bargaining” and 
“trust” games that required them to interact with other play-
ers to earn various levels of money [123]. On these games, 
sleep deprivation increased the tendency to engage in ag-
gressive exchanges with the other players. Moreover, sleep 
deprived individuals were less trusting of their partners and 
more often rejected monetary offers that were perceived as 
unfair, even when rejecting the offer would come at a finan-
cial cost to themselves. Sleep deprivation appears to have an 
adverse effect on trust and normal social discourse.
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Moral judgment
Our stable moral precepts and beliefs dictate our responses 
to difficult situations where the appropriate decision is not 
obvious. A few studies have demonstrated moral judgment 
and moral decision-making can be affected by sleep depri-
vation. In the earliest published study to examine moral 
judgment following sleep loss, participants completed a 
series of moral and non-moral dilemmas when fully rested 
and again following 53 h of sleep deprivation [124]. The 
findings showed that most decision-making processes were 
relatively unaffected by sleep deprivation, including non-
moral decisions and moral decisions that were generally low 
in emotional intensity. However, sleep deprivation appeared 
to significantly slow responses to difficult moral decisions 
that involved high levels of emotional conflict. Compared 
to the speed of decisions at baseline, the time to respond to 
emotionally challenging situations was much slower, sug-
gesting that sleep deprivation does not affect all decisions 
equally—sleep deprivation specifically impairs the ability 
to make emotionally based decisions. Moreover, sleep de-
privation also altered the qualitative direction of the judg-
ments. Specifically, sleep deprived individuals were more 
likely to make utilitarian type judgments that violated their 
own moral beliefs compared to when they were well rested 
[124]. However, this effect was not significant in a second 
study of only a single night of sleep loss [125], suggest-
ing that deficits in moral judgments may only emerge with 
prolonged periods without sleep. Other evidence also sug-
gests that moral reasoning may be affected by partial sleep 
restriction as well. For instance, when sleep was restricted 
to approximately 2.5 h per night over 5 days, military per-
sonnel showed significant reductions in principle-oriented 
moral reasoning [126]. Among this sample of military ca-
dets, their moral decisions became more rules-focused and 
self-oriented over the course of sleep restriction, and they 
showed progressively greater difficulty with higher-level 
principle-oriented reasoning. Overall, it appears clear that 
sleep deprivation affects the speed and quality of moral de-
cisions and judgments.

PRACTICAL IMPLICATIONS

Extreme cases of acute sleep deprivation often fail to be 
generalizable to real-word situations. However, a common 
occurrence in everyday life is that of chronic sleep restric-
tion. It is common for individuals to repeatedly, and regu-
larly, obtain insufficient amounts of sleep. Individuals that 
are chronically sleep-restricted often have difficulty with 
day-to-day tasks, and they may not even realize it until it 
is too late. For example, individuals that are leaving a night 
shift often drive drowsy. While drowsy driving may not al-
ways lead to a direct negative consequence, under the right 
circumstances the results can be catastrophic due to the un-
predictable nature of sleep loss induced impairments. For 

instance, if an individual experiences even a single lapse 
in attention at the same moment a stop light turns red, the 
result could be disastrous. Further, the inability to effec-
tively inhibit responses and make rational decisions can 
significantly impact work performance and interpersonal 
relationships. As sleep loss impairs inhibitory control, in-
dividuals that are sleep-restricted may make decisions or 
act in ways that are out of character or inappropriate to the 
context due to a diminished capacity to inhibit responses. 
This could prove harmful to an individual’s social or pro-
fessional reputation or could damage close interpersonal 
relationships. Additionally, sleep loss alters reward expec-
tation in such a way that individuals do not realize the con-
sequences of their actions, as they expect to be rewarded 
by their choices, regardless of the quality of the decisions. 
This exaggerated expectation of reward may lead individu-
als to make risky decisions, which could affect economic 
choices such as gambling or selecting risky investments. Of 
course, these same unrealistic expectations of reward could 
potentially affect other behaviors as well, including social, 
interpersonal, and professional decisions. Overall, it is im-
portant for individuals to recognize the range of cognitive 
consequences of sleep loss and the downstream effects that 
insufficient sleep can have on basic day-to-day activities 
and interpersonal relationships.

Often times, the effects of sleep loss can be mitigated 
with effective countermeasure strategies, including caffeine 
and strategic napping [6], although there is some evidence 
that widely used stimulants, such as caffeine, may improve 
some executive functions [35, 127, 128] while having no 
discernable effects on others [113, 114]. However, many of 
the negative consequences associated with sleep loss can 
be avoided all together with a proactive approach. Those 
who are often faced with chronic sleep loss should take the 
steps necessary to educate themselves on causes and conse-
quences of fatigue. It is also important to become educated 
about and implement proper sleep hygiene techniques, in-
cluding making sleep a priority, standardizing sleep sched-
ules, creating a good sleep environment, and “unplugging” 
from technology and other forms of stimulation at least 
30 min before bed [129]. Additionally, individuals should 
attempt to align lifestyle choices with their work and social 
schedules to maximize sleep opportunities [6].

CONCLUSIONS

Sleep loss appears to have a multifaceted impact on both 
neural and behavioral measures. These impacts affect both 
global and domain-specific aspects of cognition. This, in 
part, is due to the differential responsiveness of the inter-
connected brain regions underlying each specific cogni-
tive task. Sleep loss consistently impairs vigilant attention 
performance, resulting in increased lapses of attention and 
slowed response times. However, the literature is mixed as 
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to if, and how, insufficient sleep influences performance on 
higher-order executive function and decision-making tasks. 
For example, the executive and non-executive components 
of working memory are differentially impacted by sleep 
loss. Further, other complex executive functions, such as 
cognitive control, are negatively impacted by sleep loss, yet 
impaired vigilant attention does not seem to be the underly-
ing cause. For some higher-level tasks that involve judgment 
and decision-making, the effects of sleep loss on emotional 
systems may be particularly important. While research into 
the underlying mechanisms of cognitive impairment due 
to sleep loss has increased in recent years, more work is 
needed in order to fully elucidate how sleep loss specifi-
cally impacts various aspects of cognition. Identification of 
task-specific impairments, and the mechanisms subserving 
these impairments, can aid in the development of appropri-
ate countermeasures and fatigue risk management strategies 
for those most at risk for experiencing chronic and acute 
sleep loss.
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ABBREVIATIONS

CPAP continuous positive airway pressure
ICSD3 International Classification of Sleep Disorders, 

3rd edition
OSA obstructive sleep apnea

INTRODUCTION

Engaging in healthy behaviors is critical to the prevention 
of the most prevalent chronic illnesses including cardiovas-
cular disease, diabetes and cancer. For example, a study of 
adults in the United Kingdom demonstrated adults with poor 
health behaviors in all four categories studied (smoking, low 
physical activity, low fruit and vegetable intake and high 
alcohol intake) had a 3.5-fold mortality rate over a 20 year 
follow-up compared with those who did not engage in these 
unhealthy behaviors [1]. The authors suggested that hav-
ing poor health habits in all four behaviors was equivalent 
to increasing participants’ chronological age by 12 years. 
Sleep loss and circadian disruption are linked to both poorer 
health behaviors and the development of chronic illnesses. 
Therefore, health behaviors are thought to be one of the 
pathways by which sleep and circadian rhythms influence 
chronic disease risk. The focus of this chapter is to defining 
how changes in sleep and circadian rhythms influence the 
decisions to engage in healthy behaviors (e.g., physical ac-
tivity) or avoid unhealthy behaviors (e.g., smoking). We will 
first start with a discussion of how sleep behavior itself is 
a daily health decision with some controllable components 
(leisure and social time) and some uncontrollable (sleep 
disorders, commute times, work hours). Next, we will ex-
amine several key behavioral pathways linking sleep loss 
and circadian disruption to health behaviors. The chapter 
will focus on examples from four health behaviors: physical 
activity, diet, smoking and alcohol use. In this chapter we 
will present what is known about how and why sleep loss 

and circadian disruption influences these important health 
behaviors including (1) environmental exposures at night, 
(2) neurocognitive changes experienced after sleep loss and 
circadian disruption, (3) affective response to sleep loss and 
circadian disruption and (4) how sleep loss and circadian 
disruption affect effort and motivation for health behaviors. 
Last, we will discuss what is known about whether improv-
ing sleep and circadian rhythms may influence the ability to 
make changes to other health behaviors.

SLEEP AS A HEALTH BEHAVIOR

Influences on sleep and health behaviors

Health behaviors are defined as “overt behavioral patterns, 
actions and habits that relate to health maintenance, health 
restoration or health improving” [2]. Sleep is considered a 
“pillar of health” along with diet and exercise. Sleep is also 
a unique health behavior in that it involves the physiological 
ability to sleep as well as volitional processes (opportunity 
to sleep). According to the 2-process model of sleep regula-
tion [3], sleep propensity, or the physiologic ability to sleep, 
is determined by the homeostatic pressure to sleep (process 
S) as well as circadian timing (process C). In order to sleep 
well, an individual must have a high drive to sleep and sleep 
is better quality if it occurs in alignment with the internal 
circadian rhythm. If either of these processes is impaired, 
sleep is more difficult to achieve (e.g., low homeostatic 
pressure due to napping or mistimed sleep opportunity, such 
as day sleep due to shift work.

There are some similarities between sleep and eating 
behavior, which is driven by both hunger (desire to eat) and 
appetite (desire for particular food categories). More spe-
cifically, eating behavior is controlled by an interaction of 
homeostatic and hedonic influences [4]. The homeostatic 
drive refers to an increased drive to eat as a response to 
depleted energy stores. However, individuals can override 
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these messages regarding energy stores to consume palat-
able foods when there is no caloric need, which is called 
hedonic eating (eating for pleasure) [5]. It is thought that 
hedonic eating is one of the main drivers of the obesity epi-
demic, due to the abundance of readily available palatable 
and high caloric food. Like sleep, there are also circadian 
influences on eating. Studies have been conducted using a 
forced desynchrony protocol, a laboratory sleep schedule in 
which individuals are on a 22 or 28 h “day,” which progres-
sively moves sleep around the clock and allows research-
ers to conduct assessments at multiple circadian phases 
while controlling for sleep duration. Research conducted 
by Scheer et  al. [6] using this protocol demonstrated that 
hunger as well as appetite for sweet, salty, starchy foods, 
fruits, meat/poultry and food overall and ability to eat dem-
onstrated a robust circadian rhythm, with the lowest val-
ues around the biological morning (8 am) and peak values 
around 8 pm.

Short sleep duration is highly prevalent 
in the population

According to data from the National Health Interview 
Survey, 70.1 million US adults (29.2%) sleep <6 h per 24 h 
period [7]. Short sleep duration is highly prevalent and 
linked to negative mental and physical health consequences, 
including increased cardiovascular disease risk [8]. These 
statistics are a stark contrast to recommendations made by 
a recent consensus panel of sleep experts that concluded “at 
least 7 hours” as the amount of sleep needed for health and 
performance among adults [9]. Therefore, a high number of 
US adults could benefit from extending sleep duration. The 
high prevalence of short sleep duration is leading research-
ers to consider how sleep behaviors can be influenced, 
through intervention, public health education and occupa-
tional policies.

What predicts the decision to sleep or not 
to sleep?

In the epidemiologic literature, short sleep duration is more 
prevalent in males than females and more prevalent among 
blacks compared to whites [10–13]. Short sleep duration 
is also more common in urban areas compared with rural 
areas and in areas with lower safety and social cohesion 
[10, 14]. However, short sleep duration is present across 
the SES spectrum. Basner et al. [15] conducted an analysis 
of the American Time Use Survey and pooled data from 
3 years of telephone surveys that asked participants (all 
age > 14) to report on their activities from the past 24 h. The 
data demonstrated the most common trade offs for sleep 
were work and commute time. Shorter sleepers engaged in 
more social and leisure activities, whereas both shorter and 
longer sleepers watched more TV than the average sleeper. 

A later study found similar results and demonstrated for 
every hour that work or educational activities started ear-
lier, sleep duration was 20 min shorter [16]. Furthermore, 
individuals working more than one job had the highest risk 
for short sleep duration.

Several studies have examined the role of social cogni-
tive factors (knowledge, beliefs, social norms, etc.) in sleep 
duration. These studies have demonstrated that attitudes 
toward the importance of sleep and social norms are asso-
ciated with sleep duration. This suggests that individuals’ 
beliefs about sleep influence sleep behaviors, which is simi-
lar to what has been documented with other health behav-
iors [17]. In addition, perceived control over sleep, as well 
as self-efficacy (the belief that one can control and over-
come barriers to sleep), are strongly associated with sleep 
duration. Another potentially modifiable correlate of short 
sleep duration is “bedtime procrastination,” which is based 
in self-control theory, and refers to delaying bedtime due to 
not wanting to stop other activities (e.g., working, watching 
TV) [18]. Bedtime procrastination has been associated with 
lower overall self-control as well as poorer sleep habits and 
lower self reported sleep duration [18]. These studies sug-
gest that cognitive and behavioral techniques such as edu-
cation, goal setting and self-monitoring may be successful 
for extending sleep duration, as has been demonstrated in 
improving other domains of health behaviors, such as diet 
and physical activity.

Some individuals make time to sleep 
but cannot sleep

For individuals with sleep disorders, desire to sleep may be 
present but they are unable to achieve adequate sleep quality 
or quantity. Multiple studies demonstrating that psychoso-
cial factors such as stress and perceived discrimination are 
associated with short sleep duration [19–21]. Insomnia is di-
agnosed if an individual has difficulty falling asleep, staying 
asleep or waking up too early despite adequate opportunity 
for sleep (ICSD3). It has been estimated that 9%–12% of 
the population has chronic insomnia. Often is the case in 
insomnia, the individual will engage in what would typically 
be a good health behavior (spending time in bed trying to 
sleep) but this can serve to exacerbate their insomnia be-
cause it provides greater opportunity for worry, rumination 
and frustration. Data suggest that having both short sleep 
time and an insomnia diagnosis has the greatest impact on 
health [22]. This combination has been considered “most se-
vere phenotype” of insomnia. It is unclear whether this sub-
type of sleeper (insomnia with short sleep duration) would 
respond to the same interventions as individuals with short 
sleep time but not insomnia. For example, it has been dem-
onstrated that individuals with short sleep time and insomnia 
respond poorly to cognitive behavioral therapy for insomnia, 
the recommended behavioral insomnia treatment [23].
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PROPOSED PATHWAYS LINKING SLEEP TO 
OTHER HEALTH BEHAVIORS

Data from many studies have demonstrated that sleep loss 
and/or circadian disruption are associated with poorer health 
behaviors, including poorer dietary patterns, lower physical 
activity, higher alcohol intake and more smoking. However, 
only a few studies have examined the mechanisms driving 
these effects. We are going to discuss these proposed path-
ways in the next section including environmental exposure, 
neuropsychological, affective responses to sleep loss and 
circadian disruption, and the impact of sleep loss and circa-
dian disruption to effort and motivational processes.

Exposure

The physical and social environment contributes to health 
behaviors. Additional exposure to certain social scenarios 
and environments late at night also likely interacts with 
the difficulty of making decisions later in the evening to 
ultimately impact engagement in healthy or unhealthy be-
haviors. For instance, Campbell et al. [24] found availabil-
ity of junk food in the home environment to be associated 
with consumption of unhealthy foods and beverages among 
adolescents. Similarly, exposure to cues for smoking (e.g., 
seeing a picture of a cigarette; seeing a picture of a bar) 
also leads to increased cravings to smoke a cigarette when 
compared to scenarios not associated with smoking (e.g., 
seeing a picture of a gym) [25]. Exposure to environments 
that offer unhealthy choices may be higher in the evening. 
For instance, individuals may be more likely to go to bars 
or clubs and be exposed to alcohol and tobacco in the late 
evening hours.

One hypothesis is that the ability to self-regulate is a 
finite resource, and that repeated decision-making depletes 
the ability to self-regulate [26]. Thus, it may be that the lon-
ger one is awake, the more opportunities one has to make 
decisions regarding health behaviors and the more difficult 
it becomes to self-regulate. This may make it more likely 
that an individual engages in an unhealthy behavior (e.g., 
smoking a cigarette, eating more calories than planned, 
consuming junk food). Research suggests that individuals 
who remain awake engage in more unhealthy behaviors 
when compared to those who do not remain awake late into 
the night. For instance, Onyper et al. [27] found that college 
students who stayed awake all night at least once during a 
2 week time period were more likely to report engaging in 
binge drinking and using stimulants. Similarly, participants 
with experimentally restricted sleep demonstrated increased 
snacking after dinner [28].

Evening chronotypes, who likely delay bedtime due 
to their preference for engaging in evening activity, have 
also been noted to have worse health behaviors. This may 
be due to a variety of factors (e.g., impulsivity, emotional 

 dysregulation) including having additional time awake in 
the evening [29, 30]. For example, evening types have been 
found to use more nicotine and alcohol than their morn-
ing type counterparts [31]. Further, evening types have been 
noted to have higher scores on a measure of hazardous al-
cohol use [31], indicating that they are not only consuming 
more alcohol, but that the manner in which they consume 
alcohol may be more problematic than morning and nei-
ther types. Evening types have also been shown to consume 
fewer servings of fruits and vegetables [32] and more fast 
food [33].

In sum, environmental exposure likely influences 
 decision-making processes. Staying up later in the evening 
likely influences not only the environments an individual is 
exposed to (e.g., a bar), but also the ability to self-regulate 
and make healthy choices. Further research is needed to 
fully understand the associations between decision-making 
processes, sleep and circadian factors, and environmental 
exposure.

Neurocognitive factors

Sleep loss and/or circadian disruption has an impact on 
health behaviors, such as increases in dietary intake [34] 
and decreases in physical activity [35]. One pathway that 
may explain these behavior changes is the effects of sleep 
on neurocognitive functioning in that the way individuals 
process information in their environment, such as salience 
of health-related cues or their ability to think about short 
and long-term consequences before acting, is affected by 
sleep and circadian factors. In fact, sleep and circadian 
rhythms are critical to cognitive processes including atten-
tion, memory and executive function, domains of cogni-
tion that support decision-making processes as they allow 
individuals to attend to information, remember that infor-
mation, and subsequently plan or inhibit behaviors. There 
is a large literature examining the neurocognitive changes 
with sleep loss (see Refs. 36, 37 for review). Short term 
experiments have demonstrated that both partial (decreased 
sleep duration over days or weeks) and total (e.g., 24 h or 
more for a few days) sleep loss are associated with changes 
in vigilance, processing speed, executive function, deci-
sion making and impulsivity/risk taking (see Ref. 38, for 
review). These cognitive changes have clear indications for 
health behaviors but only a few studies have examined these 
changes in applied settings.

Fig. 27.1 demonstrates some of the possible neurocogni-
tive processes that may link sleep loss and circadian disrup-
tion to health behaviors.

Attention: The ability to attend to information is crucial 
for cognitive functioning and subsequent decision-making. 
Sustained attention decreases with chronic sleep restriction, 
and is further worsened during the circadian night [39]. 
Given this, sleep loss may or alter attention or attentional 
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bias for health-related cues. Similarly, attempting to make 
decisions during the circadian night would be impaired due 
to the difficulty with attending at this time. There is much 
research on the attentional biases associated with food cues 
and it has been demonstrated that individuals are faster to 
detect food cues and have greater difficulty disengaging on 
food cues [40]. It is currently unknown how sleep loss af-
fects food related or other heath related attentional biases.

Executive function: Executive function comprises a va-
riety of cognitive skills including working memory, inhi-
bition and cognitive flexibility [41]. These cognitive skills 
have been linked to eating behaviors, exercise and weight 
gain. It is thought that these cognitive processes are impor-
tant to maintaining healthy behaviors, such as navigating 
the obesogenic food environment and planning to fit in a 
workout. Binks et al. [42] reported no difference in higher 
order cortical functions such as sustained attention or cog-
nitive flexibility after 34–36 h of wakefulness compared to 
non-sleep deprived controls. However, this study was con-
ducted under controlled conditions. Killgore [43] suggests 
that the interaction of declines in attention and emotional 
control may have an affect on these higher order processes 
as well.

Delay (temporal) discounting: Delay discounting refers 
to the relative preference for immediate versus delayed re-
wards. This measure has been associated with behaviors 
such as propensity for drug abuse [44–47]; as well as eat-
ing behaviors and weight gain over time [48]. Current data 
suggest that sleep loss itself is not associated with delay 
discounting [49]. Other studies have suggested that delay 
discounting may be trait-like and related to chronotype 
rather than sleep duration. One study demonstrated that 
evening types have a steeper discounting curve, which indi-
cates a greater preference for more immediate rewards and 

are thought to be more “present oriented” than “future ori-
ented” [50]. It is unclear whether circadian rhythm disrup-
tion affects delay discounting.

Effort discounting: Effort discounting refers to the effort 
an individual will put forth to achieve a reward. Data has 
demonstrated that sleep loss is associated with decreased 
effort discounting (or less effort to earn a reward) [49]. This 
may suggest that sleep loss could influence health behaviors 
because individuals put less effort toward them (e.g., effort 
to prepare healthy meals).

Impulsivity: Can be conceptualized as impulsive action 
(responding quickly/carelessly) or impulsive decision mak-
ing, which involves weighing risks vs rewards [51]. Studies 
have demonstrated sleep loss affects impulsive behavior 
and possibly decision making in cognitive tasks [52–54]. 
Given the number of health behavior decisions made each 
and every day, increased impulsivity could affect a multi-
tude of choices in daily life. There are several studies dem-
onstrating individuals with evening chronotype have greater 
impulsivity.

Linking sleep related changes in 
neurocognitive function to health behaviors

Despite the many studies linking these neurocognitive pro-
cesses to sleep and circadian rhythms, few studies have ap-
plied these concepts to healthy behaviors. Cedernaes et al. 
[55] demonstrated greater impulsivity in a go/no go task that 
asked participants to respond to food related cues after to-
tal sleep deprivation. Participants committed more errors of 
commission (i.e. responded to non-food related cues) after 
total sleep deprivation when compared to a control condi-
tion. Additionally, participants reported greater hunger after 
the sleep deprivation condition. This study did not have a 
condition in which individuals had to inhibit responses to 
food related cues, and therefore it is not clear whether these 
results were due to general impulsivity or specific to food 
related impulsivity. In another study, Chan [56] found that 
circadian disruption, as measured by inconsistent bedtimes, 
rather than sleep duration was associated with high BMI 
only in individuals with low delay discounting. This study 
demonstrates the potential that individual differences in 
trait-like cognitive factors rather than a simple cause-effect 
relationship.

Neuroimaging data

Several studies using neuroimaging have found that sleep 
loss is correlated with changes in brain regions implicated 
in healthy decision making. Greer et  al. [57] found that 
after one night of total sleep deprivation, individuals had 
increases in appetitive evaluation regions within the pre-
frontal cortex and insular cortex during food desirability 
choices, combined with increased activity in the amygdala. 

Delay Discounting
Withstanding temptation for rewards
(e.g. foods, substances) 

Attention
Salience of food cues

Impulsivity

Decisions and actions without 
weighing pros vs cons.

Executive Function
Planning for healthy behaviors
(meals and exercise
Multi-tasking, changing plans

FIG. 27.1 Neurocognitive processes affected by sleep loss and circadian 
disruption.
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Similarly, St-Onge et al. [58] found that after receiving just 
4 h per night in bed, participants displayed greater activa-
tion in the thalamus and areas of the orbitofrontal cortex 
(part of the prefrontal cortex) in response to food-related 
images when compared to non-food images. These rela-
tionships were attenuated in the group receiving a 9 h sleep 
opportunity. In addition, St-Onge et  al. [59] conducted a 
partial sleep deprivation study and exposed individuals to 5 
vs 9 h time in bed for five nights. After a period of restricted 
sleep, viewing unhealthy foods led to greater activation in 
the superior and middle temporal gyri, middle and superior 
frontal gyri, left inferior parietal lobule, orbitofrontal cor-
tex, and right insula compared with healthy foods. These 
same stimuli presented after a period of habitual sleep did 
not produce marked activity patterns specific to unhealthy 
foods. Further, food intake during restricted sleep increased 
in association with a relative decrease in brain oxygenation 
level-dependent (BOLD) activity observed in the right in-
sula. In sum, the above studies demonstrate that sleep loss 
may impact cognitive processes in areas of the brain such 
as the prefrontal cortex, which assists in planning, complex 
decision-making, and moderating behavior. These studies 
also demonstrate that longer sleep opportunities may pro-
tect an individual from experiencing these effects.

Most of the above studies were conducted in a highly 
controlled environment with scheduled meals. In contrast, 
Fang et al. [60] conducted a total sleep deprivation study to 
examine the impact that sleep deprivation may have on the 
salience network, which is thought play a role in reward-
processing and homeostatic regulation [61]. Throughout 
the course of the study, participants were able to consume 
food ad libitum, with the exception of when receiving fMRI 
scans. Results indicated that after a night of total sleep de-
privation, participants consumed a greater percentage of 
calories from fat and lower percentage of calories from 
carbohydrates than they had after a baseline night of sleep 
(9 h of time in bed). Further, after total sleep deprivation, 
enhanced functional connectivity within regions of the sa-
lience network was noted, and these changes appeared to 
predict the increased fat and decreased carbohydrate intake. 
This study indicates that changes in neuronal activity and 
functional connectivity that affect reward processing as-
sociated with sleep loss may lead to changes in behavior. 
More specifically, the neurocognitive changes may have di-
rectly impacted decision-making surrounding food choices 
and may have lead to the increased consumption of fat and 
carbohydrates.

There is less research on the changes in neuronal activity 
associated with circadian rhythm disruption. Much of this 
research has focused on chronotype, the self-reported pref-
erence for timing of sleep and activity. Hasler has explored 
the associations between eveningness and alcohol among 
late adolescents and young adults. Hasler and Clark [62] 
explored brain related pathways (medial prefrontal cortex 

and ventral striatum) and alcohol intake in late adolescents 
(age 20). He reported evening types had an altered response 
to reward stimuli compared to morning types. Furthermore 
this decreased activation in response to rewards was associ-
ated with more symptoms of alcohol dependence. He later 
reported in a longitudinal study that evening chronotype at 
age 20 predicted alcohol dependence at age 22 via these 
brain reward pathways [63].

In summary, there are many studies of the influence of 
sleep and circadian factors on neurocognitive function but 
only a handful of studies have examined these in reference 
to health behaviors. Data suggests that sleep loss affects 
many of the cognitive processes needed to navigate the mul-
titude of healthy decisions needed in daily life.

AFFECTIVE RESPONSE TO SLEEP LOSS

Sleep loss and circadian disruption may also affect health 
decision making through their impact on emotional func-
tioning. There are well known effects of sleep loss on 
emotional functioning. In the short term, there is an anti-
depressant effect of sleep deprivation but the antidepressant 
effects are reversed after sleep duration is restored [64]. In 
contrast, chronic sleep restriction can lead to depression and 
irritability [65]. The impact of sleep loss on psychopathol-
ogy is not just limited to depression. Kahn-Greene et  al. 
[66] reported that after 56 h of wakefulness, Personality 
Assessment Inventory clinical scales of somatic complaints, 
anxiety, depression, and paranoia were higher when com-
pared to assessments completed prior to sleep deprivation. 
Post-hoc analyses revealed that the increase in somatic 
complaints was associated with an increase in the score on 
the health concerns subscale, the increase in anxiety was 
associated with an increase in the score on the physiologi-
cal subscale, the increase in depression was associated with 
an increase in both the cognitive and affective subscales, 
and the increase in paranoia was associated with an increase 
in both the persecution and the resentment subscales [66]. 
Negative emotions may impact decision-making processes 
[67], thus, these mood changes may have an impact on 
health behaviors. There is evidence that the mood effects of 
sleep loss may interfere with healthy behaviors. One study 
demonstrated that when individuals were required to ex-
ercise during 30 h of sleep loss had greater negative mood 
than those who did not exercise [68].

The role of circadian factors in mood and mood disor-
ders has been widely studied with far reaching implications 
for mood disorders and health behaviors [69]. There is a 
well known circadian rhythm of mood, with lowest mood 
in the morning hours and higher mood around 8 pm [70]. 
Disruption of the circadian rhythm via travel or shift work 
may affect health behaviors via mood. Silva et al. [71] dem-
onstrated that among shift workers, anxiety ratings were in-
creased the morning after night shift work when compared 
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to the morning after a night of sleep. Further, anxiety scores 
were negatively associated with hunger ratings, indicating 
that those with greater anxiety reported less hunger.

EFFORT AND MOTIVATION

“I want to exercise but I am just too tired.” This is a com-
mon statement that health care providers hear from their pa-
tients, who report poor sleep, fatigue, long work hours and 
exhaustion interfere with the ability to participate in regular 
exercise. Yet, on the other hand, data suggest that sleep loss 
itself does not affect aerobic capacity. It does impact their 
perception and emotional responses to physical activity, 
however. Even 24-h sleep loss has a relatively small effect 
on aerobic capacity, although this study did report there was 
significant variability in response to sleep loss [72]. For ex-
ample, half of the participants demonstrated a very small 
change in aerobic capacity after sleep loss (5%), while the 
other half showed larger decrements in exercise tolerance 
(15%–40%). Notably, participants reported perceptions of 
greater effort following sleep loss, regardless of change in 
exercise tolerance, suggesting that exercise felt more dif-
ficult for everyone. Baron and colleagues also reported in 
analyses of an exercise intervention for older adults with 
insomnia, although the intervention overall improved aero-
bic capacity, sleep quality and daytime sleepiness over the 
16 week intervention period, individuals who had higher 
self-reported sleepiness had lower exercise participation in 
the trial [73]. Therefore, an important message to patients 
is that losing sleep does make exercise feel harder but their 
physical performance is still relatively preserved in most 
cases.

In addition to sleep loss, circadian factors play a role 
in physical activity [74]. Studies have reported that eve-
ning chronotypes have lower physical activity, particu-
larly in the morning [75, 76]. Individuals with evening 
chronotype also report higher perceived effort and dem-
onstrate a higher heart rate to exercise in the morning [77, 
78]. Therefore, time of day and chronotype both play a 
role in the perception of physical activity. There is little 
research about whether circadian rhythm disruption af-
fects physical activity.

There is a dearth of research examining the relationships 
between sleep, circadian factors, and motivation, which can 
be defined as “Wanting. A condition of an organism that 
includes a subjective sense (not necessarily conscious) of 
desiring some change in self and/or environment” [79, p. 1]. 
Motivation is influenced by cognitive processes and emo-
tion [79], which as reviewed earlier, are factors that can be 
impacted by sleep loss and circadian dysfunction. Thus, it 
might be postulated that disruptions to cognitive processes 
and to emotional functioning may in turn lead to decreased 
motivation to engage in health behaviors, and may ulti-
mately result in less healthy decision-making.

To our knowledge, there have been no studies directly 
examining the links between sleep loss, subjectively re-
ported motivation, and health behaviors such as physical 
activity and diet. However, there have been studies examin-
ing the impact of sleep loss on motivation and studies that 
indirectly measure motivation (e.g., wanting), sleep loss, 
and health behaviors. Motivation to engage in cognitive 
tasks has been found to decrease across a night of total sleep 
deprivation [80]. It might be hypothesized that a similar re-
lationship may exist between sleep deprivation and motiva-
tion to engage in healthy decision-making, where the more 
sleep deprived an individual becomes, the less motivated 
they feel to engage in health behaviors such as physical ac-
tivity. Of note, evidence has shown that rewards can influ-
ence the ability to attend after sleep deprivation [81]. More 
specifically, when asked to complete a task of sustained at-
tention after sleep deprivation, those who are offered low re-
wards for doing so have more attentional lapses and slowed 
reaction time when compared with those who are offered 
high rewards for doing so. These findings demonstrate that 
a reward may increase motivation to perform. Thus, rewards 
may help to protect against some of the effects of sleep loss 
on motivational processes.

Although not measured directly, sleep loss may result in 
increased motivation to obtain unhealthy foods. Participants 
have indicated wanting more high-fat than low-fat foods af-
ter partial sleep restriction [82], which may translate into 
increased motivation to obtain these foods under conditions 
of sleep loss. Participants have also rated their desire to eat 
as higher after partial sleep restriction when compared to 
a control condition [82]. However, the literature has been 
mixed regarding the degree to which individuals may in-
crease intake in association with increased hunger ratings 
[82–84]. Thus, it is unclear to what extent increased moti-
vation to obtain highly palatable food results in a clinically 
significant change in behavior.

There is also some limited evidence that circadian 
disruption influences motivation. For instance, circadian 
disruption in the form of jetlag has been associated with 
temporary decreases in ratings of motivation to engage in 
physical activity [85]. Further, motivation has been shown 
to be lower after eastward travel when compared to west-
ward travel [85].

Given that an individual’s level of motivation may ul-
timately impact engagement in health behaviors, it is cru-
cial to consider these factors when examining the pathways 
through which sleep and circadian functioning may impact 
health. Further research directly examining the relation-
ships between sleep, circadian rhythms and motivation for 
different health behaviors is needed. Additionally, research 
is needed to assess how these relationships ultimately im-
pact decision-making regarding health behaviors. For in-
stance, if sleep loss leads to reduced motivation, and the 
reduced motivation leads to difficulty selecting healthy 
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foods,  interventions to increase motivation among those not 
receiving enough sleep may help to improve cardiometa-
bolic health.

DOES CHANGING SLEEP MAKE IT EASIER 
TO MAKE HEALTHY DECISIONS?

Despite the data linking sleep loss and circadian disruption 
to poorer health behaviors, there are few studies that evalu-
ate whether extending sleep or aligning circadian rhythms 
leads to improved health behaviors. There have been sev-
eral studies that have looked at whether treating obstruc-
tive sleep apnea (OSA) with continuous positive airway 
pressure (CPAP) improves other health behaviors. OSA is 
a disorder characterized by repeated airway collapse that 
leads to intermittent hypoxia and sleep fragmentation. It 
was hypothesized that individuals with OSA, once treated, 
would have more energy to engage in better health behav-
iors. However, this has not been supported by the litera-
ture. In general, individuals with OSA who are treated with 
CPAP actually have an increase in BMI [86] rather than a 
decrease. It has also been shown that individuals in general, 
do not change their diet or become more physically active 
after treatment [87]. On the other hand, multiple studies 
have evaluated intensive lifestyle interventions in patients 
with OSA and have demonstrated that these interventions 
can achieve weight loss in this population [88].

There has also been research conducted to examine the 
effects of insomnia treatment (cognitive behavioral therapy 
for insomnia or CBT-I) among individuals with alcohol de-
pendence. It is well known that alcohol use and abuse is 
implicated in the development and maintenance of insom-
nia [89]. For example, individuals may consume alcohol 
to cope with sleep problems. Furthermore, if alcohol de-
pendent, they also experience sleep problems in response 
to abstaining from alcohol. There are multiples studies 
that demonstrate that CBT-I is effective at improving sleep 
among individuals with alcohol dependence [90]. However, 

a recent clinical trial did not demonstrate an improvement 
in relapse.

A handful of studies have evaluated effects of extending 
sleep duration on eating and weight related outcomes. One 
study by Cizza et al. [91] conducted sleep extension interven-
tion however they found improvements in the intervention 
and control group in metabolic factors. It is thought that a 
Hawthorne effect occurred in the lengthy period between the 
screening and intervention period, in that the act of complet-
ing sleep logs and enrolling in a study lead to improvements 
in both groups. Two more recent studies have demonstrated 
changes in eating behaviors with sleep extension. A study 
of sleep extension in adolescents (bedtime advancement) 
demonstrated adolescents with earlier bedtimes increased 
low GI fruit and dairy at post treatment [92]. Another study 
demonstrated 4 weeks of sleep extension in adults reduced 
appetite, desire for sweet and salty foods [93]. In this study, 
individuals extended their sleep by an enormous 1.6 h. It is 
not clear whether this amount of sleep extension is possible 
in most participants. Two other sleep extension studies were 
published that demonstrated more modest improvements 
in sleep duration (about 40 min) [94, 95]. More studies are 
needed to evaluate whether changing sleep will improve 
other health behaviors. Therefore, these studies suggest that 
it is possible that extending sleep can have a broader reach-
ing effect on other health behaviors. The limitation is that 
existing studies are small, short term and intensive interven-
tions. More research is needed to test whether these inter-
ventions can lead to sustained sleep behavior change as well 
as sustained changes to health behaviors.

SUMMARY

In summary, we have presented multiple environmental, 
social, neurocognitive and behavioral pathways by which 
sleep and circadian rhythms can influence healthy decision 
making. We have depicted these pathways in a conceptual 
diagram (Fig.  27.2). Environmental factors, changes to 

Exposure to unhealthy
environment when 

awake at night

Emotional 
consequences

Neurocognitive 
changes with sleep

loss

Lower availability of
unhealthy options, 
greater exposure to 
unhealthy behaviors

Impaired decision-
making, impulsivity

Lower reinforcement
when making healthy

decisions, greater
perceived effort

Decreased health behaviors
Increased unhealthy behaviors

FIG. 27.2 Conceptual diagram demonstrating the complex interaction of environment, neurocognitive function, and emotional changes associated with 
sleep loss and circadian disruption.
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cognitive function and emotional changes are all altered by 
sleep loss and can influence desire and self-control, moti-
vation and energy to engage in health behaviors. Although 
a great deal of research has focused on how sleep loss af-
fects these basic cognitive processes, only a few studies 
have evaluated how these changes affect health behavior 
and decision making. In addition, translational research is 
needed to understand how sleep effects behavioral decision 
making in naturalistic settings. Finally, given that vulner-
abilities exist, interventions are needed to (1) determine if 
improving sleep can help other health behaviors, and (2) 
when changing sleep is not possible, if addressing the un-
derlying vulnerability in those at risk for sleep loss (e.g., 
cognitive interventions).
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GLOSSARY

Bedtime procrastination A lack of self-regulation at 
bedtime that involves avoiding interrupting a more plea-
surable activity to go to bed.

Circadian rhythm The approximately 24 h rhythm 
generated by the suprachiasmatic nucleus, in humans. 
Circadian rhythms are observed in sleep wake patterns, 
mood, cognitive performance and many hormones (cor-
tisol) and physiological processes (heart rate, blood 
pressure).

Chronotype Self-reported preference for timing of sleep/
wake schedule and activities.

Delay discounting The ability to delay immediate 
rewards for later rewards.

Forced desynchroncy A laboratory protocol that exam-
ines the circadian rhythm while controlling for sleep 
duration. Individuals are put on a shorter (22 h) or longer 
(28 h) “day” and sleep is moved progressively around the 
clock in order to examine performance and physiology at 
different phases of the circadian rhythm.

Eveningness Self-reported preference for delayed timing 
of activity and sleep wake schedule.
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Executive function A collection of top down cognitive 
processes including inhibitory control, multi-tasking, 
planning, switching tasks.

Effort discounting The willingness to exert effort to 
obtain a reward.

Hawthorne effect When participants change based on 
being observed, rather than the intervention.

Hedonic eating Eating for pleasure.
Homeostatic Refers to the system of balance, discussed 

in terms of both sleep propensity and hunger. The build-
up of drive to eat or sleep is in part driven by the time 
since the last sleep or meal.

Impulsivity Refers to impulsive action or decision mak-
ing made without weighing the pros and cons. 





373
Sleep and Health. https://doi.org/10.1016/B978-0-12-815373-4.00028-9
© 2019 Elsevier Inc. All rights reserved.

Insomnia and psychiatric 
disorders
Ivan Vargasa,b, Sheila N. Garlandc,d, Jacqueline D. Klossa, Michael L. Perlisa,b

aBehavioral Sleep Medicine Program, University of Pennsylvania, Philadelphia, PA, United States, bCenter for 

Sleep and Circadian Neurobiology, University of Pennsylvania, Philadelphia, PA, United States, cDepartment 

of Psychology, Faculty of Science, Memorial University, St. John’s, NL, Canada, dDivision of Oncology, 

Faculty of Medicine, Memorial University, St. John’s, NL, Canada

ABBREVIATIONS

ACP American College of Physicians
ADHD Attention-Deficit/Hyperactivity 

Disorder
APA American Psychiatric Association
ASD Autism Spectrum Disorder
AUD Alcohol Use Disorder
CBT-I Cognitive Behavioral Therapy for 

Insomnia
DLMO Dim Light Melatonin Onset
DSM  Diagnostic and Statistical Manual of 

Mental Disorders
EEG Electroencephalography
GABA Gamma-Aminobutyric acid
GERD Gastroesophageal reflux disease
MDD Major Depressive Disorder
MDE Major Depressive Episode
NHANES National Health and Nutrition 

Examination Survey
PSG Polysomnography
PTSD Post-traumatic Stress Disorder
REM Rapid Eye Movement

INTRODUCTION

Sleep continuity disturbance (i.e., insomnia) is ubiquitous 
among psychiatric conditions, and is a diagnostic feature 
and/or correlate of most, if not all, “Axis 1” disorders [1]. 
Approximately 40% of patients with insomnia report at least 
one other comorbid psychiatric disorder [2]. Of those report-
ing insomnia complaints, only 16% met criteria for primary 
insomnia (i.e., no other comorbidities), whereas, 36% met 
criteria for another Diagnostic and Statistical Manual of 
Mental Disorders (DSM) diagnoses (e.g.,  major  depression, 

bipolar, etc.) [3]. Therefore, the study and treatment of in-
somnia must take into consideration the relative impact 
of psychiatric comorbidities, and vice versa. In the pres-
ent chapter we aim to: (1) review the definition, incidence, 
prevalence and theoretical perspectives on the etiology of 
insomnia; (2) summarize the literature on the relationship 
between insomnia and various psychiatric conditions, par-
ticularly with respect to comorbidity rates, insomnia as a risk 
factor, and the potential mechanisms that may explain the 
association; (3) briefly introduce the theoretical components 
of Cognitive Behavioral Therapy for Insomnia (CBT-I); and 
(4) examine the evidence for the efficacy of CBT-I among 
patients with comorbid psychiatric conditions.

DEFINITION, INCIDENCE, AND 
PREVALENCE

Definition

Insomnia, broadly defined, refers to difficulty initiating 
and maintaining sleep. Insomnia is often conceptualized in 
terms of frequency, chronicity, type, and subtype. Frequency 
refers to how often an individual experiences insomnia 
symptoms (typically days per week). Chronicity refers to 
whether the insomnia is acute or chronic. Type refers to 
the forms of insomnia that have been historically identified 
as distinct entities previously included in the International 
Classification of Sleep Disorders [4] nosology including id-
iopathic insomnia, psychophysiologic insomnia, paradoxi-
cal insomnia, insomnia due to inadequate sleep hygiene, 
and insomnia comorbid with medical or psychiatric illness; 
however, these types are no longer included in the most 
current version [5]. Subtype refers to the insomnia pheno-
type (initial, middle, late, or mixed insomnia). The  formal 
 definition or diagnostic criteria for insomnia disorder 
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(DSM-5, 6) is outlined below, but what is relevant for this 
chapter is that these distinctions with regard to chronicity, 
type, and subtype exist and should be taken into account. 
Notably, while frequency and chronicity are defined in the 
diagnostic criteria, severity is not. It is, however, common in  
research criteria to use 30 min as a severity threshold  
(e.g., a sleep latency greater than or equal to 30 min is con-
sidered clinically significant). Why it is not adopted into 
the clinical nosology is still unclear. This may be related 
to the relative difference in how one interprets the severity 
criteria (i.e., for one individual, 30 min may be functionally 
impairing or distressing, but for someone else it may not 
be). Taylor and colleagues reported, however, that greater 
than 30 min was reliably endorsed as a “problem” [6].

Historically, insomnia was considered “just a symptom” 
of a medical or psychiatric disease and it was believed that 
the treatment of the underlying disorder was sufficient and 
would consequently ameliorate the insomnia as well. Long-
term management of insomnia, therefore, was thought to 
be unnecessary. This perspective has since changed, to 
where chronic insomnia is now conceptualized as an inde-
pendent disorder [7]. Adopted by the American Psychiatric 
Association’s (APA) diagnostic nomenclature (i.e., DSM-5), 
“insomnia disorder” is used to distinguish insomnia, what is 
considered to be a distinct diagnostic entity (see diagnostic 
criteria below), from the sleep continuity disturbance that 
is a symptom of an underlying medical and/or psychiatric 
condition, eliminating the need for the “primary” or “sec-
ondary” distinctions. Of note, sleep continuity refers to a 
class, or set, of variables, that we use to talk about “sleep 
performance” in the context of insomnia. Polysomnography 
(PSG) recorded sleep has the class term “sleep architecture” 
which refers to a group of variables that we use to discuss 
differences in PSG-recorded sleep (e.g., sleep stages, REM 
onset latency, REM density, K-complexes). Our field, how-
ever, has yet to “doctrinize” a class term that refers to all the 
sleep variables relevant to assessing insomnia (e.g., sleep 
latency, wake after sleep onset, total sleep time, sleep effi-
ciency). When one or more of these variables are pathologi-
cal, we refer to this as sleep continuity disturbance.

The specific DSM-5 criteria for insomnia disorder are [8]:

● A predominant complaint of dissatisfaction with sleep 
quantity or quality, associated with one or more of the 
following symptoms:
• Difficulty initiating sleep;
• Difficulty maintaining sleep, characterized by fre-

quent awakenings or problems returning to sleep af-
ter awakenings; or

• Early-morning awakening with inability to return to 
sleep.

● The sleep disturbance causes clinically significant distress 
or impairment in social, occupational, educational, aca-
demic, behavioral, or other important areas of functioning.

● The sleep difficulty occurs at least three nights per week.
● The sleep difficulty is present for at least 3 months.
● The sleep difficulty occurs despite adequate opportunity 

for sleep.
● The insomnia is not better explained by and does not 

occur exclusively during the course of another sleep-
wake disorder (e.g., narcolepsy, a breathing-related 
sleep disorder, a circadian rhythm sleep-wake disorder), 
the physiological effects of a substance (e.g., a drug of 
abuse, a medication) or coexisting mental disorders and 
medical conditions.

Incidence and prevalence

Approximately 30%–50% of the U.S. population experi-
ence acute sleep continuity disturbance per annum [9], and 
approximately 6%–10% of the population report chronic 
levels of insomnia [10]. Recent data from our group showed 
that the incident rate of acute insomnia was approximately 
25%. Of those 357 individuals who developed new onset 
acute insomnia, 72% recovered (i.e., resumed good sleep) 
and 7% developed insomnia disorder. Interestingly, the 
other 21% of subjects experienced a form of persistent poor 
sleep that was not consistent with good sleep but also did 
not meet diagnostic criteria for insomnia disorder [11]. 
With respect to insomnia subtypes (i.e., initial, middle, and 
late insomnia), data from the 2007–08 National Health and 
Nutrition Examination Survey (NHANES), which included 
a nationally-representative sample of US adults, found that 
self-reported difficulty falling asleep (initial insomnia) was 
reported by about 19% of the US population [12]. Other 
insomnia subtypes, such as difficulty resuming sleep during 
the night (middle insomnia) and early morning awakenings 
(late insomnia) were endorsed at similar rates. These high 
prevalence and incidence estimates have important public 
health implications because insomnia is associated with 
significant daytime impairment, including mood dysregu-
lation, cognitive deficits, and fatigue [13]. Just as or more 
importantly, insomnia is a risk factor for multiple psychi-
atric and medical disorders, including depression [14–18], 
hypertension [19–21], diabetes [22, 23], and cardiovascular 
disease [24]. Taken together, efforts to identify the factors 
and/or mechanisms that explain the transition from acute to 
chronic insomnia and/or increase risk for chronic insom-
nia (in general) are an important research and public health 
priority.

THEORETICAL PERSPECTIVES ON THE 
ETIOLOGY OF INSOMNIA

No matter how important sleep may be, it was adaptively 
deferred when the mountain lion entered the cave.

-Spielman and Glovinsky [24a].
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In keeping with this statement is the expression: “we live 
with insomnia today because at some point in our evolution-
ary history, insomnia allowed us to live” (Dean Handley, 
Sepracor, c.2005). Both of these quotes suggest that acute 
insomnia is adaptive. Most would argue that stress reactiv-
ity is adaptive. Physiological, cognitive, and behavioral re-
sponses to environmental challenges are not only necessary 
for survival, they directly bear on the individual’s health 
and wellbeing [25, 26]. This said, altered stress responses 
are also risk factors for chronic disease, such as insomnia 
and depression [27–29]. Given this point of view, an es-
sential question is “how does something that is inherently 
adaptive become maladaptive?” That is, how does acute 
sleeplessness in the face of a threat become pathological 
over time? While many things may precipitate acute sleep-
lessness, chronic insomnia is thought to be an independent 
disorder with a unique etiology (i.e., insomnia disorder). 
While the exact pathogenesis of insomnia disorder is likely 
to be multifactorial, five models are presented below. In 
addition to putting forward a transdiagnostic model, there 
is also one trans-theoretical model summarized as well  
(see also Fig. 28.1). It is important to review these models 
and provide some context, as it may help explain the high 
comorbidity and shared pathophysiology between insomnia 
and psychiatric conditions. That is, understanding the fac-
tors that are related to the transition from sleep continuity 
disturbance that is acute (and likely adaptive) to chronic and 
dysfunctional may shed some light on how insomnia subse-
quently increases the risk for psychiatric problems.

Stimulus control model

As originally described by Bootzin in 1972 [30], stimu-
lus control is based on the behavioral principle that one 
stimulus may elicit a variety of responses, depending on 
the conditioning history. In the instance where one stimu-
lus is always paired with a single behavior, there is a high 
probability that the stimulus will yield only one response. 
In good sleepers, the stimuli typically associated with sleep 
(e.g., bed, bedroom, etc.) are paired with (and subsequently 
elicit the response of) sleep. In the instance where there is a 
complex conditioning history, as typically occurs in patients 
with insomnia, this is often not the case. When a stimulus is 
paired with a variety of behaviors, there is a low probability 
that the stimulus will elicit only one response. In patients 
with insomnia, stimuli typically associated with sleep are 
often paired with activities other than sleep, such as read-
ing, and watching television in bed. The Stimulus Control 
Model of Insomnia suggests that engaging in these other 
behaviors sets the stage for a complex conditioning rela-
tionship, or stimulus dyscontrol, that is, reduced probabil-
ity that sleep-related stimuli will elicit the desired response 
of sleepiness and sleep. Put differently, lying awake in bed 
(whether one is engaging in sleep effort or not) only further 

reduces the probability that lying in bed (stimulus) will re-
sult in sleep (response). More recently, this model has been 
expanded to suggest that part of stimulus dyscontrol is that 
while individuals are lying in bed, they are microsleeping. 
During these microsleeps, the sleep may not be perceptible 
to the individual but also the sleep is not of sufficient qual-
ity to be sating. Microsleeps are, however, enough sleep to 
make it difficult to fall asleep later on (i.e., they reduce the 
homeostatic sleep drive).

Behavioral model (Spielman’s 3P model)

In contrast to the stimulus control model, Spielman’s 3P 
model proposes there are certain factors associated with 
both the onset of acute insomnia and the transition from 
acute to chronic insomnia. The first two sets of factors 
(predisposing and precipitating factors) represent a stress-
diathesis conceptualization of how insomnia comes to be 
expressed, whereas the third set of factors (perpetuating 
factors) explain the mechanisms by which insomnia can 
become chronic. Predisposing factors increase the underly-
ing vulnerability to develop insomnia and comprise biologi-
cal features such sex or a genetic predisposition to develop 
insomnia and psychological traits such as the tendency to 
worry and/or ruminate [31, 32]. A predisposition to sleep 
disturbance, however, requires a sufficiently stressful pre-
cipitant, or combination of precipitants, before it may be 
expressed [4]. Perpetuating factors refer to the behaviors 
that an individual engages in while attempting to manage 
sleep continuity disturbance, which in turn actually con-
tribute to the persistence of insomnia. Examples include: 
going to bed earlier, napping during the day, and delaying 
time out of bed. Collectively, these behaviors are referred to 
as “sleep extension.” While typically used as an attempt to 
recover lost sleep, sleep extension instead results in a mis-
match between sleep opportunity (i.e., how much time the 
person spends in bed) and sleep ability (i.e., how much time  
the person actually sleeps), thereby, increasing the likeli-
hood of stimulus dyscontrol. Sleep extension also per-
petuates insomnia by attenuating the homeostatic drive  
(i.e., pressure) to sleep, thus making it harder to fall and/or 
stay asleep. Taken together, addressing these two problems 
(i.e., stimulus dyscontrol and a reduced homeostatic sleep 
drive) are the primary therapeutic targets of cognitive be-
havioral therapy for insomnia (CBT-I; see “What is CBT-I” 
for more information).

Neurocognitive model

The neurocognitive model extends the behavioral models of 
insomnia by suggesting that the repeated pairing of sleep-
related stimuli with insomnia-related wakefulness leads to 
conditioned cortical hyperarousal. While hyperarousal is 
widely considered the underlying factor that gives rise to 



FIG. 28.1 Parallel process (Trans-theoretical) model—The parallel process model is provided to illustrate how the cognitive and behavioral domains may be viewed as parallel processes to the 
neurocognitive and neurobiologic domains. ACH, Acetylcholine; ACTH, adrenocorticotropic hormone; CRH, corticotrophin-releasing hormone; DA, dopamine; EPI, epinephrine; H1, histamine-1 
receptor antagonist; NE; norepinephrine; NWAK, number of awakenings; OX, orexin; SL, sleep latency; SO, sleep onset; TST, total sleep time; WASO, wake after sleep onset. Adapted with permission 
from Perlis ML, Ellis JG, Kloss JD, Riemann D. Etiology and pathophysiology of insomnia. In: Principles and practice of sleep medicine. (2016) [Cited 24 July 2018]. p. 769–84.
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 insomnia [33], a strength of the Neurocognitive Model is 
that it proposes a pluralistic perspective of hyperarousal, 
such that there are several forms of hyperarousal (e.g., 
cortical, cognitive, and somatic arousal). While the model 
suggests that hyperarousal may be construed in at least 
three dimensions, it is cortical hyperarousal (which may 
be indexed by increases in high frequency EEG activity 
[beta/Gamma activity between 16 and 45 Hz]), that is cen-
tral to the etiology and pathophysiology of insomnia [8]. 
Heightened cortical arousal is hypothesized to (1) allow for 
increased levels of sensory and information processing at 
and around sleep onset and during NREM sleep or (2) for 
the attenuation of the normal mesograde amnesia (middle 
of the night) that occurs in association with sleep. These 
two phenomena are hypothesized to increase the probability 
of difficulties falling and staying asleep and to contribute to 
sleep state misperception [34].

Cognitive model

Harvey’s cognitive model of insomnia posits that, in chronic 
insomnia, increased negative cognitive biases (e.g., sleep- 
related worry, selective attention and monitoring, and the 
detection of sleep-related threats) perpetuate a level of 
physiologic arousal that interferes with sleep initiation or 
sleep maintenance [35]. In turn, this increased physiologi-
cal arousal both during the day and at night initiates an at-
tentional bias and a monitoring of perceived internal (e.g., 
body sensations for signs of fatigue) and external (e.g., the 
alarm clock) sleep-related threats that might indicate to a per-
son that they did (or will) not receive enough sleep. Taken 
together, these processes lead to an exaggerated perception 
of sleep continuity disturbance and its potentially negative 
impact on daytime performance. Adding to the daytime dys-
function is the tendency to hold incorrect beliefs about the 
impact of sleep disruption and the utility of worrying and/or 
engaging in safety behaviors (e.g., cancelling appointments 
or taking a nap during the day). The cognitive model high-
lights the importance of targeting specific factors that main-
tain the disorder (i.e., attentional bias) and eliminating the use 
of safety behaviors in the successful treatment of insomnia.

Psychobiological inhibition model

The psychobiological inhibition model suggests that dif-
ficulty with sleep initiation and maintenance is caused 
by the failure to inhibit wakefulness [36], as opposed to 
the conditioned hyperarousal [37]. Under normal circum-
stances, sleep occurs passively (without attention, inten-
tion, or effort). In acute insomnia, acute stress precipitates 
both physiologic and psychological arousal, which can 
result in the inhibition of sleep-related dearousal and the 
occurrence of selective attending to the life stressors, 
and ultimately, interfere with the normal homeostatic 

and circadian regulation of sleep. Acute insomnia may, 
in turn, resolve or be perpetuated based on whether the 
stressor resolves or if the individual instead attends to 
the insomnia symptoms that occur with the acute insom-
nia. In chronic insomnia, failure to inhibit wakefulness 
is thought to occur from an activation of the cognitive 
 attention-intention-effort (A-I-E) pathway. When an in-
dividual experiences sleeplessness, their attention shifts 
towards the process of sleep, something that is typically 
an automatic and passive event. This shift in attention 
prevents the normal disengagement from wakefulness 
and makes the acquisition of sleep an intentional activ-
ity, where the person begins to demonstrate active effort 
to sleep and further weakens the processes related to the 
inhibition of wakefulness.

Parallel process (trans-theoretical) model

Each of the models presented above provides a unique 
perspective, and for the most part, none are mutually ex-
clusive. In recognition of this, we provide in Fig. 28.1 an 
integrative perspective, parallel process model [38]. This 
model is intended to illustrate how [1] all of the identi-
fied factors may be contributory and [2] the cognitive and 
behavioral domains may be viewed as parallel processes 
to the neurocognitive and neurobiologic domains. That 
is, the perspective that the cognitive-behavioral and the 
 neurocognitive-neurobiologic domains represent two sides 
of the same phenomena.

INSOMNIA AND PSYCHIATRIC 
MORBIDITY

Insomnia (both the symptom and the disorder) is a substan-
tial risk factor for psychiatric morbidity [39] (Fig. 28.2). 
While sleep continuity disturbance is associated with a 
number of psychiatric conditions, it is a diagnostic fea-
ture for multiple disorders, such as depression, general-
ized anxiety disorder, and post-traumatic stress disorder 
(PTSD) [8]. Insomnia may be common in multiple psy-
chiatric disorders because they share: (1) a similar trig-
ger (e.g., stress) and/or underlying pathophysiology (e.g., 
serotonin deficiency) [40–42] and (2) similar functional 
consequences (e.g., dysfunctional beliefs) [43]. With re-
spect to similar trigger, most research suggests that an in-
crease in stress is the most common precipitating event 
observed in insomnia, but also in depression, anxiety, and 
by nature of the disorder, PTSD. More recent literature has 
also suggested that a potential underlying pathophysiol-
ogy common among these disorders may be a decrease 
in serotoninergic neurotransmission [42]. With respect to 
similar functional consequences, insomnia and some of 
these other psychiatric conditions share many of the same 
symptoms or clinical presentation, such as depressed 
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mood, worry, fatigue, and difficulty concentrating. For ex-
ample, a core feature of insomnia is somatic and cognitive 
hyperarousal [44], which may increase  severity of symp-
toms for both mood and anxiety disorders. Hyperarousal is 
also a core feature of PTSD, and is known to interact with 
the hyperarousal present in insomnia [45]. Another con-
sequence of insomnia is emotional dysregulation. Studies 
show that negative emotional experiences (i.e., mood and 
affect) are more common in insomnia, especially at night 
[46, 47]. Insomnia has also been implicated in functional 
deficits across a wide range of domains [48] as well as 
reduced quality of life [49]. Taken together, an important 
question for the field is whether insomnia and these other 
disorders represent distinct clinical phenomena that are 
inter-related, such that they increase risk for one another 
or whether they represent a common disorder/disease with 
an array of possible clinical sequelae. To this end, the sec-
tions below review the relationships between insomnia 
and a number of psychiatric disorders, particularly with 
respect to prevalence, directionality of the association, and 
shared risk factors. Please note that while attention- deficit/
hyperactivity disorder (ADHD) and autism spectrum dis-
order (ASD) may be better considered neurodevelopmen-
tal disorders, they were included given that they are a part 
of the psychiatric nosology (i.e., DSM-5) and are highly 
comorbid with insomnia.

Depressive disorders

Major depressive disorder (MDD) is a common and hetero-
geneous disorder that is primarily characterized by episodes 
(of at least 2 weeks) of depressed mood and/or anhedonia  
(a loss of interest or pleasure in daily activities) [8]. A major 
depressive episode (MDE) may also consist of significant 
changes in weight, sleep, psychomotor activity, fatigue, 
feelings of worthlessness/guilt, concentration, and/or sui-
cidality. Unlike normal fluctuations in mood, MDD causes 
significant distress and/or functional impairment. Among 
all psychiatric disorders, the comorbidity between insomnia 
and depression is highest. Up to 90% of individuals with 
MDD experience insomnia [17]. The challenge in under-
standing the association between insomnia and depression is 
that insomnia can represent both a risk factor (or prodrome) 
and a consequence of depression (i.e., the relationship is bi-
directional). For example, residual insomnia after treatment 
for depression [50], is the largest predictor of a subsequent 
MDE [51]. A meta-analysis of 21 longitudinal studies also 
identified insomnia as a significant predictor of the onset of 
an MDE, such that those with insomnia, compared to those 
without, were twice as likely to develop depression [52].  
A more recent meta-analysis of 34 cohort studies showed 
similar results (relative risk of developing depression was 
2.3 among those with insomnia; [53]). These rates have 

ADHD - Inattention [101]a

Alcohol Abuse [2]

Anxiety Disorders [15]

Suicide Attempts [60]

Suicide Planning [60]

Suicide Ideation [60]

Depression [52]

0.0 1.0 2.0 3.0

Adjusted Odds Ratio

4.0 5.0 6.0

FIG. 28.2 Insomnia as a risk factor for multiple psychiatric conditions. The forest plot below provides the adjusted odds ratio estimates for insomnia by 
psychiatric condition or phenomena. aRepresents adjusted odds ratio for ADHD-Inattention with Insomnia as predictor.
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been shown to be four times greater in adolescent samples 
[54]. Similarly, persistent poor sleep is a known risk factor 
for relapse after pharmacological [55] and nonpharmaco-
logical [56] treatment for MDD.

Despite research suggesting that insomnia is more than 
just a symptom of depression, and indeed, a risk factor, the 
mechanisms that explain the association between insomnia 
and depression are still unclear [17]. Staner [43] proposed 
that insomnia may directly and/or indirectly cause a depres-
sive episode. For example, insomnia and/or insomnia- related 
daytime consequences may directly increase depressed 
mood and other depressive symptoms (e.g., increases in 
anhedonia, fatigue, and concentration problems). The se-
verity and persistence of these symptoms may ultimately 
reach a point that is consistent with diagnostic criteria for an 
MDE. Alternatively, insomnia may cause and/or be caused 
by a common factor that also contributes to the develop-
ment of MDD (i.e., indirect causality). The most obvious 
example of this is stress. Acute stressful life events can si-
multaneously lead to the development of both insomnia and 
depressive symptoms (albeit the insomnia symptoms may 
manifest first), but also, insomnia or insomnia-related day-
time consequences may produce additional stress, which 
may culminate in the development of depression. A number 
of biological factors have also been identified as potential 
mechanisms that explain how insomnia may be a risk factor 
for MDD or at the very least explain why these two disor-
ders are highly comorbid. These biological mechanisms in-
clude: monoaminergic neurotransmission, abnormalities in 
circadian genes, overactivity of the hypothalamic-pituitary-
adrenal (HPA) axis, and impaired functioning of plasticity-
related gene cascades [42, 57]. The nature and/or role that 
theses biological mechanisms have on the association be-
tween insomnia and depression are unknown, but what is 
clear is that these are potential targets for future research.

Suicide

Insomnia has also been implicated in suicide. A  meta- analysis 
indicated that the presence of insomnia is associated with an 
approximately threefold likelihood of suicide ideation, at-
tempts, and death by suicide [58]. This research has been 
supported by population-level studies that show that sui-
cidal ideation, even in the general population is predicted by 
insomnia symptoms [59, 60]. While research consistently 
supports the association between insomnia and suicidal ide-
ation, the specific mechanisms by which insomnia confers 
risk for suicidal ideation are unknown. A number of psycho-
logical and physiological mechanisms have been proposed 
[61, 62]. Potential psychological mechanisms include: 
insomnia-related psychosocial impairments (that may or 
may not be related to loneliness and lack of belonging); ac-
tivation of hopelessness and/or helplessness schema; and/
or diminished executive function. Potential  physiological 

mechanisms, which may occur as a result of insomnia or 
a common neurobiologic substrate, include: serotonin defi-
ciency; hypercortisolemia; and/or elevated basal metabolic 
rate. There has also been additional evidence that suicides 
are disproportionately likely to occur at night [63] suggest-
ing that nocturnal wakefulness itself may represent a risk 
factor for suicide [64]. That is, being awake at night, and 
the associated hypofrontality that occurs during the night 
and/or with sleep loss (i.e., decreased frontal lobe function), 
may be another mechanism by which insomnia increases 
risk for suicidal ideation [64]. Insomnia increases the likeli-
hood of being awake at night, the time of day in which one’s 
ability to reason, think rationally, and to engage in impulse 
control may be at its lowest [65, 66]. Being awake at night, 
especially during times of increased stress or mood distur-
bance, may therefore increase risk for suicidal ideation.

Bipolar disorder (BPD)

In contrast to depression, bipolar disorder is characterized 
by episodes of both mania (and/or hypomania) and depres-
sion. With respect to the depressive episodes in bipolar dis-
order, it is not surprising that similar challenges arise when 
teasing apart whether insomnia is a risk factor or a con-
sequence (or symptom) of the depression. With respect to 
the manic episodes, sleeplessness is also a symptom of ma-
nia, but qualitatively differs from insomnia in that patients 
experiencing manic episodes think and feel as though they 
do not need sleep [67]. Of note, the diagnostic criteria for 
insomnia states that the patient must experience difficulty 
initiating and/or maintaining sleep despite “adequate oppor-
tunity for sleep” [8], a condition that is often not met in pa-
tients experiencing manic episodes. Despite these nuances 
in diagnostic criteria, sleep continuity disturbance is highly 
prevalent among patients with bipolar disorder [68, 69], and 
the most common prodromal symptom of a manic episode 
[70]. Sleep continuity disturbance is greater among patients 
with bipolar disorder, relative to controls, and nearly as se-
vere as in patients with insomnia (without bipolar disorder). 
For example, lower sleep efficiency, night-to-night vari-
ability, and longer sleep latency have also been shown to 
be significantly associated with a history of depression in 
patients with bipolar disorder [71]. Talbot et  al. [72] also 
reported that, in subjects with bipolar disorder, morning 
negative mood varied as a function of total sleep time dur-
ing the preceding night [72]. Similarly, sleep loss is highly 
correlated with daily manic symptoms among patients with 
bipolar [70]. These findings support the notion that there 
is a reciprocal relationship between sleep continuity distur-
bance and daily changes in mood [72]. As with all of the 
other psychiatric disorders discussed in this chapter, the na-
ture of the association between insomnia and bipolar disor-
der is elusive. There has been some evidence for a possible 
genetic linkage between sleep/circadian dysregulation and 
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bipolar disorder. A number of “clock” genes (e.g., per3 and 
gsk3) are associated with sleep and mood regulation, and 
may have implications for the development and/or treat-
ment of both insomnia and bipolar [69, 73, 74].

Anxiety disorders

Like depressive disorders, anxiety disorders are heteroge-
neous in their phenotypic presentation. So much so, that 
the literature on the association between insomnia and each 
individual type of anxiety disorder is limited and therefore 
beyond the scope of the present chapter. Here, we discuss 
the relationship between insomnia and anxiety disorders, 
broadly defined, and go into more detail regarding the link 
between insomnia and PTSD in the next section. Common 
among anxiety disorders are feelings of intense fear or 
worry, avoidance-related behaviors, and that these feelings 
and behaviors are triggered by stress [75]. Not surprisingly, 
these are also core features of insomnia, and may possibly 
explain the high comorbidity between the two phenomena 
[54, 76]. According to one study, the prevalence rate of 
clinically significant anxiety among subjects with insomnia 
is nearly 20%, as compared to 3% in subjects without co-
morbid insomnia [77]. A large prospective study (approxi-
mately 25,000 Norwegian adults) also showed that subjects 
with insomnia were significantly more likely to endorse an 
anxiety disorder at follow-up. Similarly, those that endorsed 
insomnia were more than three times as likely to also report 
a concurrent anxiety disorder [15]. The evidence for anxiety 
as a potential risk factor for insomnia is even more com-
pelling. An epidemiological study among Swedish adults 
supported that clinically significant anxiety increased the 
risk for developing clinically significant insomnia more 
than fourfold [78]. Another study that surveyed nearly 
15,000 Europeans found that in new onset cases of anxiety 
disorders (that were also comorbid with insomnia), insom-
nia preceded the anxiety disorder 18% of the time, the two 
disorders appeared simultaneously approximately 39% of 
the time, and the anxiety disorder came first approximately 
44% of the time [50]. A separate study found that, in con-
trast to depression where insomnia occurred first in 69% of 
comorbid cases, anxiety disorders preceded insomnia 73% 
of the time [54]. Anxiety disorders and insomnia have often 
been thought of as disorders sharing certain vulnerabilities 
and characteristics and are often treated with similar phar-
macological and behavioral interventions [79]. Because of 
the high comorbidity and the bidirectional relationship be-
tween insomnia and anxiety, Uhde et al. [80] have proposed 
two potential explanatory models [80]. In the first model, 
anxiety and insomnia represent different dimensions of a 
common underlying disorder, whereby different clinical 
symptoms may emerge as a result of repeated stress. In the 
second model, anxiety and insomnia represent different 
neurobiological disorders whereby each separately causes 

remarkably similar symptoms or that they are both pro-
duced by another widely prevalent third factor. How these 
disorders are conceptualized has important treatment impli-
cations; namely, will the treatment of one diminish symp-
toms of the other or should they be treated simultaneously?

Post-traumatic stress disorder (PTSD)

PTSD refers to a disorder characterized by a complex set 
of symptoms that arise following a life-threatening or trau-
matic event and typically include: [1] re-experiencing the 
traumatic event; [2] avoidance of stimuli that resemble or 
remind one of the event; [3] negative thoughts or feelings; 
and/or [4] increased arousal and/or reactivity (including dif-
ficulty sleeping). Studies suggest that there is a 60%–90% 
chance of experiencing insomnia following a traumatic 
event [81, 82]. Sleep disturbance, in general, and insomnia 
and nightmares, in specific, has been referred to as the car-
dinal symptom of post-traumatic stress disorder [83, 84]. 
Moreover, insomnia symptoms following a traumatic event 
may increase the likelihood of developing PTSD and/or 
PTSD severity [85–87]. Other studies have also shown that 
treating insomnia among patients with PTSD may indirectly 
reduce the severity of PTSD symptoms [88–90]. Insomnia 
may therefore represent a risk factor and/or prodromal 
symptom of PTSD. In fact, insomnia is the most frequently 
reported symptom among individuals with PTSD and does 
not remit with otherwise successful first line interventions 
[91, 92]. With respect to sleep continuity disturbance, dif-
ficulty initiating and maintaining sleep at least “sometimes” 
was reported in 44% and 91% (respectively) of a sample 
comprised of Vietnam veterans with PTSD [81]. Similarly, 
Pigeon et al. [93] found that clinical levels of insomnia were 
significantly associated with greater baseline PTSD sever-
ity, but also predicted increases in PTSD 6-months later, 
such that approximately 38% of subjects with insomnia en-
dorsed PTSD at follow-up (as compared to 5% of subjects 
without insomnia) [93]. Consistent with other psychiatric 
disorders, the association between insomnia and PTSD also 
appears to be bidirectional, in that insomnia is a probable 
consequence of PTSD, yet insomnia may also further per-
petuate the PTSD symptoms. The mechanisms that explain 
this bidirectional relationship are unknown, but relevant 
targets have been identified, such as, hyperarousal related 
to increased noradrenergic activity [94, 95], sleep-related 
anxiety [96], comorbid depression [97, 98].

Attention-deficit/hyperactivity disorder 
(ADHD)

Attention-deficit/hyperactivity disorder (ADHD) is a neu-
rodevelopmental disorder that emerges in youth (before 
age 12) and typically runs a lifelong course [99]. ADHD 
is characterized by a “persistent pattern of inattention and/
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or hyperactivity that interferes with functioning and/or de-
velopment” (DSM-5). While ADHD is more commonly 
studied in youth, ADHD in adulthood is also common  
(an estimated prevalence of 14 million adults in the United 
States; [100]). Common among patients with ADHD is co-
morbid insomnia. According to results from a recent study, 
67% of adult patients with ADHD also met DSM-based 
criteria for insomnia. This is compared to 28% of adults in 
the sample who did not have a diagnosis of ADHD [101]. 
The most common type of sleep continuity disturbance re-
ported in ADHD patients is difficulty initiating sleep (also 
referred to as chronic sleep-onset insomnia or initial in-
somnia) [102–104]. While a prolonged sleep latency has 
often been thought to be a side effect of stimulant medica-
tion [105–107], other studies have hypothesized that initial 
insomnia may be instead related to abnormalities in circa-
dian functioning among patients with ADHD. Specifically, 
Van Veen et al., (2010) assessed dim-light melatonin onset 
(DLMO) and rest-activity patterns in ADHD patients with 
initial insomnia, as compared to ADHD patients without 
initial insomnia and healthy controls [108]. Their data 
supported that ADHD patients with initial insomnia had 
a delayed DLMO and a reduced 24-h amplitude in their 
rest-activity cycle. Insomnia, in patients with ADHD, may 
therefore instead be a natural consequence of the mismatch 
between a patient’s [delayed] circadian rhythm and their 
attempt to adhere to a ‘normal’ sleep schedule (due to ob-
ligations at home, school, or work). For example, as the 
research noted above suggests, patients with ADHD may 
be more likely to have a delayed circadian rhythm (i.e., 
natural tendency to want to go to sleep later), and conse-
quently, experience insomnia when they attempt to go to 
sleep early. A delayed circadian rhythm in ADHD may be 
related to age (patients with ADHD are typically younger) 
or may be a byproduct of the disorder. This said, future 
work evaluating the association between insomnia and 
ADHD, should consider the effect of age and how age-
related differences in chronobiology may account for the 
presence and/or absence of insomnia. With regard to treat-
ment, subjects with ADHD who are currently being treated 
with stimulant medication report less severe insomnia 
[101]. This suggests that the pharmacological treatment of 
ADHD does not exacerbate sleep continuity disturbance, 
and that sleep continuity disturbance may be a consequence 
of ADHD given that it subsides with the effective treatment 
of ADHD symptoms.

Alcohol use disorder (AUD)

In contrast to prior versions of DSM criteria that divided 
alcohol use problems into abuse and dependence, DSM-5’s 
Alcohol Use Disorder (AUD) makes no such distinction. 
AUD refers to, among others, problems related to how or 
how long one drinks, difficulty stopping or cutting back 

one’s drinking, and functional/emotional impairment as a 
result of drinking [8]. Alcohol use problems and insomnia, 
not surprisingly, are highly comorbid [109, 110]. While 
specific prevalence rates vary by how insomnia and/or al-
cohol use disorders are defined, Brower et al. [111] showed 
that 18% of subjects who met criteria for an alcohol use 
disorder also endorsed significant levels of insomnia (this 
is compared to 10% of subjects without alcohol problems). 
In a study of subjects being treated for alcohol dependence, 
61% of subjects endorsed insomnia symptoms during the 
pre-treatment phase. Sleep continuity disturbance has also 
been shown to persist through the early stages of alcohol 
recovery (up to 5 weeks following the abstinence of alco-
hol) [111]. In addition, subjects who endorsed insomnia 
symptoms were more likely to report using alcohol to self-
medicate for their sleep problems, had more severe alco-
hol dependence, and were more likely to relapse to alcohol 
use (60% of subjects), as compared to subjects without in-
somnia (30% of subjects) [111]. Alternatively, in subjects 
with insomnia, 7%–19% of subjects also reported signifi-
cant alcohol use problems (this is compared to 4%–9% of 
subjects without insomnia) [2, 112]. The economic burden 
of alcohol-related insomnia is also considerable given that 
insomnia accounts for approximately 10% of all alcohol-
related costs. That is the equivalent of about 28 billion dol-
lars each year in the United States alone (please note the 
cost was converted to account for inflation) [113, 114]. It 
is no surprise that alcohol is one of the most common self-
medicating substances used among patients with insomnia 
[115, 116], given its sedating effects [109]. This said, al-
coholism is a significant predictor (i.e., risk factor) of in-
somnia [111, 112]. The prevalence and economic/societal 
burden of comorbid insomnia and alcohol use disorders is 
relatively well defined, however, the neurobiological and 
psychosocial factors that explain this association are less 
clear. As indicated above, alcohol is considered a sedative, 
and therefore has the potential to promote the initiation of 
sleep. The sleep-promoting effects of alcohol, however, 
are dose-dependent and do not persist with continued al-
cohol use (i.e., after 3 days of continued use), and more 
importantly, alcohol can significantly disrupt both sleep 
continuity and sleep architecture (i.e., increased likelihood 
of REM sleep inhibition, nocturnal arousals, and rebound 
insomnia during the second part of the night). Taken to-
gether, for individuals with insomnia, especially initial 
insomnia, alcohol might be appealing as a convenient, low-
cost hypnotic, yet the overall effects are detrimental and 
can ultimately lead to greater sleep continuity disturbance 
(particularly the perpetuation of middle and late insomnia) 
and more severe alcohol dependence (increased amounts of 
alcohol are required to achieve the same sedating effect). In 
conclusion, comorbid insomnia and alcohol use disorders 
are prevalent, costly to society, and associated with worse 
overall outcomes.
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Autism spectrum disorder (ASD)

The association between insomnia and autism spectrum dis-
order (ASD) has recently become a topic of interest given 
the increasing literature on sleep problems in children with 
ASD and the subsequent negative effects those sleep prob-
lems have on their overall functioning and quality of life 
[117]. Prevalence rates for sleep problems range from 50 to 
80% of children with ASD [118, 119]. While children with 
ASD experience a multitude of sleep problems, the most 
commonly reported sleep problem among parents of chil-
dren with ASD is insomnia, and more specifically, an ex-
tended sleep latency (i.e., initial insomnia) [120–122]. The 
link between ASD and insomnia is multifactorial. ASD is 
associated with abnormalities in several neurotransmitters 
that are also implicated in insomnia (e.g., GABA, serotonin, 
and melatonin) [123–126], and therefore, the two disorders 
may share a common neurobiological core. Alternatively, 
insomnia in individuals with ASD may be related to medi-
cal (e.g., epilepsy and GERD) and psychiatric comorbidities 
(depression and ADHD), the medications used to treat these 
comorbidities or the behavioral/emotional consequence of 
ASD (e.g., difficulties with transitions and emotion regu-
lation) [117, 127]. While it is unknown whether insomnia 
is a risk factor for a more severe course of ASD, there is 
some evidence to support that sleep continuity disturbance 
may exacerbate ASD symptoms and/or the functional con-
sequences of ASD (e.g., increases in emotion dysregulation, 
inattention, and family stress) [117, 128, 129].

Schizophrenia

The association between schizophrenia and insomnia has 
also been documented [130]. Similar to most other psychi-
atric disorders, their co-occurrence is prevalent and their re-
lationship bidirectional. Significant sleep disturbances are 
present in roughly 35%–50% of individuals with schizo-
phrenia and other psychotic disorders [131–133], and are 
associated with exacerbated positive symptoms [134] and 
a reduced quality of life [131, 135–138]. Past research sup-
ports that sleep continuity disturbance is a risk factor for 
relapse and may even be a prodromal sign of a psychotic 
relapse [139]. Moreover, insomnia symptoms increase 
over time following anti-psychotic medication withdrawal, 
which supports the notion that insomnia is also a conse-
quence of schizophrenia that can be resolved with the suc-
cessful treatment of the positive symptoms of schizophrenia 
[140]. While insomnia as a natural consequence of schizo-
phrenia makes sense (i.e., patients with schizophrenia often 
have irregular schedules, increased depression and anxiety, 
extensive medication regimens), how insomnia increases 
risk for psychotic symptoms is much less clear. There are, 
however, some studies indicating that low melatonin levels 
at night may be a common neurobiological feature of both 

insomnia and schizophrenia, and exogenous melatonin ad-
ministration may improve the overall quality and quantity 
of sleep in patients with schizophrenia [141]. Like ADHD, 
age and age-related differences in chronobiology may 
also explain part of the association between insomnia and 
schizophrenia, and thus, should be the focus of future work.

BEHAVIORAL TREATMENT OF INSOMNIA

What is CBT-I?

Cognitive behavioral therapy for insomnia (CBT-I) combines 
principles from stimulus control and sleep restriction therapy 
with formal cognitive restructuring in order to target hyper-
arousal, dysfunctional behaviors and maladaptive thoughts, 
beliefs, and attitudes about sleep [142]. Stimulus control tar-
gets a person’s tendency to engage in behaviors other than 
sleep in the bedroom (e.g., reading or watching television in 
bed) thereby weakening the association between the sleep 
environment and the physiologic state of sleep. Stimulus 
control instructions, in general, are simple. Patients are to 
avoid using the bed for activities other than sleep or intimacy 
and get out of bed if unable to sleep within 15–20 min and 
return to bed only when sleepy [143]. The primary goal of 
sleep restriction is to address the mismatch between sleep 
opportunity (time in bed) and sleep ability (time asleep) by 
limiting the amount of time a patient spends in bed to the 
amount of time that they are actually sleeping. Sleep restric-
tion has the following important objectives: (1) it increases 
the homeostatic sleep drive (i.e., sleep “pressure”) and re-
duces the heightened arousal caused by an individuals’ effort 
to force sleep, and (2) it reduces time spent awake during 
the night by consolidating sleep into longer, more restorative 
periods. As mentioned above, cognitive restructuring is also 
commonly used in conjunction with the more behavioral in-
terventions. The primary goal of cognitive restructuring is to 
identify problematic thoughts that may contribute to the de-
velopment of, or reinforce, behaviors that produce pre-sleep 
worry, examine these thoughts for accuracy and if necessary, 
modify them to be more rational and/or realistic.

CBT-I was recently endorsed by the American College 
of Physicians [144]. Specifically, the official position of the 
ACP is that not only is CBT-I recommended as the first-
line therapy of choice, but that pharmacotherapy is only 
recommended in cases where its use is short-term, and/or in 
combination with behavioral treatment, and/or after discus-
sion with patients regarding the limitations of this approach 
[144]. More specific information regarding the delivery of 
CBT-I can be found elsewhere [143].

CBT-I in the context of psychiatric disorders

A recent meta-analysis of 37 randomized controlled trials 
evaluated the impact of CBT-I not only on insomnia severity 
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and sleep continuity disturbance but also on the symptoms 
of the comorbid disorder in a sample of 2189 participants 
[145]. Ten of the studies included in this meta-analysis were 
conducted in patients with comorbid psychiatric conditions 
(i.e., substance use disorders, depressive disorders, and 
PTSD), 26 with medical comorbidities, and 1 with a mixed 
sample. While patients with comorbid medical conditions, 
as compared to those with comorbid psychiatric conditions, 
improved equally on symptoms of insomnia, a larger effect 
of CBT-I was found for reducing symptoms of the comorbid 
psychiatric conditions (g = 0.76) than symptoms of medical 
comorbidities (g = 0.20). These data suggest that psychiat-
ric symptoms may be more responsive to CBT-I than those 
associated with a medical condition. Consistent with other 
studies, the improvement in sleep continuity was maintained 
for 3–12 months after completing CBT-I. A number of re-
cent trials of CBT-I have been conducted in patients with 
comorbid insomnia and depression [146, 147]. These RCTs 
provide strong evidence that treatment of insomnia (alone or 
in combination with pharmacotherapy) in patients with de-
pression can produce comparable effects for both depression 
and insomnia symptoms. This opens treatment options for 
patients who have not adequately responded to antidepres-
sant medication or who would prefer a non-pharmacological 
option. Similarly, A meta-analytic review of the effect of 
CBT for anxiety on comorbid sleep continuity disturbance 
concluded that CBT for anxiety could be expected to have 
a moderate effect on sleep outcomes (effect size = 0.52) but 
that residual sleep problems should be expected [148].

There is a growing interest in the application of CBT-I 
with patients who have other potentially more serious psy-
chiatric conditions such as PTSD, bipolar mood disorders, 
and psychotic disorders, but these areas are relatively under-
developed compared to depressive and anxiety disorders. For 
example, there is growing evidence that CBT-I, alone or in 
combination with PTSD-specific treatment components, can 
significantly improve both subjective and objective sleep out-
comes in patients with PTSD [89, 149]. While treatment for 
insomnia comorbid with psychotic disorders is still largely 
pharmacological [150], some early work has tested the abil-
ity of CBT-I to improve sleep and reduce delusions and hal-
lucinations [151]. Similarly, a modified version of cognitive 
behavioral therapy for insomnia for patients with bipolar 
disorder (CBTI-BP) has demonstrated efficacy for both re-
ducing sleep continuity problems but also reducing mood 
symptoms. Importantly, CBTI-BP takes a more conservative 
approach to sleep restriction (time in bed is restricted to no 
less than 6.5 h), given that it has the potential to increase the 
risk for a hypomanic/manic episode [152]. This said, subjects 
that underwent CBTI-BP were at a reduced risk for a mood 
episode relapse as compared to a psychoeducation control 
group (27% reduction in probability for manic/hypomanic 
episodes and 28.5% reduction for depressive episodes) [153].

CONCLUSION

Sleep has clear importance for the maintenance of physi-
cal and psychological health, making insomnia a seri-
ous public health concern. Insomnia increases the risk 
for, and severity of, a number of psychiatric conditions. 
When left unaddressed, insomnia negatively impacts the 
ability of the individual to completely recover from their 
disorder. Evidence based treatment for insomnia, CBT-I, 
exists and is effective when delivered in individuals with 
comorbid psychiatric conditions, but it is currently unde-
rutilized. Increased attention and awareness of the impor-
tance of treating insomnia is needed. There is a clear and 
profound association between poor sleep and poor mental 
health. Apart from this association, there is the possibility 
that good sleep continuity may not only ward off new onset 
disease but that it may also promote good mental health.
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Insomnia and cardiometabolic disease risk
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ABBREVIATIONS

BMI body mass index
BP blood pressure
CBVD cerebrovascular disease
CHD coronary heart disease
CMR cardiometabolic risk factors
CRP C-reactive protein
CVD cardiovascular disease
DBP diastolic blood pressure
HPA hypothalamic-pituitary-adrenal
HR heart rate
HRV heart rate variability
HTN hypertension
IL-6 interleukin 6
MetS metabolic syndrome
MI myocardial infarction
MSLT multiple sleep latency test
PSG polysomnography
SAM sympatho-adrenal-medullary
SBP systolic blood pressure
SDB sleep disordered breathing
T2D type 2 diabetes
TNF-α tumor necrosis factor alpha

INTRODUCTION

Insomnia has been traditionally viewed either as a symp-
tom of underlying medical or psychiatric disorders or as a 
symptom of “otherwise healthy but worried” individuals. 
However, accumulating evidence indicates that insom-
nia, particularly when chronic and coupled with objective 
short sleep duration, is associated with cardiometabolic 
risk factors (CMR) such as hypertension (HTN) and type 2 
diabetes (T2D) and increased risk of cardiovascular disease 
(CVD) and cerebrovascular disease (CBVD) morbidity 
and mortality. We will review herein the evidence linking 
insomnia with these cardiometabolic disease outcomes 
as well as with the pathophysiologic mechanisms (e.g., 
stress system activation, cardiac autonomic dysregulation, 

chronic low-grade inflammation) and poor health behaviors  
(e.g., smoking, physical inactivity) that potentially medi-
ate such increased risk. Finally, we will discuss the public 
health and clinical implications of these associations, in-
cluding the need for efficacy and population-level interven-
tions testing whether insomnia therapies improve clinical 
and subclinical biomarkers of cardiometabolic disease risk.

INSOMNIA: A SYMPTOM AND A CHRONIC 
DISORDER

Insomnia is the most prevalent sleep disorder, much more 
than sleep disordered breathing (SDB), and is a major public 
health problem. About 20%–30% of people from the general 
population report insomnia symptoms and another 8%–10% 
fulfill criteria for a chronic insomnia disorder. Insomnia 
symptoms consist of self-reported difficulties initiating 
sleep, difficulties maintaining sleep or difficulties waking 
up too early and being unable to resume sleep (i.e., early 
morning awakening) without any chronicity or daytime 
impairment criteria [1, 2]. A self-report of nonrestorative 
sleep has traditionally been included in experimental and 
epidemiological studies as a core insomnia symptom [1, 2], 
however, it has recently been dropped in diagnostic nosolo-
gies [3]. Diagnostic criteria for chronic insomnia disorder 
include the self-report of at least one insomnia symptom, oc-
curring at least 3 nights per week, for at least 3 months that 
is associated with significant daytime functioning impair-
ment [3]. Both insomnia symptoms and chronic insomnia 
disorder are associated with impaired quality of life and are 
well- established correlates and risk factors of mental health 
problems, such as depression, anxiety and other psychiat-
ric disorders (see Chapter 30). Natural history studies have 
shown that insomnia disorder is indeed a highly chronic 
condition with a remission rate as low as 25%, whereas the 
course of insomnia symptoms is characterized by a waxing-
and-waning pattern with high remission rates (about 50%) 
[4–8]. These longitudinal, epidemiological data have sup-
ported that chronic insomnia is a disorder in its own right, 
whereas insomnia symptoms may occur in relation to the 
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course of an  underlying physical or mental health disorder, 
including depression, pain or SDB [4–6, 8]. As reviewed be-
low, not many of the existing large, population-based stud-
ies have been able to examine these two mutually-exclusive 
categories of insomnia symptoms and chronic insomnia 
disorder separately. This distinction, however, is critical in 
population science and clinical practice (Table 29.1).

Another important issue unique to insomnia is the ab-
sence of objective and/or quantitative criteria. Insomnia 
symptoms are, by definition, subjective complaints and, 
thus, chronic insomnia disorder is a diagnosis reached 
solely based on self-reports. While there are guiding thresh-
olds to help define what is a clinically significant difficulty 
initiating or resuming sleep (> 30 min), these quantitative 

criteria (Table 29.1) are not used alone to identify chronic 
insomnia disorder if there are no subjective complaints [3]. 
Furthermore, although the polysomnography (PSG) or ac-
tigraphy (ACT) measured objective sleep of people with 
chronic insomnia is significantly impaired compared to 
good sleepers [3], and that measurements of objective short 
sleep duration are a good predictor of the persistent course 
of insomnia disorder [8] and of who among those with in-
somnia symptoms are at risk of developing a chronic in-
somnia disorder [6], PSG or ACT are not required for the 
diagnosis of chronic insomnia [3]. This is in sharp contrast 
with the current use of PSG data for the evaluation of pa-
tients at risk of SDB (e.g., obese snorers), to establish the 
severity of SDB [e.g., apnea/hypopnea index (AHI)], and 

TABLE 29.1 Most frequent definitions used in insomnia studies.

Domain Criteria Method of measurement

Self-reported   

Sleep difficulties Difficulty initiating sleep
Difficulty maintaining sleep
Early morning awakening
Nonrestorative sleep

Retrospective questionnaire

Insomnia symptoms At least one sleep difficulty
Usually based on severity (moderate-to-severe) and/or 
frequency (≥ 3 nights per week)

Retrospective questionnaire

Chronic insomnia Duration (≥ 3 months) Retrospective questionnaire

Chronic insomnia disorder ICD/DSM/ICSD (frequency, duration, daytime impairment  
and adequate sleep opportunities)

Retrospective questionnaire, clinical 
interview

Nighttime sleep continuity Sleep onset latency (≥30 min)
Wake after sleep onset (≥30 min)
Total sleep time (<7 or 6 h)
Sleep efficiency (<85%)

Retrospective questionnaire, clinical 
interview or prospective sleep diary

Objective   

Nighttime sleep continuity Sleep onset latency (≥30 min)
Wake after sleep onset (≥30 min)
Total sleep time (<7 or 6 h)
Sleep efficiency (<85%)

In-lab PSG, at-home PSG or at-home 
ACT

Daytime sleep propensity Daytime sleep latency (>14 min) In-lab MSLT

Combined/phenotypes   

Self-reported + self-
reported

Insomnia symptoms + total sleep time
Insomnia disorder + total sleep time

Retrospective questionnaires
Retrospective questionnaire + sleep 
diary

Self-reported + objective Insomnia symptoms + total sleep time
Chronic insomnia + total sleep time
Insomnia disorder + total sleep time
Insomnia disorder + sleep efficiency
Insomnia disorder + total sleep time
Insomnia disorder + daytime sleep latency

Retrospective questionnaire + PSG
Retrospective questionnaire + PSG
Clinical interview + PSG
Clinical interview + PSG
Clinical interview + ACT
Clinical interview + MSLT

ACT, actigraphy; DSM, diagnostic and statistical manual of mental disorders; ICD, international classification of disease; ICSD, international classification of sleep 
disorders; MSLT, multiple sleep latency test; PSG, polysomnography.
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to predict its associated risk of CVD and CBVD [3]. More 
importantly, the association of insomnia, as measured by 
self-reports or objectively, with specific CMR, CVD or 
CBVD (Table 29.2) has been largely ignored until the past 
decade [9].

HYPERTENSION AND BLOOD PRESSURE

Since the 1970s, clinical studies had observed a high co-
morbidity of insomnia with clinical hypertension, as per 
patient’s clinical history [10]. However, the association of 

TABLE 29.2 Most frequent cardiometabolic disease risk outcomes used in insomnia studies.

Domain Criteria Method of measurement

Self-reported   

Hypertension Use of antihypertensive medication
Treatment for high blood pressure
Medical history of hypertension

Retrospective questionnaire or clinical 
interview

Type 2 diabetes Use of insulin medication
Treatment for type 2 diabetes
Medical history of type 2 diabetes

Retrospective questionnaire or clinical 
interview

Cardiovascular disease Treatment for heart disease
Medical history of heart disease (myocardial 
infarction, coronary heart disease, heart failure)

Retrospective questionnaire or clinical 
interview

Cerebrovascular disease Treatment for stroke
Medical history of stroke

Retrospective questionnaire or clinical 
interview

Objective   

High blood pressure Systolic (≥ 130 or 140 mmHg)
Diastolic (≥ 80, 85 or 90 mmHg)
Mean arterial pressure

In-lab or at-home automatic blood pressure 
monitoring

Blood pressure regulation Blood pressure dipping (day-to-night)
Nighttime blood pressure (sleep stage-related)
Blood pressure reactivity (stress test)

In-lab automatic blood pressure monitoring

Metabolic regulation Fasting glucose levels (≥ 100 or 110 mg/dL)
Fasting insulin levels
Homeostatic model assessment
Oral glucose tolerance test
Hyperinsulinemic-euglycemic clamp

In-lab blood draw
In-lab tests

Dyslipidemia Fasting total cholesterol levels
Fasting LDL cholesterol levels
Fasting HDL cholesterol levels
Fasting total triglycerides levels

In-lab blood draw

Metabolic syndrome High blood pressure, insulin resistance, dyslipidemia 
and/or central obesity

In-lab blood draw and physical examination 
(waist circumference)

Type 2 diabetes Fasting glucose levels (≥ 126 mg/dL) In-lab blood draw

Cardiac autonomic 
modulation

Heart rate
Heart rate variability (frequency, time)
Pre-ejection period
Rate pressure product

In-lab nighttime EKG (polysomnography)
In-lab or at-home 24-h EKG

Neuroendocrine regulation Adrenocorticotropic hormone levels
Cortisol levels
Overnight catecholamine secretion

In-lab blood draw
In-lab or at-home salivary sampling

Inflammation C-reactive protein levels
Interleukin-6 levels
Tumor necrosis factor alpha levels

In-lab blood draw

Mortality Physician-confirmed death
Physician-diagnosed cause of death

Death records (social security, national death 
index in the United States)
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insomnia with clinical and subclinical measures of elevated 
blood pressure (BP) or BP dysregulation remained largely 
unexplored in favor of mental health comorbidities (see 
Chapter 30). In the past decade, there has been a renewed 
interest and multiple studies, including several reviews  
[9, 11–14] and a meta-analysis [15], have been published 
on the association of insomnia with HTN. Population-based 
studies using self-reported data have shown a significant re-
lationship between insomnia, either defined as a symptom 
or as a disorder, and HTN [15–31]. As shown in Table 29.3, 
the only available meta-analysis performed by Meng and 
colleagues [15] on findings from 11 large longitudinal stud-
ies comprising a total of 42,636 subjects, estimated that 
the risk of incident HTN associated with insomnia ranges 
between 5% and 20%. Most recent studies that have ex-
amined the association of insomnia with HTN since the 
publication of this meta-analysis, have primarily relied on 
self-reported insomnia symptoms [20–24, 28], a couple 
on insomnia symptoms associated with impaired daytime 
functioning [25, 26] and only three using insomnia disorder 
criteria [27, 29, 30]. These more recent studies used either 
self-reported data on HTN as a current medical problem or 
antihypertensive medication use as well as pre-hypertensive 

(SBP ≥ 130 mmHg or DDP ≥ 85 mmHg) or hypertensive 
BP levels (SBP ≥ 140 mmHg or DBP ≥ 90 mmHg). Most of 
these studies did not include a PSG study and were, thus, 
unable to control for the presence of SDB. This is a sig-
nificant caveat in these studies as SDB has long been as-
sociated with HTN (see Chapter  32). To add to this, one 
cross- sectional study from Norway (HUNT-3; N = 50,806) 
has shown that insomnia symptoms were associated with 
lower SBP or DBP levels [24]. Taken together, the degree 
of association found in previous reviews [38] and meta- 
analysis [15] have been regarded as preliminary.

Many of the caveats mentioned above were addressed 
by the work with the Penn State Adult Cohort (PSAC) con-
ducted almost 10 years ago. These studies showed a syn-
ergistic effect between insomnia and PSG-measured short 
sleep duration (i.e., < 6 h of sleep) on the risk of HTN, 
while adjusting for the potential effect of multiple de-
mographic, lifestyle and clinical factors, including SDB, 
T2D, smoking, alcohol or depression [16, 17]. In the first 
study, Vgontzas and colleagues [16] showed that individu-
als with chronic insomnia who slept objectively between 
5 and 6 h and those with chronic insomnia who slept <5 h 
were 3.5-fold and 5.1-fold times more likely to have HTN  

TABLE 29.3 Findings of available meta-analyses on the association between insomnia and cardiometabolic disease risk.

First author, year (design, vital status) N (# of studies) Insomnia definitions Outcome Findings

Cappuccio, 2010 [32] (longitudinal) 24,812 (6) Difficulty initiating sleep
Difficulty maintaining sleep

T2D RR = 1.57⁎

RR = 1.84⁎

Meng, 2013 [15] (longitudinal) 42,636 (7) Difficulty initiating sleep
Difficulty maintaining sleep
Early morning awakening
Insomnia symptoms

HTN RR = 1.17
RR = 1.20⁎

RR = 1.14⁎

RR = 1.05⁎

Li, 2014 [33] (longitudinal, mortality) 311,260 (17) Insomnia symptoms MI
CHD
CBVD
Mortality

RR = 1.41⁎

RR = 1.28⁎

RR = 1.55⁎

RR = 1.33⁎

Sofi, 2014 [34] (longitudinal, mortality) 122,501 (10) Insomnia symptoms CVD/CBVD RR = 1.45⁎

Li, 2014 [35] (longitudinal, mortality) 110,530 (10) Difficulty initiating sleep
Difficulty maintaining sleep
Early morning awakening
Nonrestorative sleep

CVD/CBVD
Mortality

RR = 1.45⁎

RR = 1.02
RR = 1.00
RR = 1.30⁎

Anothaisintawee, 2016 [36] (longitudinal) 289,588 (11) Difficulty initiating sleep
Difficulty maintaining sleep
Insomnia symptoms

T2D RR = 1.55⁎

RR = 1.74⁎

RR = 1.40⁎

Irwin, 2016 [37] (cross-sectional and 
longitudinal)

34,943 (31) Sleep disturbance CRP
IL-6
TNF-α

ES = 0.12⁎

ES = 0.20⁎

ES = 0.07

Note that some studies included death from CVD or CBVD as part of the outcome definition and this is noted as vital status. CVD, incident or death from 
 cardiovascular disease, including myocardial infarction (MI), coronary heart disease (CHD) and/or heart failure (HF); CBVD, incident or death from cerebrovascu-
lar disease, including ischemic stroke; ES, effect size; HTN, incident hypertension; NS, not statistically significant; RR, relative risk; T2D, incident type 2 diabetes.
⁎ Statistically significant.
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(defined as SBP ≥ 140 mmHg or DBP ≥ 90 mmHg and/
or antihypertensive medication use), respectively, as com-
pared to good sleepers. A similar but smaller association 
with prevalent HTN was found in individuals with insom-
nia symptoms who also slept objectively <6 h (OR = 1.5 if 
sleeping 5–6 h and OR = 2.4 if sleeping <5 h) [16]. In con-
trast, individuals with insomnia symptoms or chronic in-
somnia who slept objectively >6 h were not significantly 
associated with increased odds of prevalent HTN (OR = 0.8 
and OR = 1.3, respectively) [16]. In a follow-up study of 
the PSAC, Fernandez-Mendoza and colleagues showed 
that, compared to good sleepers, individuals with chronic 
insomnia who slept <6 h were 3.8 times more likely to de-
velop HTN after 7.5 years of follow-up (defined as a report 
of being treated for HTN adjusted for pre-hypertensive and 
hypertensive BP levels at baseline) [17]. Similarly to the 
cross-sectional study above [16], individuals with insom-
nia symptoms or chronic insomnia who slept objectively 
>6 h were not significantly associated with increased odds 
of incident HTN (OR = 0.50 and OR = 0.85, respectively) 
[17]. The findings of these seminal studies are included in 
Table 29.4.

Following these studies, several other studies have ce-
mented the significance of short sleep duration in the as-
sociation of insomnia with HTN, while the smaller effect 
sizes in some of these more recent studies can be explained 
by the use of subjective instead of objective sleep measures  
[18, 28–30, 58–61]. The findings of other studies using 
objective sleep measures are summarized in Table  29.4. 
Specifically, in a well-characterized sample of adults with 
chronic insomnia disorder (N = 255), Bathgate and col-
leagues [30] used average total sleep time across two con-
secutive nights of PSG to classify individuals with chronic 
insomnia disorder into those who slept objectively <6 h and 
>6 h. After controlling for numerous potential confounders, 
including SDB, T2D, hypercholesterolemia or depression, 
adults with chronic insomnia disorder who slept objectively 
<6 h were 3.6 times more likely to have HTN (defined as a 
report of HTN as a current problem) than those with chronic 
insomnia disorder who slept >6 h. Interestingly, Bathgate 
and colleagues [30] did not observe a significant association 
with prevalent HTN using short sleep duration (<6 h) de-
rived from self-reported 2-week sleep diaries (OR = 1.13). 
In a large, community study (N = 3911), Kalmbach and col-
leagues found that individuals with insomnia disorder who 
reported sleeping <6 h were 2.13 times more likely to have 
HTN (defined as a report of being treated with antihyper-
tensive medication) than good sleepers, even after control-
ling for sex, age and obesity, after excluding individuals at 
high risk for SDB or defining insomnia disorder as current 
or remitted [29]. Furthermore, African Americans were 
more likely to report insomnia disorder and sleeping <6 h 
compared to their non-Hispanic White counterparts [29]. In 
a large prospective study from Taiwan (N = 162,121), Deng 

and colleagues stratified their analyses by the presence of 
self-reported insomnia symptoms and found that the risk of 
HTN was significantly elevated for individuals reporting in-
somnia symptoms and sleeping <6 h (HR = 1.06), an effect 
size smaller than studies relying on objective sleep mea-
sures or on a chronic insomnia definition [28]. However, 
this study adds to the literature in other geographically, ra-
cially and ethnically diverse populations [28, 29].

In contrast to these recent studies, a study conducted in a 
sample of clinically-referred patients with chronic insomnia 
disorder in Germany (N = 328) did not find a significant as-
sociation between patients with chronic insomnia disorder 
who slept objectively <6 h with prevalent HTN (defined as 
SBP ≥ 140 mmHg or DBP ≥ 90 mmHg and/or antihyperten-
sive medication use) [31]. There are methodological differ-
ences with previous studies that need to be considered when 
interpreting these results. Although participants underwent 
two consecutive nights of PSG, each night was treated as 
an independent phenomenon and the two nights were not 
averaged to account for inter-individual and intra-individual 
variability across nights [30]. Additionally, the method by 
which BP was ascertained changed across time, which may 
have influenced the precision of BP measurement and in-
troduced variability across subjects. Importantly, this study 
relied on an opportunistic clinical sample of patients re-
ferred to a specialty sleep clinic housed within psychiatry, 
rather than randomly-selected from the general population 
or from more diverse outpatient clinics. In fact, population-
based studies in Germany have suggested a downward 
trend in BP over the past decade among middle age and 
older adults [62], which is at odds with the increasing tra-
jectory in the US population [63]. The authors were able 
to exclude, based on clinical interview and PSG, individu-
als with occult sleep disorders such as SDB, however, they 
also excluded those with psychiatric disorders or “serious 
medical conditions.” Thus, the sample included otherwise 
physically healthy individuals with “primary insomnia,” a 
diagnostic category that has been abandoned in current no-
sologies given the high comorbidity of insomnia with other 
medical and psychiatric disorders at any time point during 
its natural course. Nevertheless, the authors did replicate the 
finding that individuals with chronic insomnia disorder who 
slept objectively <6 h have a longer chronic course (specifi-
cally 3.7 years longer in this study) than those with chronic 
insomnia and normal sleep duration [6, 8].

Other studies have also examined whether the association 
of insomnia with HTN is stronger on specific insomnia phe-
notypes using other sleep/wake-related measures. The mul-
tiple sleep latency (MSLT) is an in-lab measure of a person’s 
sleep propensity and, thus, daytime alertness. Interestingly, 
individuals with chronic insomnia show longer sleep laten-
cies on the MSLT as compared to good sleepers. In fact, this 
increased alertness (MSLT >14 min) is primarily found in 
individuals with chronic insomnia and objective short sleep 
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TABLE 29.4 Cardiometabolic disease risk associated with insomnia based on objective sleep measures.

First author, year (design, sample) N (men, age) Insomnia phenotype Outcome Findings

Stepanski, 1994 [39] (cross-
sectional, research)

49 (100%, 21–50) Chronic insomnia 
+1-night PSG SE < 85%

Nighttime HR
Stress-task HR

↑HR
↑HR reactivity

Bonnet, 1995 [40] (cross-sectional, 
research)

20 (NA, 18–50) Chronic insomnia 
+2-nights PSG SOL 
>30 min or SE < 85%

24-h VO2 ↑VO2

Bonnet, 1998 [41] (cross-sectional, 
research)

37 (NA, 18–50) Chronic insomnia 
+2-nights PSG SOL 
>30 min or SE < 85%

Nighttime HR
Nighttime HRV

↑HR
↓SDNN
↑LF
↓HF

Vgontzas, 2001 [42] (cross-
sectional, research)

24 (63%, 31.4 ± 6.7) Chronic insomnia 
+1-night PSG < 80%

24-h HPA axis ↑Cortisol
↑ACTH
21:30–0:30

Shaver, 2002 [43] (cross-sectional, 
research)

53 (0%, 46.2 ± 3.3) Chronic insomnia 
+5-nights PSG < 85%

HPA axis
HR
MAP
NE

↑Cortisol
NS
NS
NS

Vgontzas, 2002 [44] (cross-
sectional, research)

22 (64%, 31.6 ± 6.7) Chronic insomnia 
+1-night PSG < 80%

IL-6
TNF-α

↑IL-6
14:00–21:00

Vgontzas, 2009 [16] (cross-
sectional, population-based)

1741 (48%, 20–88) Insomnia symptoms 
+1-night PSG 5–6 h
Insomnia symptoms 
+1-night PSG ≤ 5 h
Chronic insomnia 
+1-night PSG 5–6 h
Chronic insomnia 
+1-night PSG ≤ 5 h

HTN OR = 1.48
OR = 2.43⁎

OR = 3.53⁎

OR = 5.12⁎

Vgontzas, 2009 [45] (cross-
sectional, population-based)

1741 (48%, 20–88) Insomnia symptoms 
+1-night PSG 5–6 h
Insomnia symptoms 
+1-night PSG ≤ 5 h
Chronic insomnia 
+1-night PSG 5–6 h
Chronic insomnia 
+1-night PSG ≤ 5 h

T2D OR = 1.55
OR = 1.06
OR = 2.07
OR = 2.95⁎

Vgontzas, 2010 [46] (longitudinal, 
population-based)

1741 (48%, 20–88) Chronic insomnia 
+1-night PSG < 6 h
Chronic insomnia 
+1-night PSG < 6 h

Mortality
Men
Women

OR = 4.00⁎

OR = 0.36

Knutson, 2011 [47] (cross-sectional, 
population-based)

571 (37%, 37–52) Insomnia symptoms +6-
days ACT <80%

Glucose
Insulin
HOMA

↑Glucose
↑Insulin ↑HOMA
if T2D

Fernandez-Mendoza, 2012 [17] 
(longitudinal, population-based)

786 (49%, 20–84) Insomnia symptoms 
+1-night PSG < 6 h
Chronic insomnia 
+1-night PSG < 6 h

HTN OR = 1.34
OR = 3.75⁎

Spiegelhalder, 2011 [48] (cross-
sectional, research)

104 (39%, 
39.5 ± 11.8)

Insomnia disorder +2nd-
night PSG < 85%

Nighttime HR
Nighttime HRV

↓SDNN
↓RMSSD
↓pNN50
↓HF
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First author, year (design, sample) N (men, age) Insomnia phenotype Outcome Findings

Vasisht, 2013 [49] (cross-sectional, 
research)

28 (39%, 30–64) Insomnia disorder 
+1-night PSG ≤ 6 h

Glucose
2-h glucose
HA1C
Insulin
HOMA-B
HOMA-IR
2-h insulin
2nd-phase ins. 
resp.
IS

NS
NS
NS
↓Insulin
↓HOMA-B
↓HOMA-IR
↓2-h insulin
↓2nd-phase ins. resp.
↓IS

Fernandez-Mendoza, 2014 [50] 
(cross-sectional, population-based)

327 (46%, 5–12) Insomnia symptoms 
+1-night PSG < 7.7 h

HPA axis ↑Cortisol
19:00 & 7:00

Li, 2015 [51] (cross-sectional, 
clinical)

315 (33%, 
40.0 ± 10.2)

Insomnia disorder + 
MSLT >14 min
Insomnia disorder + 
MSLT >17 min

HTN OR = 3.27⁎

OR = 4.33⁎

D’Aurea, 2015 [52] (cross-sectional, 
research)

30 (17%, 30–55) Insomnia disorder 
+2-nights PSG ≤ 5 h

Glucose
Cortisol
Insulin
HOMA
ACTH
GH

↑Glucose
↑Cortisol
NS
NS
NS
NS

Bathgate, 2016 [30] (cross-sectional, 
clinical)

255 (35%, 
46.2 ± 13.7)

Insomnia disorder 
+2-nights PSG < 6 h

HTN OR = 3.59⁎

Castro-Diehl, 2016 [53] (cross-
sectional, population-based)

527 (46%, 45–84) Insomnia symptoms +7-
days ACT <7 h

HR
HF-HRV
reactivity

↑HR
↑HF-HRV
reactivity

Johann, 2017 [31] (cross-sectional, 
clinical)

328 (38%, 
44.3 ± 12.2)

Insomnia disorder +1st-
night PSG < 6 h
Insomnia disorder +2nd-
night PSG < 6 h

HTN OR = 0.79
OR = 1.21

Fernandez-Mendoza, 2017 [54] 
(cross-sectional, population-based)

378 (54%, 12–23) Insomnia symptoms 
+1-night PSG ≤ 7 h

CRP
IL-6
TNF-α

↑CRP
NS
NS

Jarrin, 2018 [55] (cross-sectional, 
research)

180 (37%, 
49.9 ± 11.3)

Insomnia disorder 
+2-nights PSG < 6 h

Nighttime HR & 
HRV

↑HR
↓HF
↑LF/HF

Fernandez-Mendoza, 2018 [56] 
(cross-sectional, population-based)

1741 (48%, 20–88) Chronic insomnia or 
symptoms +1-night 
PSG < 6 h

CVD/CBVD OR = 2.00⁎

Bertisch, 2018 [57] (longitudinal, 
population-based)

4994 (47%, 
64.0 ± 11.1)

Insomnia symptoms 
+1-night PSG < 6 h

CVD/CBVD
Mortality

HR = 1.29⁎

HR = 1.07

Note that when the age range was not available, the mean and standard deviation for the insomnia group is reported. ACT, actigraphy; CRP, C-reactive protein; 
CVD, prevalent or incident cardiovascular diseases in cross-sectional and longitudinal studies, respectively, including myocardial infarction (MI), coronary heart 
disease (CHD) and/or heart failure (HF); CBVD, prevalent or incident cerebrovascular diseases in cross-sectional and longitudinal studies, respectively, including 
ischemic stroke; HTN, prevalent or incident hypertension in cross-sectional and longitudinal studies, respectively; HR, hazard ratio or heart rate, depending on 
the study; HRV, heart rate variability; IL-6, interleukin 6; IS, insulin sensitivity; MSLT, multiple sleep latency test; NA, not available; NE, norepinephrine; NS, not 
statistically significant; OR, odds ratio; PSG, polysomnography; T2D, prevalent or incident type 2 diabetes in cross-sectional and longitudinal studies, respec-
tively; TNF-α, tumor necrosis factor alpha.
⁎ Statistically significant.

TABLE 29.4 Cardiometabolic disease risk associated with insomnia based on objective sleep measures.—cont’d
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duration [12, 64–67]. Based on this observation, Li and col-
leagues [51] showed in an in-lab study of 315 patients that 
chronic insomnia combined with an MSLT >14 min, was 
associated with 3.3-fold increased prevalence of HTN (de-
fined as SBP ≥ 140 mmHg or DBP ≥ 90 mmHg and/or an-
tihypertensive medication use), whereas chronic insomnia 
with MSLT <14 min was not (OR = 1.17). This association 
with HTN was 4.3-fold for chronic insomnia combined 
with an MSLT >17 min [51]. This study also showed that 
chronic insomnia was associated with increasing SBP and 
DBP levels in a dose-response manner as a function of in-
creasing MSLT levels [51]. Taken together, there appears to 
be methodologically stronger evidence that supports the hy-
pothesis that the association between chronic insomnia and 
HTN is primarily found in those with short sleep duration 
(< 6 h) or other markers of physiologic hyperarousal (MSLT 
>14 min). Nevertheless, more studies are needed to examine 
the synergistic effect of having both insomnia disorder and 
objective short sleep duration on BP regulation and differ-
ent levels of HTN using longitudinal design. Furthermore, 
previous studies using objective sleep or alertness measures 
could not examine other subclinical markers of BP regula-
tion such as nighttime BP or non-dipping BP levels.

The association of insomnia with subclinical markers of 
BP regulation has been examined primarily in laboratory-
based studies. An elevated nighttime SBP and a lower day-
to-night SBP dipping have been found in a study of otherwise 
normotensive patients with chronic insomnia disorder [68]. 
Interestingly, beta (15–35 Hz) activity in the electroencepha-
logram (EEG) during the PSG study was positively correlated 
with concomitant nighttime SBP [68]. Also, BP dysregulation 
has been observed in individuals with chronic insomnia dis-
order in response to a psychosocial stress challenge test [69]. 
Another study has shown that morning-to-evening and day-
to-day ambulatory BP variability was significantly higher in 
patients with chronic insomnia compared to good sleeping 
control, an association that was greatest in chronic insomnia 
combined with short sleep duration [70]. In a recent system-
atic review of 26 observational studies comprising 1484 sub-
jects, Nano and colleagues [71] have reported that 80% of 
these studies found significant differences in cardiovascular 
activity, including impaired heart rate variability (HRV) or 
BP dysregulation, and that the insomnia with objective short 
sleep duration phenotype [12] presented most consistent 
findings across markers of impaired cardiovascular regula-
tion [71]. The findings of several of these studies using objec-
tive sleep measures are summarized in Table 29.4.

In summary, epidemiologic and experimental stud-
ies support an association of insomnia with clinical HTN 
and subclinical BP dysregulation. However, most epide-
miologic evidence pertains to insomnia symptoms, rather 
than chronic insomnia disorder, was not able to control 
for SDB, and reported modest effect sizes. The interest in 
 understanding the dynamics of the association of chronic 

insomnia with HTN in those with objective short sleep du-
ration is growing, as seen by the spurt of literature examin-
ing these associations in recent years.

TYPE 2 DIABETES AND INSULIN 
RESISTANCE

The relationship between insomnia and metabolic dysfunc-
tion has been examined using either subclinical markers 
such as insulin resistance, increased fasting glucose, dys-
lipidemia or the clustering of these markers into the meta-
bolic syndrome (MetS) as well as using clinically-identified 
T2D. Multiple cross-sectional and longitudinal studies have 
reported significant associations between the presence of 
insomnia symptoms and insulin resistance, increased fast-
ing glucose levels and prevalent or incident T2D [29, 32, 
36, 45, 52, 72]. As shown in Table  29.3, a meta-analysis 
performed by Cappuccio and colleagues [32] on findings 
from 10 large longitudinal studies comprising a total of 
107,756 subjects, estimated that the risk of incident T2D as-
sociated with the insomnia symptoms of difficulty initiating 
sleep and difficulty maintaining sleep was about 57% and 
84%, respectively. The vast majority of the epidemiologic 
studies relied on broad self-reported definitions of sleep 
disturbance/sleep quality and, in some studies, of insom-
nia symptoms. However, two experimental studies did not 
find an association between chronic insomnia disorder and 
impaired glucose metabolism in the oral glucose tolerance 
test [73] or hyperinsulinemic-euglycemic clamp [74] under 
laboratory conditions. The relationship between insomnia 
and MetS—the clustering of central obesity, dyslipidemia, 
insulin resistance or glucose dysregulation, and/or elevated 
BP—has revealed to be much more complex, if not lim-
ited and inconsistent [75–82]. The only longitudinal study 
to date found that while insomnia symptoms were associ-
ated with incident MetS over a 3-year follow-up, chronic 
insomnia disorder was not [80]. In contrast to these incon-
sistent findings, it is well-established that SDB is associated 
with the MetS (see Chapter 32). A potential explanation for 
the stronger association of SDB with MetS as compared 
to chronic insomnia disorder, may be related to differing 
underlying mechanisms. A core feature of MetS is central 
obesity, which is a strong risk factor for the development 
of SDB (see Chapter  32) but not chronic insomnia [5, 6, 
8]. Individuals with chronic insomnia disorder are typically 
non-obese, not significantly heavier than healthy controls, 
and not likely to develop obesity despite sleeping objec-
tively shorter than controls [83–85], findings consistent 
with the presence of increased whole-body metabolic rate 
[40]. Importantly, PSG sleep duration does not significantly 
correlate with body mass index in individuals with chronic 
insomnia disorder [84]. These data indicate that chronic in-
somnia may be linked to impaired glucose levels and T2D 
through underlying mechanisms other than central obesity.
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As with HTN above, the risk of T2D has also been 
examined from the perspective of an interplay between 
insomnia and short sleep duration that can explain the 
heterogeneity and small effect sizes of previous findings  
(see Table 29.4). In another study of the PSAC, Vgontzas 
and colleagues showed that individuals with chronic in-
somnia who slept objectively between 5 and 6 h and those 
with chronic insomnia who slept <5 h were 2.1 and 3.0 
times more likely to have T2D (defined as fasting plasma 
glucose ≥126 and/or use of T2D medication), respectively, 
as compared to good sleepers [45]. In contrast, individuals 
with chronic insomnia who slept objectively >6 h were not 
significantly associated with increased odds of prevalent 
T2D (OR = 1.10) [45]. The few other epidemiologic studies 
that have examined the combined effect of insomnia symp-
toms and short sleep duration on T2D risk have reported 
similar findings. For example, a large study showed that 
individuals who reported poor sleep quality and sleeping 
<6 h had 6.4-fold odds of impaired glucose tolerance [86]. 
In another small study, individuals with chronic insomnia 
disorder who slept objectively <6 h (as measured by PSG) 
responded to an oral glucose tolerance test with lower insu-
lin secretion in conjunction with greater insulin sensitivity, 
and no difference in glycemic control, compared to those 
with chronic insomnia disorder who slept objectively >6 h 
[49]. These findings were consistent with an epidemiologic 
study that found that individuals with insomnia symptoms 
who slept objectively short (ACT sleep efficiency <80%) 
were associated with lower insulin levels and greater insulin 
sensitivity if they did not have T2D, while individuals with 
insomnia symptoms who slept objectively short were as-
sociated with worse insulin sensitivity if they also had T2D 
[47]. In a large, community study (N = 3911), Kalmbach 
and colleagues found that individuals with insomnia disor-
der who reported sleeping <6 h were 1.83 times more likely 
to report a history of T2D than good sleepers, even after 
adjusting for sex, age and obesity [29]. Finally, in a recent 
study of 30 adults, D’Aurea and colleagues showed that in-
dividuals with chronic insomnia who slept objectively <5 h  
(as measured by PSG) had significantly higher fasting glu-
cose levels than individuals with insomnia who slept ob-
jectively longer than 5 h [52]. The findings of these and 
other studies using objective sleep measures and metabolic 
function indices are summarized in Table 29.4. There are no 
studies, however, that have examined the synergistic effect 
of insomnia and objective short sleep duration on prevalent 
or incident MetS.

In summary, most research suggests a significant as-
sociation between insomnia symptoms and metabolic dys-
function, including increased risk of T2D. The available 
evidence suggests that this risk is stronger in chronic in-
somnia disorder when coupled with objective short sleep 
duration. The association of chronic insomnia with MetS is 
not clear and deserves further investigation in well-defined 

samples by assessing the severity and chronicity of insom-
nia, including objective measures of relevant confounders 
such as SDB as well as of nighttime sleep (e.g., PSG or 
ACT) or daytime alertness (e.g., MSLT).

HEART DISEASE AND STROKE

As mentioned above, clinical observation indicated early on 
a high comorbidity between insomnia and CVD and CBVD. 
Clinical patients with chronic insomnia were observed to 
have a history of heart disease or stroke to a greater rate than 
expected for the general population or similar outpatients 
[10, 11, 38]. However, whether insomnia itself conferred 
a significant increased risk of developing CVD or CBVD 
remained largely unstudied until the past decade, in which 
an abundance of data has flourished. Epidemiologic studies 
have examined whether insomnia is a risk factor for coro-
nary heart disease (CHD), myocardial infarction (MI), heart 
failure, or, to a lesser extent, ischemic stroke [33–35]. As 
shown in Table 29.3, several systematic reviews and meta-
analyses have been published in the past few years on the 
association of insomnia with these CVD and CBVD [33, 
34]. The available longitudinal studies have estimated that 
individuals with insomnia symptoms have a 45% higher 
risk of incident CVD [34], a 41% risk of incident MI [33], 
and 55% of incident CHD or CBVD [33]. Once again, the 
available evidence on increased CVD/CBVD risk pertains 
primarily to insomnia symptoms, rather than chronic in-
somnia disorder, and most studies did not include PSG and 
could not control for SDB (see Chapter 32).

Following the seminal findings in the PSAC of a syn-
ergistic effect between insomnia and objective short sleep 
duration on the risk for HTN and T2D [16, 17, 45], other 
independent investigators have examined whether this in-
somnia phenotype is also more strongly associated with 
CVD/CBVD than insomnia with normal sleep duration. 
This hypothesis has been examined in several epidemio-
logic studies with the limitation that most of them relied on 
self-reported sleep duration, which may account for some 
of the inconsistent findings [29, 56–60, 87]. Specifically, 
Kalmbach and colleagues found in a large community study 
(N = 3911) that individuals with insomnia disorder who re-
ported sleeping <6 h were 3.2 and 3.8 times more likely 
than good sleepers to report a history of myocardial infarc-
tion and stroke, respectively, even after adjusting for sex, 
age and obesity [29]. Recent work from the PSAC has also 
shown a cross-sectional association between insomnia with 
objective short sleep duration and prevalent CVD/CBVD 
[56]. This study showed that compared to normal sleepers 
who slept objectively >6 h (as measured by PSG), indi-
viduals with insomnia who slept objectively <6 h were 2.0 
times more likely to have a history of CVD/CBVD, while 
individuals with insomnia who slept >6 h of sleep were 
not significantly associated with prevalent CVD/CBVD 
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(OR = 1.3) [56]. Importantly, Bertisch and colleagues [57] 
examined whether insomnia symptoms with PSG-measured 
short sleep duration were associated with increased risk of 
incident CVD/CBVD in 4437 subjects from the Sleep Heart 
Health Study (SHHS). Individuals with insomnia symp-
toms who slept objectively <6 h showed a 29% higher risk 
of developing CVD/CBVD after a median of 11.4 years of 
follow-up, while individuals with insomnia symptoms who 
slept objectively >6 h were not at significantly increased 
risk of incident CVD/CBVD (HR = 0.99) [57]. Thus, the 
available epidemiologic studies support an association of in-
somnia with CVD/CBVD and that this association is found 
when insomnia is defined based on objectively-measured 
short sleep duration. The findings of studies using objective 
sleep measures are summarized in Table 29.4.

Finally, several large epidemiologic studies have exam-
ined the association of insomnia with all-cause and CVD/
CBVD mortality. Early studies reported either a lack of mor-
tality risk associated with insomnia or even a protective ef-
fect [9], however, two recent meta-analyses including 13 and 
17 studies and 122,501 and 311,260 subjects, respectively, 
estimated that individuals with insomnia symptoms had a 
33%–45% increased risk of CVD/CBVD mortality [33, 34] 
as compared to good sleepers (see Table 29.3). Following 
the approach of a synergistic effect between insomnia and 
objective short sleep duration on the risk of HTN and T2D 
[16, 17, 45], Vgontzas and colleagues [46] found that men 
from the PSAC with chronic insomnia who slept objec-
tively <6 h (as measured by PSG) were associated with a 
fourfold increased odds of all-cause mortality after 10 years 
of follow-up, a risk that was elevated to sevenfold among 
men with this insomnia phenotype and comorbid HTN or 
T2D at baseline. In contrast, no significant association was 
found in men who slept objectively >6 h or in women [46]. 
However, this study was limited by the small number of 
deceased men (21%) and women (5%), which precluded 
estimating the risk of CVD/CBVD mortality in either gen-
der. Only three studies have further examined whether in-
somnia is associated with increased mortality in men, but 
not women, or when combined with short sleep duration. In 
a cohort study of 6236 adults (40–45 years old) followed-
up after 13–15 years, Sivertsen and colleagues [88] found 
that the risk of all-cause mortality associated with insomnia 
symptoms was 4.7-fold in men, a gender difference that has 
been replicated in another large study [89]. Furthermore, 
the authors found that individuals with insomnia symptoms 
who reported sleeping <6.5 h had a 2.8-fold risk of all-
cause mortality, whereas individuals with insomnia symp-
toms who reported sleeping >6.5 h were not associated with 
a significant mortality risk (HR = 1.8) [88]. In contrast, the 
recent study by Bertisch and colleagues [57] could not rep-
licate these findings and found neither gender differences 
in mortality risk nor increased all-cause or CVD/CBVD 
mortality in individuals with insomnia  symptoms who slept 

objectively <6 h (HR = 1.07) in the SHHS. Thus, the asso-
ciation between insomnia and mortality is rather modest 
and inconsistent, particularly when chronicity criteria is not 
used. Recent studies that have focused on chronic insomnia 
or used PSG measures have suggested an increased mortal-
ity risk, particularly in men and in those with short sleep du-
ration. However, these findings have not been consistently 
replicated (see Table 29.4). It is likely that the association 
of insomnia with mortality is rather complex and multiple 
methodological (i.e., definitions used, cohort effects, criti-
cal length of survival time) and developmental factors (i.e., 
aging in normal sleepers) are at play. Future studies are 
needed with larger cohorts, uniform criteria for insomnia 
disorder, and objective sleep data to identify the population 
with the greatest mortality risk.

STRESS, IMMUNITY AND HEALTH 
BEHAVIORS

Regardless of the theoretical model adopted to explain the 
pathophysiology of insomnia (e.g., neurobiological, behav-
ioral), the etiology of insomnia has been conceptualized 
from a diathesis-stress perspective since the 1980s. It is 
posited that the joint effects of stressful life events [90] and 
cognitive-emotional factors are central to the etiopathogen-
esis of insomnia [91]. In other words, certain individuals 
with predisposing traits, when faced with common, unex-
pected or traumatic precipitating events, experience stress-
related insomnia symptoms. To cope with this transient 
insomnia, individuals use maladaptive cognitive and behav-
ioral resources that ultimately lead to developing a chronic 
insomnia disorder [91]. From a neurobiological perspec-
tive, however, it is hypothesized that physiologic changes 
in the stress and immune system are also responsible for the 
perpetuation of chronic insomnia [12, 92, 93].

Early studies focused on the neuroendocrine stress re-
sponse and were driven by the seminal study on psycho-
physiologic hyperarousal in insomnia by Monroe [94]. The 
majority of in-lab studies, with three exceptions, have re-
ported increased hypothalamic-pituitary-adrenal (HPA) axis 
activation in individuals with chronic insomnia, including 
increased cortisol secretion and alterations in the diurnal cor-
tisol profile [12, 92, 93]. Other neuroendocrine studies found 
that overnight norepinephrine and catecholamine metabolite 
levels were increased in individuals with chronic insomnia 
or were correlated with PSG indices of sleep disturbance in 
insomnia patients [12, 93]. Also, other studies, with a few 
exceptions, have found that insomnia is associated with in-
creased nocturnal HR, impaired HRV, altered sympathovagal 
balance, as measured by impedance cardiography, increased 
whole-body metabolic rate, increased pupil size (indicative 
of sympathetic activation), increased or altered systemic in-
flammation, and increased central nervous system activation 
during wake and sleep [12, 37, 71, 92, 93, 95].
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Physiologic changes in cardiac autonomic modula-
tion and inflammation are of particular relevance to the 
increased cardiometabolic disease risk observed in indi-
viduals with insomnia (see Chapter  26). Only in the past 
few years two systematic reviews and meta-analyses have 
been published on the association of insomnia with HR, 
HRV and other indices of cardiac autonomic modulation  
[71, 95]. The multiple studies to date suggest a shift toward 
a predominance of sympathetic modulation during both 
wake and nighttime periods in individuals with chronic in-
somnia disorder, given the observed decreased parasympa-
thetic activity (as measured by high-frequency HRV) during 
NREM sleep and increased sympathetic nervous system ac-
tivity, as measured by impedance cardiography and the low- 
to high-frequency (LF/HF) ratio in HRV [71]. Importantly, 
studies in which a positive association was reported, indi-
viduals with chronic insomnia were carefully screened and 
showed objective sleep disturbances (as measured by PSG 
or ACT), while studies that did not find an association be-
tween chronic insomnia and HRV parameters defined the 
disorder solely based on subjective reports [12, 71]. For 
example, Spiegelhalder and colleagues [48] found that 
when objective measures were not used, chronic insomnia 
patients did not differ significantly from their good sleeper 
counterparts in either resting HR or nighttime HRV [48]. 
On the other hand, chronic insomnia subjects with objective 
short sleep duration (PSG sleep efficiency <85%) had re-
duced parasympathetic activity compared to good sleepers, 
while chronic insomnia subjects with normal sleep duration 
(PSG sleep efficiency >85%) had similar measures of HR 
and HRV as good sleeping controls [48]. The findings of 
the studies that used objective sleep measures in insomnia 
subjects are presented in Table 29.4.

Studies focusing on immune system activity in individu-
als with insomnia have been more limited and have reported 
modest associations [37]. Epidemiologic studies in adults 
reported no significant association between insomnia symp-
toms and C-reactive protein (CRP) levels, an acute-phase 
inflammatory protein of hepatic origin that increases follow-
ing interleukin-6 (IL-6) secretion [96]. However, in-lab con-
trolled studies found increased inflammation in individuals 
with chronic insomnia compared to good sleepers, as mea-
sured by the secretion [97] and diurnal profiles of IL-6 [44]. 
In these latter studies, individuals with chronic insomnia 
were carefully-screened and showed objective sleep distur-
bances (as measured by PSG). Indeed, evidence accumulates 
that biomarkers of stress and immune system hyperarousal 
are primarily present in individuals with insomnia and short 
sleep duration [12, 52, 53, 98–101] (see Table 29.4). For ex-
ample, in a controlled, in-lab study Floam and colleagues 
[98] showed that young adults with insomnia disorder slept 
objectively shorter (as measured by ACT) and had elevated 
HPA-axis and pro-inflammatory activity than good sleep-
ing controls and that ACT-measured wake after sleep onset 

(WASO) was positively associated with HPA-axis activ-
ity among insomnia participants. In another in-lab study, 
D’Aurea and colleagues [52] showed that middle-aged adults 
with chronic insomnia who slept objectively <5 h (as mea-
sured by PSG) had significantly higher cortisol levels than 
individuals with chronic insomnia who slept objectively >5 h 
and that cortisol and adrenocorticotropic hormone (ACTH) 
levels were inversely correlated with PSG-measured sleep 
duration among individuals with chronic insomnia. Castro-
Diehl and colleagues [53] found in a population-based study 
of 527 adults from the MultiEthnic Study of Atherosclerosis 
(MESA), that individuals with insomnia symptoms who slept 
objectively <7 h (as measured by ACT) had greater HR or-
thostatic reactivity and high-frequency HRV mental reactiv-
ity compared to good sleepers. The authors concluded that 
insomnia with objective short sleep duration was associated 
with lower levels of cardiac parasympathetic tone and/or 
higher levels of sympathetic activity [53], a finding consistent 
with de Zambotti and colleagues [100] data supporting dys-
functional sympathetic activity but normal parasympathetic 
modulation before and during sleep in young adults with 
chronic insomnia who sleep objectively shorter compared to 
controls. Finally, in a recent study of 378 adolescents from 
the Penn State Child Cohort (PSCC), Fernandez-Mendoza 
and colleagues [54] found that adolescents with insomnia 
symptoms who slept objectively <7 h (as measured by PSG) 
had significantly higher CRP levels as compared to good 
sleepers. In contrast, adolescents with insomnia symptoms 
who slept objectively >7 h were not associated with signifi-
cantly increased CRP levels [54].

In summary, peripheral and central markers of increased 
HPA axis activity and impaired cardiac autonomic modula-
tion are primarily found in individuals with chronic insom-
nia and objective short sleep duration, a phenotype in which 
24-h hyperarousal is the main pathophysiologic mechanism 
[12, 102]. Thus, neuroendocrine dysregulation, cardiac au-
tonomic imbalance, and chronic low-grade inflammation 
are believed to underlie the increased cardiometabolic dis-
ease risk associated with chronic insomnia with objective 
short sleep duration. A diagrammatic representation of this 
conceptual model is presented in Fig. 29.1.

Another potential pathway by which insomnia is linked 
to greater cardiometabolic disease risk that deserves separate 
consideration is the presence of inadequate health-related 
behaviors (see Chapters 21–25). Individuals with insomnia 
are indeed more likely to report smoking, excessive alcohol 
or caffeine use and lack of physical activity [103], which 
are all well-established lifestyle CMR. Individuals with in-
somnia have also been found to have lower cardiorespiratory 
fitness, which is an independent risk factor for CVD/CBVD 
[104]. Another health-related behavior recently examined as 
a potential link between insomnia and cardiometabolic dis-
ease risk has been poor diet [105, 106]. A recent large, gen-
eral population study, for example, found that  individuals 
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who reported insomnia symptoms were associated with an 
inadequate intake of alpha-carotene, calcium, selenium, salt, 
carbohydrates, vitamin D, lycopene, or dodecanoic, hexa-
decanoic, butanoic, or hexanoic acids [106]. It is likely that 
the relationship between insomnia and many of these health-
related behaviors is bidirectional [5, 6, 8, 103]. Interestingly, 
however, sleep hygiene therapy alone, which targets most of 
these inadequate health behaviors, is not an effective treat-
ment for chronic insomnia disorder [107]. Importantly, most 
studies reviewed above on the association of insomnia with 
CMR or CVD/CBVD adjusted for the potential confounding 
effect of alcohol and smoking but not diet or physical activ-
ity. More work is needed to establish the relative contribu-
tion and potential causal role of inadequate health behaviors 
to the increased cardiometabolic disease risk associated with 
insomnia, above and beyond the other putative stress-, au-
tonomic-, and immune-related mechanisms (see Fig. 29.1).

PUBLIC HEALTH AND CLINICAL 
IMPLICATIONS

If insomnia symptoms and chronic insomnia account 
for about 40% of the population and are significantly 

 associated with increased cardiometabolic disease risk, 
there is no doubt then that they should become a target 
of public health policies [108]. Better screening of in-
somnia in the general population is needed, including in 
family medicine, occupational and school settings. There 
are existing brief, reliable, valid and easy to use self- 
reported tools that can help identify individuals from the 
general population with subthreshold insomnia symp-
toms and with clinically significant insomnia, such as the 
insomnia severity index (ISI), as well as objective mea-
sures of sleep duration such as ACT or home-based PSG. 
This improved detection of insomnia should lead to early 
phenotyping of those at greatest risk and early targeted 
treatment, and may help prevent downstream adverse 
health outcomes, including cardiometabolic risk [102]. 
Such preventive interventions should also be conducted 
outside the clinical office at the community level, mim-
icking those that are applied for cardiometabolic disease 
risk reduction.

Chronic insomnia disorder has become the focus of 
many professional health organizations. The American 
College of Physicians (ACP) has recently released a clini-
cal guideline recommending that “all adult patients receive 
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FIG. 29.1 Insomnia with short sleep duration and cardiometabolic disease risk. The dotted arrow represents the synergistic effect between insomnia 
and objective short sleep duration on cardiometabolic disease risk. This diagram depicts how objective short sleep duration in individuals with insomnia 
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cognitive-behavioral therapy for insomnia (CBT-I) as the 
initial treatment for chronic insomnia disorder” and that 
“clinicians use a shared decision-making approach, includ-
ing a discussion of the benefits, harms, and costs of short-
term use of [sleep] medications, to decide whether to add 
pharmacological therapy in adults with chronic insomnia 
disorder in whom CBT-I alone was unsuccessful” [107]. 
This clinical guideline represents a shift in the current 
treatment of insomnia and disseminates CBT-I as a well-
established, first-line, effective treatment. However, the in-
troduction of pharmacological therapy, which is the current 
norm, is left up to a failure to respond to CBT-I alone, which 
indicates that the field still has difficulties matching insom-
nia treatments to specific phenotypes. This issue pertains 
to the relationship between insomnia and cardiometabolic 
disease risk, as it is unknown whether insomnia therapies 
are associated with concomitant improvements in physiol-
ogy (e.g., improved inflammation, cortisol, HRV) or health 
behaviors (e.g., increased physical activity, improved diet). 
It is also unclear whether any improvements in physiology 
and health behaviors would attenuate the long-term cardio-
metabolic disease risk associated with chronic insomnia 
disorder.

There are no randomized clinical trials (RCT) that have 
systematically assessed whether widely-used pharmaco-
logical therapies (e.g., zolpidem, trazodone) improve CMR.  
A recent clinical trial found that the addition of the intermediate- 
acting benzodiazepine estazolam to usual antihyperten-
sive treatment in individuals with insomnia produced sig-
nificant mean decreases in BP levels of −8 to −11 mmHg 
as compared to placebo with antihypertensive treatment 
as usual, which produced mean decreased in BP levels of 
about −3 mmHg [109]. In contrast, a recent clinical trial 
that examined the effect of CBT-I, administered via a web 
platform (SLEEPIO) for 8 weeks, on ambulatory BP levels 
showed no statistically significant or clinically meaningful 
changes as compared to the standard of care of education 
on vascular risk factors (−0.9 vs 0.8 mmHg, respectively) 
[110]. Interestingly, Bathgate and colleagues [111] have re-
cently reported that individuals with chronic insomnia who 
slept objectively <6 h (as measured by ACT) had a blunted 
response to CBT-I, while individuals with chronic insomnia 
who slept objectively >6 h showed high response and re-
mission rates after undergoing CBT-I.

Thus, future RCTs should be designed to test the effec-
tiveness of pharmacological and cognitive-behavioral thera-
pies for insomnia in improving subclinical and prognostic 
markers of cardiometabolic disease risk, particularly in in-
dividuals with chronic insomnia and objective short sleep 
duration. It is likely that combined CBT-I plus pharmaco-
logical treatment in the most severe insomnia phenotype 
would show the most significant and clinically-relevant ef-
fects on cardiometabolic outcomes, however, this hypoth-
esis needs to be tested.

CONCLUSION

Insomnia is a premorbid risk factor for CVD/CBVD, in-
cluding mortality. Accumulating evidence suggests that the 
association of insomnia with CMR is more pronounced 
when insomnia is defined as a chronic disorder and is as-
sociated with objective short sleep duration (i.e., < 6 h) or 
other measures of physiologic hyperarousal (e.g., such as 
longer latencies in the MSLT). Evidence suggests that mea-
sures of insomnia, and especially objective sleep measures, 
should be included in the estimation of cardiometabolic dis-
ease risk in the clinical and general population. Future stud-
ies should make use of sophisticated in-lab and ambulatory 
study designs in order to better understand the cardiovas-
cular and metabolic profiles of individuals with chronic in-
somnia in an ecologically-valid manner. Also, longitudinal 
studies with a lifespan perspective are needed in order to 
better understand in which critical developmental stages in-
somnia starts to have an impact on cardiometabolic disease 
risk. As mentioned above, well-designed RCTs are needed, 
as they will not only provide therapeutic evidence but also 
proof-of-concept that improving insomnia and sleep dura-
tion improves cardiometabolic biomarkers. Based on the 
current evidence, personalized medicine approaches us-
ing treatment-matching to specific insomnia phenotypes in 
large RCTs are essential.
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GLOSSARY

Actigraphy An ambulatory method to estimate an indi-
vidual’s sleep and wake using an accelerometer attached 
to the non-dominant wrist.

Cardiometabolic risk factors Specific clinical and sub-
clinical factors that put individuals at risk of cardiovas-
cular or cerebrovascular disease. Traditionally, elevated 
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blood pressure, including hypertension, insulin resis-
tance, including type 2 diabetes, dyslipidemia and obe-
sity are included. Lifestyle risk factors such as smoking, 
alcohol abuse, physical inactivity, and inadequate diet 
are also included within this category.

Cardiovascular disease A broad category that includes 
all disorders of the circulatory system, including coro-
nary heart disease such as myocardial infarction, periph-
eral artery disease, cardiomyopathy, heart failure or car-
diac arrhythmias.

Cerebrovascular disease A broad category that includes 
all disorders of the cerebral circulatory system and blood 
vessels in the brain, including ischemic stroke, transient 
ischemic attack, and subarachnoid or intracerebral hem-
orrhage.

Difficulty initiating sleep The report of inability to fall 
asleep at the desired bedtime.

Difficulty maintaining sleep The report of inability to 
resume sleep in the middle of the night or sleep period.

Early morning awakening The report of waking up too 
early before desired and having difficulty resuming sleep.

Nonrestorative sleep The report of unrefreshing sleep 
upon awakening regardless of the amount of sleep 
obtained. An insomnia symptom included in most epide-
miological studies and previous diagnostic nosologies.

Insomnia symptoms The report of difficulties initiat-
ing sleep, difficulties maintaining sleep, early morn-
ing awakening or, in some studies, nonrestorative 
sleep without any duration (chronicity) or impairment  
(daytime) criteria. Also referred to as “poor sleep” or 
“sleep difficulties” in some studies.

Insomnia disorder The report of difficulties initiating 
sleep, difficulties maintaining sleep or early morning 
awakening that occur at least 3 nights per week for at 
least 3 months and are associated with significant  daytime 

functioning impairment such as daytime fatigue, poor 
concentration, mood problems, or worry about insomnia 
itself, among others.

Metabolic syndrome The clustering of three or more of 
the cardiometabolic risk factors central obesity, elevated 
blood pressure, insulin resistance, hypercholesterolemia 
and/or hypertriglyceridemia.

Multiple sleep latency test The simultaneous recording 
of multiple physiologic measures (i.e., electroencepha-
lography, electrooculography, electromyography and 
electrocardiography, at minimum) during five daytime 
nap opportunities to ascertain a person’s daytime alert-
ness or sleep propensity. It can only be performed in the 
sleep lab attended by registered polysomnography tech-
nicians.

Polysomnography The simultaneous recording of mul-
tiple physiologic measures (i.e., electroencephalogra-
phy, electrooculography, electromyography and electro-
cardiography, at minimum) during the nighttime period 
to ascertain whether a person is asleep or awake and/or 
suffers from a sleep disorder. It can be performed in the 
sleep lab attended by registered polysomnography tech-
nicians or at home unattended using ambulatory moni-
toring.

Sleep fragmentation The report of multiple, brief  
(e.g., lasting <30 min) awakenings in the middle of the 
night or sleep period. A symptom typical of sleep disor-
dered breathing, movement-related disorders and other 
sleep disorders.

Sleep disordered breathing A cluster of sleep disorders in 
which respiratory function during sleep is compromised 
and presence in the form of loud upper-airway related 
sounds (snoring), breathing pauses and/or hypoventila-
tion. It ranges from simple snoring to obstructive sleep 
apnea and central sleep apnea. 
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WHAT IS OSA?

Obstructive sleep apnea (OSA) is the most common form of 
sleep disordered breathing. OSA is characterized by recur-
rent collapse of the soft tissues of the upper airway result-
ing in partial or complete cessation of airflow. Importantly, 
OSA is distinguished from central sleep apnea in that OSA 
patients continue to make respiratory efforts throughout the 
apnea. The mechanisms that cause obstructive sleep apnea 
have been the subject of intense investigation over the last 
20 years, during a surge in sleep apnea diagnoses, evolving 
treatment strategies, and a better understanding of sleep ap-
nea’s contribution to cardiovascular disease.

The upper airways, characterized by the oro- and naso-
pharyngeal spaces, are flexible multipurpose structures that 
accommodate mastication, deglutition of solids and liquids, 
clearance of secretions, phonation and respiration. Instead 
of the rigid cartilaginous support structure that characterizes 
the first few generations of lower airways, the upper airway 
relies on a complex array of muscles for support. Complete 
and partial airway closure is an essential part of swallowing 
and phonation. However, this capacity becomes pathologi-
cal when closure occurs repetitively during sleep. Although 
the threshold for normal versus abnormal is debated, pa-
tients with obstructive sleep apnea have respiratory events 
in sufficient frequency to cause clinical consequences.

Patients with obstructive sleep apnea have one or more 
anatomical or physiological predisposition to increase 
propensity for airway collapse. OSA patients may have 
crowded anatomy, with narrowing at different points of 
the upper airway. Obesity, with resultant increase in neck 
circumference and neck soft tissues, is associated with 
sleep apnea as well. Upper airway dilator muscle func-
tion is also important since OSA patients have increased 
activity of these muscles during wakefulness ostensibly in 

 compensation for  anatomical deficiency [1], but a fall in di-
lator activity at sleep onset yields collapse of a vulnerable 
airway. Finally, sedative/hypnotic drugs and alcohol are 
all positively associated with worsening sleep disordered 
breathing, likely due to their depressive effect on airway 
muscle tone (Fig. 30.1).

Apnea itself is characterized by a steady rise in carbon 
dioxide and fall in oxygen as the patient makes ineffective 
respiratory efforts that do not result in adequate air flow. 
Were apnea to continue indefinitely, the patient would 
expire. However, by themselves, neither hypoxia nor hy-
percapnia is the primary trigger for the body to intervene 
during these failed efforts. Rescue from apnea, in the form 
of cortical arousal and engagement of the dilator muscles 
of the upper airway, is instead triggered by increasingly 
negative pleural pressures, generated by the actions of the 
muscles of inspiration to expand the lung in the absence of 
airflow [2]. Patients are not typically aware of these arous-
als, but the requisite muscles are engaged for airway open-
ing and restoring adequate ventilation (Fig. 30.2).

Treatment of obstructive sleep apnea has focused on cor-
rection of the anatomical and physiological predispositions 
listed above. Both dietary weight loss and exercise have 
been shown to improve and even cure sleep apnea, with 
weight loss surgery studies often using correction of sleep 
disordered breathing as an important outcome. Avoidance 
of sedating medications and abstinence from alcohol are 
encouraged in all patients with OSA. In positional therapy, 
a wedge pillow or some other prop is used to maintain side 
sleep and thus lessen the degree of airway collapse due to 
gravity. Mandibular advancement devices, dental orthotics 
that push the mandible forward and thus tether open the air-
way, are used in a subset of patients. Their use is limited by 
patient anatomy and comfort during sleep. Finally,  surgical 
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treatments, including the uvulopalatopharyngoplasty (or 
UPPP), have mostly shown variable efficacy [3]. In more 
recent years, nocturnal hypoglossal nerve stimulation has 
shown promise as a method to maintain airway patency 
without triggering cortical arousal.

By far the most common and well-studied OSA treat-
ment is the use of positive airway pressure (PAP) devices to 
stent open the airway by providing inspiratory and expira-
tory airway transmural pressure. Continuous positive air-
way pressure (CPAP) devices have evolved considerably in 
recent years, and now are capable of collecting data on ap-
neic events, and adjusting applied pressure based on physio-
logical needs. Modern CPAP machines also standardly heat 
and humidify the air being provided to the patient. Three 
common masks are used: an oronasal mask sealing over the 
nose and mouth, a nasal mask that seals around the nose, 
and nasal “pillows,” a small chamber that rests on the upper 
lip, with fitted prongs that maintain a seal with the nares.

WHO GETS OSA?

Symptomatic obstructive sleep apnea with daytime som-
nolence affects 3%–7% of adult men and 2%–5% of adult 
women. The most commonly recognized risk factors are 
weight, age, and male gender, with a male to female ratio of 
around 2–3:1 when population surveys are performed [4]. 
Because men are referred much more often for sleep apnea 
testing than women, the prevalence of sleep apnea diagno-
ses has a sex ratio between 5 and 8:1 [5]. It is unclear if this 
difference in referral patterns is due to differences in clini-
cal suspicion in referring providers, differences in disease 
presentation, or other factors.

Both overweight and obese status are associated with 
increased risk of obstructive sleep apnea, as is weight gain 
regardless of final BMI, with a 32% increase in AHI and 
sixfold increase in moderate/severe OSA symptoms with a 
weight gain of 10% [6]. Studies that have attempted to dem-
onstrate an independent association of waist circumference 
or neck circumference have had mixed results [7, 8]. Sleep 
apnea increases significantly with age; in men, an AHI >10 
events per hour was present in 3.2% of patients aged 20–
44 years, 11.3% of those ages 45–64 years, and 18.1% of 
those >65 years of age [9]. In women, the progression is 
equally dramatic: 0.6%, 2.0% and 7.0% in the correspond-
ing cohorts [10]. Interestingly, estrogen, progesterone and 
testosterone may all play roles in the difference in sleep ap-
nea prevalence between the sexes [10]. In general, both men 
and women have worsening sleep quality with age, with 
more interruptions and a decrease in the amount of sleep 
per night. With respect to sleep apnea, it is hypothesized 
that increased neck fat deposition and tissue laxity may ad-
ditionally contribute [11, 12].

In addition to the above, several medical conditions 
make sleep apnea more likely. Both snoring and apneas 

increase during pregnancy especially in the third trimester 
[13], despite a decrease in supine sleep. Alcohol use can in-
duce apneas in otherwise healthy sleepers [14], and worsens 
apneas and hypoxia in those with existing sleep apnea [15]. 
Current smokers are more likely to snore and have OSA, at 
least in some studies [16]. Finally, PCOS in women, and 
Down’s Syndrome in both sexes are associated with very 
high (>60%) prevalence of obstructive sleep apnea [17, 18].

DOES HAVING OSA MAKE YOU MORE 
LIKELY TO HAVE CARDIOVASCULAR 
DISEASE?

Obstructive sleep apnea has been associated with hyper-
tension, coronary artery disease, stroke, heart failure and 
arrhythmias. In men with severe sleep disordered breath-
ing, increased coronary and cerebrovascular morbidity and 
mortality have been reported [19, 20]. Additionally, there is 
a dose-response to this association, with worsening apnea-
hypopnea indices being associated with greater cardiovas-
cular morbidity, further suggesting a potential causal link. 
Nevertheless, the precise mechanisms by which obstructive 
sleep apnea brings about cardiovascular disease remain un-
clear, and the presence of many common risk factors, such 
as obesity, age and alcohol/cigarette use, further compli-
cates distinguishing association from causation. Studies 
have explored the influence of OSA treatment on various 
cardiovascular end points to delineate better this relation-
ship between OSA and cardiovascular disease.

Hypertension

An increased prevalence of hypertension has been consis-
tently shown in OSA [21–24], and a dose-response effect 
between severity of OSA and blood pressure has been dem-
onstrated [21]. 71% of patients with resistant hypertension, 
defined as uncontrolled hypertension requiring at least three 
antihypertensive agents, have been shown to have OSA com-
pared to 38% of patients with controlled hypertension, and 
OSA is a common cause of secondary hypertension [25–27].

A causal relationship between OSA and hypertension 
is supported by multiple studies now showing modest but 
clinically relevant reductions in blood pressure with OSA 
treatment. CPAP has been shown to improve nocturnal 
nondipping and daytime hypertension. A metaanalysis of 
4888 patient showed CPAP reduced systolic blood pres-
sure on average by 2.5 mmHg and diastolic blood pressure 
by 2.0 mmHg. Similar reductions in blood pressure have 
been shown with oral appliance therapies [28]. Studies have 
shown greater blood pressure improvement in patients with 
more severe OSA and in those with resistant hypertension 
[29, 30]. This reduction in blood pressure has also been as-
sociated with increased CPAP adherence further strength-
ening the relationship between OSA and hypertension.
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Coronary artery disease

OSA has been associated with cardiovascular events re-
lated to coronary artery disease [20, 31]. Participants in the 
Wisconsin Sleep Cohort Study with severe sleep disordered 
breathing were 2.6 times more likely to have an incident 
coronary heart disease as defined by new reports of myo-
cardial infarction, coronary revascularization procedures, 
congestive heart failure and cardiovascular death, compared 
to participants without [31]. Similarly Marin et al. demon-
strated a higher incidence of fatal cardiovascular events and 
nonfatal cardiovascular events defined as nonfatal myocar-
dial infarction, nonfatal stroke, coronary artery bypass sur-
gery and percutaneous transluminal coronary angiography 
in patients with severe untreated obstructive sleep apnea 
compared to milder OSA and healthy participants. CPAP 
treatment of OSA was associated with reduced cardiovascu-
lar risk compared to severe untreated OSA [19]. However, 
these observational studies fall short of proving cardiovas-
cular benefits of CPAP.

Randomized trials exploring the effects of CPAP treat-
ment on cardiovascular events including coronary artery 
disease are mixed. The SAVE trial was a multicenter ran-
domized trial of 2717 adults with moderate to severe ob-
structive sleep apnea and coronary or cerebrovascular 
disease randomized to CPAP therapy plus usual care or 
usual care alone. After a mean follow up 3.7 years CPAP did 
not significantly reduce the composite end point from death 
from cardiovascular causes, myocardial infarction, stroke or 
hospitalization for unstable angina, heart failure of transient 
ischemic attack. No significant differences were observed in 
any of the cause-specific cardiovascular end points includ-
ing myocardial infarction or hospitalization for unstable an-
gina [32]. The RICCADSA trial randomized 244 nonsleepy 
patients with newly revascularized coronary artery disease 
and moderate to severe OSA to CPAP or usual care. Over 
a median follow-up of 57 months no statistically significant 
difference was observed in the incidence of the primary 
end point of repeat vascularization, myocardial infarction, 
stroke and cardiovascular mortality [33]. This study like 
the SAVE trial was limited by poor CPAP adherence and 
when adjusted, on-treatment analysis showed a significant 
cardiovascular risk reduction in those who used CPAP ≥4 
compared to <4 h per night.

A reverse causal pathway whereby coronary artery 
disease and myocardial infarction worsens sleep disor-
dered breathing has also been proposed. In the Sleep Heart 
Health Study, participants without cardiovascular disease 
completed two polysomnograms 5 years apart. Participants 
who developed incident cardiovascular events including 
myocardial infarction, heart failure and stroke, had greater 
increases in both mean obstructive and central apnea indi-
ces compared with patients without incident cardiovascular 
disease [34].

Others have examined the association between OSA and 
identified atherogenic risk factors such as dyslipidemia, en-
dothelial dysfunction and inflammatory markers to try and 
better elucidate the relationship between OSA and coronary 
artery disease [35]. Despite experimental studies on mouse 
models showing increasing levels of  triglyceride-rich lipo-
proteins with intermittent hypoxemia, cross-sectional hu-
man studies have not consistently supported a relationship 
between OSA and dyslipidemia. Studies on dyslipidemia 
are particularly challenged by the confounding effects of 
obesity [36, 37]. Similarly studies looking at CPAP treat-
ment on fasting lipid profiles have not shown a consistent 
improvement in the lipid profile but are methodologi-
cally limited. Studies on endothelial dysfunction, another 
recognized marker of atherosclerosis, largely support an 
association between OSA and endothelial dysfunction, 
strengthened by demonstration of improvement in endothe-
lial dysfunction with CPAP therapy [35, 38–42].

Cerebrovascular disease

Given shared atherogenic risk factors in cerebrovascular 
disease it is not surprising that a high prevalence of sleep 
disordered breathing has been reported in stroke patients. 
Sleep disordered breathing has been identified as both an 
independent risk factor for stroke and a consequence of 
strokes [43–46]. In one observational cohort study of 2011 
consecutive adults who underwent polysomnography, OSA 
was significantly associated with incident stroke with a haz-
ard ratio of 1.97 after adjusting for body mass index and 
cardiovascular risk factors [47]. A higher risk of stroke has 
been shown with higher apnea-hypopnea indices suggesting 
a dose response relationship [44]. A dose response relation-
ship has been also been demonstrated between severity of 
sleep disordered breathing and risk of recurrent vascular 
events and all-cause mortality in stroke and TIA patients 
[48]. Following strokes, sleep disordered breathing has 
been associated with worse cognitive and functional out-
comes [49]. Consequently a sleep study is recommended 
in TIA and stroke patients [50]. This is especially relevant 
given studies showing improvements in neurologic recov-
ery and recurrent vascular events with CPAP treatment post 
stroke. There remains however conflicting evidence on the 
effects of CPAP therapy in reducing stroke risk and further 
studies are needed [45].

Heart failure

Sleep disordered breathing, including obstructive sleep 
apnea and central sleep apnea, is found in at least 50% of 
patients with heart failure [51]. A bidirectional relationship 
between sleep disordered breathing and heart failure ex-
ists. Gottlieb et al. followed a total of 1927 men and 2495 
women aged ≥40 years free of heart failure over a median 
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of 8.7 years. Men with severe OSA were 58% more likely to 
develop heart failure compared to those without OSA. This 
association was not observed in females [52]. In another 
cohort of community dwelling older men, central sleep 
apnea was also shown to be associated significantly with 
development of clinical heart failure and increased risk of 
decompensated heart failure [53]. Conversely central sleep 
apnea and Cheyne-Stokes respiration have been shown to 
be a poor prognostic factor in heart failure, associated with 
increased postdischarge mortality and hospital readmission 
in acute heart failure [54–57].

CPAP treatment of OSA has been shown to improve 
symptoms and cardiac function and is the treatment of 
choice for OSA in heart failure [58–61]. However, the op-
timal management of central sleep apnea in heart failure, 
if any beyond medical optimization of the heart failure, is 
uncertain. The CANPAP trial randomized 258 heart failure 
patients (mean ejection fraction 24.5%) with CSA to CPAP 
or medical therapy alone and was stopped early due to lack 
of difference in transplant-free survival observed between 
the two groups [62]. This study was limited by variable 
CPAP adherence and posthoc subgroup analysis suggested 
a survival advantage in those effectively treated with CPAP 
to reduce the apnea-hypopnea index to below 15 events/h 
[63]. Adaptive servoventilation is a mode of positive air-
way pressure that adjusts the level of inspiratory support 
above an expiratory positive airway pressure with the goal 
of stabilizing ventilator instability. Smaller studies on ASV 
in heart failure with CSA have shown improvement in the 
apnea-hypopnea index and cardiac function but a recent 
randomized controlled trial, the SERVE-HF trial ASV, has 
questioned the benefits of ASV in systolic heart failure pa-
tients with CSA [64, 65].

SERVE-HF randomized 1325 heart failure with reduced 
ejection fraction ≤45% patients with moderate to severe, 
predominantly central sleep apnea to ASV or medical man-
agement. While ASV improved the apnea-hypopnea index 
there was no difference in the incidence of the primary 
endpoint of all-cause mortality, lifesaving cardiovascular 
intervention or unplanned hospitalization for heart failure 
with ASV. An unexpected 34% increase in all-cause and 
cardiovascular mortality was observed in the ASV group 
[66]. Various explanations have been postulated for this un-
expected finding including methodological limitations but 
the SERVE-HF resulted in an abrupt paradigm shift in the 
treatment of central sleep apnea in systolic heart failure in-
cluding guidelines recommending against the use of ASV 
in systolic heart failure with predominantly central sleep 
apnea. Due to the results of SERVE-HF a study of 126 
hospitalized heart failure patients with moderate to severe 
SDB randomized to ASV and optimized medical therapy 
or medical therapy alone was discontinued prematurely. 
A prespecified subgroup analysis suggested a positive ef-
fect of ASV in patients with heart failure with preserved 

 ejection fraction but this study was again limited by variable 
ASV adherence [67]. Ongoing studies [68] including the 
ADVENT-HF trial are in progress to try to delineate better 
the role of positive airway pressure in central sleep apnea.

Arrhythmias

While coronary artery disease and heart failure can result in 
arrhythmias, OSA itself has been associated with a higher 
frequency of arrhythmias. In the Sleep Heart Health Study, a 
multicenter cohort of approximately 6400 patients aged over 
40 years with and without severe sleep disordered breathing, 
individuals with severe sleep disordered breathing had four 
times the odds of atrial fibrillation, three times the odds of 
nonsustained ventricular tachycardia and almost twice the 
odds of complex ventricular ectopy [69]. Additional stud-
ies have supported this association between OSA and atrial 
fibrillation with both an increased prevalence of atrial fi-
brillation described in patients with OSA and an increased 
prevalence of OSA described in patients with atrial fibrilla-
tion [69–75]. OSA has also been identified as a predictor for 
recurrence of atrial fibrillation following cardioversion or 
ablation. In a metaanalysis of 3995 patients who underwent 
pulmonary vein isolation, patients with OSA had a 25% 
greater risk of atrial fibrillation recurrence than those with-
out OSA [76]. Treatment of OSA has been shown to reduce 
this risk of atrial fibrillation recurrence [77–79]. Studies ex-
ploring the association between OSA and bradyarrhythmias 
and sinus pauses are fewer and more mixed. However, im-
provement in bradycardia was demonstrated in a small sub-
set of patients with moderate or severe OSA implanted with 
a loop recorder following CPAP treatment [80].

WHY DOES OSA MAKE YOU MORE LIKELY 
TO HAVE CARDIOVASCULAR DISEASE?

The strong association between the presence of obstructive 
sleep apnea and cardiovascular comorbidity prompts the 
question of how. Proposed mechanisms focus on the apneic 
event as the key stressor, with the hope of distinguishing 
the unique risks posed by OSA, independent of its com-
mon comorbidities. Each component of the apneic event 
(adrenergic response, hypoxia, and sleep fragmentation) 
has a body of evidence linking that element with worsening 
cardiovascular disease.

Apneas trigger a significant adrenergic response that 
has been correlated with daytime systemic hypertension. 
Patients with sleep apnea have heightened sympathetic 
tone throughout the day which only increases with sleep, 
in contrast to normal controls. Apneic events trigger further 
increases in sympathetic tone, yielding marked surges in 
blood pressure [81]. CPAP treatment abates these spikes in 
sympathetic activity, and decreases the resting daytime and 
sleeping sympathetic tone [81, 82].
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The second deleterious consequence of apnea is patho-
logical hypoxia. Most human beings have a slight decrease 
in oxygen levels during sleep, which corresponds with a 
slight drop in body temperature and oxygen consumption 
and is not deleterious. However, patients with moderate or 
severe sleep apnea or mild sleep apnea together with un-
derlying pulmonary comorbidities can have profound de-
saturations during their apneic events. This intermittent 
hypoxia generates reactive oxygen species (ROS) that cause 
endothelial dysfunction through a variety of mechanisms. 
First, reactive oxygen species lead to increased lipid per-
oxidation [68], and oxidation of the protein side chains of 
endothelial cells [83]. The resulting endothelial dysfunction 
makes blood vessels less responsive to usual vasodilatory 
stimuli, such as nitric oxide [84], a phenomenon that par-
tially reverses with CPAP therapy [85, 86], and prolonged 
resistance to endothelial-mediated vasodilation leads to ath-
erosclerotic changes [87], ultimately contributing to coro-
nary artery disease and cerebrovascular disease. Reactive 
oxygen species also trigger endothelin release, which is as-
sociated with systemic hypertension and abates with treat-
ment with CPAP [88].

A third consequence of obstructive apnea is sleep frag-
mentation, which in turn results in daytime symptoms and 
neurocognitive dysfunction. Arousals combined with hypox-
emia and other stimuli are also thought to contribute to raised 
blood glucose and predisposition to diabetes. In healthy 
sleep, cortisol levels decline along with blood glucose levels, 
but when sleep periods are shortened or total sleep curtailed, 
multiple studies have demonstrated worsening glycemic con-
trol. Further studies have extended this observation to dem-
onstrate similar findings in patients with obstructive sleep 
apnea [89]. Worsening apnea, as measured by hypoxic events 
and AHI, is correlated with both increased hyperglycemia 
on average [90] and glycemic variability [91]. These effects 
may be mediated by a reduction in glucagon-like peptide 1 
response to feeding [90] or elevated fasting incretin levels 
(either glucagon-like peptide 1 or gastric inhibitory poly-
peptide/glucose-dependent insulinotropic polypeptide) [92]. 
However, interventional studies using CPAP in OSA have 
shown somewhat variable effect on glucose control, perhaps 
related to variable PAP adherence in these studies.

WHAT HAPPENS IF WE REDUCE APNEIC 
EVENTS?

The mainstay of OSA treatment is the use of continuous 
positive airway pressure devices to maintain upper airway 
patency by providing a pneumatic splint. Patients beginning 
CPAP therapy often report getting their first restful night of 
sleep in years, and the data tend to back up these anecdotal 
reports. Sleep studies performed on CPAP demonstrate 
significant reduction in the apnea-hypopnea index and im-
provement in oxygenation, across the spectrum of OSA 

 severity, as well as elimination of snoring and improvement 
in sleep fragmentation. Daytime sleepiness significantly 
improves, especially in severe OSA, as measured by patient 
self-assessment and/or by objective testing. Less subjec-
tively, a reduction in road-traffic accidents has also been 
demonstrated, a major endpoint given the contribution of 
sleepiness to accidents. Patients also report improvement in 
their thinking and coordination, but the data here are more 
mixed, whether assessing via neuropsychological testing 
or functional neuroimaging. The Apnea Positive Pressure 
Long-term Efficacy Study (APPLES) was a 6-month ran-
domized, double-blind, sham-controlled study assessing 
the effects of CPAP on neurocognitive variables in OSA pa-
tients and at 2 months significant improvements were seen 
only in the executive and frontal lobe function variable [93]. 
However, the study had a number of dropouts which limited 
power and the endpoints were questioned by some investi-
gators, leading the results to be regarded as not definitive.

As discussed, studies exploring the impact on second-
ary cardiovascular endpoints, such as lipid metabolism, 
glycemic control, inflammatory markers or blood pressure 
control, have all demonstrated significant improvement 
with CPAP use. The success of CPAP in improving these 
secondary markers, which are also part of the mechanistic 
explanation for the OSA/cardiovascular link, has led physi-
cians and researchers to be hopeful for the impact of CPAP 
on cardiovascular morbidity and mortality. Until recently, 
this improvement was assumed, in the absence of large pro-
spective studies to confirm it.

Unfortunately, with the reporting of the SAVE and 
RICCADSA trials, these expectations have been questioned 
[33, 94, 95]. The SAVE and RICCADSA trials showed no 
beneficial effect of CPAP on risk of cardiovascular disease 
in nonsleepy patients with moderate or severe OSA and es-
tablished cardiovascular disease. This failure prompts the 
question of why. Was adherence to PAP too low? Was PAP 
therapy too late in this population with preexisting cardio-
vascular disease, the endovascular damage having already 
been done? Is it necessary to eliminate apneas and hypop-
neas, rather than significantly reduce them? Regardless, as of 
yet, no randomized trial has demonstrated a mortality benefit 
with PAP therapy in OSA. Further well-designed studies are 
required to clarify the relationship between OSA and cardio-
vascular disease and the impact of CPAP therapy on overall 
cardiovascular disease. Until then, current clinical guidelines 
recommend CPAP for moderate to severe OSA with or with-
out symptoms or mild obstructive sleep apnea if accompa-
nied by associated symptoms and/or cardiovascular disorders 
including hypertension, ischemic heart disease or stroke [96].

CONCLUSION

OSA is an exciting topic with data rapidly evolving regard-
ing its pathogenesis and potential treatment. In the future, 



Sleep apnea and cardiometabolic disease risk  Chapter | 30 415

randomized trials may need to stratify carefully which pa-
tients are likely to benefit from a particular intervention 
perhaps based on biomarkers. Personalized medicine ap-
proaches are also being developed to guide interventions 
for OSA based on the mechanism underlying apnea in a 
given individual. Only by further clinical and basic research 
are new therapies and approaches for OSA likely to emerge.
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INTRODUCTION

The worldwide prevalence of obesity, cardiovascular and 
metabolic disease has continued to rise in the 21st century. 
Previously, these diseases were mainly observed in adults 
but they are now increasingly present in children. The 
abrupt increase in cardiovascular and metabolic disease 
as well as obesity has been largely attributed to noxious 
lifestyle behaviors. These include, but are not limited to, 
unhealthy diet, inadequate energy expenditure, increased 
levels of sedentariness and excessive screen-time. Very little 
was known about sleep behavior as a potential contributor 
to cardiometabolic health and obesity outcomes until the 
1990s. This initial discovery has resulted in increased sleep 
research attention relating to multiple adverse mental and 
physical health consequences. There is a growing body of 
evidence surrounding the link between sleep and obesity, 
diabetes mellitus and markers of cardiovascular disease 
across all age groups and in multiple geographic locations. 
This chapter will focus on highlighting and discussing his-
torical and contemporary evidence surrounding the associa-
tions between several important sleep features in relation 
to obesity and type 2 diabetes mellitus, both of which are 
strongly correlated with cardiovascular disease, in pediatric 
populations. The possibility of improving sleep as a novel 
and contemporary approach to tackle the current epidemic 
of chronic health issues will also be discussed.

DEFINING OVERWEIGHT AND OBESITY IN 
CHILDREN

Obesity is characterized as excessive adiposity and is one 
of the most concerning and serious public health concerns 
in the 21st century. The condition is complex and multi-
factorial. Both genetic and environmental factors contribute 

to the onset and progression of obesity. Statistics from the 
World Health Organization (WHO) in 2016 estimated that 
39% of men and women, aged 18 and over were overweight 
or obese worldwide. Estimates for children and adolescents 
(5–19 years) were 18% in 2016. Data collected from 450 
nationally representative surveys from 144 countries in the 
United Nations revealed a stark increase in obesity in pre-
school children (0–5 years) from 1990 to 2010 [1]. Fig. 31.1 
highlights the prevalence of overweight and obesity among 
children (2–19 years) according to continent over time. In 
adults, obesity is usually characterized by body mass in-
dex (BMI; kg/m2). This method is used as a diagnostic tool 
to categorize individuals into underweight, healthy weight, 
overweight or obese. It is a well utilized method given the 
ease of assessment for height and weight but it has been crit-
icized due to not directly assessing adiposity which misrep-
resents the body weight outcome grouping. With children 
and adolescents, the application of BMI to compartmental-
ize body weight presents different challenges due to growth 
spurts and alterations in body fat and muscle. The tool is not 
usually used as a diagnostic tool in pediatric populations 
but is instead used to screen for potential weight and health-
related conditions because BMI cannot determine if a child 
has excess adiposity unless assessed by a healthcare pro-
fessional. The Centers for Disease Control and Prevention 
(CDC) state that BMI in children and adolescents can be 
calculated and then expressed as a percentile which is plot-
ted and directly compared, relative to other children in the 
United States who previously participated in national sur-
veys conducted 1963–65 and 1988–94 [2]. These are based 
on age and gender-specific percentiles with obesity, over-
weight, healthy weight and underweight being defined as 
≥95th percentile, >85th–94th percentile, 5th–85th percen-
tile, and <5th percentile, respectively. Arguably, these data 
are now outdated, require revision and are limited to US 
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children. If the prevalence of childhood obesity  continues to 
rise then the condition could, over time, become the norm. 
In 2000, Cole and colleagues first proposed an alternative 
solution to classifying childhood overweight and obesity 
by developing a globally accepted definition taking into ac-
count age and sex-specific cut points [3].

CAUSES AND CONSEQUENCES OF 
CHILDHOOD OBESITY

Causes

The causes of obesity, both in adults and children, are well 
established. Weight gain and subsequent obesity onset is 
due to energy homeostasis imbalance and there are multiple 
factors which drive this. Excessive energy intake and inad-
equate energy expenditure are driving factors of obesity but 
other peripheral variables influence energy balance. These 
include poverty, socio-economic status, exposure and acces-
sibility to fast food chains, mass media advertising, parental 
education, behavior and weight status, crime rates, excessive 
electronic device use, and sleep. While obesity does have a 
genetic component, it is a disease which is largely driven by a 
combination of lifestyle behaviors and socio-demographics.

Consequences

Excess adiposity is particularly concerning in pediatric pop-
ulations given that obesity now presents at a younger age. 
Childhood obesity has been associated with a wide range of 
adverse physiological and psychological health comorbidi-
ties at the individual level as well as severe social and eco-
nomic implications. For example, obesity in children effects 
almost every major organ and obesity at a young age is re-
sulting in earlier onset of type 2 diabetes mellitus and other 
metabolic dysfunction, cardiovascular disease, some can-
cer types, respiratory disease, and sleep-disordered breath-
ing, some of which will be discussed in this chapter. The 
risk for noncommunicable diseases is positively correlated 
with BMI. Obesity in childhood is also associated with an 
increased risk of obesity and disability in adulthood as well 
as premature mortality. The psychological health of those 
with obesity occurring in childhood is also disquieting and 
includes depression, anxiety, social isolation, bullying, low 
self-esteem, confidence and self-image. Suicide ideation is 
also common in those with obesity, with an increased number 
of attempted suicides documented among obese teenagers as 
compared to nonobese [4]. A systematic review which was 
published in 2009 revealed impaired health-related quality 
of life (HRQoL) in those with childhood obesity (<21 years 
old). Interestingly, this review also highlighted that the par-
ent’s perception was rated lower for HRQoL than the child’s, 
suggesting that children may be learning to live with the con-
dition from a young age [5]. Moreover, there are a host of 

neurocognitive impairments evident in obese children includ-
ing reduced attention span, poorer memory recall, problem-
solving abilities and decision-making processes. Perhaps it is 
not surprising then, that obesity is linked to poorer academic 
attainment and aspiration [6]. Educational outcomes are 
among the strongest predictors of life and work satisfaction 
in adulthood [7]. Obesity also results in hypothalamic inflam-
mation, which interestingly, is the neurological region where 
sleep-wake behaviors are regulated.

ATTEMPTS TO REDUCE THE OBESITY 
EPIDEMIC

Obesity is a global concern and childhood obesity is one 
of the leading causes of premature mortality. With this in 
mind, and taking into consideration the constellation of 
comorbidities, raising awareness and educating the public 
surrounding lifestyle-driven obesity-driven behaviors has 
been a major global priority. Efforts to reduce the child-
hood obesity epidemic have largely focused on educating 
children and parents about the causes and effects of obesity 
with a strong emphasis on energy homeostasis. The major-
ity of attention has been concentrated on dietary behaviors 
including controlling portion sizes, consumption of healthy 
balanced meals, healthy food selection, reduced snacking 
behavior and more. There have also been multiple interven-
tions designed to promote adherence to healthy lifestyles, 
including increased physical activity and reduced screen-
time with the application of several innovative methods 
applied in school-based trials [8]. A recent review of the 
global literature surrounding trials aimed at tackling child-
hood obesity found that despite interventions being fi-
nancially demanding, many have an inadequate follow up 
duration, have not involved parents, have largely focused 
on elementary school-aged children, have not targeted low-
income populations and 50% the studies were conducted in 
the United States [9]. While some of the US studies gener-
ated positive outcomes (reduction in BMI), it was noted that 
different approaches were used, suggesting that what may 
work for one individual may not be successful for another. 
This emphasizes the need for tailored made interventions, 
based on individual circumstances, which will undoubtedly 
incur further financial penalties. National campaigns and 
intervention trials which raise awareness of the causes and 
consequences of childhood obesity have, in part, been suc-
cessful in hampering a further rise with a plateau reported 
in some countries [10, 11] but not in others [12]. The lat-
est statistics gathered in the United States from a nationally 
representative sample of 2–19 year olds in the United States 
showed a 4.7% increase in overweight among children in a 
2-year period (2014–16) [13].

What then, is not being incorporated into these obesity 
reduction trials that may be contributing to the ineffective-
ness of such costly interventions? Sleep is an overlooked 
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yet key factor and once the extensive evidence surrounding 
the relationship between sleep and obesity is better under-
stood and integrated into obesity-reduction programs, this 
will enhance the efficacy of obesity interventions to tackle 
the current epidemic.

THE IMPORTANCE OF SLEEP IN RELATION 
TO HEALTH

The importance of sleep in relation to overall health, well-
being and extended mortality was recognized in 1972 in, 
what is now known as, the Alameda 7 study [14]. The study 
showed that acquiring 7–8 h of sleep per night, as well as 
other lifestyle behaviors, was protective against mortality. 
This early evidence triggered a number of further studies 
which produced consistency across findings. For example, 
one of the largest US population studies reported a U-shaped 
relationship between number of sleeping hours and mortal-
ity as well as body mass index [15]. Mounting evidence has 
resulted in multiple systematic reviews and metaanalyses 
that consistently confirm the contribution of sleep duration 
in relation to mortality [16–20], obesity [20–25], as well as 
cardiovascular [17, 20, 26, 27] and metabolic disease [20, 
28–32] across all age groups. So what then, is the evidence 
and the link between sleep and obesity? How then does 
sleep, a behavior associated with reduced consciousness, 
contribute to weight gain and subsequent obesity?

EVIDENCE FOR A LINK BETWEEN SLEEP 
DURATION AND OBESITY IN PEDIATRIC 
POPULATIONS

One of the first studies to report a link between sleep duration 
and obesity in children was documented in France [33]. A to-
tal of 704 controls were recruited and 327 cases of 5-year-old 
school children with obesity. Anthropometric measurements 
were obtained within the school setting and parents were in-
terviewed to obtain information on multiple environmental 
factors, including sleep duration. The study showed that chil-
dren with short sleep duration, had an almost fivefold esti-
mated relative risk of obesity [33]. Other demographic and 
lifestyle factors that predicted childhood obesity included the 
mother’s origin, excessive television viewing and snacking 
but short sleep duration was, by far, the strongest predictor.

There is no shortage of population-based studies that 
have documented a dose-dependent association between the 
number of sleep hours and body weight in children. For ex-
ample, a study of 6862 German children aged 5–6 years old, 
showed that 10.5–11 h sleep duration per night was protec-
tive against overweight and obesity as well as high body fat 
content with an estimated 23% reduced risk. Furthermore, 
those sleeping ≥11.5 h per night exhibited a further reduced 
risk (46%), compared to children who slept for 10 h or less 
per night [34]. These findings extend well beyond European 

children with similar observations noted in Japan [35], China 
[36], Turkey [37], America [38], Australia [39], the United 
Kingdom [40], and more. The majority of population stud-
ies in were initially cross-sectional and relied upon subjec-
tive sleep reports. Thus, the arguments were that there were 
no causal evidence and that sleep data may be inaccurate 
and subject to various biases. Over time, these limitations 
have been challenged and overcome. There is now consider-
able evidence from longitudinal studies which demonstrate 
that children who have inadequate sleep length, whatever 
the cause, gain more weight over time, compared to those 
who obtain sufficient sleep [40, 41]. One of these studies, 
also obtained objectively estimated sleep measures using 
a waist-worn accelerometer in free-living environment for 
5 days and nights [40]. Moreover, recent systematic reviews 
and metaanalyses of prospective cohort studies verify that 
short sleep duration consistently contributes to an increased 
risk of the onset and progression of obesity among infants, 
children and adolescents [21, 22, 24, 25].

OTHER SLEEP PARAMETERS AND 
CHILDHOOD OBESITY

Just as obesity is a complex condition, sleep is also multifac-
eted and goes beyond duration. Historically, the majority of 
research has focused on the effects of sleep quantity in rela-
tion to health outcomes but sleep has many features including 
sleep quality, sleep onset latency (time taken to initiate sleep), 
wake after sleep onset (WASO; a term used to quantify the 
amount of time spent awake throughout a sleep episode), 
sleep efficiency (an indicator of sleep quality which is based 
on the proportion of time spent asleep and awake during a 
sleep episode), daytime napping, sleep architecture (propor-
tion of specific sleep stages) and sleep-wake timings (onset 
and offset). Following the plethora of evidence surrounding 
the sleep-obesity link, the focus of research attention has re-
cently shifted and researchers have begun to investigate other 
components of sleep in relation to the condition.

A recent systematic review and metaanalysis was con-
ducted to assess the contribution of sleep duration and sleep 
quality in relation to childhood obesity [21]. The pooled 
estimates revealed that sleep quality was a stronger predic-
tor of the condition compared to sleep duration. All studies 
included in the metaanalysis contained 26,533 participants 
and showed that those with insufficient sleep duration and 
poor sleep quality combined had a 27% increased risk of 
overweight/obesity. Poor sleep quality alone was associ-
ated with a 46% increased risk of the disease in children, 
adolescents and young adults. This suggests that other sleep 
features are important when attempting to understand the 
sleep-obesity relationship.

Circadian rhythms, also referred to as biological clocks, 
are controlled by the suprachiasmatic nucleus (SCN) located 
in the hypothalamus region of the brain. The SCN regulates 
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sleep-wake timings. Interestingly, the timing of sleep, which 
is delayed in adolescents as a consequence of pubertal tran-
sition and exacerbated by lifestyle behaviors, has also been 
traced to obesity as well as poor dietary habits. A cross- 
sectional study of 511 young adolescents showed that late 
circadian preference was associated with higher BMI z-score. 
Interestingly, evening circadian preference (subjectively esti-
mated and verified by wrist actigraphy) was also associated 
with a higher frequency of consuming unhealthy snacks and 
evening caffeine consumption as well as insufficient daily in-
take of fruit and vegetables [42]. This provides some mecha-
nistic insight into how sleep may be contributing to weight 
gain and subsequent obesity by influencing energy balance.

As previously mentioned, adolescents have a shifted 
circadian pattern which is characterized by delayed sleep 
initiation, and later sleep onset. The recommended sleep 
duration for adolescents (13–18 years), based on consen-
sus of the American Academy of Sleep Medicine (AASM), 
is 8–10 h per 24-h period [43]. Given that a typical ado-
lescent experiences sleep delays yet has academic atten-
dance commitments on weekdays, this can significantly 
reduce sleep length in this age group. Many adolescents do 
not obtain 8–10 h of sleep during the week and weekend 
“catch-up” sleep is common. This pattern of compensa-
tory sleep at weekends to repay “sleep debt” accumulated 
across the week, however, has been associated with poorer 
neurocognitive capabilities [44], academic performance 
and psychological health consequences including depres-
sive symptoms, suicide attempts and self-injury [45]. Thus, 
sleep consistency seems to be crucial but challenging to 
achieve, particularly among adolescents.

Two recent studies by the same group have begun to ex-
plore the relationship between sleep inconsistency and en-
ergy intake [46] as well as abdominal obesity [46, 47], which 
plays an important role in the development of insulin resis-
tance and type 2 diabetes mellitus. The two studies recruited 
305 adolescents and monitored their sleep with wrist actigra-
phy. They compared the effect of sleep duration versus sleep 
variability in relation to subjective food and macronutrient 
intake as well as abdominal obesity, measured using dual-
energy-X-ray absorptiometry (DEXA) scan. Those with 
higher sleep variability had more abdominal obesity which 
was purported to be the result of increased energy intake, 
particularly from foods that are high in carbohydrates [47]. 
These novel approaches provide a better understanding of 
how different features of sleep are partially contributing to 
the global epidemic of childhood obesity. Detailed mecha-
nistic studies have also been conducted, which have revealed 
more clues about the involvement of sleep in obesity.

SLEEP AND ENERGY HOMEOSTASIS

Extensive research has been undertaken to better under-
stand the influence that sleep has upon energy intake and 

expenditure, given that positive energy balance is known to 
cause obesity. There have been multiple experimental stud-
ies that have been conducted where sleep duration has been 
manipulated to examine the effect of this behavior upon 
energy balance. A recent systematic review identified 18 
randomized controlled trials (RCTs), 4 of which assessed 
the effect of sleep on food intake and another 4 which ex-
plored total energy expenditure [48]. The authors concluded 
that increases in energy intake as well as total energy ex-
penditure were observed with sleep restriction. So why, if 
sleep restriction results in increased energy intake as well as 
expenditure do people gain weight? The answer is simple. 
Energy expenditure does not adequately compensate for the 
increased amount of energy consumption, which results in 
positive energy and gradual weight gain when persistent.

It should be noted that the majority of experimental 
sleep studies to investigate alterations in body weight and 
metabolism have been conducted in adults with limited evi-
dence available in pediatric populations. Sleep restriction 
studies that explore the mechanisms of obesity and metab-
olism are limited in children and adolescents. There have 
been multiple studies conducted in young, healthy adults 
which have explored the effect of acute partial sleep restric-
tion upon metabolic outcomes as a mechanistic approach 
to understanding the sleep-obesity link. One of the earliest 
studies showed that restricting adults sleep to 4 h per night 
for two consecutive nights resulted in alterations to appe-
tite and hunger-regulating hormones, leptin and ghrelin. 
Specifically, leptin, which is a hormone that indicates sa-
tiety, was significantly reduced with sleep restriction, sug-
gesting a delay in the hypothalamic signaling of satiety that 
can cause overeating. Ghrelin is commonly referred to as 
a hunger hormone, given that levels rise prior to food con-
sumption then decline afterwards. Levels of ghrelin were 
increased following sleep restriction in this study suggest-
ing that individuals may be hungrier. The authors obtained 
subjective reports of hunger in the study which confirmed 
this notion [49]. Moreover, participants were also asked to 
rate their appetite for different macronutrients (protein, fats, 
carbohydrates, sweet/salty foods and more). Interestingly, 
not only did participants report higher levels of hunger but 
they also indicated a stronger preference for carbohydrate 
and calorie-dense foods.

One of the few sleep-metabolism studies to be con-
ducted in children investigated the effects of sleep restric-
tion upon 24-h food recall, levels of leptin and ghrelin as 
well as body weight [50]. The authors found that sleep re-
striction (1.5 h less than habitual sleep duration) for 1-week 
was associated with a significant increase in calorie intake 
per day as well as alterations to leptin. It should be noted 
that there were only 37 children in the sample and thus 
generalizability to other populations is problematic. There 
are many adult studies that have consistently highlighted 
the relationship between sleep restriction and metabolic 
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 disruption. Leptin and ghrelin are neuroendocrine media-
tors in the sleep- obesity pathway but there are fewer stud-
ies in children and the findings are less consistent, as noted 
in a recent review [51].

A clear picture has emerged surrounding the importance 
of sleep in relation to obesity and metabolic regulation. The 
role for sleep curtailment-induced hormonal changes is a 
plausible mechanistic explanation for obesity in children 
and adults. Additional work is, however, needed to eluci-
date the precise role that leptin, ghrelin and other appetite-
controlling hormones play in metabolic dysfunction that is 
associated with sleep alteration/imbalance. Unequivocally, 
sleep is fundamental to optimal metabolic regulation and 
provides a robust mechanistic explanation for short, or dis-
rupted, sleep as a driver for obesity onset. Multiple causal 
pathways between sleep and obesity have been documented 
which have highlighted a combination of behavioral and 
physiological drivers.

FUTURE DIRECTIONS

Given that there is now consistent, convincing evidence 
about the importance of sleep for body weight and hormone 
regulation, the next logical step seems to apply and incor-
porate this knowledge into interventions that target obesity 
reduction and prevention programs. Educating both parents 
and children about the downstream effects of sleep upon 
health outcomes is the first step.

There have been multiple school-based interventions 
which have specifically attempted to optimize sleep in chil-
dren and adolescents. Most of these trials have shown an 
increase in sleep knowledge when comparing baseline to fol-
low up. This is good news as raising awareness among chil-
dren and their parents is the first step, but knowledge alone 
is not sufficient to elicit behavior change. Unfortunately, 
improvements to sleep knowledge do not always translate 
into positive sleep behavior change. Some studies were de-
signed to assess pre and post sleep knowledge only, with-
out exploring possible sleep alteration. Others have shown 
that improved sleep knowledge does not positively influ-
ence subsequent behavior, although the evidence is some-
what heterogeneous. A recent narrative review surrounding 
sleep improvement as a possible tool for tackling obesity 
concluded that there are an insufficient number of adoles-
cent studies to support this as a feasible method [52]. Thus, 
carefully designed studies which include longitudinal and 
objective assessments of sleep, as well as parental educa-
tion and involvement, paired with intentional sleep behav-
ior modification is now needed, particularly given the lack 
of long-term success and/or follow-up that other obesity- 
reduction trials have shown. When obesity researchers 
begin to recognize the prominence of sleep behavior, incor-
porating sleep improvement into future trials may enhance 
their effectiveness.

METABOLIC DISEASE

The rising incidence of chronic health conditions in recent 
decades has resulted in a global public health concern. 
The occurrence of these diseases have been repeatedly and 
strongly linked to the presence of specific behavioral fac-
tors. The Centers for Disease Control and Prevention (CDC) 
estimated that eliminating three specific behavioral risk fac-
tors alone (poor diet, inactivity and smoking) would prevent 
80% of heart disease and stroke, 80% of type 2 diabetes 
and 40% of cancer. In respect of diabetes, the prevalence 
of the disease has not only been rising steadily among the 
adult population but also more worryingly among children. 
The monetary cost alone of diabetes is astounding with es-
timates upwards of $375 billion per year. Diabetes is not 
just expensive to treat but it also reduces life expectancy by 
an average of 10 years. The rising prevalence of diabetes 
among children has intensified the search for a better un-
derstanding of the variables associated with its onset and 
progression as well as how to best manage the disease. One 
promising line of research that has begun to gain traction 
concerns the nature of the relationship between aspects 
of sleep and heightened risk of diabetes. Research in this 
domain remains largely in its infancy and the available 
research base is largely limited to primarily observational 
studies with limited experimental studies. Though research 
on the relationship between sleep and diabetes and children 
has followed on the coat-tails of research with adults, col-
lectively it points to the role of sleep as a modifiable risk 
factor for the onset of diabetes in children [53]. As the qual-
ity and duration of sleep in children and adolescents appears 
to be decreasing similar to their adult counterparts, the im-
plications for children may be as profound, if not more so, 
than for adults.

MECHANISMS OF DIABETES

Diabetes Mellitus (DM) is characterized by glucose dys-
regulation. The most frequently occurring are type 1 and 
type 2. Type 1 diabetes (T1D) occurs when the pancreas 
does not produce insulin and type 2 diabetes (T2D) is driven 
by insulin resistance (IR) or insufficient insulin secretion. 
The key distinction between these two main types of DM 
revolves around the degree of insulin produced. In healthy 
individuals, the hormone insulin has a triggering effect on 
the cells of the body to absorb elevated levels of glucose in 
the bloodstream and therefore has a homeostatic type func-
tion. These cells of the body open special channels on their 
surface to absorb an influx of glucose, typically occurring 
after food intake. When cells do not effectively respond to 
insulin, or an insufficient amount is secreted, blood glucose 
levels become elevated. Interestingly, T2D was initially re-
ferred to as late onset or adult onset diabetes though this no-
sology has subsequently been dropped largely in response 
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to the observation that an ever increasing number of chil-
dren have developed the disease in recent years. Similar to 
diagnosis of the disease in adults, the criteria for disease 
in children are polydipsia, polyuria and unexplained weight 
loss plus casual glucose concentration > equal ≥200 mg/dL 
(11.1 mmol/L) in venous plasma, fasting glucose ≥126 mg/
dL (7.0 mmol/L) in venous or capillary plasma, or 2-h glu-
cose during OGTT ≥200 mg/dL (11.1 mmol/L) in venous 
plasma or capillary whole blood sample.

The consequences of diabetes can be severe and it re-
mains a major cause of blindness, kidney failure, heart at-
tacks, stroke and lower limb amputation. The associated 
health, mortality and quality of life costs associated with 
diabetes have provided the impetus for a, now substantial, 
research-base. Up until recently, among the most com-
mon causes identified have been poor quality diet, exces-
sive body weight and insufficient exercise. As of 2017, the 
World Health Organization estimated that 422 million peo-
ple had diabetes worldwide, which is approximately 8.5% 
of the adult population. According to the Global Burden 
of Disease (GBD) report for 2015, the prevalence of dia-
betes increased by approximately 30% between 2005 and 
2015 and during the same interval, the annual number of 
deaths from diabetes rose from 1.2 million to 1.5 million. 
Up until the 1990s, T2D had been considered a relatively 
rare occurrence in children and adolescents but since that 
time a number of industrialized countries such as the United 
States, Canada, Japan and Germany have witnessed an in-
creasing incidence of the disorder [54]. In the United States 
alone, overall unadjusted incidence rates of T2D is reported 
to have increased by 7.1% annually between 2002 and 2012 
[55]. The increase in prevalence has unsurprisingly occurred 
in conjunction with an increase in prevalence and degree 
of obesity also among children and adolescents. However, 
some authors have noted a curious anomaly in the case of 
T2D in children—while incident obesity has stabilized in 
some countries, the prevalence of diabetes has increased 
threefold. It also appears that prevalence statistics may 
be an underestimation of the true rates as several studies 
have reported that children were asymptomatic at diagno-
sis. Therefore, it is likely that, as with adults, undiagnosed 
T2D is a common condition in childhood. However, though 
the symptoms of the disease may be similar across children 
and adults, it appears the health consequences are not [56]. 
For example, one notable outcome of the UK Prospective 
Diabetes Mellitus Study (UKPDS) was the observation 
that children and adolescents with T2D have a higher risk 
for disease-related complications, compared to adults with 
the same condition. In line with this, developing T2D at a 
younger age appears to be associated with a much higher 
risk of long-term cardiovascular disease than those who de-
velop T2D in middle age [56]. Furthermore, young people 
with T2D appear to be at a much higher risk of developing 
associated complications than those with T1D. This higher 

level of risk does not appear to be related to overall levels of 
glycemic control or disease duration but to the occurrence 
of hypertension and dyslipidemia [57]. In addition, the neg-
ative effects of T2D extend beyond the traditional quantifi-
cation of medical symptoms to quality of life; adolescents 
with T2D report poorer health-related quality of life scores 
compared to T1D counterparts [58]. Furthermore, the bur-
den of psychological disorders in young people with T2D is 
high, with as many as one in five experiencing either psy-
chological disorders or behavioral problems [59].

It is critical then for researchers to identify, as precisely 
as possible, all factors implicated in the onset of the disor-
der. In particular, emphasis should be placed upon the iden-
tification of preventative factors and early identification. 
Principal existing strategies for the prevention of T2D in 
children revolve around the role of the known factors such 
as obesity and therefore reflect content surrounding teach-
ing principles of good nutrition and the importance adequate 
exercise. Family-based treatments for childhood obesity as 
a specific risk marker have also have been subjected to em-
pirical analysis and support for their effectiveness is evi-
dent, particularly in the context of motivated families [54]. 
However, based on recent sleep research findings which 
will be discussed, the content of programs aimed at improv-
ing the management and reducing the current epidemic of 
T2D in children is likely to need rethinking with incorpora-
tion of effective sleep management strategies.

It is also worth noting that a number of existing reviews 
and guidelines for the prevention and management of T2D 
in children fail to mention sleep as a risk factor for the de-
velopment, or management, of diabetes with the majority 
focusing on weight control. This is largely attributable to 
the recent emergence of research on the topic. While sleep 
may be implicated as a risk factor, it remains currently un-
clear about what precisely is the role of sleep in children 
in the development of T2D, and whether optimal sleep 
functioning relates to improved quality of life and/or bet-
ter symptom management. Furthermore, self-management 
programs may require modification in light of emerging 
research on the role of sleep. The role of sleep may add 
incremental benefits considering intervention studies have 
convincingly demonstrated that adoption of a healthy life-
style characterized by healthy eating, regular physical ac-
tivity and subsequent modest weight loss can prevent the 
progression of impaired glucose tolerance to clinical diabe-
tes mellitus [60].

SLEEP AND TYPE 2 DIABETES MELLITUS

Healthy sleep is gaining increasing recognition as an im-
portant lifestyle habit in the prevention of chronic diseases, 
and the evidence is striking. In addition to maintaining nor-
mal brain functioning, the importance of the role of sleep 
in controlling functions of multiple body systems is now 
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well  established. It is becoming clear that reducing the 
total hours of nocturnal sleep can lead to serious negative 
consequences for almost all bodily organs and systems. 
For example, immune function is compromised [61], sys-
temic inflammation with increased inflammatory markers 
becomes apparent [62] and metabolic regulation is signifi-
cantly disrupted [63]. Sleep deprivation has a profound ef-
fect on metabolic health. Specifically, sleep disturbance, 
insufficient or excessive sleep, and irregular sleep wake pat-
terns have been associated with adverse outcomes such as 
obesity and impaired glucose metabolism [64] and emerg-
ing evidence has assigned an important role to sleep as a 
modulator of metabolic homeostasis [65]. In a healthy in-
dividual, insulin is produced in response to glucose, which 
trigger the cells of the body to swiftly absorb glucose and 
regulate its level. Early warning signs of a link between 
sleep loss and abnormal glucose levels in the blood emerged 
through several large epidemiological studies. These indi-
cated that sleeping less than 6 h a night was associated with 
an increased risk of T2D. More importantly, this relation-
ship remained when adjusted for previously identified risk 
factors such as body weight, alcohol, smoking age and even 
race. A recent metaanalysis of adult studies concluded that 
the risk of developing T2D was associated with insufficient 
sleep and that this was comparable to that of previously 
identified risk factors including family history of diabetes, 
excessive weight and reduced levels of physical activity 
[32]. The authors concluded, on the basis of their findings, 
that effective sleep should be considered in clinical guide-
lines for the management of T2D [32].

The relationship between sleep and T2D is more firmly 
established in adults with a U-shaped relationship being 
observed, indicating that both short and long sleep dura-
tion carry a risk for developing the disease. However, the 
specific mechanisms underlying this relationship are still 
not yet fully understood. The issue that arises with the 
evidence surrounding the link between sleep, T2D and 
metabolic dysfunction is causality—does diabetes result in 
sleep reduction or does short sleep interfere with glucose 
regulation? The emerging consensus is that shortened sleep 
duration impairs glucose tolerance. For example, Keckeis 
and colleagues suggest that that some, but not all, sleep 
disorders considerably compromise glucose metabolism 
[66]. Specifically, they report that obstructive sleep apnea 
(OSA) is associated with and increased risk of impaired 
glucose tolerance and suggests that OSA is a likely risk 
factor for diabetes, regardless of concomitant obesity [66]. 
Interestingly, they report that insomnia was not associated 
with increased risk, although the pathophysiology of insom-
nia patients is likely to be very different to those who are 
habitually short sleepers.

Independent of the presence of specific sleep disorders, it 
also appears that shortened sleep duration is associated with 
impaired glucose tolerance. Several previous studies have 

demonstrated that difficulties in maintaining sleep or short 
sleep duration were associated with an increased incidence 
of diabetes [67, 68]. A concise narrative review suggested 
that chronic sleep loss (behavioral or sleep disorder-related) 
might represent a novel risk factor for weight gain, insulin 
resistance and T2D [69]. In accounting for this relationship, 
one mechanism by which sleep deprivation might result in 
increased risk of insulin resistance and diabetes may be ei-
ther by directly affecting parameters of glucose tolerance or 
indirectly through a disturbance in appetite regulation, lead-
ing to increased food intake and weight gain. With regard 
to short sleep duration and metabolic disorders, or weight 
gain, some have argued that sleep deprivation might simply 
be the result of increased wakefulness which optimizes the 
opportunity to eat. Furthermore, tiredness is likely to pro-
mote sedentary activities, such as watching television [70].

A number of experimental studies suggest that one piv-
otal mechanism in the relationship between sleep and T2D 
in adults is reduced insulin sensitivity. One key experimen-
tal study showed that, even after just 4 h of sleep per night 
over six nights, individuals were 40% less effective at ab-
sorbing a standard dose of glucose compared to when they 
were fully rested. Two possible lines of questions emerge 
from this finding. First, is it insufficient insulin or suppres-
sion of its release that is the culprit? Second, do the cells 
become unresponsive to an otherwise normal and present 
message of insulin? The evidence suggests that cells be-
come less responsive to insulin with the subsequent result 
of impaired glucose tolerance. In addition, sleep restriction 
studies lend credence to this, beginning with the landmark 
study published by Spiegel and colleagues in the late 1990s 
[71]. They found that, in 11 healthy young men, restricting 
sleep from a baseline of 9 to 4 h for 6 consecutive nights, led 
to a significant decrease in glucose clearance [71]. A num-
ber of subsequent experimental sleep restriction laboratory-
based adult studies have found that partial sleep restriction, 
or changes to sleep-wake timings (circadian desynchro-
nization), leads to impaired glucose sensitivity without 
compensatory increases in insulin secretion, lower glucose 
effectiveness and increased glucose levels [72]. While most 
sleep restriction studies have been laboratory-based, which 
facilitates the control of relevant variables such as diet, they 
do not represent a natural environment. However, one re-
cent study found that just 3 weeks of mild sleep restriction 
(1.5 h less than baseline sleep) in the home setting led to 
transient impaired insulin sensitivity [73].

The majority of research to date has explored sleep du-
ration rather than sleep architecture, albeit the latter appears 
to have an impact. Several studies have addressed whether 
aspects of sleep architecture rather that quantity of sleep af-
fect glucose sensitivity. A small number of studies suggest 
associations between various sleep stages and insulin sen-
sitivity as well as insulin secretion. These point to positive 
associations between percentage of sleep time spent in slow 
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wave sleep (SWS; stage 3) and insulin secretory measures 
as well as insulin sensitivity [74]. Another small study re-
vealed an inverse association between percentage of total 
sleep time in stage 1 sleep (NREM1) and insulin sensitiv-
ity in adolescents, independent of total sleep duration [75]. 
Another study showed that SWS was positively associated 
with insulin sensitivity, whereas stage 1 sleep exerted the 
opposite effect on insulin resistance, after adjustment for 
age, gender, body mass index z-score, pubertal status, and 
apnea hypopnea index [76]. Greater sleep efficiency, and 
longer total sleep, were independently associated with lower 
glucose levels. This suggests that SWS, sleep efficiency and 
total sleep duration are protective factors in maintaining 
glucose and insulin homeostasis.

A growing body of observational evidence points to a 
relationship between sleep duration and sleep quality and 
metabolic functioning in adults. These conclusions are sup-
ported by several metaanalyses [26, 29, 31, 32] and some of 
the strongest evidence for sleep and glucose dysregulation 
come from experimental studies. In summary, the primary 
mechanisms in the development of impaired glucose metab-
olism appear to be changes in insulin secretion—the ability 
of the pancreatic beta-cells to respond to a glucose stimulus, 
and insulin sensitivity, and the ability of peripheral tissues 
to respond to an insulin signal. Therefore, it seems that the 
results from these experimental studies serve to confirm the 
longitudinal epidemiological and cross-sectional associa-
tions observed between chronic sleep restriction and inci-
dence of T2D are causally related—sleep restriction leads 
to increased insulin resistance, which without increased 
insulin secretion to compensate can cause hyperglycemia 
eventually culminating in T2D even when traditional risk 
factors are accounted for and appear to be independent of 
age and gender.

SLEEP AND CHILDREN

The consensus of a substantial body of research is that sleep 
quality and corresponding habits in children and adolescents 
have undergone a deterioration over recent decades. For ex-
ample, data generated from the National Survey of Children’s 
Health between 2003 and 2012, indicated that the preva-
lence of inadequate sleep (defined as 0–6 days of not getting 
enough sleep), increased across all age groups between 6 and 
19 years of age [77]. For instance, inadequate sleep duration 
increased from 23% to 35% for 6–9 year olds and from 30% 
to 41% percent for 10–13 year olds [77]. These figures are 
similar to those reported elsewhere. For instance, it has been 
reported that sleep deprivation effects 16% of children aged 
11 years versus 40.5% of those of 15 year olds [78].

These numbers contrast sharply with the most recent 
recommendations for sleep duration by the American 
Academy of Sleep Medicine (AASM) [43]. Based on a 
review of 864 published articles, they recommended, by 

 consensus, sleep duration in infants, children and adoles-
cents, which are depicted in Table 31.1.

The AASM further stated that sleeping the number of 
recommended hours on a regular basis is associated with 
better health outcomes including: improved attention, be-
havior, learning, memory, emotional regulation, quality of 
life, and mental and physical health. Furthermore, regularly 
sleeping fewer than the number of recommended hours is 
associated with attention, behavior, and learning problems. 
Of particular relevance to this chapter is that insufficient 
sleep also increases the risk of accidents, injuries, hyperten-
sion, obesity, depression and diabetes.

SLEEP, DIABETES AND CHILDREN

Despite the widely held perception regarding an increase 
of T2D among children and adolescents, difficulties with 
reliably identifying the prevalence of the disease have been 
noted. Some have suggested that there are methodological 
problems surrounding reporting which undermine the valid-
ity of current statistics [79]. Nonetheless, others report sub-
stantial increases in the prevalence of diabetes among this 
population. For instance, one study of 10–19 year olds in 
the United States, highlighted a relative increase of 35% for 
T2D between 2001 and 2009 [80]. Leaving aside the issue 
of causality in relation to sleep and T2D, children with dia-
betes are more likely to experience poorer quality sleep re-
lated to glycemic control. For example, one study reported 
that 67% of children with the T2D experienced poor sleep 
quality in contrast to only 8% for those with better glycemic 
control. It is not just older children that may be at potential 
risk as the relationship between sleep and risk appears to be 
present for children as young as 4–10 years. For instance, it 
has been reported that children in this age range routinely 
sleep <8 h per night and that variations in sleep may result 
in metabolic dysregulation [81]. In other words, the longer 
and more stable sleep duration is, the less likely a child is to 
exhibit metabolic dysfunction.

TABLE 31.1 Recommended sleep duration for children 
and adolescents per 24-h period, as proposed by the 
American Academy of Sleep Medicine.

Age group
Recommended sleep 
duration

Infants (4–12 months) 12–16 h

Children (1–2 years) 11–14 h

Children (3–5 years) 10–13 h

Children (6–12 years) 9–12 h

Adolescents (13–18 years) 8–10 h
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Although the pathophysiological mechanism of T2D 
in children is not completely understood, it is clear from 
adult studies that insulin resistance plays an important role. 
Evidence of this comes from cross-sectional and longitu-
dinal studies demonstrating that insulin resistance occurs 
10–20 years before the onset of the disease in adults, and 
that it is the best predictor of whether or not an individual 
will later become diabetic [82]. In contrast, it appears that 
the disease in children is characterized by more rapid devel-
opment of glucose homeostasis dysregulation. Therefore, 
identifying children at risk for T2D is of great importance 
in order to interrupt its progression and diabetes-related 
health complications. Another implication of an extended 
period (though shorter than in adults) of insulin resistance 
is that children and adolescents with T2D may remain as-
ymptomatic and undiagnosed for a long period of time. The 
consequences of the disease are as profound as for adults in-
cluding accelerated development of cardiovascular disease, 
renal disease, and impaired visual functioning [54].

To date, a small number of large scale cross-sectional 
studies have been conducted with children. The majority 
largely mirror results from the few experimental studies 
that have been performed. In one large, cross-sectional 
study of 4525 children, aged 9–10 years in the United 
Kingdom, strong inverse relationships between sleep dura-
tion, adiposity and diabetes risk markers were observed. 
Each additional hour of sleep was associated with less in-
sulin resistance and associations between insulin and glu-
cose remained after an adjustment for adiposity markers 
[83]. Another very recent large cross-sectional study in-
volving >2700 children conducted in Columbia produced 
similar results. Boys who met the recommended amount of 
sleep had a decreased risk of elevated blood glucose lev-
els compared to boys who had a short-sleep duration and 
the effect remained when potential confounding variables 
such as adiposity were controlled for [84]. However, the 
precise mechanisms by which short sleep duration may 
lead to impaired glucose allostasis in children are still not 
fully delineated. Furthermore, extrapolating adult findings 
to a pediatric population is made somewhat complicated 
by a number of factors, including developmental factors 
and also key differences in the  architecture of adult and 
child/adolescent sleep. For example, sleep architecture is 
different between adults and children with slow wave sleep 
occupying 25%–30% of total sleep for children.

Pediatric studies have also shown associations between 
sleep duration, sleep architecture and insulin sensitivity and 
glucose levels [85]. One study showed an association be-
tween short sleep duration and insulin resistance [74, 85]. 
Another found a U-shaped relationship between sleep du-
ration and glycemic measures, with increased glucose lev-
els at both higher and lower sleep durations independent 
of obesity [74]. One further sleep restriction study, which 
was performed in lean adolescent males, found that while 

sleep restriction increased insulin resistance, fasting and 
postprandial glucose remained unchanged between the two 
conditions [86].

One proposed pathway from sleep imbalance to T2D re-
lates to the role of endocrine stress, specifically increased 
cortisol and catecholamine levels. Elevated levels may re-
sult in impaired glucose metabolism. Sleep is a refractory 
period for three stress hormones—cortisol, norepinephrine 
and epinephrine. These stress hormones are downregulated 
at night; cortisol in particular, is known to inhibit insulin 
production and increased levels are related to insulin resis-
tance [87]. Thus, delays to sleep or shortened sleep may 
cause cortisol levels to rise, which could result in insulin 
resistance. However, experimental data surrounding the re-
spective roles of these hormones remains unclear in pediat-
ric populations. In one key experimental study, three nights 
of moderate sleep restriction decreased insulin sensitivity 
in boys but was unrelated to endocrine stress markers [86].

Another second proposed mechanism concerns the role 
of disinhibited eating behaviors and risk factors for T2D. For 
instance, alterations in appetitive hormones are reported to 
be common following sleep deprivation [49, 88] and may 
trigger disinhibited eating in adolescents and young adults. 
Other experimental evidence is, however, somewhat ambig-
uous. For example, Kelly and colleagues evaluated associa-
tions between sleep duration, daytime sleepiness and eating 
patterns in 119 adolescent girls at risk for T2D [89]. The 
findings from this study indicated that subjective sleep du-
ration and objectively determined energy intake were posi-
tively related, contrary to what was expected. Accounting for 
age, race, puberty, body composition, depressive symptoms, 
and perceived stress, sleep duration was positively related to 
total energy intake [89]. Adjusting for the same covariates, 
daytime sleepiness was associated with a greater likelihood 
of binge eating in the previous month. Despite these results, 
the role of obesity in the relationship between sleep and 
metabolic disorders, such as T2D, is not completely clear; 
particularly given the findings from a cross-sectional study, 
which demonstrated that shorter sleep duration was associ-
ated with increased insulin resistance but that the relation-
ship was mediated by abdominal obesity [90].

A third potential mechanism concerns sleep architec-
ture—specifically the role of slow wave sleep (SWS). Existing 
evidence highlights that the suppression of SWS in adults is 
related to insulin resistance in adults but the findings are het-
erogeneous in children. In a landmark study, children’s SWS 
was suppressed, and although the number of participants in 
the study was limited to 15 children aged 11–14 years, no as-
sociation was found between SWS suppression and adverse 
metabolic effects [91]. In contrast, Klingenberg and col-
leagues showed that SWS suppression was related to insu-
lin resistance [86]. These discrepant findings are mirrored in 
observational studies suggesting that it is premature to make 
any definite statement about sleep architecture and metabolic 
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function. It is, however, reasonable to predict that adolescents 
have the highest risk for insulin resistance and T2D; and that 
this is probably due to the combination of persistent sleep 
insufficiency, physiologic declines in SWS, and a peak in in-
sulin resistance during puberty [92].

CONCLUSION

Global statistics indicate an increasing prevalence of T2D 
among children and adolescents, which are, in part, attribut-
able to traditional risk factors. However, poor sleep habits, 
whether lifestyle driven or physiological, may also be con-
tributing to the rising levels of childhood diabetes and obe-
sity. Research to date indicates that we are just beginning to 
better understand the extent to which sleep deficiency im-
pairs glucose metabolism in children. Additional research 
is, however, needed regarding about the extent, mecha-
nisms, and dynamics of the relationship sleep has upon 
obesity and T2D, which are comorbid with cardiovascular 
disease. Overall, the data regarding sleep and chronic health 
conditions in children are more limited than for adults; short 
sleep duration may indeed predispose the individual to in-
sulin resistance and hyperglycemia. The magnitude (hours 
of sleep per night) and duration of sleep restriction (days 
to weeks) are likely to be important factors in determining 
the speed and extent of any diabetogenic changes, including 
elevations of circulating glucose levels caused by reduced 
insulin sensitivity of peripheral tissues and/or insufficient 
insulin secretion by the pancreas. So far, the focus has been 
on typical or average sleep but intra-individual variability 
may also be an important factor to consider, particularly 
given the recent emerging evidence surrounding sleep vari-
ability. Current experimental findings are consistent with re-
cent epidemiological work which demonstrate that lifestyle 
factors, including habitually short sleep duration, increase 
the risk of weight gain over the life course. It is noteworthy 
that no studies to date have attempted to determine whether 
improving the quality of sleep of children with T2D brings 
with it positive changes in glucose homeostasis. In respect 
of preventative efforts, sleep habits could be integrated into 
existing management programs that apply an evidence-
based approach such as cognitive behavior therapy to pro-
vide maximum efforts.
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INTRODUCTION

Mental illness poses one of the largest disease burdens of 
all conditions [1]. While the burden of diseases is felt most 
acutely among older adults, such psychiatry illnesses as de-
pression and anxiety are prevalent across much of the hu-
man lifespan. Indeed, late childhood and adolescence are 
important developmental periods in terms of mental health, 
with a notable acceleration of the incidence of mood disor-
ders, anxiety disorders, eating disorders, and psychosis oc-
curring during this time [2]. Furthermore, these illnesses are 
frequently chronic and recurrent, and earlier age of onset is 
associated with a more severe and unremitting course, sub-
stantial impairments to educational and social functioning, 
and reduced quality of life [2]. Anxiety is the most common 
psychiatric disorder of childhood, affecting between 3.9% 
and 17.5% of children and adolescents, while depression 
affects between 2% and 8% [3, 4]. Depression and anxiety 
disorders are frequently comorbid, with anxiety typically 
preceding depression [2]. Another affliction that often co-
occurs with both conditions is sleep problems, including 
insufficient sleep, trouble falling asleep, and unrefresh-
ing sleep, among others. As many as 90% of children with 
anxiety and/or depression report problems with their sleep 
[5]. As reviewed below, strong evidence indicates that sleep 
causally impacts a range of factors relating to mental health, 
including mood, emotion dysregulation, depression, anxi-
ety, and suicide [6–8].

The importance of prevention and early intervention 
for mental health in youth is indisputable. Identifying sleep 
disturbances as a factor that contributes to deleterious al-
teration in mood, emotion regulation, and psychopathol-
ogy is key because sleep is a target amenable to change. 
The amount of sleep children and adolescents obtain and 
the quality of sleep, affect their mood and mental health 
[7, 9–11]. This chapter focuses on the evidence linking 
sleep and mental health with the aim to (a) review and 

 summarize the literature regarding the impact of sleep dura-
tion and sleep quality in healthy school-age children and 
adolescents, and those with depression and anxiety and (b) 
identify approaches for families, school leaders, clinicians, 
and policy makers to improve child and adolescent sleep for 
optimal mental health functioning. It is important to note 
that this chapter focuses on the spectrum of mental health 
and not solely on mental illness. This is to acknowledge that 
mental health occurs on a spectrum that is much broader 
than simply the presence or absence of a diagnosable men-
tal conditions. Thus, the included literature includes both 
healthy and clinical populations, and mood outcome mea-
sures include positive and negative mood states, emotion 
regulation, symptoms of depression and anxiety, and diag-
noses of depression and anxiety.

Another important distinction to make at the outset is 
regarding the measures used to characterize sleep, which 
are varied across studies. Most studies use subjective self- 
or parent-reports of sleep, which are often included as items 
within a larger survey. These have the advantage of being 
time- and cost-effective and can be used for larger, epide-
miological studies. The limitations of subjective survey 
measures of sleep include inaccuracy—especially when the 
reporter is a parent [12]—and reporting biases. Sleep diaries 
have widespread clinical use and involve recording sleep 
patterns each day. While this also relies upon self- or parent-
report, sleep diaries are not as susceptible to the reporting 
inaccuracies and biases as survey measures, as the reporting 
is anchored to the sleep of the previous night. To overcome 
some of the limitations of subjective reports, objective mea-
sures of sleep are also used, often actigraphy (using activ-
ity monitors) or polysomnography. Activity monitors are 
usually worn on the wrist like a wristwatch uses contain an 
accelerometer to measure movement. Algorithms are then 
applied to these movement data to estimate sleep and wake. 
While this is an objective method, limitations include the 

Chapter 32



436 PART | VIII Sleep health in children and adolescents

reliance of concurrent sleep diaries to identify the time in 
bed period and any times that the device was not worn. In 
addition, there have been concerns regarding the accuracy 
of actigraphic algorithms when used with adolescents [13]. 
The gold standard of sleep measurement is polysomnogra-
phy. Polysomnography uses electrodes applied to the scalp 
to directly measure brain activity and thus identify either 
wake or stage of sleep. While this method is the most ac-
curate, it is time- and cost-intensive and is not often not 
feasible for many studies. As such, few studies routinely 
include polysomnography to measure sleep.

SLEEP DURATION AND MENTAL HEALTH

Much of the research on sleep and mental health has 
focused on how much sleep children and adolescents 
obtain. The recommended sleep duration in children 
ages 6–13 years is 9–11 h, while adolescents are recom-
mended to sleep 8–10 h per night [14, 15]. Recent stud-
ies with mood symptoms as an outcome have estimated 
that adolescents require between 7.5 and 9.5 h sleep per 
night for optimal mood [16, 17]; however, many—if 
not most—teens sleep less [18]. A recent metaanalysis 
pooled data regarding normative sleep estimates from 
studies that included actigraphic estimates of sleep on 
school nights. Pooled results showed that most children 
and adolescents typically obtain sleep below these rec-
ommended amounts [19].

Much of the extant research linking sleep and mental 
health in children is cross-sectional [20–22], with short 
sleep linked to increased emotional lability [23]. For  
example, short sleep duration, objectively measured by 
actigraphy in a sample of 7-year old children, was associ-
ated with heightened emotional reactivity [24]. Similarly, 
among 8–12-year old children, shorter sleep durations were 
associated with heightened affective responses in domains 
including sadness, anger, fear and disgust [25]. Of interest, 
sleep duration was not correlated with positive affective re-
sponses [25].

Sleep duration has also been linked to mental health 
symptomology and disorders such as anxiety and depres-
sion [20]. A telephone survey of parents of children aged 
6–17 years revealed that as the number of nights per week 
of inadequate sleep increased, so did symptoms of depres-
sion. However, depression and anxiety diagnoses were not 
related to the number of nights of inadequate sleep [26]. 
Another study reported that, according to sleep diary mea-
sures, children with anxiety slept less than those without 
anxiety [27]. Sleep complaints, including insufficient sleep, 
also appear to feature highly among children with high lev-
els of depression symptoms or a diagnosis of depression 
[28]. On the other hand, findings about the association of 
objectively measured sleep to childhood depression are less 
consistent [20, 28].

Experimental studies have shown a causal relation be-
tween sleep duration and a wide range of mood outcomes 
in children and adolescents [6, 8, 18, 25, 29–33], though 
experimental studies involving children are less abundant 
[21, 22]. Nonetheless, these studies provide evidence that 
children with sufficient sleep experience better mood and 
are able to regulate their emotions better than those who 
are sleep restricted [34]. Metaanalytic data from studies of 
children aged 5 to 12 years indicate that sleep restriction is 
related to increased internalizing behavior problems, espe-
cially when experimentally shortened for 2 or more nights 
[22]. This association was demonstrated by Gruber and col-
leagues [32], who after a baseline of 5 days of habitual sleep 
(as measured via actigraphy), assigned 34 children, aged 
7–11 years, to either 1 week of 1 h less time in bed per night 
or 1 week of 1 h more time in bed per night. When sleep was 
extended (by an average of 27 min per night), teacher rat-
ings of the children’s emotional lability decreased, whereas 
restriction of sleep (by an average of 54 min per night) led to 
increased teacher-reported emotional lability [32].

Another experimental study investigated the impact of 
sleep duration on teacher ratings of internalizing symptoms 
(e.g., anxious/sad affect and emotional lability) in children 
aged 6–12 years. Three sleep conditions were compared: 
1 week of typical sleep (average 9.5 h’ time in bed), 1 week 
of optimized sleep (minimum 10 h’ time in bed), and 1 week 
of restricted sleep (8 h’ time in bed for first and second grad-
ers; 6.5 h’ time in bed for children in third grade or older) 
[33]. While attention and academic problems were nega-
tively affected by restricting sleep, internalizing symptoms 
remained similar across the 3 weeks [33].

Vriend and colleagues used a similar experimental 
protocol to restrict and extend sleep in 32 children aged 
8–12 years [25]. In this study reports of emotion regulation 
were obtained from parents and children, rather than teach-
ers. All children experienced sleep restriction and sleep ex-
tension conditions in a counterbalanced order after 1 week 
of baseline sleep. Sleep period was extended by going to bed 
1 h earlier and restricted by going to bed 1 h later, each con-
dition for 4 consecutive nights; a 3-night “washout” period 
occurred in between conditions [35]. Children slept an av-
erage of 74 min longer during the extended sleep condition 
compared to the short sleep condition. Positive affective in 
response to positive emotional images and parent-reported 
emotion regulation decreased following nights of short 
sleep. By contrast, negative affective response to negatively 
valenced images and child-reported emotion regulation did 
not differ between conditions [35].

While these experimental studies including children 
were all home-based studies, many studies of adolescents 
have been laboratory based, thus enabling better adherence 
to study protocol regarding sleep and avoidance of coun-
termeasures, such as caffeine. Measures of positive and 
negative affect are often used among adolescent  studies. 
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For example, adolescents consistently report feeling re-
duced positive affect following sleep restriction [18, 29, 
30, 36], suggesting that sleep loss diminishes their ability 
to feel positive affective states such as enthusiasm and ex-
citement. The effects of restricted sleep on negative affect, 
however, are less consistent, with only one study showing 
significantly increased negative affect [36]. When consider-
ing discrete mood states, results from adolescent total sleep 
deprivation and chronic sleep restriction paradigms have 
shown reports of significantly increased anxiety, anger, con-
fusion, and fatigue following sleep loss [6, 8].

As well as affecting mood states, sleep loss modifies the 
ability to regulate mood and emotion. Emotion regulation 
refers to the ability of an individual to monitor, evaluate, 
and modulate emotional reactions in a way that helps in-
dividuals to achieve goals and function effectively across 
different contexts [37, 38]. One hypothesis as to why emo-
tions are affected by sleep duration proposes that short sleep 
disrupts the limbic system, which helps maintain emotion 
regulation [22]. Thus, impaired sleep renders a child vulner-
able to emotional instability at a physiological level. This is 
clinically relevant, as emotion dysregulation is an important 
transdiagnostic factor that heightens the risk of a wide range 
of psychopathology outcomes [37]. Sleep loss is also im-
plicated in suicidal ideation and suicide attempts, with one 
study finding a threefold increased risk of suicide attempt in 
adolescents who slept less than 8 h per night [22].

Experimental studies have found that adolescents’ abili-
ties to regulate their emotions is worsened with sleep loss 
[8, 35, 39]. For example, one study exposed adolescents 
aged 10–16 years to two night of sleep restriction (6.5 h on 
the first night and 2 h on the second night) and two nights 
with 7–8 h sleep per night. Conditions were separated by 
1 week and the order was counterbalanced [39]. Following 
each sleep condition, participants completed an affective 
measurement battery. Adolescents reported increased anxi-
ety during a catastrophizing task and rated the likelihood 
of potential catastrophes as higher following two night of 
restricted sleep when compared to when they had longer 
sleep opportunities. Furthermore, the younger adolescents, 
aged 10–13 years, found their main worry as more threaten-
ing when they were sleep deprived.

While experimental studies have been invaluable in 
demonstrating a causal relationship between sleep loss 
and many aspects of mood and emotion regulation, such 
brief sleep manipulations have not consistently shown 
direct effects of sleep loss on either depressed mood or 
anxiety symptoms. For example, although self-reported 
depressed mood symptoms increased with total sleep de-
privation, sleep restriction in two studies with adolescent 
participants did not show the same response [6, 8]. Among 
intervention studies, adolescents randomly allocated to 
sleep extension, as well as adolescents who extended their 
sleep by 45 min following a delay to school start times, 

 reported  significantly fewer depressed mood symptoms 
[31, 40], but not reduced anxiety [41].

While experimental studies have the advantage of exper-
imental control, they often include highly screened, healthy 
participants without elevated depressed mood or anxiety 
symptoms, who are exposed to long sleep opportunities 
prior to sleep restriction, and their sleep is restricted over rel-
atively short periods. Ecologically, children and adolescents 
typically restrict their sleep over multiple weeks and months 
during the school term. Thus, short-term in laboratory stud-
ies may not be able to capture effects of sleep that may 
appear only when sleep is chronically restricted over long 
periods. As a result, longitudinal studies are instrumental to 
indicating whether chronically restricted sleep is related to 
subsequent long-term deficits in mood and/or psychopathol-
ogy and more effective for elucidating relationships between 
sleep, depression, and anxiety that are difficult to elicit in 
time-limited experimental studies. This approach often has 
the advantage of greater ecological validity by including a 
broader cross-section of participants. Among healthy ado-
lescents, for example, evidence for a longitudinal association 
between sleep and subsequent depressed mood is reported in 
most [42, 43], but not all [44], studies. One study of 12- to 
15-year old Dutch adolescents found that less time in bed at 
baseline was associated with greater severity of symptoms 
of depression/anxiety at follow-up, but not vice-versa [10]. 
Similarly, a study of 2259 US adolescents aged 12–15 years 
reported both concurrent and longitudinal associations be-
tween short sleep duration and lower self-esteem and higher 
depressive symptoms [43].

Another approach taken by recent studies is to examine 
the temporal relationship between sleep duration and next 
day mood in healthy samples and in adolescents with anxi-
ety and depression disorders [16, 45, 46]. Fuligni and col-
leagues [16], for example, collected data on nightly sleep 
and daily mood over a 2-week period from 419 adolescents 
in grades 9 and 10. The analysis of nightly sleep and next-
day depressed mood and anxiety symptoms determined the 
duration of sleep required for optimal next-day mood. This 
optimal sleep duration was estimated at 9.03 h (SD = 0.86) 
of sleep per night, similar to estimates of sleep need re-
quired for optimal daytime alertness and sustained attention 
[15, 47]. The association between sleep duration and mood 
was U-shaped, with both long and short sleep associated 
with worse anxiety and depressed mood. These findings 
may explain why some studies do not find significant linear 
associations between sleep duration and mood, as nonlin-
ear relationships are not always tested. In addition, Fuligni 
and colleagues found that the relation of sleep duration to 
subsequent mood was not uniform but varied depending on 
sex and mental health status. Indeed, this study estimated 
that girls require more sleep than boys for optimal mood, 
and adolescents experiencing clinically significant internal-
izing symptoms require more sleep than adolescents below 
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the clinical range [16]. These findings indicate differential 
vulnerability to the effect of short sleep in some popula-
tions and may explain why such associations are stronger 
in clinical groups compared to healthy controls [45]. A rela-
tionship between sleep duration and anxiety and depression 
symptoms has similarly been found in children and adoles-
cents, aged 5–18 years (M age = 10.5 years), diagnosed with 
various psychiatric disorders. Among these clinical groups, 
parent-reported shorter sleep was associated with increased 
anxiety and depression symptoms [48].

SLEEP QUALITY AND MENTAL HEALTH

Sleep quality refers to a wide range of factors associated 
with the ease or difficulties with initiation and maintenance 
of sleep, as well as how subjectively refreshing or satisfy-
ing sleep is to the individual. A number of studies show 
that sleep quality and mental health are related, with lon-
ger sleep onset latencies, more frequent awakenings dur-
ing the night, longer time spent awake after sleep onset, 
greater sleep disturbances, and poor subjective sleep qual-
ity predicting worse mood, poorer emotion regulation, and 
increased likelihood of mood disorders [9, 49–51]. Sleep 
complaints pertaining to the quality of sleep are also com-
mon in children with anxiety, including difficulty falling 
asleep or staying asleep, refusing to go to bed, nightmares 
and nighttime fears [52]. Similar to studies assessing sleep 
duration and mental health in children, those examining 
sleep quality are often cross-sectional [22].

Poor sleep quality has been shown to have a deleterious 
effect on mood beyond the effect that sleep quality vari-
ables may have on sleep duration [53]. Indeed, sleep quality 
shows unique associations with mental health function-
ing independent of sleep duration [54, 55]. For example, 
in a cross-sectional study of nearly 100,000 Japanese high 
school students, results indicated that difficulty falling 
asleep, difficulty staying asleep, and subjective sleep quality 
showed dose-dependent relationships to mental health sta-
tus, with worse sleep predicting worse mental health [50]. 
A review of 10–13-year old children regarding sleep and 
anxiety demonstrated that subjective sleep complaints were 
common among children with anxiety, especially when par-
ent report was used [27, 56]. Furthermore, based on self 
and parent report, children who reported sleeping difficul-
ties were more likely to have a diagnosis of anxiety than 
children who did not report trouble sleeping. Moreover, 
sleep issues are more likely to persist as the child ages in 
those who experience anxiety [27]. Conversely, a recent 
metaanalysis found that decreased sleep efficiency was not 
associated with internalizing behavior problems [22].

Regarding specific components of sleep quality, chil-
dren who experience anxiety may exhibit longer sleep 
latency. However, literature is inconsistent, as when ob-
jective measures of sleep are employed (actigraphy or 

 polysomnography), some studies demonstrate this differ-
ence, whereas others find no difference between anxious 
children and controls [27, 56, 57]. Anxious children may 
have less slow wave sleep and more nightly awakenings 
than those with depression or no psychiatric diagnoses [28]. 
The type of anxiety disorder may also relate to the sleep is-
sue, with increased sleep latency, as measured by polysom-
nography, among children with general anxiety compared 
to those without any diagnosis. Furthermore, nightmares 
may be exhibited more frequently among children with 
separation anxiety [28].

Regarding sleep efficiency, data from a week’s actigra-
phy measurements were not correlated with positive or neg-
ative affect [25]. In fact, anxious children may have higher 
objective sleep efficiency than controls [27]. Of note, when 
sleep is experimentally restricted, thus decreasing sleep 
fragmentation (i.e., improving sleep quality), the effects 
of shorted sleep are still evident—that is, despite improved 
sleep quality, emotional liability increased during a period 
of sleep restriction [32].

Overall, it appears that subjective sleep complaints are 
high among anxious children, yet objective sleep difficulties 
show less consistent evidence [56, 57]. In part, the study’s 
environment may play a role in different findings. That is, 
a comfortable home environment may facilitate sleep, com-
pared to a novel laboratory environment exacerbating sleep 
issues in anxious children [27]. Moreover, some laboratory 
studies may not capture the home sleep environment, which 
enables difference in sleep patterns. For example, room 
sharing and changing beds during the night may occur at 
home in both anxious and nonanxious children, yet, these 
behaviors are not practiced in a laboratory [56].

Associations between aspects of sleep quality and men-
tal health are also borne out longitudinally. Longitudinal 
studies demonstrate that sleep issues in childhood predict 
later anxiety and depression, in most, but not all studies 
[20]. In one study of 5-year-old children, sleep was mea-
sured at the age of 5 years using polysomnography and in-
ternalizing problems were measured 1 year later. Results 
showed that children who had poor sleep quality (indicated 
by sleep latency, sleep period time and number of awak-
enings after sleep onset), reported more internalizing prob-
lems in their child 1 year later, when compared to parents of 
children with good/normal baseline sleep [58].

Longitudinal studies also indicate that sleep disturbances 
in early childhood increase the likelihood of development of 
anxiety in adolescence and adulthood [28]. Stronger evidence 
suggests that sleep issues precede anxiety, however, the in-
verse relationship may also hold true [28, 59]. That is, sleep 
issues and emotional disturbances are interrelated, and may 
predispose a child to future anxiety. It is likely that sleep and 
emotional functioning hold a bi-directional relationship, thus 
those with poor sleep are more likely to exhibit symptoms 
of anxiety and depression, and  vice-versa, with each issue 
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exacerbating the other [27, 59, 60]. More research employ-
ing objective measures is needed to clarify the strength and 
direction of associations [59]. When examining bidirectional 
relationships between sleep quality and anxiety disorders, 
one review found support for the role of sleep problems pre-
dicting anxiety disorders, but limited support for the role of 
anxiety as a predictor of sleep problems [11]. For example, 
Gregory and O’Connor assessed sleep problems and behav-
ioral/emotional problems in a sample of 490 young people, 
assessed at age 4 years and again at  mid-adolescence [9]. 
Sleep problems at age 4 predicted more attention problems, 
aggression, and depression/anxiety during mid-adolescence. 
Of note, the reverse relationship was not supported, as behav-
ioral/emotional problems in early childhood did not predict 
sleep problems during adolescence. The authors also found 
that the concurrent association between sleep problems and 
anxiety/depression grew significantly stronger across this 
developmental period, increasing from r = 0.39 at 4 years to 
r = 0.52 during mid-adolescence [9]. This may be due to the 
greater prevalence of sleep problems among 4-year-olds, 
with sleep problems scores decreasing by approximately 
50% between early childhood and mid-adolescence. As sleep 
problems are highly prevalent in young children, the pres-
ence of sleep problems may be less sensitive as a predictor of 
mental health in the very young.

In a study of 516 Japanese adolescents, Kaneita and col-
leagues assessed sleep and mental health at age 13 years and 
again after 2 years [51]. Concurrent with the reduction in 
sleep quality over this time was a reduction in mental health 
status. A new onset of poor sleep quality and chronically 
poor sleep quality both significantly predicted the develop-
ment of poor mental health. Similar findings were reported 
from a longitudinal study of 3134 US adolescents, aged 11 to 
18 years, who were assessed at baseline and approximately 
1-year later [61]. Poor quality sleep was highly prevalent, 
with 60% experiencing nonrestorative sleep, 17% reporting 
difficulty falling asleep and 12% waking frequently during 
the night either often or almost every day. After control-
ling for covariates, there was a dose-response relationship 
between insomnia symptoms at time 1 and depression at 
time 2. Specifically, greater insomnia symptom severity at 
baseline predicted worse mental health 1 year later [61].

One limitation in this literature is the reliance upon 
subjective self-report measures of sleep and mood. These 
associations may be inflated due to rater biases, whereby 
an adolescent who reports poor sleep may be more likely 
to report poor mood and vice versa. Objective measures 
of sleep are needed to mitigate against this and to deter-
mine whether subjectively short or poor-quality sleep is 
paralleled by objectively short or poor-quality sleep, or 
alternatively, whether youth with poorer mental health 
misperceive their sleep as being worse than it objectively 
is. Among the limited literature that has examined sleep and 
mental health using polysomnography, one study  assessed 

objective sleep over two consecutive nights in youth aged 
7–17 years with either anxiety disorders (N = 24), major 
depressive disorder without comorbid anxiety disorders 
(N = 128), or no history of psychiatric disorder (N = 101) 
[62]. Youth with anxiety disorders took longer to fall asleep 
on the second night than controls or youth with depres-
sion (longer sleep onset latencies are common on the first 
night of polysomnography, however, this typically resolves 
on subsequent nights among most individuals), and they 
experienced more awakenings than the depressed group 
[62]. Overall, it appears that sleep disturbances are related 
to childhood anxiety, possibly in a reciprocal fashion [63]. 
Similarly, children who experience depression symptoms 
to a large extent also experience sleep disturbances, such 
as insomnia [20, 28]. However, this association is likely to 
be stronger in adolescents and adults [20, 63].

A similar pattern of results was reported in a recent meta-
analysis examining bidirectional relationships between sleep 
and adolescent depression. Specifically, they found that ado-
lescents with depression took longer to fall asleep, had more 
frequent and longer awakenings during the night, had objec-
tively lighter sleep (more stage 1 sleep) and reported worse 
sleep quality [7]. When examining prospective relationships 
over time, poor sleep quality was a predictor of subsequent 
major depression and suicide attempts, but not vice versa 
[7]. Among the various subjective and objective sleep pre-
dictors of concurrent and future depression, those variables 
associated with wakefulness in bed were most consistent in 
predicting depression. The authors propose a model of the 
relationship between sleep disturbances and depression. 
They suggest that increased time spent awake in bed due to 
long sleep onset latencies and wake periods during the night, 
coupled with poor subjective sleep quality leads to increased 
night time rumination, where adolescents lie in quiet wake-
fulness in bed and engage in negative repetitive thoughts fo-
cused on the symptoms, causes and consequences of their 
distress. This focus may be on their distress about their sleep, 
as is commonly witnessed among individuals with insomnia, 
or it may be about more general factors, such as relation-
ships with others, issues related to school, mood and tired-
ness [64]. This model is supported by research showing that 
such negative thoughts are associated with poor sleep quality 
in both healthy adolescents, sleep-disordered adolescents, 
and children and adolescents with mood disorders [64–66]. 
Taken together, these findings highlight that the presence of 
sleep problems during adolescence are a “red flag” that teens 
are at heightened risk of psychopathology [36].

IMPROVING SLEEP AND MENTAL HEALTH 
IN CHILDREN AND ADOLESCENTS

While insufficient and poor-quality sleep are extremely 
common among children and adolescents, the opportuni-
ties for change are many. Given the contribution of sleep 
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to mental health, simple interventions to target sleep are 
likely to have broad beneficial impacts on how they ex-
perience and regulate mood and emotion, as well as the 
likelihood of developing mood and/or anxiety disorders. 
Bronfenbrenner’s ecological systems theory [67] posits that 
children’s development occurs in the context of several in-
teracting ecosystems that include the self, the family, peers, 
school, community and public policy. The sleep of children 
and adolescents is nested among, and impacted by, these 
different ecological systems. Thus, suggestions and strate-
gies on how to improve sleep in children and adolescents 
are provided across four levels: families, schools, clinicians 
and public policy makers.

Families

There are many ways that families can support better sleep. 
Limiting technology use, especially in the hour before bed, 
and removing access to technology overnight, helps to 
limit exposure to blue light, and allows the opportunity for 
sleep that is not broken by incoming calls and/or messages  
[68, 69]. Reducing evening light and limiting or eliminating 
caffeine can help to ensure that children and adolescents are 
not being unnecessarily alerted by these exogenous alerting 
factors [69]. Exercising during the daytime can help chil-
dren and adolescents to get to sleep faster and have more 
consolidated and refreshing sleep [70], as can maintaining 
a comfortable sleeping environment that is dark, cool, and 
quiet [69].

While adolescents can implement some of these behav-
ioral changes, family involvement to implement, support, 
and model positive sleep habits to children and adolescents 
is beneficial [71, 72]. Across the pediatric age range, fami-
lies have an important role in supporting or harming sleep 
health. For example, setting limits around bedtime is associ-
ated with better sleep, better daytime functioning, and less 
depression and suicidal ideation [69, 72, 73]. Despite the 
numerous benefits to regulated bedtimes, research indicates 
that, even though many parents set limits around the bed-
times of their young children, they relinquish limit-setting 
at a very early age [72, 74]. A study of North American 
children and adolescents found that less than 1 in 5 children 
have a parent-set bed time at age 10 years, while less than 1 
in 20 had a parent-set bedtime at age 13 [74]. Of note, how-
ever, this developmental shift did not reflect less parental in-
volvement in regulating sleep patterns, overall. Rather, the 
focus of parental involvement shifted, with the reduction in 
parent-set bedtimes associated with a concurrent increase 
in the proportion of parents waking their children up for 
school in the morning [74].

While a small proportion of children and adolescents 
have a parent-set bedtime on school nights, this is largely 
not maintained across weekends. Thus, in older children and 
adolescents, even less regulation of bedtimes on weekends, 

coupled with sleep debt accrued across the school week and 
a delayed body clock, result in a pattern of even later bed-
times on weekends and wake times. Regular bedtimes and 
waketimes across school nights and weekends are important 
for good sleep and for entrainment of circadian rhythms, 
or the body clock [75]. Children and adolescents who ob-
tain sufficient sleep across the school week do not show 
the same pattern of “sleeping in” on weekends [76]. This 
catch up sleep extends weekend wake time until later in the 
morning, or, for some, even into the afternoon. This pattern 
makes it very difficult for children and adolescents to then 
fit back into a healthy sleep pattern for school, as their body 
clocks are shifted later with this weekend catch-up sleep 
[75]. Maintaining a regular sleep pattern that allows for suf-
ficient sleep across the week avoids these problems.

In addition to sleep-focused behaviors, general environ-
mental factors impact sleep among families. As sleep requires 
the individual to disengage vigilance to the outside environ-
ment, it is important for children and adolescents to feel secure 
and safe at bedtime. Families can support sleep by maintain-
ing a warm, supportive, and predictable family environment 
[71, 77]. One study of adolescents found that adolescents who 
self-reported their families as being more disorganized had 
worse sleep hygiene, took longer to fall asleep, obtained less 
sleep and were more sleepy during the day [71]. Conversely, 
among younger children, increased parental warmth was as-
sociated with more sleep [77]. These findings highlight the 
invaluable role of families in providing a home environment 
and family culture that supports good sleep.

Schools

Where schools are able to determine their start time, en-
suring that the school day does not start before 8:30 a.m. 
is likely to have wide-ranging benefits to students in terms 
of enabling them to obtain more sleep, maintain alertness 
during the day, perform better in the classroom, have fewer 
motor vehicle accidents, and have improved mood and less 
psychopathology [40, 77, 78]. A cross-cultural comparison 
between US adolescents, whose school days began at ap-
proximately 7:45 a.m., and Australian adolescents, whose 
school days started around 8:30 a.m., found that Australian 
adolescents obtained an average of 47 min more sleep per 
night sleep [79]. While several factors predicted this cross-
cultural difference, the largest predictor was school start 
time. The American Medical Association and the American 
Academy of Pediatrics both recommend that schools start 
no earlier than 8:30 a.m. [80]. The RAND Corporation esti-
mated that if all US schools were to delay school start time 
until 8:30 a.m., this would add $US83 billion to the econ-
omy over the next decade due to higher high school gradu-
ation rates and thus better jobs, fewer costs associated with 
sleep-related car crashes, reduced obesity, and improved 
mental health [78].
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While school start times receive most public attention, 
any school-related activities that require children and ad-
olescents to wake earlier or stay up later can impinge on 
their ability to obtain sufficient sleep. Resultingly, school 
sport and school activities should not be scheduled before 
8:30 a.m. Similarly, high academic workloads with large 
homework volumes and/or attending night school, and 
high levels of academic pressure can push bedtimes later 
and negatively impact sleep and mental health [77, 81]. 
Thus, schools are urged to consider their policies regard-
ing homework, and to question the assumption that home-
work quantity is important for academic achievement. 
Indeed, recent PISA (Programme for International Student 
Assessment) results show that, while many of the countries 
ranked highest in academic performance are countries in 
which students start school early and have high academic 
workloads, such as Singapore, Japan, and Taiwan, countries 
like Finland, who consistently rank among the top academi-
cally performing countries, provide evidence that early start 
times and high volumes of homework are not necessary 
for academic success. Finnish schools do not start early, 
their students do not typically attend night school, nor do 
they have large homework volumes, yet their students rank 
among the highest in the world when it comes to academic 
achievement. Most tellingly, students from high achieving 
countries with early start times and high academic work-
loads reported among the highest levels of school-work 
related anxiety, while Finnish students reported very low 
levels of school-work related anxiety [81]. Thus, high vol-
umes of homework and night school are not necessary for 
high academic achievement and may come at a high cost to 
the children in those systems.

Clinicians

Clinicians can work with children and families to improve 
both sleep and mental health. It is imperative that basic 
screening for sleep and mental health problems is routinely 
implemented. If children and adolescents are identified as 
having a sleep problem, the type of treatment used to improve 
sleep will depend largely on the sleep issue. Pharmacological 
interventions are not recommended as a first treatment ap-
proach [82], and are thus not reviewed here. Clinically, it is 
important to first assess the sleep issue. As well as a clinical 
interview, one means by which to do this is through a sleep 
diary, kept for at least 1 week [82]. Objective sleep measures, 
such as actigraphy, are desirable, but not always feasible [82, 
83]. Review of both the clinical interview and sleep diary 
allow definition of the sleep issue (e.g., whether issues fall-
ing asleep are due to insomnia or a circadian phase delay) 
and the goals the client wishes to achieve, both of which in-
form treatment. Regardless of the specific treatment chosen, 
psychoeducation for the parent and child regarding sleep 
is valuable [82, 84]. Psychoeducation  typically includes 

information about developmentally appropriate sleep dura-
tion recommendations, sleep hygiene, sleep pressure, sleep 
architecture, circadian rhythms, and the effects of light and 
darkness on the circadian rhythm.

Children benefit from sleep hygiene techniques, such as 
a consistent bedtime routine, and a safe, comfortable sleep 
environment [83]. Children who have difficulty initiating 
or maintaining sleep, and negative daytime consequences, 
in the absence of medical conditions, may have insomnia 
[82]. As well as good sleep hygiene, insomnia interventions 
may involve further behavioral treatment, such as cogni-
tive behavior therapy. Both night awakenings and sleep 
efficiency are improved through behavioral interventions 
[84]. Adjusting a child’s bedtime to a later time, to facilitate 
faster sleep initiation, may also be used. Once the child has 
associated bedtime with falling asleep, the bedtime is then 
moved earlier [82]. A list of resources for clinicians treating 
childhood insomnia can be found here [82] and here [85].

Concerning adolescents, there are two main psychologi-
cal therapies which are implemented, again depending on 
the sleep disorder [82]. The first, bright light therapy, fo-
cuses on shifting the body clock of adolescents who have 
a delayed circadian rhythm. The adolescent is exposed to 
bright light for 30 min each morning, starting at the ado-
lescents desired waking time, i.e., the time at which they 
would naturally wake up if they didn’t have to go to school. 
The timing of this light exposure is then shifted earlier by 
30 min each day until the adolescent is waking at their de-
sired time. Appropriately timed morning bright light is pre-
scribed in the morning, and dim light is used in the evening, 
to shift the circadian rhythm. As the light advances each 
day, so too does the circadian phase [86, 87].

The other treatment widely used among adolescents 
is cognitive behavior therapy for insomnia, which is used 
to treat adolescents who experience insomnia. Cognitive 
behavior therapy for insomnia is a multimodal treatment, 
which aims to reduce difficulties initialing or maintaining 
sleep, and the clinical distress associated with such sleep 
difficulties [86]. It incorporates sleep hygiene, relaxation, 
stimulus control, sleep restriction and cognitive therapy, 
which all aim to reduced arousal associated with bedtime 
and sleep [86]. These treatments have effectively improved 
sleep latency, sleep duration and awakenings after sleep on-
set in adolescents. Both depression and anxiety symptoms 
may also be diminished through this therapy [86].

Many other low-intensity treatment options exist, to im-
prove the sleep of adolescents, especially those who do not 
experience disordered sleep. These include brief mindfulness 
and relaxation, and prebed phone restriction [82, 88–90].

Policy makers

While delaying school start times until at least 8:30 a.m. 
and implementation of lighter extra-curricular homework 
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loads are both discussed in greater detail in relation to how 
schools can improve sleep in children and adolescents, not 
all schools can act individually. Thus, public policy regard-
ing these guidelines can have even wider benefit in support-
ing mental health of children and adolescents.

Health promotion and education regarding child and 
adolescent sleep may also help to improve sleep and men-
tal health [42]. Health promotion could include informa-
tion about how much sleep children and adolescents need, 
indicators of good or problematic sleep, sleep hygiene, 
and tips on how to improve sleep and where to seek re-
sources. While the present focus has been on how sleep 
impacts mental health, sleep also affects cognitive per-
formance, risk-taking, drug use, road safety, and delin-
quency, and so the potential benefits of sleep promotion 
are widespread.

Just as children sleep better in a safe home environment 
they also sleep better when they feel safe in their commu-
nities [91]. Children and adolescents who are exposed to 
community violence frequently experience sleep distur-
bances, nightmares and reduced mental health [92]. Even 
if children and adolescents are not victims of community 
violence, the perception of safety in their neighborhoods 
can impact sleep [91]. One study of 252 adolescents from 
a wide range of socioeconomic backgrounds in the South-
eastern United States asked adolescents about their concern 
regarding community violence and measured their sleep us-
ing actigraphy and self-report. Adolescents who were more 
concerned about community violence had lower sleep ef-
ficiency, woke more during the night, and reported more 
sleep-wake problems and daytime sleepiness. This effect 
was stronger among adolescent girls [91]. Thus, policy tar-
geting community safety, especially in areas containing a 
large proportion of families, is beneficial.

Lastly, paid employment is a factor that can negatively 
impact the sleep of adolescents [74, 93]. High school stu-
dents who work more than 20 h per week have later bed-
times and less sleep across the week. They also report more 
daytime sleepiness, are more likely to arrive late for school, 
have trouble staying awake at school, and are more likely 
to use caffeine, tobacco and alcohol [94]. These deficits of 
sleep and daytime functioning were even more pronounced 
among adolescents who coupled more than 20 h of paid 
work with more than 20 h of extra-curricular activity [94]. 
Australian research indicates that, while most adolescents 
are aware of their rights at work in terms of declining 
shifts, they often report feeling pressured to accept shifts, 
or believe that declining shifts will result in less work be-
ing offered to them in the future [95]. Thus, there is scope 
for policy regarding paid employment for school students. 
For example, by placing limits around the finishing time 
of shifts offered to high school workers during school term 
time. This would mitigate the problem of adolescents fin-
ishing shifts so late that they are unable to obtain sufficient 

sleep before having to rise for school the next day to help 
support adolescent workloads, sleep and mental health.

CONCLUSION

Summary

Overall, these findings suggest that while estimates of sleep 
need for optimal mood functioning are between 9 and 11 h 
per night for children and 8–10 h per night for adolescents, 
many young people chronically obtain sleep that is below 
this amount. Studies examining the relationship between 
sleep duration and mood suggest that sleep loss produces 
reductions in positive mood states and affect and increases 
in negative mood states and negative affect. Longitudinal 
studies support bidirectional relationships between sleep 
duration and mood and mood disorders, however, the link 
from sleep to mood/mental health has been reported more 
consistently than link from mood/mental health to sleep. 
Studies focusing on sleep quality have found similar results, 
with multiple aspects of sleep quality found to impact men-
tal health, including how long it takes to fall asleep, waking 
during the night, and subjective sleep quality all impacting 
mental health.

Using Bronfenbrenner’s ecological systems theory as 
a guiding explanatory framework, suggestions and recom-
mendations for improving sleep, and thus mental health, 
were provided. These recommendations targeted families, 
schools, clinicians and public policy makers, thus highlight-
ing the importance of a multifaceted approach to support 
sleep and mental health in young people.

Limitations and future research directions

Overall, the present chapter provides an overview of the re-
lationship between sleep duration and sleep quality and how 
they either support or diminish mental health in children 
and adolescents. In addition, we provide suggestions for 
how sleep (and thus mental health) can be supported across 
multiple ecological levels. It is important to note, however, 
that this overview is not exhaustive, and other factors, such 
as sleep regularity and the timing of circadian rhythms  
(or the body clock) affect mental health both directly or in-
directly, through their influence on sleep duration and sleep 
quality [54, 96].

While present findings support the importance of sleep 
for optimal mental health in children and adolescents, there 
remain gaps and limitations in the literature. First, multi-
modal assessment of sleep using both subjective and objec-
tive measures is needed to determine the degree to which 
subjectively reported insufficient or poor-quality sleep is 
also mirrored by objective data. While this is an impor-
tant point across all developmental stages, it is particularly 
important among younger children, for whom research 
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 typically relies upon parent reports of sleep. Second, while 
there is a sizeable body of work examining sleep quality and 
mental health outcomes, sleep quality is not unitary and the 
conceptual and operational definitions of sleep quality are 
often ill-defined. Research examining clearly defined and 
operationalized aspects of sleep quality, such as sleep onset 
latency, wake after sleep onset, number of night time awak-
enings, and subjective and objective sleep quality, is needed 
to determine how different facets of sleep quality affect 
mental health. Third, the literature consists largely of cross-
sectional studies which cannot address the significant issue 
of causation or causal direction. This is important given the 
relationship between sleep and mental health is likely bidi-
rectional. Future research would profit from more experi-
mental studies to determine causation and directionality.

Several important areas remain underinvestigated. For 
example, studies to evaluate the efficacy of health promotion 
strategies aimed at sleep are needed to determine whether 
population-level interventions are effective. On a smaller 
scale, sleep intervention studies are urged to include mood 
and mental health outcomes to see how improving sleep on 
an individual level improves mental health. Finally, mood 
outcome measures need to include positive mood outcomes, 
such as happiness, as well as negative mood outcomes, such 
as depressed mood and anxiety. Emerging research suggests 
that positive emotion may be more sensitive to sleep loss 
and poor quality sleep than negative emotion [97]. While 
mood states relevant to mood disorders, such as depression 
and anxiety are important to measure, reduction in positive 
mood, or anhedonia, is also a clinically relevant.

Concluding remarks

Sleep plays a crucial role in maintaining optimal men-
tal health across the lifespan. Childhood and adolescence 
are critical developmental periods when the trajectories of 
many mental health conditions are begun and thus provides 
an optimal period for early intervention regarding sleep. 
Simple interventions to improve and safeguard sleep are 
thus important to benefit youth mental health and reduce 
the likelihood or severity of many mental health conditions.
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Adolescence is a development period characterized by 
dramatic changes in neurobiological, physical and socio-
emotional development as well as changes in sleep-wake 
patterns. Most adolescents should optimally sleep a mini-
mum of 8–9.5 h per night [1, 2]. However, the majority fall 
substantially short of that mark as national surveillance 
shows that only 7% of US adolescents report getting at least 
8.5 h of sleep on school nights [3]. Between ages 12 and 18, 
the probability of getting at least 7 h of sleep per night drops 
by about half [4]. The magnitude of the short sleep duration 
epidemic among adolescents is even larger than what we 
have observed in adults, with US high school-aged youth 
being more than twice as likely to report getting insufficient 
sleep compared to adults [2]. Additionally, there are sleep 
disparities among adolescents, with girls, non-whites, and 
those from lower socioeconomic status backgrounds, being 
more likely to report short sleep duration compared to other 
groups [4]. A particularly worrisome trend is the secular de-
cline in adolescent sleep over the past 20 years, a trend that 
has been called a “great sleep recession” [4].

A variety of social and environmental factors pose sig-
nificant obstacles to sufficient sleep for most US adolescents 
[5–9], including social pressures to stay up late, bright light 
from screens at and after bedtime, after school homework 
and employment, and caffeine use, to name a few. Even in the 
absence of these social and environmental contexts, there are 
powerful, hardwired biological factors that push teenagers 
toward later bedtimes and delayed wake-up times [10, 11].

The circadian biological clock and sleep/wake homeo-
stasis are two body systems that regulate sleep [12]. Early 
in puberty, in most adolescents, there is a neurobiological 
change to children's circadian clocks that results in a two- 
to three-hour delay in the release of the sleep-promoting 
hormone, melatonin. This circadian timing persists through 
adolescence [13], and means that the time adolescents natu-
rally fall asleep is deferred to a later hour. After this shift 
it is challenging, even for an adolescent who tries to get to 

bed at an early hour, to fall asleep prior to 11 p.m. and it 
follows that they will struggle to wake before 8 a.m. [11]. 
Additionally, “sleep drive,” which accumulates over the 
waking hours and diminishes wakefulness as the day pro-
gresses, builds slower once children reach their teen years 
[14]. As adolescents get older, bedtime is delayed on both 
school and non-school days [5]. This adolescent sleep tim-
ing shift has been observed both in the US and around the 
world, adding confirmatory evidence to this delay of sleep 
onset being a largely biological, and not purely social, nor-
mative or cultural phenomenon [5, 11, 15]. Meanwhile, 
contrary to popular belief, adolescents require just as much 
sleep as they did when they were a few years younger 
[11] with 9.25 h of nightly sleep being considered optimal 
through the teen years [16].

Early school start times are perhaps the most potent and 
salient environmental constraint on adolescent sleep [1, 
17, 18]. Although delayed sleep onset has many biological 
and social causes, delayed sleep onset does not necessarily 
result in truncated sleep duration, unless schedules dictate 
an untenable wake-up time. Unfortunately, this is nearly al-
ways the case in the US, where high schools, almost without 
exception, tend to start very early [18], leading adolescents 
to need to wake before they have finished sleeping. In or-
der to meet the biological sleep needs of adolescents, over 
two dozen medical organizations, including the American 
Academy of Pediatrics and the Centers for Disease Control 
and Prevention, have recommended that middle and high 
schools start at 8:00 a.m., 8:30 a.m., or later [19]. Numerous 
examples in school districts from across the country have 
shown that high schools can feasibly shift their start times 
to 8:30 a.m. or later [20]. Both cross-sectional [21] and lon-
gitudinal [22–24] evaluations of start time differences show 
that later start times allows teens to get more sleep, with 
each one-hour start time delay associated with 30–90 ad-
ditional minutes of school night sleep duration. Yet <18% 
of US middle and high schools start at or after 8:30 a.m. and 
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42% start at 8 a.m. or earlier [18, 25], start times which ap-
pear to most severely curtail sleep [26].

In this chapter we aim to summarize the documented 
effects of delaying school start time on adolescent health. 
Given the strong evidence linking short sleep duration with 
numerous physical and mental health risks (covered in 
depth in the preceding chapters), delaying start times could 
be an effective population-level strategy to promote sleep 
and physical and mental health in adolescents. Our review 
covers those health outcomes that have been included in 
peer-reviewed literature, in relation to a K-12 school start 
time contrast (e.g. studies that have compared two or more 
schools with different start times, or one school before and 
after a start time change). We review the effects of school 
start times on sleep duration, academic outcomes and tru-
ancy, mental health and risky behavior, and unintentional 
injury. We conclude by discussing the obstacles communi-
ties face when delaying school start times.

DELAYING HIGH SCHOOL START TIME 
IMPROVES SLEEP

Delaying school start time is a population-level intervention 
with the potential to affect sleep duration and sleep-related 

health during adolescence, a critical developmental period. 
Studies that have evaluated whether school start times are 
associated with more or better-quality sleep have over-
whelmingly concluded that later school start times are asso-
ciated with significantly longer school-night sleep duration 
[27, 28]. Later school start times are associated with longer 
school-night sleep duration in all eight studies eligible for 
inclusion in a recent Cochrane review, and in 29 of 31 stud-
ies included in another recent systematic review [27, 28]. 
Fig. 33.1 illustrates the distributions of school-night sleep 
duration for students at eight US high schools, with start 
times ranging from 7:35 a.m. to 8:55 a.m. [24]. Compared 
to students in the earliest-starting school, the entire distribu-
tion of sleep duration at later-starting schools shifts progres-
sively toward longer sleep duration. Notably, approximately 
10% of US high schools start before the earliest-starting 
high school in this sample [18].

Some have questioned whether a delayed school start 
time might be counterproductive, and only serve to de-
lay bedtimes such that sleep duration is not lengthened. 
Contrary to this belief, most of the available evidence has 
shown that later school start time leads to longer sleep dura-
tion because adolescent bedtimes are stable and likely not 
influenced much by artificially imposed wake-up times.  
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FIG. 33.1 Wahlstrom [24] collected self-reported sleep duration in eight US high schools with a range of start times. At later-starting schools, the entire 
distribution of school-night sleep duration is progressively shifted to the right, toward greater sleep.
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In before-after studies of school start time changes, students 
typically maintain the same bedtimes after starting later 
that they had when their school started early [21, 29, 30], 
although one study showed that bedtimes actually shifted 
earlier when schools started later [22]. One recent cross-
sectional study showed that students had modestly later 
bedtimes at schools with later start times; however this 
study did not compare bedtimes before and after start time 
changes [26]. The stability of adolescent bedtimes across 
various school start times, early and late, is yet another 
piece of evidence reinforcing adolescents' circadian clocks 
are biologically set and rather inflexible.

ACADEMIC ACHIEVEMENT, ATTENTION,  
AND TRUANCY

Students who do not get enough sleep have more difficulty 
concentrating in class, and are less likely to graduate high 
school or college than their better-rested peers [31]. Many 
sleepy adolescents find themselves unable to stay awake 
even while they are in class. A 2006 survey by the National 
Sleep Foundation found that 28% of high school students 
report falling asleep in school at least once a week [32]. 
Among high school students in a nationally representative 
survey, each additional hour of sleep was associated with 
16% lower probability of attention problems in school, 
15% lower probability of trouble completing homework, 
and a grade point average (GPA) increase of 0.2 points 
[31]. Moreover, when those students were followed through 
early adulthood, each additional hour of sleep was associ-
ated with 13% greater probability of graduating high school 
and a nearly 10% increase in probability of attending col-
lege [31].

Because delaying high school start time is recognized as 
an important strategy for promoting health sleep duration 
[1, 19], researchers have worked to understand if later start 
times will improve adolescents' academic achievement. 
However, there are challenges in interpreting the effect of 
school start time on academic performance due to the nature 
of letter grades and standardized tests. Grade point averages 
may reflect the difficulty of a student's class schedule or 
the whims of a teacher, while standardized college entrance 
exams are not taken universally and may reflect only the 
population who intends to go to college [27]. Additionally, 
students who struggle in school due to sleepiness might opt 
for, or be tracked into, less difficult courses.

Studies that have considered the effect of a one-hour 
school start time delay on standardized test scores have had 
mixed results [33, 34]. Hinrichs compared ACT test scores 
of high school students in the Minneapolis and Saint Paul, 
Minnesota, public school districts before and after a start 
time delay in Minneapolis schools [33]. Hinrichs found 
no significant effects of school start time on ACT scores 
(β = −0.024, 95% confidence interval [CI] −0.23 to 0.18). 

In addition, Hinrichs conducted cross-sectional compari-
sons of high school student scores on the Kansas Reading 
Assessment by school start time. As with ACT scores, there 
was no association between school start time and read-
ing score (β = 0.95, 95% CI −2.67 to 4.58). Meanwhile, 
Edwards conducted a similar study of the math and read-
ing exam scores of middle school students in neighboring 
communities in North Carolina, one of which delayed its 
school start time during the study period [34]. Edwards 
found that students whose school was delayed by 1 h expe-
rienced a 1.8% point improvement in math scores (95% CI 
1.19–2.37) and 0.98-point improvement in reading scores 
(95% CI 0.28–1.68) [34].

A few studies have also considered the effect of school 
start time on students' letter grades. Wahlstrom conducted a 
pre-post study of student grades before and after start time 
delays in six school districts [24]. In four districts, the com-
bined pre-post change in all core courses (mathematics, sci-
ence, social studies, and/or English), and in two districts the 
core course grades were available for individual analysis. 
There was significant improvement in grades in three of 
the four school districts where all courses were analyzed 
collectively, and no significant difference in one school. In 
the two districts in which core course grades were analyzed 
separately, some courses had significant increases and oth-
ers had significant decreases (although Wahlstrom did not 
report which specific courses showed letter grade improve-
ments or setbacks) [24].

A considerable problem in causal inference for studies 
of school start times is that, due to the logistical complex-
ity and multiple competing interests in setting school start 
times, researchers may never be able to randomize the start 
times that students receive. One noteworthy study, among 
first-semester freshmen at the US Air Force Academy 
(USAFA), was able to overcome that limitation [35]. 
Because the service academy randomly assigned students' 
academic schedules, including start time, course, and in-
structor, this study effectively recreates a randomized trial. 
The study found that when students are randomly assigned 
to take a class before 8:00 a.m., their academic performance 
in their first hour class was significantly worse than those 
whose first hour class was assigned to 8:00 a.m. or later. In 
addition, having an early start to the academic day reduced 
performance throughout the entire day [35]. This study 
provides the highest-quality evidence that later school start 
times may play a causal role in improving academic out-
comes. While the students at the USAFA are slightly older 
than high school students, most first-semester freshmen 
students are still biologically adolescents [35]. The average 
age of freshman cadets was not reported, but USAFA cadets 
are required to be between 17 and 23 years old in the year 
they enter [36], and 33% of all USAFA students are ages 
18–19 years old, suggesting that a substantial majority of 
freshmen enter at age 18 [37].
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Later school start times may improve learning and 
academic achievement by reducing sleepiness during the 
school day. Indeed, in a recent review of the school start 
time literature, 10 of the 12 studies that measured sleepi-
ness found significantly less sleepiness in schools with later 
start times [27]. For example, Danner and Phillips used the 
Epworth Sleepiness Scale, a validated measure of daytime 
sleepiness [38], to measure changes in daytime sleepiness 
before and after a start time change in Kentucky [30]. Mean 
sleepiness declined from 8.9 to 8.2 (P < 0.001). Other lon-
gitudinal studies have also found lower levels of sleepiness 
following delays in start times [22, 23]. Reduced sleepiness 
may also improve academic achievement by facilitating 
improved concentration and attention to school and after-
school homework. An Israeli study used two different as-
sessments to compare sustained attention in middle school 
students whose school start time was experimentally de-
layed by 1 h, compared to a group with consistently early 
start times [39]. The delayed start time group has a signifi-
cantly better attention level, and made significantly fewer 
errors, than the early start time group.

Oversleeping students may be absent for all or part of a 
school day due to early start times. Edwards estimated that 
students at schools starting 1 h later average 1.3 fewer ab-
sences per year, with a median of five absences per year [34]. 
Wahlstrom identified the attendance of students who change 
schools more frequently as experiencing a particularly large 
benefit from later school start time [21]. While school atten-
dance for continuously enrolled students was consistently 
high before and after a start time change, attendance for stu-
dents who had changed schools during high school improved 
significantly following a start time delay, from 72% to 76% 
for 9th grade students, and from 73.7% to 77.5% for 10th 
and 11th grade students [21]. This suggests that the largest 
gains in school attendance may be observed for the students 
at highest risk of absenteeism. Combined with reduced day-
time sleepiness and better attention to school and homework, 
improved attendance may account for the increased academic 
achievement observed in later starting schools.

MENTAL HEALTH AND RISKY BEHAVIOR

Adolescence is known to be a highly vulnerable period for 
the onset of mental health issues and substance use disor-
ders. For instance, 50% of all lifetime cases of depression 
begin by age 14 [40]. Furthermore, risky behavior in ado-
lescence, including alcohol, tobacco and other substance use 
and risky sexual behavior, are a cause of substantial morbid-
ity, mortality, and social problems for youth and can lead to 
chronic lifelong health issues [41]. Thus, adolescence may 
be a critical period for preventing the lasting consequences 
of mental health and substance use-related morbidity and 
improving sleep health may be a key tactic in the armament 
of psychological and behavioral health promotion strategies.

Sleep loss and sleep disorders are commonly associated 
with reduced mental well-being and risky behaviors. Adults 
with psychiatric mood disorders such as major depression 
and post-traumatic stress disorder commonly experience 
sleep disturbances [42], inadequate or poor-quality sleep 
also co-occur with symptoms of depression [43], hopeless-
ness and suicidal thoughts and attempts [43–45], irritabil-
ity and impaired emotional regulation [46]. Sleep problems 
in childhood and adolescence may predict future mental 
health problems [47, 48] and even suicide [48].

Experimental studies of sleep restriction provide further 
causal support for a role of sleep disturbance in contribut-
ing to mental health problems [46, 49, 50]. Experimentally 
sleep restricted adolescents exhibit higher levels of anxi-
ety, anger, fatigue and confusion compared to periods of 
sleep extension [46]. Additionally, experimental sleep 
deprivation has been associated with reduced positive af-
fect [49, 50], and increased negative affect [49] in ado-
lescents, which may increase adolescent vulnerability to 
depression. The role played by REM sleep in emotional 
processing [42] may explain these changes in affective re-
sponse. When adolescents are woken prematurely they are 
deprived of rapid eye movement (REM) sleep (the stage of 
sleep known to be associated with emotional processing). 
This deficit hampers recovery from emotional conflict, and 
reduces emotional control by increasing reactivity to nega-
tive emotional stimuli [42].

Insufficient sleep may contribute generally to increased 
adolescent risk behaviors by diminishing teen's executive 
cognitive functioning and emotional regulation [51]. Early 
school start times cause many adolescents to live in a state 
of constant “circadian misalignment” due to the discrep-
ancy between the school-imposed schedule and their own 
internal clock. Tired from the week, adolescents will sleep 
dramatically more hours on weekends to make up for school 
day sleep loss. Differences in weekend and weekday sleep 
hours have been associated with regulation of reward pro-
cessing [52, 53] which can manifest as increased sensation-
seeking and diminished regulatory control [51, 54]. Sleep 
problems, including insomnia, short sleep duration, and 
inconsistencies in weekend versus weekday sleep, are as-
sociated cross-sectionally and longitudinally with increased 
use of alcohol, marijuana, and other drugs in adolescent 
samples [43, 45].

Although much literature has been published on the as-
sociations between sleep and mental health in adolescence, 
comparatively little work has been done to identify the psy-
chological effects of delayed school start time [55]. We re-
cently conducted a recent systematic review of literature on 
school start time and psychological health, including sub-
stance use. We identified eight eligible studies conducted 
in the past 20 years. The most commonly studied outcome, 
symptoms of depression and anxiety, was assessed in four 
of the studies [21–23, 56]. Positive and negative affect or 
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attitudes were included in two more studies [57, 58], and 
two other studies included nonspecific measures of mental 
health [59, 60]. In both cross-sectional [21, 56] and longitu-
dinal studies [22, 23], later school start time is consistently 
associated with fewer symptoms of depression and anxiety. 
One additional longitudinal study, with a control group, 
found that school start time was associated with improved 
general mental health and reduced psychologically-relevant 
behavior problems, such as emotional problems and hyper-
activity/inattention [60]. Although both studies assessing 
the effect of school start time on positive and negative affect 
[57, 58] and one of the two studies of general mental health 
[59] did not find significant differences between earlier and 
later-starting schools, these studies were of short, 15-min 
differences in start times, a school with a late start on only 
1 day of the week, and a highly unusual situation where a 
school was hosted during afternoon hours in another school 
building due to a fire. The highest quality studies uniformly 
found that later school start times are associated with better 
mental health in adolescents [22, 23, 60]. Notably lacking 
from the literature were studies of the impact of later start 
times on substance use or other risk-taking behaviors.

UNINTENTIONAL INJURY

Sleep-deprived adolescents are more likely to be involved in 
car crashes, work-related injuries, and sports injuries [61]. 
High school students who get 7 h or of sleep or less each 
night are more likely to take risks that can lead to serious 
injury or death, such as failing to wear bike helmets and seat 
belts, drinking and driving or riding with a drunk driver, 
and texting while driving, compared to students who get 9 
or more hours of sleep [61]. Being in a car crash is the lead-
ing cause of death for US adolescents, resulting in nearly 
4000 teen deaths in the US every year [62]. Nationally, one-
fifth of fatal car crashes between 2009 and 2013 involved a 
drowsy driver [63]. Half of drowsy driving crashes involve 
a driver aged 25 or younger [64]. By addressing widespread 
chronic sleep shortages among adolescents, delaying school 
start times has a clear link to reducing adolescent injuries 
and fatalities.

Several studies have analyzed the effect of school start 
time on car crash rates [24, 30, 65, 66]. One longitudinal 
study compared car crash rates for 17- and 18-year old driv-
ers in a Kentucky school district to those in the state as a 
whole over the two years before and two years after a one-
hour start time delay. Teens in the county with delayed start 
times had a 16.5% reduction in car crash rate over the study 
period, while teen crashes in the rest of the state increased 
by 7.8% [30]. Two cross-sectional studies compared crash 
rates for high school-aged drivers in adjacent communities 
in central [66] and eastern Virginia [65] with 85-min and 
75- to 80-min start time differences, respectively. In each 
comparison, teen drivers in the communities with later start 

times were significantly less likely to be in crashes. As pre-
dicted, the teen crash peaks occurred during high school 
commute times in both communities, and teen drivers in the 
central Virginia community with earlier starting times were 
more likely to be in crashes where the car veered off the 
road to the right, a commonly sleep-related type of crash 
[66]. Finally, Wahlstrom compared the number of crashes 
involving 16- to 18-year old drivers in four communities 
before and after a start time delay [24]. She found that there 
were fewer adolescent-involved crashes in three of the four 
communities following a start time delay, while one com-
munity had a slight increase in crashes after a start time 
delay. However, because the communities were not com-
pared to a reference population, it is not possible to say if 
the observed trends were unique to communities in which 
start time was delayed.

Lengthening sleep duration could plausibly reduce 
these types of injuries by improving concentration, atten-
tion, and reaction time, and reducing fatigue and adoles-
cent risk taking. For example, a Norwegian study compared 
reaction times among students whose start time is delayed 
one day of the week (N = 33), to high school students with 
consistently early start times (N = 45) [57]. Compared to the 
consistently early start students, students had significantly 
fewer reaction time lapses (response delays of over 500 mil-
liseconds) and faster average reaction times, on the late start 
day. These improvements in reaction time could reduce the 
risk of multiple types of injury. However, we are aware of 
no research to date assessing the effect of school start time 
on other types of accidental injury, including occupational 
and sports injuries. Another way school start times could be 
used to reduce the risk of child pedestrian injury is by stag-
gering school start times with periods of high motor vehicle 
traffic to reduce exposure to traffic [67]. Future research is 
needed to identify what effect school start time may have on 
these and other injuries.

CONCLUSIONS

The evidence, which is based on pragmatic observational 
studies, some of which were natural experiment evalu-
ations, suggests that delaying school start times can pro-
mote adolescent sleep and that this can have far reaching 
effects on healthy youth development. Numerous studies 
have overwhelmingly demonstrated that adolescents at 
later-starting schools are more likely get a healthy amount 
of sleep than their peers at earlier-starting schools. Limited 
evidence suggests that students at later-starting schools may 
learn more, and at worst perform no worse than their peers 
at earlier-starting schools, while an early start may hamper 
performance throughout the entire school day. There is also 
limited, but consistent, evidence that later school start times 
benefit both mental health and physical safety. Students 
starting school later demonstrate fewer symptoms of  anxiety 
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and depression and fewer behavioral problems. The risk of 
an adolescent being involved in a car crash appears to be re-
duced in communities with later-starting schools, possibly 
because or reduced sleepiness and improved reaction time 
among better-rested teens.

Given the consistency of these findings, with most stud-
ies showing clear benefits of later start times for adoles-
cents and the absence of any studies showing harms for 
adolescents, it is striking that <20% of US middle and high 
schools start at 8:30 a.m. or later [18]. Although an increas-
ing number of schools have made the change toward later 
start times or are currently in the process of considering the 
issue, there are many logistical challenges that deter school 
districts from making such a change, despite the robust evi-
dence in support. Primary areas of concern include the po-
tential impact on elementary school students (particularly if 
the schedules are “flipped” with elementary schools starting 
first and middle/high schools starting later to accommodate 
bussing), the impact on sports/extracurricular activities, and 
the impact on before or after-school childcare. Underlying 
many of these concerns is also a concern about the potential 
cost implications to school districts—a genuine concern in 
light of increasingly tightening school budgets. Countering 
this, however, the RAND Corporation recently published 
the first comprehensive investigation of the potential eco-
nomic costs and benefits of a hypothetical state-wide shift 
in school start times to 8:30 a.m. or later across the US [68]. 
The study found that, even after just 2 years of such a policy 
change, the US economy would see an $8.6 billion dollar 
gain, which would already outweigh the costs per student 
from delaying school start times to 8.30 a.m. The study 
projected even larger gains over a more protracted (e.g., 
10-year) period of time, with benefits accrued through the 
improvement in academic outcomes and subsequent life-
time earnings of well-rested students as well as a reduction 
in adolescent drowsy driving motor vehicle crashes.

There are still important avenues for inquiry and a need 
to gain additional broad insight on the impacts of the tim-
ing of school days, as far as health and social impacts both 
in adolescence and later in the life course. In particular, 
there is a critical need for longitudinal studies with longer 
term follow-up periods, as many potential benefits of later 
start times are likely to manifest over a longer period of 
time. Further, there is a need to study the potential impact 
of start times changes on other members of the community, 
including parents, teachers, and elementary school students. 
Additionally, there is a need to increase both the resolution 
the data on this topic via more objective measures as well 
as conduct research that would strengthen causal inference 
in this area. For this, innovative natural experiment evalu-
ations are perhaps the best option given that randomizing 
schools to start time is highly infeasible. Strengthening the 
scientific base and disseminating such evidence to school 
districts and policy-makers is critical because school start 

times are likely one of the most readily modifiable ma-
jor determinants of adolescent sleep and this relatively 
straightforward intervention can reach youth from various 
backgrounds.
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INTRODUCTION

Work factors impacts nighttime sleep

For most adults, the total time spent asleep or at work 
together represent the majority of time use in a typical 
week. Work is necessary to sustain an economy and pro-
vide for the well-being of individuals and their families, 
including essential sustenance and shelter. Ideally, work 
can also contribute to a sense of purpose, and is an impor-
tant overall contributor to health and wellbeing. Work can 
also determine exposure to toxins, pollutants, workplace 
hazards, psychosocial risks, and other exposures. Work 
can shape health behaviors, including sleep, which is im-
portant to organizations because of its relationship with 
subsequent employee performance, safety, attitudes, and 
health.

Most workers need to follow a “cycle of work and 
rest” in contemporary society, meaning that times for 
rest (including sleep) are primarily determined by work 
hours rather than workers' own needs for rest and recovery 
[1]. Long work hours, shift work, and stress and worry 
from work are all factors contributing to sleep deficiency 
among workers. Modifying risk factors for workers' sleep 
deficiency is a challenge when structural work processes 
and pressures are difficult to change. This raises a seri-
ous concern for workers' health because sleep deficiency 
over an extended period of time may lead to increased al-
lostatic load [2], the excessive wear and tear of continual 
adaptation.

Sleep impacts work function and 
productivity

As noted below and elsewhere in this volume, poor sleep 
health can directly influence productivity by slowing men-
tal activity, degrading cognition and decision-making, and 
increasing mistakes on the job. Sleep deficiency may also 
affect workers' affective and social functioning. For ex-
ample, an experimental laboratory study has found that 
sleep-deprived individuals have more difficulty recogniz-
ing non-verbal cues (e.g., happy and angry faces) than non-
sleep-deprived individuals [3]. Moreover, sleep loss leads to 
increased mistrust in others [4], which may decrease work-
place morale and degrade work team dynamics. Substantial 
economic costs of untreated insomnia include absenteeism, 
or missing work, [5, 6] and presenteeism, or presence at 
work with low productivity [7]. Furthermore, poor sleep 
health, such as short duration and poor quality sleep, cir-
cadian rhythm disruption, and sleep disorders may lead to 
withdrawal from work (i.e., lateness, absence, and turnover) 
and withdrawal or disengagement while at work (i.e., cogni-
tive and emotional distraction, and work neglect) through 
daytime sleepiness [8]. As poor sleep reflects poor recovery 
[9], poor sleep may lead to compromised work productivity 
and even unethical behaviors at work [10, 11]. Sleep affects 
self-regulatory functioning needed for “right and ethical” 
decision making and judgment [12], and thus poor sleep 
may result in undesirable work outcomes that can impact 
many other people, and the workplace.

Chapter 34



458 PART | IX Economic and public policy implications of sleep health

What theories of work can tell us about 
modifiable work factors influencing sleep

Despite the recently increasing focus on the work-sleep 
relationship, a comprehensive understanding of the work-
sleep relationship is lacking. Early theories, described in 
greater detail below, including the Job Demand Control 
(JD-C) model [13] and the Job Demand-Resources  
(JD-R) model [14, 15] explain work characteristics influ-
encing workers' stress; yet do not focus on workers' sleep. 
Several theoretical frameworks, such as the Effort-Recovery 
Model [16], Cognitive Activation Theory of Stress [17, 
18], and Allostatic Load Model [2, 19], have been invoked 
to explain the link between work experiences and sleep. 
These theories suggest that time-based (e.g., work hours), 
thought-based (e.g., rumination), and arousal-based (e.g., 
anger, stress hormones) processes influence employees' 
sleep quantity and quality [12]. However, less attention has 
been paid to the characteristics of work and non-work (fam-
ily) domains and broader contextual factors (e.g., socioeco-
nomic status) that influence the work-sleep relationship. 
Combining these relevant theories together, in this chapter, 
we present a novel, interdisciplinary, and comprehensive 
theoretical model for the mechanisms of stress and coping 
that influence workers' sleep health (Fig. 34.2).

This chapter highlights the impact of increasing work 
demands and decreasing opportunities for good sleep, mi-
crolevel effects of work stressors on sleep, workplace inter-
vention effects on sleep, sleep health and workers’ future 
health risks, work characteristics as a potential contribu-
tor to socioeconomic and racial/ethnic disparities in sleep 
health, potential reasons for and consequences of racial/
ethnic disparities in work-sleep relationship, sleep-related 
workplace interventions, and future research directions.

EPIDEMIOLOGY OF SLEEP AND WORK

Epidemiological studies have shown the links between short 
self-reported sleep duration and negative health outcomes, 
including obesity and metabolism [20, 21], cardiovascular 
health [22–24], and mortality risk [25]. These topics are ad-
dressed in detail in Chapters 15–18. Most of these studies, 
however, have examined sleep and health in general adult 
population, rather than focusing on working population. By 
doing so, there is lack of knowledge about the prevalence 
and consequences of sleep deficiency among workers whose 
sleep may be particularly vulnerable. About 40% of work-
ers report a few unwanted awakenings at night per week 
[26]. Grandner et  al. [27] and Chapter  9 points to direc-
tions for future research on sleep to bridge the gap between 
laboratory and epidemiological studies. While laboratory 
studies on sleep have tested the effects of sleep deprivation 
(or sleep restriction) on neurobehavioral performance, me-
tabolism, and psychological health, epidemiological studies 

have examined the associations of habitual short sleep with 
mortality risk, obesity and metabolism, cardiovascular dis-
ease, and general health and psychosocial stress.

Focusing on sleep duration, there has been a lack of 
consensus until recently about the criteria for determining 
“short sleepers” among workers. The American Academy 
of Sleep Medicine (AASM) and Sleep Research Society 
(SRS) recommend that “adults obtain 7 or more hours of 
sleep per night on a regular basis to promote optimal health 
and functioning” [28]. However, according to the National 
Health Interview Survey in 2004–07, only about 30% of ci-
vilian employed workers had 6 h or less sleep per night [29]. 
Many epidemiological studies have considered short sleep 
as <6 h per night.

There are hints that workers’ sleep varies by industry 
and occupation. In a rare study on this topic, Luckhaupt 
et al. [29] found that self-reported short sleep duration (≤6 h 
per night) among US workers varied by industry and occu-
pation within industry. Specifically, the prevalence of short 
sleep duration was greatest for management of companies 
and enterprises (40.5%), followed by transportation/ware-
housing (37.1%) and manufacturing (34.8%). Occupational 
categories with the highest prevalence of short sleep dura-
tion included production occupations in the transportation/
warehousing industry, and installation, maintenance, and 
repair occupations in both the transportation/warehousing 
industry and the manufacturing industry. Working in indus-
tries and occupations where nonstandard work schedules 
and long work hours are prevalent may increase the odds of 
short sleep duration.

Although not based on a national sample, another line of 
studies focusing on industry-specific implications of work 
and sleep also shows that the prevalence and nature of poor 
sleep health differs by industry (Fig.  34.1). In the Work, 
Family, and Health Study, Olson et  al. [30] examined di-
verse sleep characteristics contributing to poor sleep health 
among employees in a fortune 500 firm in information 
technology (IT) division. They defined poor sleep health as 
having at least one of the following three components: ac-
tigraphy total sleep time <6.5 h/day, actigraphy wake-after-
sleep-onset (WASO) >45 min/day, and self-reported sleep 
insufficiency (feeling never or rarely rested upon waking). 
As shown on the Panel A of Fig. 34.1, 65% of the IT work-
ers exhibited poor sleep health, including 18% with short 
sleep duration, 41% with long WASO (disturbed sleep), and 
22% perceived sleep insufficiency. When examining these 
sleep characteristics among employees in the extended-care 
industry who provide direct care to older residents (Panel 
B, Fig.  34.1), 67% exhibited poor sleep health [31]. The 
prevalence of perceived sleep insufficiency (31%) among 
the extended-care workers was higher than among the IT 
workers (22%), which may suggest the qualitative aspect 
of their sleep is poor due to nonstandard and varying work 
shifts, less schedule control, and high work demands.
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The relationship between sleep and work: 
Results from a meta-analysis (2017)

Well-designed longitudinal studies reveal that work stress 
predicts changes in sleep over time, rather than vice versa. 
Van Laethem et al. [32] conducted a meta-analysis on work-
place factors and sleep quality based on 16 longitudinal 
studies. They found strong evidence that high job demands 
were associated with decreases in sleep quality at follow-up 
after adjusting for baseline sleep quality. Evidence for high 
job demands predicting poor sleep (e.g., future sleep distur-
bances) was also observed in a more recent meta-analysis 
by Linton et al. [33]. These studies suggest more adverse 
effects of effort-reward imbalance [34] on employee sleep. 
For example, employees with higher effort-reward imbal-
ance (i.e., effort invested into work greatly exceeds the 
rewards received) were more likely to experience sleep dis-
turbances compared to employees with lower effort-reward 
imbalance [33]. These findings highlight the importance of 
balance between demands and resources on the job for em-
ployees' sleep health, which closely relates to their stress 
and coping mechanisms.

Results from the American Time Use Study (ATUS) 
identify work as a main component of US adult time use, 
and as a factor directly related to shorter sleep duration. 
“Overwhelmingly, our analyses point to work as the dom-
inant waking activity that is performed instead of sleep in 
short sleepers (1.55 h more on weekdays and 1.86 h more 
on weekends/holidays compared to normal sleepers), while 
long sleepers spent much less time working compared to nor-
mal sleepers (2.66 h less on weekdays and 0.90 h less on 
week- ends/holidays). Working ranked as the primary wak-
ing activity that was performed instead of sleep across all 
sociodemographic strata, with the exception of respondents 
retired, unemployed, or otherwise not in the labor force.” [35]

THEORIES OF WORK AND WORK STRESS 
THAT INFLUENCE SLEEP

Work stress

Several theories attempt to explain the influence of work stress 
on workers' health and well-being. The Job Demand Control 
(JD-C) model [13] suggests that a workers'  psychological 

Panel A: Poor Sleep Health in IT Employees
(1 of  any component; n = 416, 65% N = 637)
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FIG. 34.1 The prevalence and nature of poor sleep health in the IT [30] and extended-care [31] industry samples of employed adults.
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and physical stress is a function of both job demands and job 
control (e.g., discretion, decision latitude). Specifically, the 
quadrant of high job demands and low job control may re-
sult in higher strain jobs. The Job Demand-Resources (JD-R) 
model [14, 15] further includes job resources as motivational 
process and posits that job resources may buffer the impact of 
job demands on workers’ stress. These perspectives suggest 
the importance of considering both positive and negative as-
pects of work that may influence workers' stress and thereby 
their sleep health.

What is also important, but often forgotten, is the in-
fluence of the family home domain. The Work-Home 
Resources (W-HR) model [36] describes that work and fam-
ily are inter-related domains and work-family conflict (see 
the next section for this concept) may occur as a process 
whereby demands in one domain deplete personal resources 
(e.g., time for sleep; energy levels) and impede accomplish-
ments in the other domain. Extending upon previous theo-
retical models on work stress, Fig. 34.2 delineates inclusive 
mechanisms of stress and coping across work and family 
domains that influence workers' sleep.

When work demands exceed work resources, it may 
create stress that may negatively affect sleep health. This 
process may also be similar when family demands exceed 
family resources. On the contrary, when work resources 
exceed work demands, it may create coping mechanisms 
to stressful work conditions and thus workers' sleep health 
may be protected. These processes may affect and be 

 affected by daily micro-level contexts, as well as by broader 
life-course contexts. Environmental, social, individual, and 
genetic characteristics may also play roles in these mech-
anisms of stress and coping that influence workers' sleep 
health (Fig. 34.2).

Work demands and work-family conflict 
influence sleep

● Longer work hours and shorter sleep

As time is a finite resource, it is not surprising to find the 
negative association between work hours and sleep hours. 
In the analysis of the American Time Use Survey (ATUS) 
with a representative cohort of Americans 15+ years be-
tween 2003 and 2011, long hours at paid work were associ-
ated with shorter sleep hours on weekdays [37]. Further, in 
a study with medical interns who usually work extended 
work shifts, an intervention schedule that limited scheduled 
work hours to 16 or fewer consecutive hours (and encour-
aged pre-nightshift naps) increased interns' sleep duration 
on average by 5.8 h per week [38]. This intervention also 
resulted in fewer attentional failures while working during 
on-call nights. The timing of work also can affect work-
ers' sleep. Shift work and variable work schedules involve 
disruptions of circadian rhythms and insufficient sleep 
during the day [39, 40] when it is more difficult to sleep 
to the wake-promoting signals from the central circadian 
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FIG. 34.2 A theoretical model for the mechanisms of stress and coping that influence workers' sleep health. Note: Life course stage influences all 
aspects of the model.
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pacemaker [41]. Of note, it is often the case for hourly paid 
employees on night shifts to be of lower socioeconomic sta-
tus and minorities, reflecting disparities due to the selec-
tion process to these less favorably-timed shifts [42, 43]. 
Workers with multiple jobs (and multiple shifts) are more 
likely to be short sleepers (≤6 h per night); self-employed 
workers and those who can start work later in the morning 
are less likely to be short sleepers [37]. However, there is no 
linear relationship between socioeconomic status and work 
hours. Employees with higher education and higher income 
tend to work longer hours by exchanging their sleep time 
with economic incentives [37].

● Higher work-to-family conflict and poorer sleep

Work-nonwork “balance” has been shown to be cross-
sectionally related to both workplace factors and employee 
health outcomes (for a systematic review, see Nijp et  al. 
[44]). Demands from both the work domain and from the 
family domain can restrict the time available for sleep. 
Studies describe sleep as the “victim” in time-based con-
flict between work and family roles [45]. In particular, the 
extent to which demands from work permeate into the fam-
ily domain and interfere with family and personal activi-
ties is called work-to-family conflict [46, 47]. Note that the 
family domain includes any non-work domains, so work-to-
family conflict is not just the issue experienced by midlife, 
married, working parents [48]. Several studies consistently 
report that workers who experience higher work-to-family 
conflict have poorer sleep health measured by both self-
reports and actigraphy [49–52].

● Interpersonal stressors at work

Some work-related stressors may have sustained effects 
on workers' sleep health when they leave cognitive stress 
residues, and invoke rumination that may lengthen sleep 
onset latency by increasing bedtime stress and worries [53] 
or cognitive hyperarousal [54]. Interpersonal stressors are 
among the most frequent stressors for an average adult 
[55–58] and predictive of both affective and physical well-
being [59]. Interpersonal stressors may arise in the work-
place, for example, in conflicts with colleagues or others, 
including supervisors [59]. These stressors may linger in 
workers' mind after work and interfere with their sleep at 
home. How workers' sleep health is associated with a vari-
ety of interpersonal stressors at work (e.g., perceived work 
inequality, workplace bullying, job discrimination, etc.) is a 
key avenue for future research, especially with the rapidly 
changing nature of work as often remote (or not as much 
at one place as may have been common in the past). Work 
has also become more “always on,” with electronic device-
based communications and intrusive social media related 
to work invading most any hour of the day and night [60]. 
There may also be racial/ethnic differences in the experi-
ence of interpersonal stressors at work and in sleep health. 

Later in this chapter, we discuss racial/ethnic disparities in 
the work-sleep relationship (see the "Racial ethnic dispari-
ties in sleep health and sleep disorders" section).

Micro-longitudinal (daily level) effects of 
work stressors on sleep

Most prior studies examining the associations between 
work stressors and sleep used cross-sectional data or pro-
spective data, focusing on between-person differences. 
For example, individuals who experience more work 
stressors overall may report poorer sleep than others, on 
average [49, 50, 61]. Examining between-person differ-
ences is meaningful, but cannot capture within-person 
differences, which may provide better insights on modi-
fiable factors appropriate for future intervention strate-
gies. For example, within an individual, some days may 
be more stressful than other days that may affect nightly 
sleep behavior. If we know the direction of effect, we 
may be able to more effectively intervene on the causes 
and consequences of sleep deficiency in workers' daily 
context. Crucially, these within-person effects directly 
convey the range of possible “days” for a given indi-
vidual, providing both insights and expectations about 
how and when a workplace intervention or a lifestyle 
change, for example, might be expected to improve an 
 individual’s sleep health.

A daily diary design allows researchers to examine 
temporal associations, such as day-to-night or night-to-
next day associations between work stressors and sleep 
[62]. Studies using multiple days' data report bidirectional 
associations between daily psychosocial experiences (posi-
tive and negative affect, positive events, and stressors) and 
nightly sleep [63]. A recent study focusing on work-derived 
stressors in midlife workers reveal more specific directions 
of the associations that differ across sleep measures [9]. 
We conceptualized sleep duration and sleep quality as pre-
vious night's sleep recovery, and sleep latency as bedtime 
rumination and worries that reflect today's stressors and 
conflicts. We found that shorter sleep duration and lower 
sleep quality were associated with next-day consequences 
of more work-to-family conflict and time-based stressors, 
whereas longer sleep latencies were predicted by more 
stressors on that day.

An emerging line of research combines daily diary 
with actigraphy sleep assessment [64, 65] There are still 
many unanswered questions that can be tested with micro- 
longitudinal data. More intensive data collection with 
ecological momentary assessment (EMA) may provide 
opportunities to test the mechanisms linking work stress-
ors and sleep. Daily physical activity, momentary dietary 
choices, and emotional residue are potential factors that 
may mediate the effect of work stressors on nightly sleep 
health in workers' everyday life.



462 PART | IX Economic and public policy implications of sleep health

Sleep health and workers’ future health risks

Workers' sleep may influence their future health outcomes. 
Work environments can impose different sleep burdens on 
the workers, which may contribute to health disparities in 
a long–run context. A recent study shows that workers in 
extended-care settings (i.e., low-wage workers providing 
direct care in nursing homes) have poorer sleep health than 
more advantaged workers in the information technology 
fortune 500 firms [66]. Poorer sleep health is associated 
with higher cardiovascular disease risk [22, 23, 67], and 
such associations seem more evident for low-wage workers 
than for higher-wage workers [66]. This is in line with epi-
demiological evidence suggesting disparities in sleep and 
cardiovascular health by socioeconomic status [68–70].

Workers' poor sleep health may also predict their func-
tional limitations in later life. Sleep deficiency is found 
to be associated with higher rates of pain and functional 
limitations among health care workers, after controlling 
for socioeconomic, individual, and workplace characteris-
tics [71]. Note that poor sleep habits persist over time [72], 
and sleep problems usually increase with age [73]. In other 
words, disrupted sleep behaviors due to work stress may be 
sustained after retirement and continue to degrade health 
and functioning in later life. For example, having more 
insomnia symptoms and taking sleep medications (even 
physician-prescribed medications) at baseline predict risk 
of falling at follow-up, after adjusting for known risk factors 
of falls [74]. These findings suggest that sleep-related be-
haviors are critical to understanding age-related changes in 
health and suggest possible ways to intervene on individu-
als' sleep and health problems during the second half of life.

WORKPLACE INTERVENTION EFFECTS ON 
SLEEP

Business case for sleep: Considering the 
evidence from the employer point of view

Poor sleep, both insufficient sleep duration and sleep dis-
orders, is a pressing public health issue. The majority of 
adults in the US report sleeping for less than the recom-
mended 7-h duration [28, 75]. Further, research suggests 
approximately 30% of adults in the US present with in-
somnia symptoms, and approximately 10% have received 
a clinical diagnosis for insomnia [76–78]. Estimates sug-
gests total direct and indirect healthcare costs associated 
with insomnia to be between $30 and $40 billion annually 
[79, 80]. Research also shows significant healthcare burden 
of sleep deprivation, estimating total costs associated with 
insufficient sleep via direct and indirect healthcare cost 
expenditure to be between 250 and 415 billion US dollars 
annually [81]. One study found the presenteeism, produc-
tivity losses, and safety issues associated with insomnia and 
insufficient sleep cost on average $1967 per employee [82] 

while other research found presenteeism and productivity 
losses per each employees with untreated insomnia to be 
equivalent to 11.3 days of lost work or $2280 lost each year 
[7]. Data from a state-wide employee health program shows 
employee sleep difficulty is linked with absenteeism, lower 
workplace productivity, and increased healthcare costs (in 
fully adjusted models, approximately $725 higher health-
care costs with each incremental unit of increased sleep 
difficulty on a 5-point scale) [83]. Thus, poor sleep health 
is directly linked to adverse workplace outcomes of con-
sequence for employers, including lower productivity and 
higher healthcare costs.

In addition to insufficient sleep and insomnia, obstruc-
tive sleep apnea (OSA) is an increasingly prevalent and 
costly disorder. According to the National Sleep Foundation, 
approximately one third of adults in the US are at high risk 
for obstructive sleep apnea (OSA) [84], but it is estimated 
that approximately 80% of individuals with OSA are undi-
agnosed and untreated [85]. It is estimated individuals with 
untreated OSA cost approximately 3.4 billion in medical 
costs each year [86]. In addition to the healthcare costs as-
sociated with untreated OSA, workers with untreated OSA 
are at significantly greater risk of accident or injury (OR 7.2, 
95% confidence interval 2.4–21.8) [87]. Thus, it is evident 
that employee sleep duration, sleep quality, and treatment 
of existing sleep disorders are topics deserving attention of 
employers from the standpoint of workplace productivity, 
presenteeism and healthcare expenditure.

Healthcare spending was reported at 3.3 trillion US dol-
lars and is estimated to continue to grow approximately 
5.5% annually to over 5.5 billion US dollars by 2026 
[88]. In the US, approximately 60% of the workforce has 
employer-based health insurance, creating an economic 
incentive for employers to develop thoughtful, effective 
workplace-based interventions to address sleep health and 
sleep disorder screening and care.

Worksite wellness, and the need for more 
attention to sleep

Most adults spend a large proportion of their waking lives 
at work, or seeking work. For this reason, worksites repre-
sent a ready platform for reaching a potentially wide audi-
ence with sleep health promotional activities. Accordingly, 
the American Heart Association, American Cancer Society, 
Healthy People 2020, National Institute for Occupational 
Safety and Health, the Centers for Disease Control (CDC) 
have issued recommendations for comprehensive worksite 
health promotion efforts [89–93].

Meta-analysis suggests healthcare spending falls by 
approximately 3 dollars for every 1 dollar spent on well-
ness programs, and absenteeism and presenteeism costs fall 
approximately 2 dollars for every 1 dollar spent on well-
ness programs [94]. With the growing attention to sleep as 
an important factor in overall health and well-being, and 
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the role sleep plays in daytime productivity and cognition, 
 incorporating sleep into employee health behavior change 
programs may be beneficial for employers.

In addition to reduced costs, worksite wellness efforts to 
address sleep are critical from the standpoint of injury and 
accident prevention. Employees on shift work are at particu-
larly high risk for motor vehicle crashes due to drowsiness 
and circadian misalignment imposed by shift schedules [95]. 
After an extended work shift, research with medical residents 
showed a nearly three times greater risk for a car accident, 
and almost six times more likely to report a near miss inci-
dent on their way home from an extended shift compared to 
a regular shift [96]. According to meta-analysis, sleepiness 
behind the wheel among non-shift workers was associated 
with approximately 2.5 times greater risk of a motor vehicle 
crash [97]. Accidents, such as motor vehicle crashes, could 
happen either at the workplace or on the way to or from 
work, and are a particularly pressing concern for employ-
ees in driving-related occupations. Consequently, reducing 
fatigue among workers, particularly those at greater risk for 
insufficient sleep and circadian misalignment (such as shift 
workers) is a critical area of employee health promotion.

Interventions in the workplace to improve employee 
health outcomes are increasingly common. According to 
survey data, 90% of worksites in the US featured well-
ness offerings for employees [98]. According to the meta- 
analysis conducted by Baicker and colleagues [94], the 
most common worksite wellness program targets were 
weight loss and smoking cessation, suggesting attention to 
sleep in health behavior change efforts at worksites to be an 
under addressed area in workplace-based behavior change. 
However, in research assessing readiness to change a vari-
ety of health behaviors (e.g., such as quitting smoking, im-
plementing stress management practices), sleep quality was 
a strong predictor of readiness to change, suggesting sleep 
may play a role in the initiation of other health practices 
[83]. Consequently, while underexplored in worksite-based 
health promotion, employers stand to benefit from incor-
porating sleep in efforts to improve employee health and 
well-being. While sleep has many favorable associations 
with positive health outcomes, sleep is a relatively new 

component in some workplace-based health  programming, 
 especially because of motivating links to weight manage-
ment, improved physical activity, and other health targets, 
as well as productivity and injury/accident prevention, along 
with the subsequent increase in liabilities for the workplace 
policies, practices and conditions that contribute to fatigue-
related errors and mishaps.

To be completely clear, chronic sleep loss directly con-
tributes to sleepiness and “fatigue”. Thus, employee and 
employer motivations can be in alignment with the under-
standing that adequate restorative sleep is central to work-
place readiness. Conversely, failure to enable adequate sleep 
or to obtain adequate sleep directly contribute to excessive 
sleepiness and fatigue, and thereby greater risks of acci-
dents, mistakes, and reduced productivity. As one example, 
“drowsy driving,” which sounds potentially innocuous, is 
becoming more legally similar to drunken driving, and con-
stitutes a source of potential employer liability if fatigue and 
sleepiness management practices are not in place to counter 
elevated risks of accidents in sleep-deprived employees.

Worksite programs targeting sleep and sleep 
related outcomes

According to the National Institutes of Health and Centers for 
Disease, comprehensive wellness programs play an important 
role in advancing population health and can take one of several 
forms, including efforts to address (1) the work environment 
physical, organizational, or psychosocial components; (2) the 
work-family-community interface; or (3) individual health-
related behaviors [99]. Whereas the health-related behavioral 
contexts that have been focused on largely have included ex-
ercise, smoking, and weight control, there is growing opportu-
nity to integrate sleep and sleep-related interventions.

Sleep-related workplace initiatives are described in a 
growing body of literature. The taxonomy offered by Sorensen 
and colleagues [99] falls among the three different types of 
evidence-based workplace wellness programs of work envi-
ronment, work-family-community interface, or individual 
health-related initiatives, listed in examples below, not all of 
which have shown a favorable or replicated outcome.

Workplace 
interventions

Intervention 
duration Intervention components Findings

Yoga/mindfulness

de Bruin et al. [100] 1.5-month intervention Weekly educational and practice 
sessions combined physical 
exercise, restorative yoga, and 
mindfulness meditation

Results showed exposure to the intervention 
was associated with positive effects for 
anxiety, depression, sleep quality

Fang and Li [101] 6-month intervention Weekly yoga educational 
intervention

Results from participants exposed to the 
intervention showed improvements in self-
reported sleep quality and work stress

Continued
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Workplace 
interventions

Intervention 
duration Intervention components Findings

Klatt et al. [101a] 8-week intervention Weekly sessions on mindfulness-
based yoga and meditation

Results showed significant reductions in 
self-reported stress, overall sleep, and 
improved sleep quality

Blue light

Jensen et al. [101b] 10-day intervention Employees were assigned to 
receive dynamic light exposure 
compared to ordinary institution 
light

Results revealed no difference between 
intervention and control in monitored 
sleep efficiency and melatonin levels, but 
intervention nurses subjectively rated their 
sleep as more effective

Rahman et al. [101c] 2 nights Employees were assigned to either 
control lighting or intervention 
light

Results suggest objective sleep time was 
improved, sleep efficiency improved and 
wake after sleep onset decreased

Other Interventions

Takahashi et al. 
(Napping) [101d]

1-week intervention Workers provided several nap 
sessions

Results show no significant improvement 
in nocturnal sleep, but did demonstrate 
improved waking reaction time

Härmä et al. [101e] 
(shift timing)

10-day intervention Shift workers were assigned 
to either backward rotating or 
forward rotating shift schedule for 
one shift schedule

Results suggest subjective and objective 
quality of sleep improved among older 
adults, and evidence for forward rotating 
shift was evident

Olson et al. (work/
family conflict) [30]

3-month intervention Focus group discussion, role-
playing, and games intended to 
decrease work-family conflict by 
improving schedule control of 
employees and family supportive 
supervisor behaviors in manager

Results show sleep duration and sleep 
sufficiency improved in the intervention 
condition

Järnefelt et al. (CBTI) 
[101f]

1-month intervention Educational sessions on CBTI 
principles

participants reported better subjective sleep 
quality, although no improvements were 
identified in sleep quality

RACIAL ETHNIC DISPARITIES IN SLEEP 
HEALTH AND SLEEP DISORDERS

Health disparities have been defined as differences in health 
between groups that “are not only unnecessary and avoid-
able but, in addition, are considered unfair and unjust.” 
[102] Many racial/ethnic minorities as well as immigrant 
groups to the US are segregated within the labor market 
into lower-wage and lower-skilled jobs [43, 103–106], and 
racial/ethnic disparities in the work-sleep relationship have 
been observed. Understanding the impact of occupational 
characteristics on sleep as a modifiable potential source of 
health inequity among ethnically diverse groups can help 
both identify drivers of poor sleep in the overall population 
and enable the development of more effective sleep-related 
interventions that improve population health while address-
ing health disparities. For instance, under-resourced groups 
may have greater exposure to both traditional and unique 
job-related stressors/hazards (whether physical or social) 
that could help illuminate pathways linking suboptimal 
work-related factors to poor sleep. However, few studies 

have investigated the disparate impact of the apparent bi-
directional relationship between sleep and work.

In addition to occupational segregation, racial differ-
ences in work-related factors that can affect sleep could arise 
for myriad reasons that may overlap or prove distinct across 
racial/ethnic minority groups. For instance, blacks  – who 
may be at particularly high risk for insufficient sleep-related 
morbidity and mortality [107] – are more likely than whites 
to work non-traditional shifts with non-standard work sched-
ules (especially night shifts) and to have longer work hours, 
which can negatively affect health through insufficient sleep 
duration by, for example, disrupting circadian rhythms and 
increasing one's appetite for sweet and salty foods or caus-
ing the brain's effort-reward system to increase pleasure-
seeking behaviors that disrupt sleep [108, 109]. Compared 
with whites, blacks are also more likely to be employed in 
positions with low control/high demand and that involve low 
decision-making power. In addition to being more likely 
to report racial discrimination [105, 110, 111], Blacks are 
more likely to be among the working poor as defined by 
 individuals with incomes that fell below the official poverty 
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level despite spending at least 27 weeks in the labor force 
[112]. Among racial/ethnic minorities (especially Hispanics/
Latinos), assimilation and acculturation to standard US cul-
ture (work-related and beyond) also likely influence health 
beliefs and behaviors that can affect sleep quantity and qual-
ity [113].

Experiences with voluntary or involuntary extended 
work hours likely vary across all racial/ethnic groups. For 
instance, a study using 2010 National Health Interview 
Study data found that whites (20.9% [20.0%–22.0%]) were 
more likely than Asians (16.6% [13.9%–19.9%]) to for-
mally work at least 48 h per week with a similar percentage 
(6.2% [5.6%–6.8%] for whites and 6.7% [5.0%–8.8%] for 
Asians) working in temporary positions, and slightly more 
likely to work at least 60 h per week as well as engage in 
alternative shift work although these differences were non-
significant [114]. With the potential for a differential im-
pact by race/ethnicity, technology (e.g., internet with email 
capabilities, cellular phones) may have also increased the 
virtual accessibility of employees in ways that increase job 
strain as well as disrupt sleep [115, 116]. For cultural rea-
sons, some groups could be more likely than others to feel 
a particular pressure to be more responsive in order to suc-
ceed in workplace settings, which can conceivably increase 
psychosocial stress and displace sleep.

A prior study investigated whether short sleepers who 
worked non-standard shifts other than day-shift only were 
more likely to report hypertension and if the relationship var-
ied by race among blacks and whites where 11.0% reported 
rotating shift work and 4.0% reported night shift work. 
Shift work was associated with a 35% increased odds of 
hypertension among blacks [Odds Ratio = 1.35, Confidence 
Interval: 1.06–1.72], but not among Whites [OR = 1.01, CI: 
0.85–1.20], and black shift workers sleeping <6 h had an 
81% increased odds of reporting hypertension [OR = 1.81, 
CI: 1.29–2.54, P < 0.01], while white shift workers did not 
[OR = 1.17, CI: 0.90–1.52, NS] [117]. Furthermore, Jackson 
et  al. [118] found that blacks compared to whites were 
more likely to be short sleepers across occupational classes 
within various categories of employment industries such as 
manufacturing, education, and healthcare [119]. The preva-
lence of short sleep duration was widest among profession-
als due to short sleep generally increasing with increasing 
professional roles based on occupational class (i.e., profes-
sional, support services, and laborers) within a given indus-
try among blacks, whereas short sleep prevalence decreased 
with increasing professional roles for whites. Although short 
sleep duration among Hispanics/Latinos appeared generally 
similar to Whites, the occupational pattern observed among 
blacks was, on average, similar among Hispanics/Latinos 
[120]. Perhaps, the high prevalence of short sleep duration 
among professional blacks and Hispanics/Latinos can be at-
tributed, in part, to limited professional/social networks that 
can provide emotional and financial support, discrimination 
in the workplace, the perceived high work ethic needed to 

succeed, and/or greater work-to-family conflict. When ef-
fort is not supported by potentially mitigating resources 
(e.g., financial and emotional support), a strong work ethic 
among marginalized groups may emerge as a coping strat-
egy that causes strain in response to psychosocial and en-
vironmental stressors (e.g., career concerns, racism). This 
phenomenon, referred to as John Henryism, may be damag-
ing to health through, among other factors, poor sleep that 
causes physiological dysregulation and adverse health out-
comes [121–123].

Furthermore, the 2010 Sleep in America poll found that 
Hispanics/Latinos (38%) were the most likely compared to 
Blacks (33%), Whites (28%), and Asians (25%) to report 
being kept awake due to concerns related to employment, 
finances, personal relationship or health-related concerns 
[124]. Among 147 Latino farmworkers in North Carolina, 
most (83%) reported good sleep quality, and the association 
between working >40 h per week and reporting poor sleep 
quality approached statistical significance. A previous 
study has also found that short sleep was similar between 
Mexican-Americans and Whites but that non-Mexican 
Latinos were more likely to be habitual short sleepers 
[125]. Similar to the “healthy worker” effect, Latino labor-
ers could represent a highly select group of particularly 
healthy and young individuals with minimal sleep distur-
bances. Acculturation and cultural factors (e.g., religious 
beliefs and practices, strong work ethic) may influence 
factors (e.g., stress levels) that have been shown to influ-
ence sleep [126]. For some Latino heritages, traditional 
sleep habits such as “siestas,” may still be practiced; thus, 
increasing the quantity of total sleep [127]. Heterogeneity 
in sleep patterns of distinct Latino ethnic groups may also 
confound observed associations [128].

Another study that was nationally representative of the 
US and conducted among Asians and Whites showed that 
Asian Americans had an overall age-adjusted prevalence of 
short sleep duration that was higher than Whites, that varied 
importantly by both industry and occupation with the larg-
est gap observed in the Finance/Information industry, and 
that the socioeconomic pattern was similar to whites with 
generally lower levels of short sleep among professionals 
[120]. A study among 3510 employees (2371 males and 
1139 females) aged 20–65 years working in a local Japanese 
government evaluated whether work, family, behavioral, 
and sleep quality characteristics differed with varying time 
in bed (TIB). They found that high job demands, long work 
hours, and high work-to-family conflict were more preva-
lent among those with short TIB while those with long TIB 
had daily drinking habits. Participants with short TIB had 
poor sleep largely attributed to poor subjective sleep quality 
and daytime dysfunction, and those with long TIB had poor 
sleep largely due to long sleep latency, poor sleep efficiency 
and sleep disturbances.

Previous studies also suggest that sleep patterns among 
employed immigrants to the US, regardless of race, may 
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differ importantly from individuals born in the US [43, 
104, 120, 129, 130] with immigrant status generally shown 
to be independently associated with a higher likelihood of 
short sleep [130]. For instance, a nationally representa-
tive sample of the US found that white immigrant workers 
had longer sleep durations than US-born white workers 
and black immigrant workers had a higher prevalence of 
short sleep than US-born Black workers, for whom preva-
lence of short sleep was higher than other US-born groups. 
Certain immigrant population could forgo sleep to work 
longer hours to, for instance, send remittances to their 
home country.

Overall, occupational factors may contribute to racial/
ethnic disparities in sleep health because of differential ac-
cess to power, prestige, and tangible/intangible resources 
across racial/ethnic groups. For instance, occupational sta-
tus is influenced by factors that have been shown to vary 
substantially by race. For example, differences in educa-
tional attainment create differential access to and use of 
information and knowledge (health related and beyond), 
and income creates differences through differential access 
to quality education, as well as to material goods and ser-
vices. Racial/ethnic disparities in sleep may also be propa-
gated through differential exposure to social hazards in 
the workplace that produce or further exacerbate stressors 
that impair sleep on a daily basis. For instance, exposure to 
everyday and major forms of racial/ethnic discrimination/
harassment in the workplace and in society may play an im-
portant role in producing psychosocial stress related to job 
strain or limited control over job demands/prestige in ways 
that affect sleep [131, 132]. Of note, most prior studies that 
include racial/ethnic minorities have been cross-sectional 
and disadvantaged groups may be generally more likely to 
have comorbid conditions (e.g., obesity, type 2 diabetes, 
sleep apnea) that could also result in less, poorer quality 
sleep, and these health conditions have been shown to influ-
ence one's working conditions [133].

In conclusion, poor sleep (mainly based on short sleep 
duration) has been shown to vary importantly by race, so-
cioeconomic status, and immigrant status across various 
occupations and industries. These complex and preventable 
differences reflect the need to identify as well as understand 
structural and sociocultural factors that may influence dif-
ferences in the work-sleep relationship to effectively ad-
dress disparities in sleep or optimal health and productivity 
among workers in the US.

FUTURE RESEARCH TOPICS AND 
DIRECTIONS

We propose four key directions for future research on Sleep 
Health and the Workplace: [1] identifying how work char-
acteristics and workers' sleep health are linked over time, 
[2] applying advanced research designs and methods for 

 examining sleep health and work, [3] developing sleep-
focused interventions for workers, and [4] examining sleep 
health disparities in the working population by industry, 
occupation, and socioeconomic status. As Litwiller and 
colleagues noted in a recent meta-analysis linking sleep 
duration and quality to a wide range of work-related an-
tecedents and outcomes: “the demonstrated importance of 
sleep indicates that it should be a critical part of theory be-
ing developed about the biggest organizational challenges 
of our time [134].”

First, as many of the authors in this book have suggested, 
more longitudinal studies are needed to understand how 
work and sleep health are associated over time. Although 
non-experimental longitudinal studies cannot determine 
causality, rigorously designed studies can provide informa-
tion on the temporal association between a predictor and 
an outcome and rule out confounding variables. For exam-
ple, when baseline level of sleep is controlled, we can test 
whether work demands predict changes in worker's sleep at 
a follow-up [12]. Longitudinal studies that encompass mul-
tiple time points over a long period of time can also answer 
to life-course related questions, whether and how new em-
ployment, unemployment, and retirement affect individual 
sleep patterns. In order to better understand workers' sleep, 
it is also necessary to consider factors in the family and per-
sonal domains. Family researchers have begun to examine 
the interplay between sleep and family life [135]. Work and 
family are both the most salient contexts for adult health 
and well-being [136]. In particular, in couple relationships, 
a worker's sleep may affect and be affected by his/her part-
ner's sleep [137, 138]. As such, researchers are encouraged 
to take interdisciplinary perspectives to comprehensively 
capture work, family, and personal factors contributing to 
workers' sleep health.

Second, future research on work and sleep health may 
benefit from applying advanced research designs and meth-
ods. Most previous studies have used self-reported sleep 
measures. Self-reported sleep variables provide information 
on perceived sleep, however, they may be prone to self-report 
bias. This raises a concern about common-method bias when 
examining the relationship between reported work charac-
teristics and reported sleep [139]. Actigraphy is an objective 
and non-intrusive method of monitoring sleep and activity 
patterns in population-based studies. Actigraphy has been 
increasingly used in sleep-related studies since the early 
1990s [140]. Actigraphy offers valid and reliable results 
across studies that are highly correlated with those of poly-
somnography (PSG) that has been used as a gold standard in 
the diagnosis of sleep disorders in laboratory settings [141]. 
Actigraphy is easy to use (e.g., wearing an accelerometer de-
vice on the non-dominant wrist), interfering less with usual 
activities by participants. Thus, this method may be particu-
larly valuable in studying the sleep health of workers who 
generally have a busy schedule around the clock. Moreover, 
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actigraphy data can provide in-depth information on multi-
dimensional sleep health (e.g., sleep duration, the amount of 
wake-after-sleep-onset, sleep timing, daytime napping, and 
variability in sleep) [142]; such information may be more 
useful when diary data on participants' daily work and non-
work experiences are also available [135]. Taken together, 
the use of multiple sophisticated methods may advance fu-
ture research on work and sleep health.

Third, developing sleep-focused interventions for em-
ployees that draw on best practices in workplace-based 
health promotion and behavior change represents a prom-
ising future direction for research and practice. Directly 
considering the role of sleep in employee health and well-
being, stress management and personal impact on non-
work life is an engaging topic, fosters community and 
a commitment to the organization and co-workers, and 
demonstrates employers “get it.” For productivity-focused 
employers (and who isn't and likely to stay in business?), 
and especially those in safety-critical sectors, the essential 
role of adequate, restorative sleep on a regular basis can be 
an important component of workplace programs and poli-
cies to promote a safe workplace with fewer accidents and 
mistakes, and ultimately greater productivity. As noted by 
several national associations, including the American Heart 
Association and Centers for Disease Control, the workplace 
is a critical context for promoting health. Work is a place 
where many adults spend a large proportion of their wak-
ing lives, and employee sleep health is directly related to 
workplace-related outcomes, including alertness and pro-
ductivity, making sleep a potentially useful outcome for in-
terventions. Future research drawing upon evidence-based 
approaches, such as cognitive behavioral therapy for in-
somnia, could improve employee sleep health and associ-
ated workplace productivity. It may be interesting to also 
consider approaches such as mindfulness-based stress re-
duction or yoga for improving health while also improving 
sleep. Targeting interventions toward improved employee 
sleep is a promising area for future research and practice.
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INTRODUCTION: SLEEP AND PUBLIC 
HEALTH

Sleep is the “reversible behavioral state of perceptual disen-
gagement from and unresponsiveness to the environment” [1, 
p. 15]. Sleep is vital for optimal mental, emotional, and physi-
cal well-being, and therefore has emerged as a pillar of health 
alongside nutrition, exercise, and smoking cessation. Leading 
scientific, clinical, and governmental organizations in the US 
and internationally recognize the importance of sleep [2–4].

Despite this wide-scale recognition, schedules in 
America are inconsistent with healthy sleep habits [5]. For 
instance, career, social and lifestyle demands represent bar-
riers to adequate sleep that have generated a sleep crisis of 
significant proportion with impact on individual outcomes 
(e.g., cognition, mental and physical health) and societal 
outcomes (e.g., productivity and safety). The Centers for 
Disease Control and Prevention (CDC) has made specific 
recommendations to meet daily needs: 9–12 h of sleep for 
school-aged children, 8–10 h of sleep for adolescents and a 
minimum of 7 h for adults. However, the 2015 Youth Risk 
Behavior Surveillance System [6] shows an estimated na-
tionwide prevalence of short sleep duration of 57.8% among 
middle school students and of 72.7% among high school 
students. Among adult respondents to the 2009 Behavioral 
Risk Factor Surveillance System (BRFSS), 41.3% reported 
1–13 days of insufficient rest or sleep before the survey [7].

Poor sleep health has significant individual health 
and societal consequences. Poor sleep is associated with 
poor mental, emotional (e.g., anxiety, mood disturbance, 
suicidal ideation) and physical health consequences (e.g., 
accidents, illness, pain). Additionally, poor sleep health 
increases the risk for chronic conditions (e.g., high blood 
pressure, high body mass index (BMI) and obesity) and 
mortality. Poor sleep health extracts a significant cost in 
terms of dollars annually in medical expenses such as 

 doctor visits, hospital services, prescriptions, and over-the-
counter medications [8].

Conversely, research suggests that adequate sleep health 
has a protective effect for individual health and societal 
outcomes. Specifically, individuals who consistently report 
dimensions of sleep health, including good sleep quality, 
sufficient sleep duration, and absence of sleep disorder, are 
more likely to have better measures of mental, emotional, 
and physical health and longevity compared to those who 
cut their sleep short. But research also documents differ-
ences in sleep health along socio-economic lines, sleep 
health being out of reach for most individuals living in de-
prived social economic areas. Specifically, minority groups 
and individuals from disadvantaged economic backgrounds 
report lower sleep quality. Sleep, a precious resource in our 
society, this research suggests, may actually constitute a 
luxury most commonly practiced by majority race/ethnic 
groups and socio-economically advantaged individuals.

In order to tackle the sleep health crisis, the past 10 years 
has seen a dramatic increase in research that articulates 
these socio-economic limiting factors that affect sleep.

We argue there is a need for a paradigm shift in the way 
sleep medicine approaches this public health matter. We agree 
with Buysse [9] that the current focus mainly on sleep disor-
ders should give way to a stronger emphasis on the notion of 
sleep health. This is crucial to the health of individuals and 
of the population, and stands to benefit sleep medicine itself.

WHAT IS SLEEP HEALTH?

While the body of knowledge on sleep patterns and asso-
ciated public health outcomes is growing, there is no pre-
cise and specific definition of the concept of sleep health 
for use by sleep researchers and experts. When sleep and 
health are entered together in databases such as PubMed, 
and Google Scholar, between 43,714 and 676,000,000 
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 results are identified (September, the 8th of 2018). Authors 
appear to use “sleep problems” and “sleep health” inter-
changeably in their titles. Buysse [9] noticed that not even 
in the 2006 Institute of Medicine Report and in the  mission 
statement for sleep of The Centers for Disease Control 
and Prevention, an explicit definition of sleep health was 
included. To fill the gap, in his recently published paper, 
“Sleep health: can we define it? Does it matter,” Buysse 
[9] articulated this comprehensive definition:

Sleep health is a multidimensional pattern of sleep- 
wakefulness, adapted to individual, social, and environmen-
tal demands, that promotes physical and mental well-being. 
Good sleep health is characterized by subjective satisfac-
tion, appropriate timing, sufficient duration, high efficiency, 
and sustained alertness during waking hours. [9, p. 12]

And in contrast to the deficit model, this definition fo-
cuses on positive characteristics of sleep health which are 
physiologically quantifiable. Although adult-centered, it 
could be easily extrapolated to youth and cannot be con-
ceived outside of its individual, social and environmental 
components, and offers specific anchors for these five di-
mensions of sleep health:

● Sleep duration: The number of sleep hours per day
● Sleep continuity or efficiency: The ability of falling 

asleep and staying asleep
● Timing: The placement of sleep within the 24-h day
● Alertness/sleepiness: The capacity of staying awake
● Satisfaction/Quality: The individual perception of 

“good” or “poor” sleep.

The following are questions of interest in the context of 
the present analysis: What is the relationship between the 
sleep health dimensions and physical and mental well-being? 
What are the mechanisms that influence sleep dimensions 
and related health outcomes? Overall, does the presence of 
sleep impairment affect all groups at the same level?

SOCIAL DETERMINANTS OF SLEEP HEALTH 
DIMENSIONS AND ASSOCIATED HEALTH 
OUTCOMES

During the last decades, factors affecting the five dimensions 
of sleep health, including age, sex, body mass index (BMI), 
race/ethnicity, education, environment, workplace and eco-
nomic position have been widely documented [7, 10–12]. In 
Table 35.1, we present a list of problems related to patients, 
providers and the healthcare system that potentially under-
mine optimal sleep in disadvantaged communities.

As described in Table 35.1, there is a growing body of 
studies that show similar findings, not all categories are 
equally impacted by the sleep health crisis. How does this 
sleep deficiency vary across racial and ethnic groups? Are 
other individual, social and environmental components 

contributing to this variation of sleep patterns among dif-
ferent social groups? These are valid questions that current 
research findings cannot yet answer in full. At this point, 
we intend to explore another valid question: Can any role 
be attributed to the historical context, specifically to the 
race-based slavery system that underpins the birth of the 
American society?

HEALTH DIFFERENCES AND THE 
HISTORICAL SLEEP GAP BETWEEN BLACKS 
AND WHITES

Identifying determinants of health 
differences

The debate is not a new one about the origin of historically 
ubiquitous health disparities/inequities and of the elusive 
health equity, but the tools of the debate remain faulty. Until 
now, there is little consensus regarding the meaning of the 
terms “health disparities/inequities” and “health equity.” An 
early articulated and widespread conceptualization of these 
notions is attributed to Margaret Whitehead in her famous ar-
ticle, “The concepts and principles of equity and health” [13]. 
She stated: “inequality in health is a term commonly used in 
some countries to indicate systematic, avoidable and impor-
tant differences.” In her discussion, she described seven criti-
cal determinants of health differentials: (1) Natural, biological 
variation; (2) Health-damaging behavior if freely chosen, 
such as participation in certain sports and pastimes; (3) The 
transient health advantage of one group over another when 
that group is first to adopt a health-promoting behavior (as 
long as other groups have the means to catch up fairly soon); 
(4) Health-damaging behavior where the degree of choice of 
lifestyles is severely restricted; (5) Exposure to unhealthy, 
stressful living and working conditions; (6) Inadequate ac-
cess to essential health and other public services; and (7) 
Natural selection or health-related social mobility involving 
the tendency for sick people to move down the social scale.

According to Whitehead, these seven determinants of 
health differences are all interacting. Although the impact 
of biological factors and the effects of sick people mov-
ing down the social scale have been demonstrated, she 
underlined that the major role is to be attributed to socio-
economic and environmental factors, including lifestyles. 
Consequently, how may this fact hold explanations for the 
actual sleep health disparities?

History behind the black–white “sleep gap”

Biological imperatives to maintain homeostatic processes and 
social factors determine sleep in humans. The National Heart 
Lung and Blood Institute (NHLBI) of the National Institutes 
of Health (NIH) describes sleep as a fundamental require-
ment of living. Yet extensive scientific evidence  revealed 
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that social categories such as racial/ethnic minorities and 
socioeconomically disadvantaged groups do not attain the 
adequate and recommended amount, quality and consistency 
of sleep. The associations between sleep quantity/quality 
and both demographic and socioeconomic factors have been 
widely reported in the literature [12, 14, 15]. Also, similar ob-
servations have been made for race/ethnicity that emerged as 
a significant determinant of  individual  variation in sleep phe-
notype. For instance, African Americans are more burdened 
with sleep health disparities [16]. White youth generally have 
better sleep than minority youth, Hispanics have more than 
Blacks, and there is inconclusive evidence for Asians and 
other minorities [17]. Depending on the definition adopted, 
sleep-disorder-breathing (SDB) was 4–6 times more likely 
in 8- to 11-year-old black children compared with white chil-
dren, and almost 3–5 times more likely in those born preterm 

than term children [18]. Moreover, on average, African–
American adults report shorter sleep duration compared to 
other racial/ethnic groups [14].

This critical prevalence of suboptimal sleep in commu-
nities of African descent compared to those of European 
descent is of interest to this chapter. Traditionally and 
 according to historians and national archives, people of 
African descent were the most affected compared to native-
Americans and Hispanics by the slave trade and chattel en-
slavement in the US. Sleep health disparities require to be 
investigated from a historical perspective, considering the 
birth context of this nation. The roots of the “blacks and 
whites sleep gap” is suspected by some historians to stretch 
back to the history of chattel enslavement and coloniza-
tion in the United States. During this period, after people 
were kidnapped from the African continent and  considered 

TABLE 35.1 Summary of social determinants of sleep health and potential health outcomes.

Dimensions of 
sleep measured Population studied

Social determinants/
risk factors Health outcomes Source

Duration BRFSS 2014
N = 444,306 American men and women 
aged ≤18 from 50 states and the District 
of Columbia

Location, employment 
status, education, 
Black race, Hawaiians 
or other non-White/
Hispanic ethnicities

N/A Liu et al. [14]

N = 474,684 participants of multiple 
studies from USA, Japan, UK, Sweden, 
Germany, Singapore, Israel, and Taiwan

N/A Mortality of Coronary 
Heart Disease, Stroke 
CVD,

Cappuccio 
et al. [14a]

N = 29,818, aged 18–85 Cross-sectional 
household interview survey 2005 
National Health Interview Survey (NHIS)

Black race Obesity Donat et al. 
[14b]

N = 578 Chicago residents, aged 33–45 
Wrist Actigraphy for three consecutive 
days from 2003 to 2005

Black race Incident hypertension 
difference in diastolic 
and systolic blood 
pressure

Knutson et al. 
[14c]

Sleep continuity/
efficiency

N = 812 participants (36% African 
American; 67% female)
Longitudinal and cross-sectional

Black race, sedentary 
life

Metabolic syndrome 
(increased blood 
pressure, high blood 
sugar, excess body fat 
around the waist, and 
abnormal cholesterol or 
triglyceride levels)

Troxel et al. 
[14d]

Timing (shift work) 37 African American women and 62 
women of other races. Day shift (n = 61), 
evening shift (n = 11), and night shift 
(n = 27)

Black race, evening 
and night shift

Nondipping blood 
pressure

Yamasaki et al. 
[14e]

Alertness/
sleepiness

N = 84,003 Multi-ethnic female registered 
nurses aged 37–54 in 14 US states. 
Longitudinal analyses of data from the 
Nurses' Health Study II

Shift work Hypertension, diabetes, 
hypercholesterolemia, 
obesity, and depression

Gangwisch 
et al. [14f]

Satisfaction/
quality

N = 1139 including 520 whites, 586 
African Americans, and 33 of Asian, 
Native American, or Hispanic ethnicity

Female gender, age, 
education, income

Overall self-reported 
physical health

Moore et al. 
[14g]
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as chattel slaves by white European settlers, resting time 
control became an efficient weapon in the hands of the 
European masters to strengthen the race-based slavery 
system and allowed the maximum exploitation of the en-
slaved workforce [19, 20]. Report on the sleep condition by 
the former enslaved abolitionist leader, Frederick Douglas 
echoes historian Benjamin Reiss's analysis:

There were no beds given the slaves unless one coarse blan-
ket be considered such, and none but the men and women had 
these. This, however, is not considered a very great privation. 
They find less difficulty from the want of beds, than from the 
want of time to sleep; for when their day's work in the field 
is done, the most of them having their washing, mending, 
and cooking to do, and having few or none of the ordinary 
facilities for doing either of these, very many of their sleep-
ing hours are consumed in preparing for the field the coming 
day; and when this is done, old and young, male and female, 
married and single, drop down side by side, on one common 
bed,—the cold, damp floor,—each covering himself or herself 
with their miserable blankets; and here they sleep till they 
are summoned to the field by the driver's horn. At the sound 
of this, all must rise, and be off to the field. There must be no 
halting; everyone must be at his or her post, and woe betides 
them who hear not this morning summons to the field; for if 
they are not awakened by the sense of hearing, they are by the 
sense of feeling: no age nor sex finds any favor. [19, pp. 8–9]

Reiss's conception of the structure, ideology, practices, 
and policies that governed slave plantations and therefore 
enslaved people and their sleep phenotype might be very 
relevant for investigating sleep health disparities over a cen-
tury later. All in all, socio-historical context has always been 
a significant determinant of who gets the best sleep, for:

If slaves helped build the modern world, they were never 
afforded sufficient rest from the toils involved. Nor were 
they afforded the privacy that, according to the sociologist 
Norbert Elias, was becoming a hallmark of Western bour-
geois sleep. Once they were excluded from normal sleep, 
they were punished for failures to maintain alertness and 
productivity and branded as constitutionally lazy for any 
sign of exhaustion. Their supposedly different sleep pat-
terns- those that marked them as belonging to an inferior 
race- were actually taken as a justification for race-based 
slavery by medical authorities and slavery propagandists 
[20, p. 122].

Sleep health as a contributor to health 
disparities in modern days

Regarding health differences in our contemporary soci-
ety, sleep may play an important role among the factors 

that contribute to health and health care disparities [21], 
 particularly cardiovascular health in the United States [22]. 
This idea of a mediating effect of sleep on health disparities 
can be analyzed based on the conceptual framework pro-
posed by Jackson et al. [22], in their review of the multi-
level determinants of sleep-cardiovascular health disparities 
via proximal, intermediate and distal pathways.

 (1) Proximal factors include individual risks behaviors, 
biological/genetic pathways, and biological responses, 
personal demographics such as acculturation, age, and 
sex that are recognized risks factors for Cardiovascular 
Diseases and impact sleep quality and quantity.

 (2) Intermediate factors comprise physical context, built 
environments, neighborhood and housing disad-
vantages, social relationships through family influ-
ences and social context such as racism. Data from 
the 2014 Census estimate the portion of Racial/
ethnic minorities of US population at 37.8% [22a]. 
Approximately, ¼ of Blacks (mostly descendants 
of the former enslaved Africans, Africans, and 
Afro-Caribbean immigrants) (21.2%) and Hispanic 
persons (18.3%) lived in Poverty compared with 
non-Hispanic white (7.8%) (Descendants of the set-
tlers and European immigrants) and Asian (10%) 
[22b]. Research has demonstrated that people liv-
ing in disadvantaged neighborhoods have increased 
exposure to sleep disturbance risk factors such as 
inappropriate light, noise, allergens, tobacco or air 
pollution. In addition to the higher rate of poverty, 
racial/ethnic minorities report more frequently 
objective and perceived discrimination. Results 
reported by Jackson et  al. [22] have shown that 
experiences of racial discrimination and internal-
ization of negative racial bias contribute to the ac-
celeration of vascular aging in Black males.

 (3) Distal factors are occupational patterns, treatment ac-
cess, and adherence, social conditions, and policies. 
For example, shift work is more current in African–
Americans workers compared to their white counter-
parts and was reported to play a role in racial differences 
in sleep quantity. The proportion of job-related stress, 
low-wage jobs, and discrimination experiences was 
higher in black workers compared to whites ones.

FROM SLEEP HEALTH DISPARITIES 
TOWARD SLEEP HEALTH EQUITY

The CDC's Health Report from 1999 to 2014 indicates 
that trends in health were generally progressive for the 
overall population in the US. Differences in life expec-
tancy, infant mortality, cigarette smoking among women, 
influenza vaccinations among those aged 65 and over, 



Sleep health equity  Chapter | 35 477

and health insurance coverage narrowed among the ra-
cial and ethnic groups. Nonetheless, during 1980–2014, 
life expectancy at birth for males and females was  longest 
for white persons and shortest for black persons. For 
both males and females, racial differences in life expec-
tancy at birth lessened, but persisted during 1980–2014. 
Furthermore, disparities by racial and ethnic group in the 
rate of high blood pressure and smoking among adult men 
persisted throughout the study period, with non-Hispanic 
black adults more likely to have high blood pressure than 
adults in other racial and ethnic groups throughout the 
period, and non-Hispanic black and non-Hispanic white 
males more likely to be current  smokers than Hispanic 
and non-Hispanic Asian men. In summary, the authors of 
the report concluded that:

Despite improvements over time in many of the health mea-
sures presented in this Special Feature, disparities by race 
and ethnicity were found in the most recent year for all 10 
measures,a indicating that although progress has been made 
in the 30 years since the Heckler Report, elimination of dis-
parities in health and access to health care has yet to be 
achieved. [23, p. 21]

Meanwhile, in the field of sleep medicine, although exten-
sive efforts are being deployed by concerned clinicians and 
sleep researchers along with recommendations to develop 
research agenda and implement programs to decrease dis-
parities in sleep health, the data presented previously sug-
gest that there are still miles to go until society de facto 
attains sleep health equity [24]. Therefore we conclude the 
chapter proposing a conceptual framework intended as a 
roadmap toward sleep health which incorporates findings 
from our group's research initiatives in the field of behav-
ioral sleep-research.

At the beginning of this chapter we adopted Buysse's 
[9] definition of sleep health as a multidimensional pattern 
of sleep-wakefulness, adapted to the individual, social, and 
environmental demands, that promotes physical and mental 
well-being. Moreover, equity is the absence of avoidable, 
unfair, or remediable differences among groups of people, 
whether those groups are defined socially, economically, 
demographically or geographically or by other means of 
stratification [13]. Pursuing Equity in Health implies pursu-
ing the elimination of health disparities/inequities [25]. To 
effectively move toward sleep equity, we believe a first step 
would be to define such a concept. Thus borrowing from the 
definitions of sleep health and health equity, we define sleep 
health equity as:

Equal opportunities that are given to each individual and/or 
communities based on their need, no matter their age, sex, 
race/ethnicity, geographic location, and socio- economic sta-
tus, to obtain recommended, satisfactory, efficient amount 
of sleep with appropriate timing that promotes physical and 
mental well-being.

Similarly to the analogy of sacred circle that has the 
power to generate unity and to heal, we propose that sleep 
health equity practice is the constant effort to provide 
adequate sleep health resources to each group and indi-
vidual, and to avoid sleep health disparities inherent to 
socio- economic and environmental factors. Thus, moving 
toward sleep health equity implies to pay close attention to 
the importance of contextual factors such as culture, edu-
cation, policies, funding, governance, institution, historic 
events, historic collaboration, community capacity and 
readiness, university capacity and readiness and the dy-
namic between them. Additionally, the question of mutual 
respect and trust, cultural relevance and sustained part-
nerships should receive as much attention in the process 
(Fig. 35.1).

We identify a list of problems related to patients, provid-
ers and the health-care-system that are undermining opti-
mal sleep in disadvantaged communities, and then propose 
scientifically-informed potential policy examples that may 
contribute to decrease sleep health disparities [5, 22, 24, 26, 
27]. See Table 35.2.

CONCLUSION

Although sleep is fundamental to general health, the 
American lifestyle and societal schedule are not consistent 
with healthy sleep patterns. Unfortunately, racial/ethnic 
minorities are the most affected by the sleep health crisis, 
which, for Blacks echoes of the historical context of the 
birth of America. Sleep medicine experts, specialists, prac-
titioners, representatives and policymakers have an ethical 
responsibility to help to eliminate sleep health inequities. 
Although recent data demonstrated that in general there was 
improvement in sleep health parameters in both privileged 
groups and disadvantaged ones, there is still a lot to be ac-
complished in order to eliminate health disparities. Youth 
and adults from disadvantaged communities would benefit 
if sleep medicine emphasizes the definition of sleep health 
dimensions and encourages the changes in practice they 
embody, in addition to identifying and treating sleep dis-
orders. The positive aspect of sleep health as defined previ-
ously, and the ideal of equity in health comprise the anchors 
for our proposed definition of sleep health equity, and its 
associated conceptual framework toward the elimination of 
sleep health inequities.

a. Measures of mortality, natality, health conditions, health behaviors, and 
health care access and utilization, by race, race and ethnicity, or by detailed 
Hispanic origin.
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10. Allocate
funding to
advance

research on
sleep health

resilience

1. Requirement for
schools at all levels to

include module on
sleep health in their
curriculum and refer
at-risk youth to sleep

health centers

2. Limitations or
suppression of  all

sources of  inadequate
light, noise, allergen,

irritants and air
pollution during the
sleep time in target

communities

3. Tax incentives to
corporate wellness

programs that
promote sleep and
population health in

disadvantaged
communities

4. National campaign
to raise awareness on
the deleterious effect

on health of  racial
bias, racial profiling,
and discrimination

5. Limitations of  shift
length, regulation of
time between shifts,

regulation of  degree of
circadian phase

change in consecutive
workdays

6. Establishment of
sleep centers with
multi-ethnic and

multi-lingual staff  in
target communities

7. Requirement for
cultural competence

training in sleep
medicine programs

8. Implementation of
training programs

from high-school level
till faculty level to

increase minority in
sleep medicine

9. Allocate funding to
advance epigenetic
studies on factors

associated with sleep
health

Sleep Health Equity is equal
opportunities that are given to each

individual and/or communities
based on their need, no matter
their age, sex, race/ethnicity,

geographic location, and socio-
economic status, to obtain

recommended, satisfactory,
efficient amount of  sleep with

appropriate timing that promotes
physical and mental well-being. 

FIG. 35.1 Roadmap of policies toward the implementation of sleep health equity practices.
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Drowsy driving has been likened to driving while intoxi-
cated, with similar impairment in neurocognitive perfor-
mance and driving capability [1]. Crash severity related 
to drowsy driving tends to be severe because the sleep- 
impaired driver is unable to attenuate impact by braking 
or steering away, resulting in heavier damages, serious in-
juries or death [2,3]. The National Highway Traffic Safety 
Administration (NHTSA) estimates that drowsy driving 
was responsible for 72,000 crashes, 41,000 injuries, and 
800 deaths in 2013 [4]. These statistics, however, may be 
an underestimate [5,6] and recent data suggest that drowsy 
driving causes up to 9.5% of all motor-vehicle crashes [7], 
up to 10.8% of crashes that resulted in significant property 
damage, airbag deployment, or injury [7], and 16.5% of fa-
tal crashes [6]. The key causes of drowsy driving include 
insufficient sleep, shift work disorder, medications, and 
untreated sleep disorders such as obstructive sleep apnea 
(OSA), chronic insomnia and narcolepsy [8,9].

The association between OSA and daytime sleepiness 
increases the risk of collision by two- to fourfold [10–12]. 
OSA is characterized by repetitive collapse of the upper air-
way, causing breathing to stop or obstruct partially during 
sleep. As a result, oxyhemoglobin saturation falls briefly, 
which triggers a surge in sympathetic activity and arousal 
from sleep. Disruptions during sleep can confer symptoms 
of daytime sleepiness, fatigue, and inability to sustain at-
tention—these deficits are amplified under mundane con-
ditions or while doing overlearned activities that require 
sustained attention, such as, for example, driving long dis-
tances on a rural highway [13].

Untreated OSA has been associated with an increased 
risk of multiple health conditions, including cardiovascu-
lar diseases, neurocognitive impairment, and metabolic 
syndrome [14]. OSA tends to be more common in obese 
individuals, men, post-menopausal women and middle-
aged or older individuals [15]. Diagnosis can pose its own 
challenges, with the first obstacle being recognition of risk 
for the disease; it is estimated that up to 80% of people re-
main undiagnosed in the community [16]. Recent work has 
shown that OSA is highly prevalent in the population of 
commercial motor vehicle (CMV) operators [8]. This chap-
ter will therefore focus on the prevalence, risks, and effects 
of OSA in the CMV operator.

PREVALENCE

OSA is much more common in CMV operators than in the 
general population [8, 11, 17, 18]. A higher proportion of 
CMV operators carry the common risk factors for the disor-
der, including middle age, male gender, and central obesity 
[8,11]. Studies among CMV operators suggest OSA preva-
lence ranging from 28% [17,19] to 78% [8,11,17,18]; in 
contrast, the prevalence of OSA in the general population of 
employed workers is 10–17% in men, and 9% in women aged 
30–70 years [20]. Due to the rising prevalence of obesity, the 
overall prevalence of OSA continues to increase [21].

The FMCSA commissioned a study of 4280 CMV op-
erators in Philadelphia, Pennsylvania; 1392 individuals re-
sponded and 407 of the at-risk respondents underwent an 
in-laboratory polysomnography (PSG) [17]. This study 
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estimated the OSA prevalence among commercial vehicle 
operators to be approximately 28% [17]. A similar study 
was conducted in Australia and a higher prevalence of 60% 
was found, compared to the American study, which was 
not explained by modestly lower BMIs in the latter group, 
but may be due to participant bias [8, 15]. In a third study 
conducted by a large trucking company, 19,371 commercial 
drivers had employer-mandated screening for OSA with an 
on-line questionnaire [11]. Screening identified 30% (5908) 
drivers at high risk; of the drivers tested with polysomnog-
raphy (PSG) 80% had OSA [11]. These data support the 
value of systematic screening in identifying latent cases of 
OSA in this safety-sensitive population [22].

HISTORY OF FEDERALLY-FUNDED 
RESEARCH AND REGULATORY ACTIVITY

The current regulation regarding OSA in CMV opera-
tors is vague and offers medical examiners little detail or 
specificity in evaluating for OSA. The rule states that the 
person being evaluated “has no established medical history 
or clinical diagnosis of [any] condition which is likely to 
cause loss of consciousness or any loss of ability to control 
a commercial motor vehicle.” [23] This rule has remained 
unchanged since 1970 [23], despite a series of meetings 
and publications to address regulation by the administra-
tion (Fig. 36.1).

In July 1988, the Department of Transportation (DoT) 
and Federal Highway Administration (FHA) convened at 
the Conference on Neurological Disorders and Commercial 
Drivers in Washington, D.C. and released the recommen-
dation that anyone who would lose consciousness while 
driving should be excluded from operating a commercial 
vehicle [24]. Specific conditions that could contribute to 
such loss of consciousness were cited, including sleep dis-
orders such as sleep apnea syndrome, which could cause 
excessive daytime sleepiness [24].

The Federal Motor Carrier Safety Administration 
(FMCSA) was later established, with the mission of reduc-
ing injuries and fatalities involving large trucks and buses 
[22]. The FMCSA authorized research to estimate the prev-
alence of OSA in CMV operators, which was published in 
2002 [17]. In 2001, the FMCSA listed a single question 
on the Fitness for Duty Evaluation Form for OSA, which 
combined four items: sleep disorders, pauses in breathing 
while asleep, daytime sleepiness and loud snoring [25]. 
Empiric evidence showed that over the course of the first 
year, responses to this question were rarely affirmative, 
raising questions about the accuracy of self-reported symp-
toms to identify risk during fitness-for-duty evaluations. To 
address this and other questions, the FMCSA convened a 
Medical Expert Panel to offer guidance on screening and 
management of OSA in CMV operators in 2008, followed 

by  additional meetings to update this information from 
its Medical Review Board (FMCSA-MRB) and its Motor 
Carrier Safety Advisory Committee in 2011 [19,26].

These meetings identified the lack of uniformity in fit-
ness for duty evaluations, and the tendency of CMV op-
erators to “doctor-shop” in gaining medical certification. 
To address this issue, in 2015, the administration required 
medical examiners to undergo training and certification to 
perform screening for OSA during fitness for duty evalua-
tions of CMV operators (before and after hire), and created a 
National Registry for Certified Medical Examiners [27]. In 
March 2016, the FMCSA and Federal Road Administration 
(FRA) issued a Notice of Proposed Rulemaking (NPRM) 
requesting prevalence data, cost and benefits of OSA evalu-
ation and treatment in CMV operators [28]. The American 
Academy of Sleep Medicine (AASM) convened a task 
force in response to address sleep and transportation safety 
awareness and published these recommendations for ac-
cess to the larger sleep medicine community [29]. Based 
on this input and suggestions from other stakeholders, the 
FMCSA-MRB met in August 2016 to issue its latest rec-
ommendations [30]; these recommendations would apply 
to all truck and rail CMV operators with moderate to severe 
apnea and were intended to become law [31]. However, the 
plan to mandate the screening of truck and rail operators for 
OSA was abandoned in August 2017 when the NPRM was 
withdrawn by the new administration [32].

SCREENING

Guidance for screening has been offered by several groups 
[19,29,30]. In general, guidance documents emphasize the 
use of objective rather than subjective measures when as-
sessing risk during the initial evaluation. Self-reported 
subjective measures have been shown to be unreliable in 
several studies, with a preponderance of negative responses 
[33–35]. Although some operators may admit to subjective 
symptoms of OSA (e.g., history of sleepiness-related ac-
cidents, fatigue, sleepiness during duty hours) and typical 
symptoms of sleep apnea (e.g., snoring, gasping during 
sleep), research shows that such reporting is more com-
monly absent or unreliable [33–35]. In the study conducted 
by Dagan et al., OSA was detected in 77.7% of the drivers 
screened by PSG and 47.1% of them were sleepy accord-
ing to the Multiple Sleep Latency Test (MSLT) [35]. None 
of the drivers, however, complained about sleep problems 
including snoring or excessive daytime sleepiness [35]. The 
absence of subjective reporting in the setting of objective 
findings consistent with OSA and sleepiness may be due 
to differential vulnerability to sleepiness based on genetic 
factors [36], or may be the result of underreporting due to 
concerns about employment. Therefore, emphasis should 
be placed on objective criteria.
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Due to the high prevalence of OSA and unreliability of 
subjective criteria, the AASM and Transportation Safety 
Awareness Task Force (TSATF) have put forth primary and 
secondary screening criteria that rely heavily on objective 
measures (Table 36.1) [29]. Primary criteria refer to high 
body mass index (BMI), the presence of resistant hyperten-
sion or diabetes, or a history of a drowsiness-related crash. 

If a CMV operator meets primary criteria, they should be 
referred to a board-certified sleep medicine physician for a 
thorough evaluation.

The use of BMI as a primary screening tool is well- 
supported. In a population-based prospective study 
conducted by Peppard et  al., a 10% weight gain was 
associated with sixfold increase in risk of  developing 

• The Federal Motor Carrier Safety Administration (FMCSA) was established as a separate administration
within the U.S. Department of Transportation (DOT) with the primary mission to reduce crashes, injuries 
and fatalities involving large trucks and buses.

• National Registry of Certified Medical Examiners (National Registry) established with requirements that 
all medical examiners who conduct physical examinations for interstate commercial motor vehicle (CMV) 
operators meets specific criteria. Also, a physical examination form specifically asking the operators of
symptoms of OSA, daytime sleepiness, and snoring.6

• The American Academy of Sleep Medicine (AASM) established a Sleep and Transportation Safety 
Awareness Task Force (STSATF).

• Federal Motor Carrier Safety Administration (FMCSA) and Federal Railroad Administration (FRA) issued
an Advanced Notice of Proposed Rulemaking and request for public comments regarding the evaluation of 
safety-sensitive personnel for moderate-to-severe  obstrustive sleep apnea.2

• Medical Review Board (MRB) meeting to make recommendations to the Agency on the disposition of 
comments from medical professionals and associations, as well as safety advocacy, labor, and industry
groups, to the Agency's and the Federal Railroad Administration's (FRA) Advance Notice of Proposed 
Rulemaking (ANPRM) of March 10, 2016, on safety-sensitive rail and commercial motor vehicle (CMV) 
operators with moderate to severe Obstructive Sleep Apnea (OSA).5

• The STSATF reviewed the Advance Notice of Proposed Rulemaking and submitted comments based on
review of available literature from peer-reviewed journals and industry-related articles.

• Federal Motor Carrier Safety Administration (FMCSA) and Federal Railroad Administration (FRA)
withdraws the March 2016 Advanced Notice of Proposed Rulemaking (ANPRM) on obstructive sleep 
apnea (OSA) among CMV operators and railworkers.
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FIG. 36.1 Timeline leading up to current regulations on commercial motor vehicle drives.
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 moderate-to-severe OSA [37]. In another prospective study 
conducted in Brazil, 34.5% of those with BMI of 25 to 
<30 kg/m2 and 64.1% of those with BMI ≥ 30 kg/m2 had 
OSA [38]. Lower BMI thresholds (such as 30 kg/m2) [39] for 
screening would require a larger number of operators to be 
tested and may result in fewer missed cases, but may result 
in higher costs. Most organizations recognize BMI ≥ 35 kg/
m2 as increased risk for OSA and advocate for testing using 
this parameter [19,35,40,41]; the higher BMI threshold limits 
the number of operators tested, but results in missed cases.

INITIAL EVALUATION

If a CMV operator presents with two or more of the factors 
listed in Table 36.1, (s)he should be referred for a compre-
hensive evaluation by a board-certified sleep physician for 
diagnostic testing. The likelihood of having OSA with these 
relatively high BMI thresholds may be >80% [28]—if for 
any reason an initial diagnostic test (such as home-based 
testing or polysomnography, PSG) is found to be inconclu-
sive or negative, additional evaluation may be warranted.

DIAGNOSIS

In 2008, the Medical Expert Panel advised the use of in-lab 
polysomnogram (PSG) to confirm the diagnosis of OSA in 
those who were at high risk for the condition upon screen-
ing [19]. PSG is the gold standard test for diagnosis of OSA 
[42] and can also help identify other sleep disorders, but 
is expensive and time-consuming. More recently, rapid 
advancements in diagnostic technologies have allowed 
home sleep apnea testing (HSAT) to become routine [43]. 
Typically, HSAT relies on three–four channels, rather than 
12–16 used in PSG, to assess respiratory effort, airflow, 
oxygen saturation, and heart rate [43]. HSAT has many ad-
vantages, including portability, lower expense, convenience 

and accessibility. HSAT can be performed directly in the 
patient’s preferred sleeping environment, rather than in a 
laboratory.

Despite the allure associated with HSAT, several limita-
tions exist. HSAT is useful for confirming OSA in CMV 
operators with high preclinical suspicion, but is less useful 
for ruling out OSA and may be inconclusive [29]. In other 
words, a negative result is less useful than a positive, con-
firmatory result because of the high pre-test probability of 
the chosen sample. In addition to inconclusive results on 
HSAT, AHI severity is underestimated and thus OSA may 
also be underestimated or missed [44]. Finally, this type of 
study is done in a home setting where there is a risk of a per-
son other than the intended worker being evaluated wearing 
the device. HSAT should be performed in conjunction with 
a comprehensive sleep evaluation under a board-certified 
sleep physician [43].

Sleep studies (both PSG and HSAT) are considered 
positive for sleep apnea if the number of apneas (cessation 
in airflow) or hypopneas (reduction in airflow) per hour 
of sleep (if PSG) or test time (if HSAT) exceed a certain 
threshold. This measure, known as the apnea-hypopnea 
index (AHI, for PSG) or respiratory event index (REI, for 
HSAT), is used to grade the severity of illness according to 
the following thresholds: normal <5 events/h; mild = [5–15) 
events/h; moderate = [15–30) events/h; and severe AHI ≥30 
events/h [42,43].

TREATMENT

CMV operators with AHI ≥20 events/h (i.e., in the moderate 
to severe range) should receive prompt, definitive treatment 
with positive airway pressure (PAP) therapy, as this cohort is 
more likely to experience a sleepiness-related crash [19,41]. 
Although data linking crashes to those with AHI between 5 
and 15 events/h are less reliable, this group may also  benefit 

TABLE 36.1 Screening criteria for OSA recommended by AASM sleep and transportation safety awareness  
task force [11]

Primary criteria Secondary criteria

1. BMI ≥ 40 kg/m2 1. Symptoms of OSA

2. BMI ≥ 33 kg/m2 and either
a. Hypertension requiring ≥2 medications for control or
b. Type 2 diabetes mellitus

2. BMI 28–33 kg/m2 with any of the following risk factors
• Small or recessed jaw
• Modified Mallampati classification 3 or 4
• Neck size ≥17 in. (men), ≥ 15.5 in. (women)
• Hypertension
• Type 2 diabetes mellitus (especially if BMI > 30 kg/m2)
• Cardiovascular disease
• Untreated hypothyroidism
• Age ≥ 42 years
• Family history of OSA
• Male or postmenopausal female

3. Sleepiness-related crash or accident, off-road deviation, or 
rear-ending another vehicle by report or observation

4. Fatigue or sleepiness during the duty period
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from treatment with PAP or alternative modalities, such as 
a mandibular advancement device, weight management, po-
sition therapy, or upper airway surgery [10].

MONITORING PAP THERAPY

If PAP is prescribed, treatment should be monitored in an 
ongoing fashion to assess for efficacy. Efficacy indicates 
adherence and effectiveness, both of which can be tracked 
using downloaded data from PAP devices [45–47]. Such 
data can now be obtained via wireless mechanisms [48], 
enabling prompt retrieval of information and intervention 
to improve efficacy, including correction of mask fit and 
addressing any side effects of PAP therapy (e.g., dry mouth, 
mask discomfort).

The three main criteria that must be addressed when 
evaluating the efficacy of treatment for OSA are: [1] reso-
lution of OSA or residual AHI < 5 events/h; [2] adher-
ence to therapy for ≥4 h of PAP use per night for ≥70% 
of days; and [3] improvement in the symptoms of the 
intended CMV operator [29]. The assessment of sleepi-
ness in CMV operators post-therapy can be challenging; 
symptom reporting is unreliable and objective measures of 
sleepiness (e.g., MSLT and Maintenance of Wakefulness 
Testing) have not been shown to correlate with on-the-road 
performance [49]. Therefore, most centers rely heavily on 
downloaded data from PAP devices to evaluate treatment 
efficacy of OSA.

BENEFITS OF PAP THERAPY

Treatment of OSA with PAP improves daytime sleepiness 
within 2–7 days of treatment [50] and, more importantly, 
decreases the risk of motor vehicle accidents [8, 10, 51–55] 
based on simulated driving tests. A detailed cost analysis 
also found PAP therapy to be a cost-effective approach that 
reduces overall health care costs for individuals suffering 
from OSA [56]. Health payers and trucking companies us-
ing PAP to treat CMV operators with OSA save approxi-
mately $2.88 billion and up to $1.3–13.8 million annually, 
respectively [16,57]. Some studies contend that screening 
for and treating OSA with PAP results in major savings by 
reducing absenteeism and comorbidities, while increas-
ing overall productivity [16]. Others have shown that the 
estimated costs of screening, diagnosis and treatment for 
OSA are justified by the reduction in costs related to pre-
vented crashes, provided that a high proportion of patients 
adhere to treatment [56]. A program to screen and diagnose 
commercial drivers for OSA using PSG was found to cost 
only half as much as not screening at all, or $358–372 per 
driver [56]. This favorable cost analysis was attributed to 
the high cost of crashes, which would have otherwise oc-
curred where screening, diagnosis and treatment were not 
performed [56].

EDUCATION

CMV operators should be educated regarding symptoms, risk 
factors and potential consequences of untreated OSA at the 
time of evaluation. Those who are found to be at low risk for 
OSA should be advised to seek re-evaluation if they experi-
ence a weight gain of at least 10%, as such an increase has been 
correlated with an increase in AHI by 32% [37] Rescreening 
is also advised if the CMV operator develops symptoms sug-
gestive of OSA, or downstream consequences, such as hyper-
tension or type 2 diabetes mellitus [29]. They should also be 
advised to avoid driving while sleepy for any reason, includ-
ing insufficient sleep, circadian disorder or medications.

CONCLUSION

OSA is more common among CMV operators than in gen-
eral groups because individuals in this cohort have a higher 
prevalence of the three common risk factors for OSA: obe-
sity, male gender, and middle age. If left unaddressed, OSA 
can lead to daytime sleepiness—often a contributing factor 
in vehicular crashes—as well as other health conditions, 
ultimately creating tremendous economic costs. Therefore, 
providing a permissive environment for CMV operators to 
seek help without fear of employment loss is paramount. 
Implementation of comprehensive case identification and 
treatment programs can facilitate management of OSA 
while maintaining employment. Sleep medicine clinicians 
should be aware of the high prevalence, potential risks and 
specific challenges in identifying and treating OSA in this 
unique population. More specific guidance and a mandate 
from the federal government to diagnose and treat the con-
dition are long overdue and may help mitigate the loss of 
life, injuries, property damage and large financial costs that 
occur annually due to preventable accidents from untreated 
OSA in the transportation industry.
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INTRODUCTION

The public safety net is comprised of three principal compo-
nents: Police (law enforcement), Fire (rescue services), and 
Emergency Medical Services (medical services). Highly re-
liable 24 × 7 operations are critical to protect the health and 
safety of the public and effectively assist them in their time 
of need. The occupation is uniquely challenging. The work 
environment is uncontrolled, high-stress, and unpredict-
able. Rapid, risk-averse decision-making is critical. Tasks 
are often physically demanding. Public safety professionals 
also must operate motor vehicles in an unconventional man-
ner, using lights and sirens on crowded roadways.

As is common in many occupations, work schedules 
are often based on tradition rather than sleep or circadian 
principles. Rapid backward rotation of shifts persists [1]. 
Police officers often work extended weekly work hours 
which are compounded by court appearances and special 
details outside of their scheduled work shifts. Extended 
duration shifts (≥24 h) are the most commonly scheduled 
shift among firefighters, and 12 or 24 h shifts are most com-
mon in the Emergency Medical Services (EMS) setting 
[2–4]. Seniority drives competition for planned overtime 
shifts, and unplanned overtime is a regular occurrence. 
Opportunities for rest are largely unpredictable. Secondary 
employment is also routine [5]. Furthermore, the prevalence 
of sleep disorders in this population approaches 40% [6, 7].

One can imagine the myriad of ways that sleep health 
can impact this occupational group. Sleep disorders drive 
up the risk of crashes, injuries, and chronic health condi-
tions [6, 7]. Emerging research is beginning to yield even 
more insights about the pervasive impact of fatigue. Police 
officers who slept less prior to a test were more likely to 
exhibit implicit racial bias by associating Black Americans 
with weapons [8], and were more likely to make errors in 
shoot/don’t shoot situations [9]. Fatigue impairs balance 
and increases gait variability, which are critical to prevent 

firefighters from falling in active fire situations [10]. EMS 
providers who are fatigued are more likely to report occu-
pational injuries, medical errors, and actions which com-
promise the safety of themselves and their patients [3]. Less 
than optimal health, safety and performance of police offi-
cers, firefighters and EMS providers may negatively impact 
public safety through crashes, errors, and other mishandling 
of situations, ultimately compromising the integrity of the 
public safety net.

The purpose of this chapter is to outline our current un-
derstanding of sleep health in the public safety setting. We 
discuss work hours and scheduling characteristics of public 
safety personnel, the consequences of work hours on sleep, 
including the physiological sleep factors that determine 
alertness and performance, sleep disorders in public safety 
personnel and finally, the potential of fatigue risk manage-
ment programs to improve the health and safety of first 
responders.

DEMOGRAPHICS

Organizational structure

Police are most often employed by the local or city gov-
ernment and their coverage area is arranged by precincts. 
It is common practice for Police to actively patrol their 
service area throughout their work shifts. Fire and EMS 
services are less consistent in their organization and 
structure. Fire departments service a clearly defined geo-
graphic area. They tend to maintain operations at the fire 
station and respond to calls as they are received. Fire per-
sonnel are often volunteers, and as such, would respond 
to the station from their current location in the event of 
a call, staff the emergency response vehicle, and then 
respond to the scene of the emergency. Approximately 
40% of fire departments also employ cross-trained EMS 
personnel. These departments deliver both rescue and 
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 medical services. However in many  communities, EMS 
and fire are separate entities. EMS agencies may be gov-
ernment, private, or hospital-based. EMS agencies are in-
creasingly adopting system status management practices, 
which involves positioning ambulances throughout the 
service area to minimize emergency response times [11]. 
These industry practices are relevant when considering 
the opportunity for and applicability of various fatigue 
risk management strategies.

Individuals

There are approximately 650,000 police officers, 1.2 mil-
lion firefighters, and 825,000 EMS providers in the United 
States (Table 37.1). Approximately 90% of police officers 
are male, as are 95% of firefighters, while one in four EMS 
providers are female [12]. Racial and ethnic minorities are 
often underrepresented in these occupational groups [12]. 
EMS professionals tend to be younger than police or fire-
fighters. The vast majority of public safety personnel are 
overweight or obese [13, 14].

Many firefighters serve as volunteers (70%) and sched-
uling practices often provide 48 or 96 h off between shifts. 
Likewise, 70% of EMS providers are either volunteers 
or part-time employees. Consequently, it is common for 
public safety professionals to work more than one job. 
Approximately 40% of EMS providers work for more than 
one EMS agency [15], logging an average of 25 h per month 
at the second job [16], while one in three firefighters holds 
multiple jobs [17].

WORK HOURS AND SCHEDULING 
CHARACTERISTICS

Public safety professionals must be available for duty 
24 × 7. This requires employment outside of regular day-
light hours to fulfill workforce needs. Although federal 
regulations strictly limit the number of consecutive hours 
that truck drivers can drive and that pilots can fly, there are 
no standardized regulations which limit work hours among 
public safety personnel.

The optimal timing and duration of work hours is an 
interesting and multifaceted problem. Shorter shifts may 
permit employees to maintain high levels of vigilance 
throughout the duration of the shift and thus may be safer. 
In industry, short shifts have been associated with greater 
individual productivity and job satisfaction [18]. However, 
these schedules require more workers to be hired and trained 
to fulfill workforce needs. Longer shifts in general allow 
for a smaller overall workforce, thus lowering overhead 
benefit costs [19]. However, longer shifts may introduce a 
greater risk of fatigue-related performance deficiency [20]. 
Extended shifts likely require more preparation on the part 
of the worker to arrive capable of working for an extended 
period. Extended shifts also require a comparatively longer 
duration of downtime after the shift for recovery purposes, 
particularly if the shift involves nighttime work [21].

Shift duration

Police tend to work shifts of <12 h duration [22], while ex-
tended duration (≥24 h) shifts are often utilized by fire and 
EMS services. The most commonly scheduled shift dura-
tion is 24 or 48 h in U.S. fire departments [2]. Particularly in 
the western United States, the 48/96 schedule is becoming 
increasingly popular [23]. Firefighters working these very 
long shifts often commute extended distances. The most 
common shift lengths in EMS are 12 or 24 h in duration. In 
a national study of 511 EMS workers, approximately 50% 
(48.5%) of respondents reported working 24-h shifts, while 
38.4% reported working 12-h shifts [3]. It is commonly be-
lieved that rural agencies are more likely to schedule shifts 
of 24 h or longer duration. An increased prevalence of ex-
tended shifts in rural areas may be necessary to provide 
24-h coverage with smaller workforces.

Weekly work hours

There are few reliable estimates of work hours among po-
lice. There are multiple examples of police officers averaging 
>80 weekly work hours over the course of year [24]. Many 
of these hours are accumulated through overtime. Vila found 
that police in large, urban departments average between 15 
and 40 h of overtime per month, though some officers ex-
ceeded 80 h of overtime monthly [25]. In our survey of nearly 

TABLE 37.1 Demographic characteristics of public safety 
personnel.

 Police Fire EMS

Workforce Sizea 657,690 1,160,450 826,000

Age (mean years) 39 38 35

Gender    

 Male 88% 95% 72%

 Female 12% 5% 28%

Racial or Ethnic 
Minority

33% 21% 22%

Overweight or Obese 80% 80% 71%

Most Common Shift 8 h 24 h 12 or 24 h

2016 Nonfatal 
Occupational Injury 
Rate (per 100 FTE)a

10.2 9.5 7.8

a Source: U.S. Bureau of Labor Statistics, U.S. Department of Labor.
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7000 firefighters employed by 66 departments nationally, re-
spondents reported working an average of 64 h per week after 
accounting for overtime and secondary employment [6].

The Longitudinal EMT Attribute Demographic Study 
(LEADS) is a 10-year, longitudinal survey of nationally-
registered EMS providers. The LEADS survey found that 
EMS personnel were available for response approximately 
50 h per week [5]. The high prevalence of part-time work 
may lead to a subset of providers covering the majority of 
shifts. One national effort found that 1/3 of all shifts are 
worked by EMS providers who have already worked at least 
48 h in the 7-day preceding the shift, and 10% of shifts are 
staffed by providers who have already exceeded 60 h of 
work in that week [26]. Recovery between shifts, measured 
by the Occupational Fatigue Exhaustion Recovery (OFER) 
scale, is highest for providers who work extended duration 
shifts, and lowest for EMS providers who work 12 h shifts, 
likely as a result of schedule compression [27].

The association between work schedules and 
health and safety outcomes

The bulk of evidence to inform the association between 
work schedules and health and safety outcomes among po-
lice was generated through the Buffalo Cardio-Metabolic 
Occupational Police Stress (BCOPS) study. BCOPS was a 
cross-sectional study of Buffalo police which enrolled 65% 
of the urban police force between 2004 and 2009. BCOPS 
found that night shift work was associated with poor sleep 
quality [28], as well as extended absence for sick leave 
[29]. When combined with short sleep duration or over-
time hours, the officers who worked night shifts were also 
more likely to meet criteria for metabolic syndrome [30]. 
Furthermore, the night shift is also associated with injury 
risk, conferring a 72% increased risk of injury [31].

Similarly, temporal patterns of work-related injury 
among firefighters are closely aligned with the circadian 
rhythm of alertness, with the highest risk of injury for calls 
occurring at 0200 h [32]. The work schedules of firefighters 
have also been associated with health outcomes, though not 
in a consistent manner. Firefighters who worked 48 h shifts 
were significantly more likely to have excessive daytime 
sleepiness relative to firefighters on 24-h or 10/14-h sched-
ules, and those with excessive daytime sleepiness were twice 
as likely to report depressive symptoms [33]. However, car-
diovascular disease is the leading cause of on-duty death 
among firefighters, and 24-h shifts may increase the risk of 
elevated diastolic blood pressure in this group [34, 35].

Evaluations of shift schedules in EMS have focused 
on safety and clinical outcomes. Allen et al. compared the 
endotracheal intubation success rates of Air Medical pro-
viders for 12-h and 24-h shifts after an organization wide 
change in shift length [36]. They concluded that since suc-
cess rates were not different before and after the change, 

the  psychomotor agility of providers was not affected by 
increasing shift length from 12 to 24 h. Similar studies found 
no difference in cognitive performance for 12- vs. 18-h shifts 
in a population of 10-flight nurses [37], or 12- vs. 24-h shifts 
in a population of helicopter EMS providers [38].

LEADS data have also been utilized to evaluate the prev-
alence of sleep problems in EMS workers nationally [39]. 
Among respondents to this survey, sleep maintenance dis-
order was more common in providers working 24-h shifts, 
those working >40-h in a week, and those working in rural 
areas. These findings are aligned with those from 30 EMS 
agencies nationally who administered the Pittsburgh Sleep 
Quality Index (PSQI) and Chalder Fatigue Questionnaire 
(CFQ) to determine the prevalence of poor sleep quality 
and severe fatigue in their workforces [3]. Nearly 60% of 
respondents reported poor sleep quality (PSQI>5), and 
55% were found to have severe mental or physical fatigue. 
The prevalence of fatigue was highest among those who 
worked 24-h shifts. Fatigue was associated with nearly 
twice the odds of injury, 2.2 times the odds of medical er-
ror, and >threefold increased odds of safety-compromising 
behaviors.

The demand for medical emergencies far exceeds that 
of fire or rescue services [40]. As such, opportunities for 
sleep on-shift may be less common for EMS providers 
compared to firefighters. While firefighters have adopted 
increasingly longer shift durations with little evidence of 
adverse safety outcomes, these schedules are hazardous in 
the EMS setting. An observational study of nearly 1 mil-
lion shifts over a three period determined that the risk of 
occupational injury or illness was increased for shifts ≥10 h 
duration [4]. Relative to 8-h shifts, 12-h shifts were asso-
ciated with a 43% increased risk and 16-h shifts an 82% 
increased risk, while 24-h shifts more than doubled the risk 
of an occupational injury or illness. The National Highway 
Traffic Safety Administration subsequently supported The 
Fatigue in EMS Research Project—a series of systematic 
reviews and meta-analyses designed to develop evidence-
based guidelines for Fatigue Risk Management in EMS 
[41]. While the overall evidence base was considered to be 
low quality, the expert-panel recommended that EMS shift 
duration should be <24 h [11].

Implementation of schedules based on sleep 
and circadian principles

There have been few efforts to optimize work schedules 
based on sleep and circadian principles, though experi-
mental evidence has demonstrated that matching shifts 
with chronotype (with early chronotypes working morn-
ing shifts, and evening chronotypes on evening or night 
shifts) improves sleep duration, sleep quality, and mea-
sures of well-being [42]. In one of the few investigations of 
 chronotype and scheduling in public safety, police officers 
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reporting an evening chronotype actually had lower sleep 
quality and shorter sleep duration on night shift schedules 
compared to morning types [1]. However, this design may 
have been compromised by the rapid, counterclockwise ro-
tation of shifts worked by the police officers under study. 
There is an opportunity for vast improvements over the cur-
rent scheduling paradigms. Future efforts should seek to 
identify and evaluate work schedules that optimize alertness 
and may be utilized by public safety personnel.

PHYSIOLOGICAL DETERMINANTS OF 
ALERTNESS

There are four major physiological determinants of fatigue, 
alertness and performance: (1) circadian phase (biological 
time of day); (2) number of hours awake; (3) nightly sleep 
duration; and (4) sleep inertia (impaired performance upon 
waking). Circadian misalignment [43–46], acute sleep de-
privation [47–51], chronic sleep deficiency [52–57], and 
abrupt awakening [58–61], often inherent to police, fire-
fighter and EMS schedules, have each been independently 
associated with decrements in performance, and an in-
creased risk of errors and accidents.

Physiological determinants of fatigue  
in public safety

The detrimental effects of each of these four factors are ex-
acerbated by the long work hours, night and rotating shifts, 
extended-duration shifts and quick turn-arounds inherent in 
public safety schedules that are required to cover 24 h per 
day, 365 days per year (Fig. 37.1).

Alertness and performance vary rhythmically with a pe-
riod of roughly 24 h [62, 63] driven by an endogenous cir-
cadian pacemaker located in the suprachiasmatic nucleus of 
the hypothalamus [64]. The largest performance decrements 
are seen when participants are awake during the biological 
night, with the worst performance several hours before nor-
mal wake time (e.g., ~3:00–6:00 am) [43–46]. Further, not 
only is the ability to stay alert dependent on the time of day, 
but the quality and quantity of sleep also vary with circadian 
phase such that sleep during the day is shorter and of poorer 
quality than sleep during the night [65–67]. Thus, night 
shift workers are commonly unable to sleep during daytime 
hours and are fatigued at night [68–70]. Not surprisingly, 
there is an increased rate of industrial and driving accidents 
during the night as compared to the day [71]. Public safety 
personnel regularly work during the biological night when 
the endogenous drive for alertness is lowest. As mentioned 
previously, firefighters and police have increased rates of 
occupational injury on the night shift [2, 31, 32].

Extended-duration shifts are common among public 
safety personnel, requiring long continuous episodes of 
wakefulness that induce fatigue. Acute sleep deprivation 
causes decrements in human alertness and performance, 
independent of the circadian system [47–51]. Every hour 
that one is awake, the homeostatic drive to sleep increases 
resulting in deteriorating performance. This deteriora-
tion results in an increase in the risk of fatigue-related fa-
tal truck crashes with increased hours driving and awake 
[72]. Compared with the first hour, there is more than a 
15-fold increase in the risk of a fatigue-related fatal crash 
after 13 h of driving. Long transports are common for fire 
and EMS in rural areas or in areas where specialized care 

FIG. 37.1 Factors which interact to impact safety and performance in public safety.
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is not  available locally. In one national study, 4% of EMS 
providers reported tiredness-related difficulties operating 
the ambulance for short distances in the past month, while 
more than twice as many (10%) reported such difficulties 
operating the ambulance for long distances [39].

Fatigue-related impairments also manifest in increased 
injury risk. In a review of newly implemented 48-h shifts, it 
was reported that firefighters had significantly more injuries 
in the second day as compared to the first day of the shift 
[2]. In a cross-sectional study of 511 EMS providers nation-
ally, the proportion of providers considered to be fatigued 
was highest among those working 24 h shifts [3].

Public safety personnel are regularly exposed to chronic 
partial sleep deprivation when they fail to obtain adequate 
recovery sleep after working long shifts or shifts scheduled 
too close together. The history of nightly sleep duration has 
also been demonstrated to affect performance. Sleep loss on 
a nightly basis, chronic sleep deficiency, results in a sleep 
“debt.” The consequences of the sleep debt are cumulative 
and affect health and performance [52–56]. Participants re-
stricted to approximately 5 h of sleep per night for seven 
nights exhibit significantly more lapses on a vigilance task 
[57]. Loss of even 2 h of nightly sleep for five to seven con-
secutive nights causes decrements in performance compara-
ble to those seen after 24 h of continuous sleep deprivation. 
After 12–14 consecutive nights at this level of sleep re-
striction, lapses of attention on the task were comparable 
to those observed after 48 h of total sleep deprivation [57]. 
Nearly 60% of EMS providers report poor sleep quality [3], 
and >1/3 have excessive daytime sleepiness [39]. Nearly 
30% of police officers also have excessive daytime sleepi-
ness [7].

Public safety personnel who routinely obtain inadequate 
nightly sleep and also work extended duration shifts ex-
perience even worse decrements in performance as there 
is synergy between acute and chronic sleep loss. The rate 
of deterioration in performance during extended (>16 h) 
wakefulness is greatly increased, particularly during the 
circadian night, when accompanied by the chronic sleep de-
ficiency that often builds up when working 24 h shifts [73]. 
When acute sleep deprivation occurs on a background of 
chronic sleep deficiency, performance during 28 h of wake-
fulness was 10-fold worse following 3  weeks of chronic 
sleep restriction, even when participants were tested after 
10 h of recovery sleep [73].

Public safety personnel who do manage to sleep when 
on-shift overnight are often asked to perform emergent ac-
tions immediately upon awakening (e.g., firefighters driving 
immediately after being awakened by an alarm). In fact, the 
time it takes to leave the station following a call for service 
is a quality measure, with “chute time” expected to be 1 min 
or less. This can be dangerous as alertness and performance 
are markedly impaired immediately following awakening. 
This impairment, known as sleep inertia, is more profound 

when workers are sleep deprived or have been awakened 
at an adverse circadian phase (e.g., during the night shift) 
[61]. Chronic sleep deficiency, which increases the depth of 
subsequent sleep, also worsens the adverse effects of sleep 
inertia. The effects of sleep inertia dissipate over time in 
an asymptotic manner [61]. The consequences of its impact 
upon awakening are particularly relevant to first responders 
and present an additional challenge for fatigue risk manage-
ment programs. Sensory activations which accompany calls 
for service (such as alarms, lights, and sirens) may promote 
wakefulness during this period of vulnerability, but their ef-
fects remain understudied.

Sleep deficiency and health

Sleep deficiency is an underlying cause of many short- and 
long-term health problems. Sleep deficiency and work-
ing during an adverse circadian phase have been linked 
with increased risks of weight gain, obesity, cardiovascu-
lar disease, stroke, myocardial infarction, and cancer [74]. 
Workers who routinely work extended hours and night 
shifts are at particularly high risk of suffering adverse health 
consequences. Nearly half (45%) of the deaths that occur 
among US firefighters while at work are attributed to heart 
disease [2]. Police officers also have an increased risk of 
cardiovascular disease [75].

In addition to the other common risk factors (e.g., stress, 
burnout) that first responders face in their jobs, sleep defi-
ciency can exacerbate their risk of poor health. Increased 
stress experienced by first responders may exacerbate sleep 
disruption and consequently sleepiness. Sleep deficiency, 
sleep disorders and shift work interact with the processes 
controlling appetite and metabolism, increasing the risk of 
weight gain, which is a risk factor for sleep apnea, and long 
term increases the risk of cardiovascular disease and dia-
betes [74]. The vast majority of public safety personnel are 
overweight or obese (Table 37.1). Public safety personnel 
in less than optimal health are at risk for adverse events at 
work. In this setting, adverse events can have far-reaching 
implications for the safety of the public. Safety-conscious 
scheduling, along with sleep health interventions, may help 
to reduce these risks. Importantly, sleep health interventions 
must address undiagnosed and untreated sleep disorders.

SLEEP DISORDERS

An Institute of Medicine report declared sleep deficiency 
and untreated sleep disorders an unmet public health prob-
lem, estimating 50–70 million people in the United States are 
living with a sleep disorder [76]. In addition to the degrada-
tion in an individual’s health, alertness, performance, safety 
and quality of life, untreated sleep disorders are responsible 
for substantial costs to employers and society. Sleep defi-
cient individuals and those who have a sleep  disorder have 
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up to a 20% increased utilization of the health care system 
[77]. In the year before diagnosis with obstructive sleep ap-
nea (OSA), a common sleep disorder characterized by re-
petitive pharyngeal collapse during sleep [78], individual’s 
medical costs were almost twice as much as those without 
OSA [79]. Costs to employers and society are systemic 
and are revealed through increased rates of absenteeism, 
disability day usage, reduced productivity (presenteeism), 
injuries, accidents and even increased alcohol consumption 
[80]. These indirect costs have been estimated in the hun-
dreds of billions of dollars [81]. In the case of public safety 
personnel, untreated sleep disorders are not only a threat to 
personal health, but may also endanger the public in their 
role as a public safety workforce. Furthermore, costs associ-
ated with sleep disorders are avoidable, but are often borne 
by taxpayer support.

In a cross-sectional survey of 4957 police officers, 
40.4% screened positive for at least one sleep disorder [7] 
(Fig. 37.2). The most common sleep disorder was obstruc-
tive sleep apnea (33.6%), followed by shift work disorder 
(14.5%), and insomnia (6.5%). Similarly, in a nationwide 
survey of 6933 firefighters, 37.2% firefighters screened pos-
itive for a sleep disorder [6]. Again, the most common sleep 
disorder was obstructive sleep apnea (28.4%), followed by 
shift work disorder (9.1%) and insomnia (6.0). In the subset 
of firefighters who reported their primary responsibility as 
medical care (fire-based EMS), 45% screened positive for 
at least common sleep disorder, with 33.9% screening posi-
tive for obstructive sleep apnea, 10.1% for shift work disor-
der, and 7.5% for insomnia [82]. Across the survey studies, 
>80% of those who screened positive for a sleep disorder 
were previously undiagnosed and untreated.

In a widespread cross-sectional survey of police offi-
cers (n = 4957) from the United States and Canada, positive 
sleep disorder screening was associated with adverse health 
and safety outcomes [7]. Compared with those officers who 
did not screen positive for a sleep disorder, positive screen-
ing was associated with more than twice the prevalence of 
reported depression and burnout-emotional exhaustion and 
three times the risk of anxiety. Compared to officers who 
did not screen positive for OSA, positive screening was also 
associated with approximately twice the risk of diabetes 
and cardiovascular disease.

In a 2-year follow-up period, 3545 officers completed 
15,735 online monthly surveys (6587 person-months with 
positive screens and 9148 with negative screens for sleep 
disorders) to capture performance and safety outcomes. 
Each officer completed approximately four monthly sur-
veys. Compared to those officers who did not screen posi-
tive for a sleep disorder, officers who were prospectively 
identified as screening positive for a sleep disorder had 
higher risk of reporting a serious administrative error, fall-
ing asleep while driving, an error or safety violation at-
tributed to fatigue, occupational injury and other adverse 
work- related performance measures, including uncontrolled 
anger toward a suspect, absenteeism, and falling asleep dur-
ing meetings (Fig. 37.3).

Similarly, in a nationwide survey of firefighters, fire-
fighters who screened positive for OSA were twice as likely 
to report an MVC and falling asleep while driving; 85% of 
MVCs were documented with police reports or detailed de-
scriptions and 48% occurred at work or during commutes. 
Similarly, near miss crashes and injuries were elevated in 
those screening positive for OSA (Fig. 37.3).

Positive screening for OSA was also associated with 
adverse health outcomes. Firefighters who screened posi-
tive for a sleep disorder were 106% more likely to report 
having cardiovascular disease, 84% more likely to report 
diabetes, 195% more likely to report depression and 163% 
more likely to report anxiety and to report poorer health sta-
tus (P < 0.0001), compared with those who did not screen 
positive. Safety and health outcomes were similarly signifi-
cantly increased in those who screened positive for any sleep 
disorder compared to those who did not screen positive, in-
cluding among fire-based EMS personnel (Fig. 37.3).

529 firefighters reported a current diagnosis of depres-
sion and/or anxiety (9% depression and/or anxiety; 6% 
depression; 4% anxiety). Although these rates are similar 
to those in the general population [83], our data revealed 
an almost threefold increase in the odds of the diagnosis 
for those who screened positive for OSA. The BCOPS 
study also reported on the association between sleep (sleep 
quality in this case) and depression among police officers. 
The investigators found that depression severity scores in-
creased as sleep quality scores increased [84]. Sleep quality 
was independently associated with depressive symptoms. 

FIG. 37.2 The prevalence of positive sleep disorder screening across branches of public safety.
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Sleep disorders and mood disorders are closely intertwined. 
Sleep disturbance and fatigue are two of the diagnostic cri-
teria for depression in the Diagnostic and Statistical Manual 
of Mental Disorders [85]. Treatment for sleep disorders has 
been shown to reduce symptoms of depression and anxi-
ety [86], and likewise, treatment for depression can reduce 
symptoms of insomnia [87]. Soldiers with insomnia re-
ported more difficulty with social functioning, lower mo-
rale, perceived less support, and reported being less able 
to cope with stress following deployment [88]. Depression 
leads to reduced productivity at work and adversely impacts 
social relationships [81], and may impact the on-demand 
productivity in the work of public safety personnel and the 
occupational culture of living as a group in the fire depart-
ment, EMS base, and police barracks.

Sleep disorders are endemic in police and firefight-
ers. Given the similarities in demographic characteristics 
and occupational demands, it is likely that there is a simi-
lar prevalence of sleep disorders among EMS providers. 
However, there has been little research in this area. One 
national survey found that the odds of involvement in an 
ambulance crash are significantly higher for EMS provid-
ers with sleep problems [89]. A separate national survey 
determined that 70% of actively working EMS providers 
had a sleep problem [39]. This effort found that 10% of 
respondents self-reported snoring and pauses in breathing, 
while 5% self-reported snoring, pauses in breathing, and 
excessive daytime sleepiness, suggestive of sleep apnea. 
This approach likely results in under-reporting, as respon-
dents would often be unaware of these events happening 
during their sleep periods. Among the subset of firefight-
ers in our nationwide survey [6] who were cross-trained as 
EMS providers and reported their primary responsibility 
as medical care, the prevalence of positive sleep disorder 
screening was 45%, higher than what we observed among 

police or fire-only personnel (Fig.  37.2). Sleep disorders 
were also associated with adverse outcomes in this group. 
After controlling for age, gender, body mass index, exercise 
frequency, years of experience, shift schedule, work at mul-
tiple jobs, and call volume, positive sleep disorder screen-
ing was independently associated with more than twice the 
odds of an occupational injury, motor vehicle crash and 
near-crash [82]. Additional research is needed to evaluate 
the prevalence of sleep disorders and the impact on health 
and safety among the third component of the public safety 
net, EMS clinicians.

Sleep disorders are highly treatable and treatment can 
reduce associated health and safety risks. For example, in 
the case of OSA, patients adherent to continuous positive 
airway pressure (CPAP) therapy have better cardiovascular 
health outcomes compared to those who are non-adherent 
[90]. Successful treatment of OSA with CPAP therapy has 
resulted in a significant decrease in motor vehicle crash 
(MVC) rates [91–93] and reverses the trend in increased 
health care costs seen prior to treatment [94, 95]. Treatment 
for insomnia involves cognitive behavioral therapy (CBT-I), 
medication, or a combination of the two [96]. CBT-I is ef-
fective at improving sleep and reducing fatigue [97]. Recent 
efforts have even shown that the use of fully automated 
web-based CBT-I is as effective as in-person therapy ses-
sions [98].

FATIGUE RISK MANAGEMENT

In an effort to improve health and safety, industries such as 
aviation, railroad and trucking are mandated or encouraged 
to institute fatigue risk management programs [99, 100]. To 
address sleep deficiency and sleep disorders, police, fire de-
partments and EMS agencies should consider programs to 
address sleep health and fatigue risk management. The key 

FIG. 37.3 Adjusted associations between sleep disorders and safety outcomes.
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components of a comprehensive fatigue risk management 
program should ideally include: a sleep health education pro-
gram, recurrent and with certification testing; work schedule 
policies that are grounded in sleep and circadian science with 
monitoring of compliance and enforcement; and mandatory 
screening for sleep disorders with follow-up on effectiveness 
and compliance with any treatment [101].

The Royal Canadian Mounted Police (RCMP) imple-
mented and evaluated a fatigue management program in a 
pilot study using a before-after design [102]. Following a 
train-the-trainer approach, the approximately 4-h program, 
emphasizing the science of sleep, sleep apnea and other 
sleep disorders and fatigue countermeasures, was presented 
to 61 RCMP members. On surveys completed 4 weeks fol-
lowing the training, members reported an increased sat-
isfaction with sleep, reduced symptoms of insomnia and 
reduced incidence of headaches. The authors stressed that 
this training program should continue to be tested in larger 
police organizations to confirm the sleep health benefits for 
police officers.

A station-randomized trial of a sleep health education 
and sleep disorders screening program was conducted in 
a large municipal fire department. Of 1211 active fire-
fighters identified at study onset, 604 were assigned to 
the intervention group and 607 to the control group. In 
an  intention-to-treat analysis, firefighters assigned to in-
tervention stations which participated in education ses-
sions and had the opportunity to complete sleep disorders 
screening reported half the number of disability days on 
average than those assigned to control stations, as re-
corded by payroll records. In post-hoc analysis account-
ing for exposure to the intervention, firefighters who 
attended education sessions were 24% less likely to file at 
least one official injury report during the study duration 
than those firefighters who did not attend regardless of 
randomization [103].

Most recently, the National Highway Traffic Safety 
Administration commissioned a systematic review of pub-
lished evidence to mitigate fatigue in emergency service 
personnel [41]. A diverse team of experts in sleep medicine, 
fatigue science, risk management, and emergency medicine 
reviewed >38,000 pieces of literature involving EMS per-
sonnel or similar shift workers. The systematic review lead 
to five recommendations: the use of reliable and/or valid 
fatigue survey tools to diagnose fatigue in the workplace 
[104]; shifts <24 h in duration [11]; the use of caffeine as 
a fatigue countermeasure [105]; napping [106]; and sleep 
health education and training [107].

The EMS systematic review revealed that sleep health 
education and training improved patient safety, personal 
safety, and ratings of acute fatigue and reduced stress and 
burnout. Further, a meta-analysis of the literature showed 
improvement in sleep quality [107]. Additional research 
is necessary to further dissemination of successful fatigue 
risk management programs in public safety personnel. 

Different branches of public safety and different depart-
ments and organizations within the same branch have dif-
ferent resources and needs. With sleep health education 
and sleep disorders screening programs, it has been shown 
that several forms of implementation (i.e., expert-led, 
train-the-trainer, online) can be successful in improving 
sleep health in firefighters [108]. The most pertinent in-
formation to include in an education program, the length 
of the program and the durability of the benefits remain to 
be determined [107].

CONCLUSION

The sleep health of public safety personnel is a major con-
cern. Rapid backward shift rotation, prolonged weekly 
work hours, and extended duration shifts contribute to sleep 
deficiency and circadian misalignment. Poor sleep quality 
and fatigue increase the risk of adverse safety outcomes and 
contribute to chronic health problems. Furthermore, there is 
an epidemic of sleep disorders among police, firefighters, 
and EMS providers. Fatigue risk management programs are 
effective, but remain underutilized. Future research should 
seek to develop and test schedules which align with sleep 
and circadian principles. Advocacy efforts should promote 
increased adoption of sleep health education, sleep disor-
der screening, and fatigue risk management programs. As 
a society, we rely on the public safety net to act swiftly and 
appropriately in emergencies. Efforts to improve sleep have 
the potential to vastly improve the safety, health, and perfor-
mance of this vulnerable occupational group, benefiting not 
only them, but the public that they serve.
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