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Foreword

Small civilian drones are commonly used in various professional sectors. Obviously, 
they are also raising interest in geography and related contexts. An old geographer 
saying states that our work must be done “on foot,” in reference to the importance 
of field work. Going to places to observe and acquire data is still one of the best 
ways to do research and develop applications. In recent decades, however, we have 
discovered the usefulness of new tools and are now able to “capture” and “record” 
phenomena which could not easily – or conveniently – be detected by traditional 
techniques. In some cases, these tools have the capability of discovering otherwise 
invisible elements. In many other cases, they allow us to see things more effectively. 
Both aspects are important. The first one advances the human ability to discover; the 
second fosters innovation of methods, an important element of scientific research 
and socioeconomic development.

Over the past few decades, for some types of investigations, geographers have 
looked at the Earth’s material aspects using aircrafts and, more recently, satellites. 
This has remarkably enhanced our knowledge about the environment and 
anthropized spaces. New concepts, processes, and techniques were developed in 
this field; they were progressively integrated with geographic information science 
and became a widely shared patrimony, and thus new approaches and methods were 
added to the geographer’s toolbox. Today, new opportunities for data acquisition, 
elaboration, and presentation are available, along with a new set of remote sensing 
technologies. Small civilian drones have enabled far more users to produce their 
own “views from above” without the need to obtain them from institutional or com-
mercial providers. Like in the case of other technologies, possibilities for drones 
will be developed through practical use. Much is already available, and more will 
surely come in the future.
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Meanwhile, in different countries, technologies and regulations evolve in search 
for the necessary – and sometimes difficult – balance between operational needs 
and juridical limits. This book includes reflections on the potential of small drones 
in several fields. The authors and editors of the following chapters are experts in 
geography, remote sensing, and architecture. Hence they are representatives of high 
interest categories in the use of these new instruments.

The first three chapters serve as a general introduction to the topic; they present 
the reader with a wide picture of opportunities and issues about the new technolo-
gies and their use. Attention is paid to practical and legal aspects. The fourth chapter 
provides a review of the different types of instruments which can be used for remote 
sensing and geographic observation. Finally, the fifth chapter emphasizes specific 
applications. Some parts of the text go deep into technological, bureaucratical, or 
operational discussions. At first glance, this might seem out of the expected scope 
of a publication about geography. However, it would be impossible to use small 
UAVs (unmanned aerial vehicles) without taking those aspects into proper account. 
It is then recommended to give the same attention to all parts of the volume.

The book warns the reader not to overestimate the opportunities brought about 
by the new technologies. Some inherent limitations of mini and micro-drones are 
presented as well. In our opinion, the most important caveat about UAVs is that in 
spite of automated survey and analysis algorithms, small drones remain able, per se, 
to acquire data, not knowledge. The latter is still – and will remain in the future – the 
result of an interpretation which can be fully developed only by the human mind. 
Once this point is established, then drones can be considered powerful and very 
innovative tools. They prove flexible and easily adaptable to different needs: the 
needs of many geographers and other professionals involved in studying the envi-
ronment, landscape, and territory, as well as some cultural and social phenomena.

After reading this book, a conceptual synthesis becomes simple. For the type of 
information they can collect and for the effectiveness of the representations they 
create, drones are already highly valuable technical aids for meaningful geographic 
research and work. They will be even more so in the future.

Rome, Italy Prof. Filippo Bencardino
President of the Italian Geographical Society

Foreword
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The increasingly massive spread of small drones in the general market accompanies 
a rapid evolution of payload hardware and software. From photo/video to multi-
spectral sensors, to environmental measurement devices, up to mechanical opera-
tion peripherals, even basic drones are getting more sophisticated and miniaturized 
at the same time. The recent advent of minimal-sized professional drones is specifi-
cally to be taken into account, as it can make a substantial difference in terms of 
usability.

There is some variability about the technical name assigned to these machines. 
This is generally due to the emphasis put on specific aspects of their nature or goals. 
The most widespread name of “UAV” (unmanned aerial vehicle) is very general and 
could apply to any machine able to fly without a crew; the focus in this case is on 
the aircraft itself. “UAS” (unmanned aerial system) generally implies that the vehi-
cle is part of a wider system, involving a ground control station and possibly other 
components; “RPV” (remotely piloted vehicle), “RPA” (remotely piloted aircraft), 
and “RPAS” (remotely piloted aerial system), and their national language variants, 
emphasize that the vehicle is actively piloted from a remote station.

From a strictly ontological point of view, a difference is admitted between UAVs, 
in general, and RPAS. The latter are “remotely piloted” while the former could be 
any kind of aerial vehicle without an onboard crew. This includes then the types of 
platform which can be taken into the air but with no control whatsoever by a ground 
crew: free-flight balloons and airplanes, some types of rockets, etc. The distinction 
is substantial, but current use tends to converge on “UAV” in scientific contexts and 
“drones” among laymen, so we prevailingly stick to these two names.

Obvious applications can be found, from basic cartography and photogrammetry 
to specific fields of environmental studies and physical geography. The data acquisi-
tion capabilities of drones can also be applied to phenomena which are interpretable 
in terms of human geography. From “thinking” of a specific survey to actually 
“doing” it, however, a lot of nuts and bolts are to be put into place.

Meanwhile, aviation authorities all over the world are dealing with the complex 
task of regulating a set of technologies whose fast development often outruns the 
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ability of setting rules for them. Once a regulation is issued, chances are it was 
developed around a specific concept of drones; but it frequently turns out that drone 
technology has already gone farther. This way, the recently created rules tend to 
freeze technological development at a certain stage, hampering – de facto – the full 
development of new tools in many fields.

We are experiencing the actual “dawn of the drones,” and their application poten-
tial is boosting everyday. If UAVs are to be acquired as long-living standard tools in 
geography- related investigations or applications, then it is worthless to get too deep 
into current implementations or regulatory stages. Rather, concepts, opportunities, 
and issues are to be considered in a more general sense.

This book does not try to establish recommended solutions for all cases; it spe-
cifically introduces concepts about flying small drones (not any drone) in some 
fields (not any field) of geographic and geography-related observation. It will there-
fore take into account questions, answers, and perspectives that directly involve 
operators as they plan their work before they get to the field.

Rome, Italy, and Budapest, Hungary The Editors

Preface
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Chapter 1
Small Drones and Geographic Observation

Gianluca Casagrande

Abstract This is an introductory chapter in which the overall scenario of the book 
is presented. Theoretical aspects are discussed so as to clarify what is the interest of 
using small drones in geographic observation (1.1), what the most common applica-
tion scenarios and limitations are (1.2), and some general perspectives about future 
developments (1.3).

Keywords Small drones • UAV • Aerial view • Landscape • Territorialization • 
Reification • Geographic observation

1.1  Getting the Overview

This section introduces some basic concepts of UAV-based geographic observation 
from an epistemological point of view. The purpose is to demonstrate how drones, 
as technological tools, may enable geographers to more efficiently perform a series 
of tasks. Among these are different kinds of analyses, whether in hard-science or 
social science/humanities-related themes. New tools are showing, at the moment, a 
potential of similar usefulness in both the so-called two “worlds” or “grammars” of 
geography (Buttimer 1993, p. 215; Vallega 2004). If the reader wishes to exclu-
sively focus on technical or application-related topics, we suggest to skip this sec-
tion and proceed to the following chapters.

Geographic observation includes, but generally goes beyond, the basic study of 
physical environment. It actually aims to comprehend spaces, territories, and cultural 
landscapes in their material dimensions and also in some of their immaterial ones. 
This is possible inasmuch as the latter can be revealed or indicated by the configura-
tion of material elements. The basic idea is that actions by human individuals and 

G. Casagrande (*) 
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groups in their espace vécu (Frémont 1976) are the result of choices derived – often 
impredictably – from a combination of material and immaterial factors.

Such complexity could be read by taking into account several epistemological 
and methodological approaches (Buttimer 1993, p. 216–221). By using drones – 
as any other survey tool – we can effectively investigate aspects of the physical 
space. In our analyses, such space can obviously appear as a physical environ-
ment or rather as an instance of that particular mixture of natural and artificial 
space that is called a cultural landscape (Haggett 2001, p. 223–226, 336; Turco 
2002, pp. 7–8).

Anthropization of a certain site or region is induced (but not determined) by local 
conditions, on the one hand, and by interactions with the surrounding anthropized 
areas, at different scales, on the other hand.

The area’s inner functional system is to be integrated with lower-level, peer- 
level, and higher-level systems. In the final analysis, however, people and communi-
ties first budget the aforementioned conditions and then drive their own 
territorialization process (Raffestin 1977, 1982; Turco 1988, pp.  74–134, 2002, 
pp.  9–10). By doing so, they establish and develop economically and culturally 
shaped spaces and networks of systems.

An important theoretical distinction was set, in geography, by the terms “space” 
and “place” (Tuan 1977). The former is a portion of Earth’s surface that can be 
defined through sets of spatiotemporal coordinates; the latter can be understood as 
physical space(s) endowed, by the people who are in it, with experiential, existen-
tial, and symbolic values. Naturally, the symbolical texture of a certain space 
depends on the identity of the observer, whether the observer is a specific individ-
ual (drawing from her/his experience) or a member of a community referring to a 
specific shared system of heritage and values (Bignante 2010). Building from 
Vallega (2003) it becomes evident that the evolution of anthropized spaces can be 
expressed as a general feedback iteration among three mutually influencing 
dynamic nodes: perception, material transformation (also called “reification”), and 
regulatory organization.

Through time, each node in the process evolves due to its inner mechanisms and 
also by influence of the actions and reactions of the other two nodes.

In summary, as it was stated before, human groups shape their places by adapting 
them to material conditions; nevertheless, this adaptation occurs based on percep-
tions and intentions of actors and decision-makers. The process takes place in rela-
tion  – not necessarily in agreement  – to formal or informal regulations. In this 
overall mechanism, culture is a major driver (Guarrasi 1992, p. 32).

In principle, we could observe how a certain space is configured from environ-
mental and reification points of view. We could then use the acquired information to 
grasp knowledge not only on material and (possibly) regulatory status of the area 
but also, at least in some degree, about decisions and perceptions by communities in 
their living space.

As geographers observe spaces and places from above, regardless of the means 
they deploy for this purpose, phenomena can be analyzed according to at least three 
different levels of interpretation: material, functional, and symbolic.

G. Casagrande
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At the material level, nature, location, and purpose of specific elements can be 
analyzed. This basic type of interpretation is highly developed and widely applied 
in remote sensing. Analyses are based on the fact that objects can be identified, 
measured, and examined in their physical nature.

At the functional level, material features of landscape are observed to interpret 
processes, flows, networks, and services. Analyses are conducted by recognizing – 
either directly or indirectly – status changes in different types of spaces, operational 
conditions of facilities and infrastructures, transitions in the availability of resources, 
usage of services, and variations in “footprints” produced as a side effect of human 
activity (Figs. 1.1 and 1.2).

At the symbolic level, landscape is surveyed in its material features in the attempt 
to identify elements of the presence and/or actions of a specific culture, whether this 
presence is current or past. In this case, analyses are oriented to recognizing specific 
material “markers” which can be associated to one or more systems of values, 
beliefs, and identities (Fig. 1.3). From this point of view, drone observation can be 
thought of as a twofold knowledge acquisition means. Indeed, on the one hand, it 
can provide information and data about symbolical markers (also called “referents”) 
present in the observed scene. On the other hand, it is the drone itself that, by being 
guided so as to acquire data about a certain landscape, may provide information on 
priorities and perceptions of the users in reading their own landscape and cooperat-
ing to its observation (Turco 2010, pp. 263–266; Bignante 2010; Grainger 2017).

Considering the three mentioned levels of analysis, it is worth underlining the 
importance of time as the fourth fundamental coordinate of any geographical study.

The ability to monitor change in spaces and places through time is important in 
all fields of applied geography, from basic remote sensing to complex evolutionary 
analyses. Many investigations would be of poor or no use unless they could be 
based on the comparison among different epochs in which the status of a certain 
variable is acquired. Data acquisition, depending on the observed phenomenon, 
could require a more or less regular periodization.

Figs. 1.1 and 1.2 Tracking human activity in the environment. Low-resolution thermal infrared 
images of the cooling water outlet of an electric power plant into the Tyrrhenian Sea. A plume of 
warm water is clearly recognizable as a low-altitude manned flying platform passes by the plant 
(Image: GREAL – European University of Rome)

1 Small Drones and Geographic Observation
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Each geographical context can be understood either synchronically or diachronic-
ally. In any case, however, a proper definition of the acquisition timing is necessary. 
It is worth noting, however, that especially in anthropization studies, diachronical 
analyses prove very useful toward a better understanding of evolution mechanisms.

Many of the elements and processes summarized above can be detected by the 
use of small drones. However, can this be achieved by UAV surveying and recon-
naissance only? Obviously not. UAVs are just new, powerful, additional tools put in 
the hands of geographers. They can effectively do some parts of the job, but a full- 
blown knowledge about places goes far beyond the ability of systems to acquire 
data about spaces. Nevertheless, UAVs can provide researchers and operators with 
a large amount of information. Hence better analysis and interpretation can follow 
wider, quicker, and cheaper (in all aspects) data acquisition.

Another element is deeply connected to the just mentioned fact, but does not 
necessarily coincide with it.

Compared with traditional airborne platforms, small flying drones (and related 
technologies) are shortening the operational chain needed in the workflow. A 
 primary advantage is that the degree of professional specialization required for the 
different tasks is decreasing as innovation progresses.

Fig. 1.3 Screenshot from Google Earth showing part of the urban texture in the immediate sur-
roundings of St. Peter’s Basilica in Rome, Italy. The clearly recognizable dome of the basilica 
(bottom left) was the main landmark of Rome when the city was the capital of the Pontifical State 
(until 1870). The dome symbolized the spiritual mandate and power of the Church, made visible 
to all citizens. The large residential blocks north of St. Peter’s complex were built after Rome had 
become the capital of the Kingdom of Italy. The new government was, at all levels, hostile to the 
papacy. City authorities had therefore approved a building plan for which blocks and streets were 
designed to prevent as much as possible the visibility of papal symbols. This was achieved by 
means of tall buildings and divergent alignment of streets that effectively obstructed the view of the 
dome from the entire area (Rendina 2004). Streets connecting the blocks were named after 
renowned non-Catholic personalities or famous figures of pagan antiquity

G. Casagrande
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This brings two important consequences: (1) acquisition, processing, and presenta-
tion of data become more accessible and (2) all of the above can be more directly man-
aged by the user who is supposed to produce and convey the final knowledge output.

Although the concept of personal mapping is a common assumption today as 
mobile applications are widespread, the actual development of personal airborne 
observation capabilities was not obvious and is presently rising (Mayr 2011; 
Gulch 2012).

1.2  Scales, Views, and Boundaries

A most basic concept in geography is scale. Environmental and anthropic phenom-
ena are related in many ways: their interactions occur within individual locations, 
around small areas or settlements, up to wider regional levels, and even, in princi-
ple, on a global scale. Data, as fundamental units of geographic information, are to 
be acquired at the appropriate scale, for phenomena to be adequately understood 
and described.

Geographers conceived and used the “view from above” as a method, long 
before human flight was achieved. Reflections and conceptualizations are often 
conducted by “increasing” or “decreasing” the observation “heights.” Each 
“height” corresponds to a level of information, and this, in turn, indicates levels 
for interpretation.

Before drones, geographers could typically acquire data by land surveys and 
airborne and orbital remote sensing.

Obviously, the final representation scale was not necessarily the one which had 
proved the most suitable in the acquisition phase. For instance, ground-based, wide- 
area cartography has always been the combined result of long, patient, and often 
painstaking local surveys. Maps at lower scales are developed based on larger-scale 
works, etc.

Flying platforms are able to give information about phenomena on the surface of 
the Earth by different kinds of remote sensing techniques. In general, though, the 
work they can do is dependent on their capability to discriminate objects on the 
ground and to measure some of their qualities. This typically involves basic spatial 
and radiometric resolution of sensors. Temporal resolution, i.e., the possibility of 
repeating the observation at defined time intervals, plays an important role too.

A factor toward a successful observation is often the flexibility that sensing plat-
forms show in “zooming in” to or “zooming out” from a specific target. This indeed 
translates into a more detailed or more general view of the “scene” of interest 
(Fig. 1.4).

In the pre-drone framework, there is a surface data acquisition, with the geogra-
pher directly inspecting phenomena on the ground, an airborne observation which 
allows acquisitions at different regional scales; then there is a spaceborne segment 
which acquires geographic phenomena at smaller, i.e., wider, scales from regional 
to continental and global.

1 Small Drones and Geographic Observation
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Since drones appeared as a technology, a wide range of possible implementa-
tions became available. This suggests to conceptually connect different types of 
machines to different scales and themes.

Taxonomies were developed in recent years in order to properly categorize UAVs 
by technical and operational nature in more or less differentiated fields (Austin 
2010; Watts et al. 2012; Salamí et al. 2014).

The rise of small drones created a new segment for airborne remote sensing and 
geographic observation: the so-called dronosphere (Germen 2016), spatially 
between manned airborne activity levels and the ground surface.

The term dronosphere, although wider in its general meaning, could be adapted 
to define the portion of airspace where small drones can operate. Its boundaries are 
currently dependent on technical features and regulations, but they generally include 
close proximity to the ground. At the moment there is no globally standardized 
concept for it, nor a shared definition for its limits. Yet, a fact is certain: the drono-
sphere is for relatively small drones only. Large drones, similar to manned aircraft 
in terms of size or flight rules, could not easily operate in that environment. Even if 
they could, it is likely that they would be prevented from accessing it, or they would 
be allowed into it with more or less severe restrictions.

No matter how the dronosphere will be established in the future, it seems that it 
will include portions of airspace which were not traditionally used in geographic 
observation, and this is per se an innovative element.

As of today, costs for the platforms are dropping, while usability is increasing at 
an impressive rate. The overall portability and integration of cooperative technolo-
gies may lead to a new paradigm in the production of spatial information: bottom-
 up and crowdsourced remote sensing (Meier 2014).

A larger number of operators may be enabled to acquire data and use them for 
producing and providing geographic information. This would be possible in the 
most diverse fields, from traditional themes to neo-geographic ones: what we can 
foresee goes much farther than present-day opportunities.

Fig. 1.4 Different 
observation systems could 
be “stacked” in relation to 
their typical acquisition 
altitude and coverage area. 
Small drones operate at the 
“close-range sensing and 
observation” level

G. Casagrande
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Getting back to scales, airborne observation is not necessarily bound to a spe-
cific kind of platform. UAVs and manned aircraft may often coexist in the same 
airspace at different (and not obviously layered) altitudes and environments. 
However, for the scope and purposes of this book, a simpler stratification of devices 
and techniques can be indicated. As far as small drones are concerned, their use will 
be preferable over local areas of interest at low altitudes and modest speeds; at 
higher altitudes, manned aircraft (or larger drones) will be able to cover increas-
ingly wide zones.

In theory, data analysis and interpretation could seamlessly follow the same pro-
cedural steps regardless of the acquisition platform. The final user, then, would have 
little or no interest at all in the machine which materially carried the sensors.

This seamless integration is probably in the future, although the present is still 
dealing with several issues that remain to be solved. At any given scale, data 
 processing is generally system dependent; its inner mechanisms may vary 
dramatically.

When discussing scales and themes, it is logical to connect UAV applications to 
geographic information science. Indeed, theme-related segmentation and decon-
struction logics are obviously similar in both cases, and so are the general criteria 
about scales. In wide area observation, typically performed by the use of satellites 
or high-altitude airborne reconnaissance, a classical approach is to evaluate phe-
nomena with main focus on their overall nature. Local area elements or point local 
details are considered nonrelevant and typically neglected.

By adopting progressively larger scales, we admit first larger regions, then 
smaller areas, then groups of objects, and finally individual objects which 
deserve special attention in our work. These different levels of “thematic resolu-
tion” imply different objects of interest and, therefore, different methodologies 
for the analysis.

At very large scales, furthermore, nadiral views – typically dominant in tradi-
tional remote sensing – may prove insufficient for some types of observation; the 
tridimensional nature of some specific objects of interest may require the adoption 
of views from different angles.

Today, as it was in the past, nadiral views are essential in metric measurements 
and georeferencing. Oblique aerial views, on the other hand, were historically con-
sidered more suitable for a qualitative understanding (Haggett 2001, p. 696–697) of 
some geographic phenomena, among them, in particular, anthopization-related phe-
nomena. For decades, the two kinds of view were felt as complementary but neces-
sarily separate. However, the rise of computer-based cartography and more powerful 
data processing techniques revolutionized this traditional habit. If sensor quality is 
sufficient and flight techniques are appropriate, it is now possible to obtain decent 
cartographic rendering of geographic features which had been surveyed by 
sequences of oblique views only. This is just to say that the traditional perceived 
“ontological” separation between oblique and nadiral views and between the respec-
tive purposes can now be considered, at least in some degree, obsolete.

Another aspect to be taken into account is that, for the purpose of qualitative 
geographical studies, precise georeferencing is not always necessary. When this is 

1 Small Drones and Geographic Observation
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the case, simple geolocalization can be adequate for the goals of the work, espe-
cially considering that present-day GIS can easily handle hypertextual and multime-
dia data.

When discussing the use of small UAVs in geography and geography-related 
fields, observation scales must be conceptually connected to observation boundar-
ies. Boundaries are to be intended as practical spatial limits to drone operation.

In approaching small UAVs, a geographer must be aware of some limitations 
which define and – so to speak – circumscribe the applicability of this technology.

First of all, technical range and flight envelope. Present-day small drones are 
often affected by modest area-coverage capabilities; this can be due to technical or 
juridical constraints. Examples of the latter can be found in some national regula-
tions, like in the case of the typical mandatory VLOS1 requirement or the prohibi-
tion to fly more than one UAV at a time. These two rules, for instance, would pose 
some difficulties to sending the UAV far from the pilot and to launch self- 
coordinating swarms of drones to increase the covered area.

Since these operational boundaries determine, in fact, where the observation can 
and cannot take place, all factors must be appropriately evaluated in preparing 
fieldwork.

Limited range, low heights, and slow speeds mean that a small drone can be a 
powerful data collection system at very large scales on local areas (Pérez et  al. 
2015); but it will become less and less competitive against other flying platforms as 
the scale is reduced and the observation area increases. This is to say that there are 
some types of remote sensing for which small drones are not suitable, at least today. 
Some examples will make the point clear. Let us assume that our purpose is to 
observe an ancient landmark – say, a small castle – and to obtain a high-resolution, 
close-range 3D model of the building. A small multirotor drone may take a while for 
doing the job, but it is able to fly very close to the facades, roofs, and architectural 
elements. Although sensitive to wind and turbulence, multirotors are fairly stable 
machines, and if weather conditions are sufficiently fair, a decent level of precision 
control can be kept at all times.

In sufficiently advanced machines, trajectories can be thoroughly planned and 
autopilots are quick and effective both in navigating the drone and in assisting a 
human pilot. Although, in principle, a manned helicopter could carry very high- 
resolution sensors, it would be extremely expensive and dangerous to deploy one 
over the castle for carrying out that particular mission.

Any fixed-wing airborne platform (either UAV or manned) would be less effec-
tive than a rotary wing when flying around such a point-based geometry; still, a 
small fixed-wing UAV would be slower and more maneuverable around the castle’s 
features, while a larger drone or a manned airplane could only fly at a safe altitude 
along regular trajectories.

1 Visual line of sight (VLOS) is a type of flight conduct in which a UAV must be kept constantly in 
such a position so as to be seen by the pilot. VLOS is obviously affected by technical nature of the 
drone, but regulations in several countries establish limits to never exceed both in terms of horizon-
tal and vertical distance.

G. Casagrande
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Another type of observation might totally change the perspective.
If the purpose is now to survey a 200 km (~124 mi) long, wide, and regularly 

anthropized coastline, then a small drone with currently standard range, especially 
if constrained within distance-limited regulatory requirements, will take a few days 
for covering the entire area. This would force the pilot, and possibly other ground 
crew, to remain on-site for the entire period. A commercial off-the-shelf multirotor 
can typically fly 15–30  min at speeds around 40–60  km/h (~25–37  Mph). An 
equivalent- class commercial fixed-wing UAV can fly up to 2 h at a speed between 
40 and 80  km/h (~25–50  Mph). From a strictly technical point of view, then, it 
would perform much better in terms of area coverage.

Still speaking from a technical point of view only, if the problem is to cover 
wider areas in less time, a possible response would be to deploy swarms of UAVs, 
capable of flying respective missions in more or less coordinate manners.

Naturally, the advantage in endurance could be best exploited if the drones were 
allowed to fly long paths on autopilot, far beyond the pilot’s line of sight. Once again, 
this is technically easy to achieve today, but it is often (appropriately) forbidden by 
authorities. The problem could be possibly overcome by organizing a “chain” of con-
trol stations and pilots, handing over the control to each other, along the survey line, 
or by implementing reliable and aviation-certified automated collision avoidance sys-
tems which are currently being designed and developed. It would also be necessary to 
reach some integration with air traffic control and services. In fact, all of the above 
solutions appear to be either theoretical or academical, at the moment. Normally avail-
able low-cost small drones do not support such capabilities.

In practice, it is difficult to believe that a profile like the proposed one could be 
considered acceptable.

A small UAV with limited technical reliability, blindly navigating a prepro-
grammed route over inhabited areas and infrastructures, with no ability whatso-
ever to see and avoid an incoming aircraft (which would hardly see a tiny and 
slow flying object), would be morally wrong before being  – as it is often the 
case – totally illegal.

As far as range and speed are concerned, small manned aircraft (Cessnas, Pipers, 
etc.) might prove more efficient in the intended survey of the littoral.

It is worth noting, at this point, how the larger payload that a manned aircraft can 
lift in comparison with a drone would also allow to use larger and better sensors.

In conclusion, the use of a current low-cost UAV for the proposed survey of the 
littoral would become far less attractive.

As it will be discussed further in this book, an evident fact is that drones are 
technically able to perform much more kinds of operations than regulatory systems 
are generally willing to concede. Regulations in different countries affect how 
drones can be used (i.e., what kind of operation they can perform), their permissible 
geographical environments (city centers, peri-urban, countryside, etc.) and, quite 
logically, the airspaces they are allowed into. We are stressing this point because 
geographers should always take into the proper account that regulatory boundaries 
have a direct impact on the locations and kinds of phenomena which can be studied 
by using UAVs.

1 Small Drones and Geographic Observation
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An important memento is that observation of anthropization-related phenomena 
would require presence and action in spaces which are often prohibited to drones or 
where access is heavily limited. If technology is capable of fostering knowledge 
about specific themes in specific locations, this does not necessarily mean that it 
will be normally allowed to go there. Yet, regulations and authorities do contem-
plate exceptions or conditioned authorizations if appropriate planning and imple-
mentation criteria are followed.

Last, but not least, relevant boundaries to the use of drones are determined by the 
socially shared perception of the drone capability to serve as knowledge acquisition 
tool. This aspect is rising as drones are turning from the status of charming and 
innovative technology for specialists into a widespread product in the hands of 
everyone. In this scenario, potential misconduct may derive from the availability of 
often impressive observation technologies; and even in the case of benign applica-
tions, it is now clear that small UAVs can “see” and “do” much more than other data 
acquisition tools.

This actually goes beyond the simple concept of “privacy” in terms of the right 
to personal seclusion. It may also involve social and political views about what 
people are willing to accept in someone else’s (including law enforcement’s and 
governments’) capability to observe them with little or no corresponding need of 
being observed (Finn and Wright 2012; Bracken-Roche 2016; Hilton and Shaw 
2016; Wang et al. 2016).

An article by Chris Sandbrook (2015) considers the social implications of using 
drones with specific regard to biodiversity conservation. However, his remarks are 
valuable in a more general discussion, as they point out strengths and weaknesses of 
the technology. On the one hand, UAVs are viewed as affordable, safe, and powerful 
tools; on the other hand, their compatibility with regulations and their overall per-
ception are not obvious. A negative social perception could severely affect the use 
of these tools and should be carefully avoided.

As small drones are becoming a common presence in everyday life, a deep 
reflection on social and political implications is increasingly urgent. A review on 
recent work in this field can be found in Klauser and Pedrozo (2015).

1.3  Eyes in the Sky and Artificial Brains?

Small UAVs are bringing about a revolution in remote sensing. The concept is twofold. 
It integrates the reflection between detection of geographical elements with the prob-
lem of establishing paradigms, criteria, and logics for an understanding of their nature.

As it will become evident in Chap. 3, much effort of current research on UAV- 
based remote sensing seems to be oriented toward automated recognition of ele-
ments and objects within a specific theme.

Small flying drones would then be understood as carriers for different possible, 
increasingly powerful “eyes” in the sky. A well-known example of the importance 
of this evolution can be seen in the introduction of automated photogrammetry and 

G. Casagrande
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computer vision in drone surveys. Some basic, general principles of vision and 
measurement are decades if not centuries old. However, the technical procedures 
which were necessary for obtaining the results were so complex, expensive, and 
cumbersome in those days, that in many cases available methods were not even 
used because they were just not worth the effort. Today, the advent of structure-
from-motion (SfM) algorithms and more powerful computer graphics made it pos-
sible to turn once nearly prohibitive processes into feasible practice. Moreover, 
results can be achieved by the involvement of moderately skilled personnel – no 
longer high-profile specialists.

Another step is the increasingly effective classification of geographical objects 
as detected by UAV-acquired datasets.

In different types of remote sensing, there is a developing interest toward object- 
based image analysis (OBIA) and toward its specific geographical variant, i.e., geo-
graphic OBIA or GEOBIA (Blaschke et al. 2014).

It is intriguing to think that, as scientific fields and related technologies progress, 
the increasing effectiveness of the “eyes in the sky” could be accompanied by new 
powerful potential of “artificial brains”. If unmanned aerial systems become able to 
automatically perform low-level data organization, then the work of human analysts 
could move toward higher interpretive levels and a deeper comprehension of geo-
graphic phenomena.

In fact, a long way is still to go. For now, automated analysis and interpretation 
are in their early days, although semantic capabilities of systems are developing. 
Today and in the foreseeable future, human mind and its higher conceptualization 
are still necessary for structuring the complex ontologies needed for machine-based 
interpretation.
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Chapter 2
Concepts and Issues

Gianluca Casagrande and Davide Del Gusto

Abstract This chapter is intended to describe the main concepts and issues of 
applying small UAVs to geographic observation. The discussion begins with an 
overview of drones as flying platforms (2.1). We then introduce a fundamental con-
cept, accessibility, or the set of criteria to have the needed technology (2.2). The 
following point, called field deployability, considers aspects regarding how the 
drone can get to be used in practice, based on technical and organizational steps 
(2.3). General but crucial concepts of the emerging national and international 
regulations about small drones are then discussed (2.4). In the last Sect. (2.5), a case 
study is presented in order to explain how mission planning should be approached 
based on available technology and operational needs.

Keywords sUAV • RPAS • Accessibility • Field deployability • UAV regulation

2.1  Friend or Foe: The Small Flying Drone

Gianluca Casagrande

Conceptually, the idea of unmanned aerial vehicles, i.e., flying machines capable of 
operating without an onboard crew, is quite old. Many activities, either in war or 
peace, may be so “dull, dirty, or dangerous” that one can find it more appropriate not 
to involve human operators in them. Current implementations are able to perform 
several different tasks including observation, measurement, and transport (Beloev 
2016; Hristov et al. 2016).

The currently widespread UAVs derive from military ancestors (Birtchnell and 
Gibson 2015). However, as it has been the case with other world-renown technolo-
gies (e.g., GPS, GLONASS, GIS, etc.), the widest developments are often the result 
of booming civilian applications, invariably rising as soon as technologies become 
affordable. From that moment on, the development continues, often way beyond the 
initial pioneers’ intentions and imagination.
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Complex taxonomies have been developed, through time, for drone categories, 
architectures, and application scenarios. Watts et al. (2012) include three categories 
for long-endurance UAVs: HALE, MALE, and LALE (where LE stands for Long- 
Endurance and HA, MA, and LA for High Altitude, Medium Altitude, and Low 
Altitude, respectively); two categories feature short endurance (LASE, LASE 
Close). Then come two minor categories (MAV/NAV), plus a VTOL category 
(Vertical Takeoff and Landing). This taxonomical approach suggests a conceptual 
prevalence of fixed-wing machines, a clear emphasis on large and medium drones 
and on their operational similarity with manned aircraft. As of this writing, this 
approach appears to be prevailingly oriented to military, institutional, or, in general, 
high-profile technical operations. In many instances of these scenarios, fixed-wing 
architectures are more applicable than rotary wings or other formulas (trikes, 
blimps, balloons, etc.).

If we were to adopt those authors’ terminology, our book discusses prevailingly 
MAV/NAV and corresponding-size VTOLs. These, in fact, appear to be the most 
widespread kinds of UAVs on the civilian market. The term “small” applied to 
drones is quite generic, and a lot of remarks should be added for the sake of com-
pleteness. For the sake of simplicity, nevertheless, let us refer to UAVs within a 
classical weight limit of 25 kg. This should be considered – with some exceptions – 
as an upper limit in our discourse (Figs. 2.1–2.9).

Fig. 2.1 A typical small fixed-wing UAV for scientific and professional applications: the FlyGeo 
24 Mpx has a cruise speed of 39 km/h (~24 Mph), an endurance of approximately 30 min, and a 
total weight of 2.8 kg (6.17  lb). Platforms of this kind can transport a relatively wide range of 
remote sensors, including visible, near-infrared, thermal, and multispectral devices (Image: FlyTop 
www.flytop.it)

G. Casagrande and D. Del Gusto
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Fig. 2.2 Medium-sized multirotors (above, a 6 kg or 13 lb FlyNovex hexacopter) are suitable for 
several types of applications spanning from precision farming to detail 3D modeling, to high- 
profile aerial photo/video documentation. Due to their efficiency and flexibility, they enjoy wide-
spread popularity among professional users, in spite of often severe regulation constraints to their 
use (Image: FlyTop www.flytop.it)

Fig. 2.3 Depending on their size and takeoff speed requirements, fixed-wing UAVs can be launched 
by hand or by catapults. Drones of this type can land on small spots, either manually or automati-
cally. Below, a FlySecur UAV standing on its field launcher (Image: FlyTop www.flytop.it)

2 Concepts and Issues
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Fig. 2.4 A small 
helium-filled drone airship 
(1.5m3 of capacity) can 
remain aloft and active for 
hours. This type of drone is 
suitable for tethered and 
free flights for general 
observation, but it can be 
precisely controlled only 
under particularly calm 
meteorological conditions. 
Larger and more powerful 
blimps have better 
performance in outdoor 
applications, but weather 
(particularly wind) remains 
a major variable (Image: 
Associazione Dirigibili 
Archimede, http://
dirigibili-archimede.it/)

Having established this basic boundary, small UAVs can then be described as 
belonging to almost any possible architecture and as flyable through manual, semi-
automated, or fully automated procedures.

In this book, we will mostly refer to some specific and widespread families of 
UAVs, but it is worth considering this very complex set of technologies in its broader 
range at least here.

A very basic distinction is made between rotary wing and fixed-wing UAVs. 
Rotary wing UAVs are normally helicopters and multirotors, relatively similar in 
the fact that both develop their lift by spinning propellers. A major difference, how-

G. Casagrande and D. Del Gusto
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Figs. 2.5 and 2.6 In principle, drones can be very small machines, and yet they can cover specific 
tasks. Left: a modified Walkera Ladybird quadcopter fitted with an FPV camera. This UAV weighs 
about 70 g (0.15 lb), can be flown and controlled well in light wind, and is able to broadcast a 
640 × 480 px analog TV signal up to 20–30 m distance (Image: GREAL – European University of 
Rome). Right, a micro-blimp (SpyBlimp) created by applying a small payload (including a tiny 
video camera) to an individual helium-filled balloon. This type of drone could be used in indoor 
spaces for inspection purposes (Design, build, and image by Yvon Masyn)

Fig. 2.7 Miniaturization is one of the main development factors for the civilian drone market. 
While technical performance is increasing, smaller drones are less invasive and easier to deploy. 
The FTD300X is a custom reengineered variant of the Parrot Bebop drone. Featuring a maximum 
size of 35 cm and a total weight of 297 g (0.65 lb), it belongs to a category of ultralight commercial 
micro-drones applicable to observation tasks from video footage to qualitative inspection and aero-
photogrammetry (Image: FlyToDiscover)

ever, is that helicopters generally use rotors with variable pitch blades. Multirotors 
typically rely on differential power, accurately distributed among more simple 
fixed-pitch propellers. Multirotors may be less agile than helicopters, but they are 
generally as much precise and often configured so as to be more stable and easier to 
fly. This family of machines is quite differentiated and normally includes UAVs 
powered by 3, 4, 6, 8, or even more engines.

2 Concepts and Issues
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Fixed-wing UAVs are basically airplanes. Drones are implemented in this archi-
tecture depending on several types of operational needs. Due to its high aerody-
namical efficiency, a popular configuration for fixed-wing small UAVs is the 
so-called “flying wing” configuration. In this type of aircraft, the airframe consists 
in a more or less swept or delta wing, with a very small fuselage (or no fuselage at 
all) and no classical tail; yaw stability and control is generally enhanced by applying 
relatively small vertical winglets, while roll and pitch are ensured by differential 
control of surfaces such as ailerons, spoilers, and flaps. The efficiency in terms of 
drag reduction is so high, compared with traditional configurations, that flying wing 
aircraft were periodically proposed in manned implementations as well. In pre- 
computer era, though, these machines proved unstable and potentially dangerous, so 
their use remained limited for a long time.

The problem appears to be completely overcome by drones – and they are gener-
ally expendable, after all.

Multirotors and flying wings are currently dominating the market in geographi-
cal and geography-related fields due to their flexibility and reliability as aerial 
observation platforms. Nevertheless, there are many other types of drones which 
may serve well in several fields. Classical airplane architectures are common for 
larger UAVs, including motorgliders and motorized parachutes (Lelong et al. 2008). 
The latter are also used due to good endurance and payload capability along with 
small encumbrance.

Peculiar types of UAVs are also used for specific purposes, e.g., flight-testing (an 
interesting example in Adams et al. 2013) or in-flight recognition and manipulation 
of objects. Other solutions include hybrid maneuvering capabilities, e.g., flying 
drones able of advanced ground motion, flying multirotor UAVs equally able to 
move underwater, etc.

Drone-blimps are a kind of so-called “lighter-than-air” UAVs. Compared to 
“heavier-than-air” machines, they share strengths and weaknesses of their manned 
counterparts. Airships are indeed capable of lifting relatively heavy payloads, and they 
are able to fly for long time, as their endurance relies on the lifting capability of gas 
rather than on the power developed by engines. On the negative side, drone- blimps, 
like the giant airships of the past, are extremely weather sensitive and require fairly 
complex organization and equipment for their deployment.

By observing the progressive release of new versions for models on the market, the 
impression is that drones evolve more as ICT platforms than aerotechnical products.

The efficacy of small UAVs in general – and in geographic applications in par-
ticular – relies upon the fact that they are generally flexible and reliable carriers of 
instrumental payloads. Such payloads can be visible-light cameras or other types of 
data acquisition and measuring devices.

Current small UAVs are remotely managed by a pilot/crew via a remote pilot 
station (RPS), also often referred to as ground control station (GCS), by a more or 
less reliable flight control links. Drones are generally capable of recording data 
onboard and they also exchange both flight and payload data with the RPS in real-
time. Normally, the pilot can see (on screen or through First Person View – a.k.a. 
FPV – devices) aerial views from the drone. Additional data – commonly height, 
speed and position, among others – are also displayed.

G. Casagrande and D. Del Gusto
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Depending on types, small UAVs can easily be managed by a pilot, either alone or 
with the help of a system operator and one or more observers. Although regulatory 
and practical factors often suggest or require that the pilot keeps visual contact with 
the UAV, a very common feature of UAS is real-time telemetry and imagery down-
link. These allow for the so-called First-person-view (FPV) operation: the crew may 
observe the target by the view acquired from one or more drone video camera(s) 
while, at the same time, monitoring the flight parameters and conditions of the drone.

UAVs flourished as electronic flight control systems (FCS) evolved from initially 
full manual to increasingly automated (Hristov et al. 2016).

A PwC report (PwC 2016, p. 4) summarizes the worldwide market perspectives 
of small UAVs. Estimations are based on the likely commercial value of business 
and labor which can be replaced, in each one of the involved industries, by the use 
of drones. As of 2015, the figure was 127.3 billion USD, so divided: infrastructure 
(45.2), agriculture (32.4), transport (13.0), security (10.5), media and entertainment 
(8.8), insurance (6.8), telecommunication (6.3), and mining (4.3). This points to a 
clear trend, especially considering that some applications for future drones have not 
been identified yet. Nevertheless, it should be noted that even when a potential use 
is foreseeable, that does not necessarily mean that it will come soon or ever. For 
some applications, current drones are still technologically immature; for some oth-
ers, their use will not be allowed for a relatively long time. For others, finally, they 
might just not turn out useful or competitive in practical terms.

News about the impressive performance of small drones in remote sensing may be 
deceiving to some potential users. As a matter of fact, given a certain goal, the spe-
cific available UAV can be effective or not. In our experience, observation by drones 
can prove partially conclusive or inconclusive depending on inadequate system con-
figurations or insufficient planning. The design and technical features of a drone can 
prove suitable or not for the requested tasks; the deployment scenario may impose 
limitations from an organizational point of view; juridical requirements for using that 
particular drone in that particular site are an independent and often tricky variable.

In order to avoid problems, it is convenient to devote preventive attention to all 
the possible caveats other than the strictly technical ones. Operational pretesting of 
available equipment and protocols is also good practice, to ensure that the UAS 
operates predictably and reliably.

2.2  Accessibility

Gianluca Casagrande

Accessibility is a key concept in UAV-based geographic observation. A wide set of vari-
ables should be considered. The aim is to achieve efficacy at the lowest possible cost, 
where “cost” means the overall effort – whether financial, technical, or bureaucratical – 
needed to set up the systems, deploy them on the field, and successfully use them.

The accessibility of a technology determines how many operators and workgroups 
will be able to use it. A “linear” increase in the number of users may cause – and it 
often does – a “nonlinear” increase in the number of applications and developments.

2 Concepts and Issues
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The most basic meaning of the word “accessibility” is normally associated with the 
financial side of the activities. If it is not economically expensive, then more workgroups 
and individuals can afford to acquire the technology. Hence they can now do things that 
were previously possible to high-end users and high-tech systems only (Aden et  al. 
2014). This also implies the ability of widening and enhancing the networks of users. 
Workgroups and individuals can now use better tools for their scientific and application 
work, leading to a positive chain reaction in terms of innovation (Carrivick et al. 2013).

With regard to UAVs, a large set of examples could be indicated. In cultural heri-
tage research, for instance, it is no surprise that cutting-edge technology is employed 
to survey world-renown archaeological sites. It is surprising, though, to verify that 
more modest technologies can provide very good quality data about minor land-
marks. By spreading the use of these second-class tools on second-class targets, a 
large patrimony of valuable assets can be investigated and monitored. Similarly, it 
is perfectly obvious that high-tech UAVs are used by civil protection services during 
emergencies and disaster recovery. It may look less obvious that low-tech UAVs 
could be used by low-budget local institutions to conduct preventive and early warn-
ing surveys in their territories. In general, this technology would allow to monitor 
structures and elements previously or possibly involved in emergencies (Bendea 
et  al. 2008; Beloev 2016). Preventive measures and early warning actions could 
make a difference in discovering and interrupting a chain of events to disaster.

Furthermore, if it is true that, for highly specialized purposes, correspondingly 
high sophistication is required, it is also true that in many ordinary, real-life cases 
such sophistication is not actually needed or the qualitative gap can be considered 
acceptable (Casagrande et al. 2015; Pérez et al. 2015; Fryskowska et al. 2016).

Additionally, there are uses for which it may be more appropriate to deploy the 
simpler and more modest vehicle, rather than the top-class one.

The importance of purely basic, inspective, or descriptive data acquisition is 
often neglected as scientific research on sensors, methods, and techniques con-
stantly pushes toward enhancements.

However, a narrow-minded excessive emphasis on the importance of systems 
and technologies might lead to the wrong attitude of neglecting the potentials of 
simpler and humbler solutions. Banal as it can seem in theory, practice shows that 
the widespread and meaningful use of simple techniques and technologies might 
prove more scientifically, economically, and socially relevant than isolated, spot 
applications of cutting-edge solutions. Someday, those very cutting-edge solutions 
would become standard honest tools, giving way to even more advanced systems; 
and the argument will still hold true. In the end, the rush for technological state of 
the art may deceive us into underestimating the other, crucial components of good 
science and applications: a smart and well-thought observation methodology, good 
quality of data acquisition and processing, reliable conclusions, and the most wide-
spread possible use of them.

Accessibility is related to a wide set of technological variables in the choice of 
UAV systems.
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The difference between off-the-shelf UAVs and custom-built ones seems to melt 
down to a simple conceptual distinction. Off-the-shelf technology provides the user 
with ready-to-fly, well-tuned-up systems. As a drawback, much of that technology 
is proprietary and allows limited customizability. This is no big deal to general users 
but may cause legitimate frustration among specialists.

Prototypes or custom implementations, often (not always) relying on open-
market components, have the advantage that solutions can be fully tailored on the 
specific needs (Giges 2016). Potentially efficient, nonconventional solutions can 
also be tested by following this approach (Yun et al. 2013; Zhao et al. 2015).

On the other hand, a remarkable quantity of work is generally needed for setting 
up and fine-tuning the systems. Reliability testing is also needed to make sure that 
UAVs can actually be deployed in a real-life context and operate safely.

A topic that must be taken into account is that, in at least some geographic appli-
cations, drones should be used keeping in mind their primeval vocation. In the 
beginning, they were supposed to be sent doing dull, dirty, and dangerous tasks.

This means that, as long as safety, security, and privacy are guaranteed, an opera-
tor should be enabled (and prepared) to sacrifice the drone for the sake of the results 
if they are particularly relevant. If the overall costs (either financial or organiza-
tional) are perceived to be excessive, then the drone prevails on its purpose, and this 
might not always be in the best interest of the users or the community.

In our experience (Casagrande et al. 2015), accessibility corresponds to essen-
tially three criteria in systems choice and operational framework:

 1. Immediate availability

 (a) Use of general market products.
 (b) Use of open-source or de facto standard hardware and software (when 

possible).
 (c) Avoid restricted proprietary solutions unless fully compatible with de facto 

standards.
 (d) Keep configurations as simple as possible.

 2. Portability

 (a) Adopt de facto standard solutions for data acquisition, transfer, processing, 
and presentation.

 (b) Design systems and workflows in such a way that outputs are reliably com-
parable with those of other techniques.

 3. Extensibility

 (a) Design configurations with modularity in mind.
 (b) Keep systems and operational profiles, (if possible) open to change.

Accessibility is quite an adaptive concept. It basically translates into getting the best 
possible set of tools while, at the same time, keeping all the costs at a reasonable 
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minimum. An important element is to properly select the flying platform and the 
associated sensors while taking into account the operational scenario and other con-
textual conditions. An example of the concept of practical accessibility as we just 
stated can be summarized as follows.

A geographic laboratory drone fleet includes three VTOL UAVs. The first one is 
a minimal size machine fitted with a built-in video camera; the second one is a 
medium-size device able to mount different types of sensors within – say – 100 g 
(0.22 lb) of mass. The third one is a fairly large, heavy-lift drone able to fly with 6 kg 
(13 lb) of net payload; this too can have different sensors installed. The proposed 
field activity is to have a first, very expeditive documentation of a poorly studied and 
very wide area. The field operation will last a few days, and very limited ground 
support will be available in the meanwhile. If this is the case, then the minimal drone 
would probably be the most appropriate choice. It is lightweight and fairly small in 
size; its requirements in terms of power are relatively modest, which is important if 
the available energy supply is limited, in order to maximize flight time. The most 
accessible solution in this case is to operate the smallest and less invasive drone avail-
able. Note: given the proposed operational scenario, a fixed- wing UAV would have 
probably been more efficient, but the available fleet includes multirotors only.

Based on the same assumptions about the fleet, let us consider another case.
The planned activity consists in the thermographic inspection of a group of 

inhabited buildings, right in the middle of a historical town. However, thermal cam-
eras are not available at the lab: it is therefore necessary to purchase one. If the 
overall conditions of the area suggest (or impose) to fly a small, lightweight, and 
noninvasive drone, then the choice should be to deploy the medium-size machine: it 
is a good trade-off in terms of dimensions, and it can install a small thermal camera 
in order to perform the inspection. A typical disadvantage would be the relatively 
high cost of the sensor, but the medium-size platform is the best choice since it can 
be cleared to operate in that particular urban area. On the other hand, if the overall 
conditions of the survey area are considered to be sufficiently safe to operate the 
largest drone and there is no adverse legal requirement, then the heavy lifter could 
be deployed.

If this is possible, then a heavier thermal camera can be acquired: a less miniatur-
ized one and therefore, probably, less expensive.

In this case, the accessibility element of the equipment is the larger thermal cam-
era. The UAV is capable of carrying it, and the more affordable sensor leaves mar-
gins for other items.

These examples were given to show that the concept of accessibility is applica-
tion and context dependent. Choices should be steered having feasibility and cost- 
effectiveness in mind.

2.3  Field Deployability

Gianluca Casagrande
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2.3.1  Authorizations and Organizational Overhead

Field deployability is basically the operator’s ease in taking the UAVs to where they 
are supposed to operate and in performing the intended work.

It depends both on regulation and technical aspects. From the point of view of 
regulation, two questions are particularly important. The first one is the juridical 
framework in which the drone is to be operated. This is frequently determined by 
the type of technology and by the taxonomical category to which the UAV belongs 
in the regulatory context.

The second question is the organizational overhead implied by the regulation in 
addition to the specific UAV requirements.

This particular issue involves the operators, the pilots, and the operation per se. 
A general convergence in countries which published UAV regulations is toward 
formal qualification for pilots and validation/authorization for the drones. Specific 
rules are being established in terms of where, when, and by whom drones can be 
flown (Ogden 2013; Villa et al. 2016). This topic will be further discussed in Sect. 
2.4. A general emerging criterion is that the less potentially invasive the UAV is, 
the less restrictions will apply to it and the less constrained the organization will 
be in using it, the less qualified and specialized the technical crew will need to be 
in order to work. In an average real-life research or professional workgroup, any-
time simplifications are achieved, the overall feasibility of the job improves 
exponentially.

At the moment, drones are subject to specific limitations preventing them from 
normally flying over some areas. Regrettably, some of these are densely anthropized 
locations, which could be, for this very reason, extremely interesting in geographic 
analyses. This kind of limitation might be eased in the future by the rise of smaller, 
more reliable flying platforms.

The point is whatever the goals of the intended observation are, a correct deter-
mination of permissible operations is a major part of the planning.

Technical qualification and authorization issues involve civil aviation authori-
ties (CAAs). Privacy, another hot topic in drone operations, is regulated at differ-
ent levels by national and international laws. Then comes, in principle, another set 
of bureaucratic obligations which may affect the planning and conduction of a 
geographic survey: formal authorization might be required by authorities/entities 
controlling or managing the study areas. This could mean multiple independent 
authorization processes, each one of them having go/no go value. All of these 
activities add to what we had previously called the “organizational overhead.” A 
survey flight on a specific area may require participation and the presence of spe-
cialists, technical persons, and, if necessary, the activation of support services. 
The organization which is running the activity must be able to deal with all related 
actions and so on.

In the authors’ experience on the field, simplification always proved an essential 
ingredient to success (Figs. 2.8 and 2.9).
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Fig. 2.8 Typical professional drones can be deployed on the field by the use of individual vehicles 
which could often carry all of the needed equipment (Image: FlyToDiscover, www.flytodiscover.it)

Fig. 2.9 A Sensefly eBee flying wing just deployed on the field, ready for takeoff (Image: 
Giuseppe Gallo)

G. Casagrande and D. Del Gusto
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2.3.2  Safety and Reliability

Once the operation is planned and approved, another set of questions must be consid-
ered. This time the main variable is the drone itself. First of all, is the UAV inherently 
safe for people and things? Technology is generally progressing, and the overall reli-
ability of drones is developing along. Blimps and balloons have normally a relatively 
low damage potential due to their natural buoyancy, relatively high drag, and small 
weight. Fixed-wing drones can be very fast and relatively heavy, and their airframes 
are sometimes able to cause damage; in principle, however, their capability to glide 
is a mitigating factor in the case of possible failures. In many cases, moreover, fixed 
wings are built with lightweight composite materials whose specific mass is modest. 
The combination of the two things makes those airframes able to quickly deform and 
brake up in case of impact, so as to minimize potential damage.

Rotary wing drones behave in different manners depending on their architecture: 
their relatively high weight and small drag would cause these types of drone to sud-
denly plunge in case of a mechanical failure.

In favorable conditions, helicopters can remain fairly controllable and be guided 
to emergency landings; this is not the case for multirotors, which rely on redun-
dancy to sustain malfunctions. If multiple engine redundancy is not available, mul-
tirotors just fall if one engine fails.

In order to improve the safety of small drones, some industries have devel-
oped emergency parachutes and other devices – activated by independent control 
links – to provide a second line of recovery in case the drone should suffer cata-
strophic failures or become uncontrollable. Among many other elements, the 
availability of electrical brushless motors allowed to replace, in many applica-
tions, the use of  traditional internal combustion engines. This turned out as an 
important step toward reliability. Flight control systems are the other important 
elements of UAV safety. First generation drones were able to give a minor con-
tribution to their own controllability and navigation; current systems provide the 
pilots with sophisticated assisted controls and quite complex automated proce-
dures: takeoff, landing, emergency return to homebase, programmable autono-
mous navigation, etc. The pilot does not directly interact with the controls of the 
drone, but, in most cases, it interacts with the flight control system. This means 
that in the case of a failure or interference to this crucial component, a drone 
could become uncontrollable and either crash immediately or – which is much 
worse – go astray and become an unpredictable cause of damage. Some currently 
produced drones are equipped with redundant avionics and better system protec-
tions. Still, the certified reliability of most small drones is lower than accepted 
aeronautical standards, and their actual potential to cause damage is highly 
dependent on their weight, material, and shape. If, on the one hand, a perfectly 
reliable drone is yet (if ever) to come, on the other hand, it is clear that the real 
safety level of a specific UAV depends on its architecture and flying principles 
but also on the quality of its components, the configuration of its systems, and 
even the techniques used in its construction. Maintenance, obviously, would be a 
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major factor. The knowledge of these multiple elements with specific regard to 
the deployed drone can provide indications about the actual safety of a specific 
UAV and indicate criteria for its use.

2.3.3  Flight Handling Qualities and Usability

The banal consideration that drones are not created equal – at all – brings up an 
important aspect: what are the actual handling qualities and performance of the 
machine to be deployed? Drones, like manned aircraft, have specific flight qual-
ities which may be more or less suitable toward specific applications. We already 
mentioned that rotary wings are stable and maneuverable platforms for small 
area surveying, whereas fixed wings are more aerodynamically efficient and 
generally provide better services for longer transects or wider area observations. 
Blimps would be able to give outstanding endurances and good lifting capabili-
ties, but they are very sensitive to weather conditions, etc.

Within each category though, different models feature different behaviors; this 
may affect the usability of the drone in many ways. A most critical element is how 
much training, skill, and technical effort is actually needed. Problems may rise if the 
UAV is inherently difficult to control, especially in precision maneuvers. Some sys-
tems require complex and error-prone procedures to perform expected tasks; in 
some other cases, automatic functions are insufficiently precise or unreliable. These 
are only a few of many possible issues (Figs. 2.10, 2.11, 2.12, and 2.13).

The more a UAV is difficult to fly and operate, the more specialized and skilled 
the flight crew will have to be, thus increasing the organizational overhead and lim-
iting the practical usability of the drone.

Then comes operational reliability, which does not necessarily involve safety. A 
reliable drone is actually able to perform its tasks in a predictable and stable manner. 
Reliability involves the overall behavior of the UAV during its operation and its 
inherent qualities as data acquisition platform. Functional issues may occur that 
could not be classified as technical failures but rather unsatisfactory behaviors. Such 
is the case of inadequate performance of some devices (sensors, data links, GNSS, 
etc.). Typically, behaviors of this kind can be found in customized implementations 
when due to UAV-payload compatibility problems, one of the two components is 
negatively affected by the other. For example, many multirotor operators are familiar 
with sudden unpredictable distorsions of acquired images. These may be caused by 
vibrations from the engines in particular flight conditions such as hovering in turbu-
lence or fast descents in the prop wash vortex rings. The fact that a drone shows 
undesired behaviors may expose it to becoming an unreliable acquisition platform.

Another apparently obvious aspect of usability is how the UAV can withstand 
mishaps such as heavy landings and crashes. Drone survivability in case of crash is 
not secondary; the success of field operations is often dependent on the fact that the 
equipment is able to operate even in case of a crash. The fragility/robustness of a 
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UAV system is obviously related to size and weight. In general, though, it is impor-
tant to be able to rely on stubborn airframes and effectively resistant components, so 
that a banal mistake or marginal environmental conditions do not necessarily knock 
the drone out of the operation.

An important factor is the possibility of performing maintenance works on the 
field; for this to be achieved, the drone must be easily inspectable and appropriately 
modular so that components can be substituted without having to perform complex 
operations on other unrelated systems. Finally, the UAV should not need complex 
and cumbersome accessories to allow for its operation.

Figs. 2.10, 2.11, 2.12, and 2.13 Comparison of tridimensional models of the same sample build-
ing, obtained from images acquired by two different UAV systems. Images on the left (Figs. 2.10 
and 2.12 camera positions and mesh, respectively) refer to the use of a medium-budget profes-
sional drone with assisted control and gyrostabilized full-HD camera; corresponding images on the 
right (Figs. 2.11 and 2.13) refer to a low-cost, fully manual drone with 720p non-stabilized camera. 
After flights, video frames were fed to a standard software (Agisoft PhotoScan), and a mesh was 
developed from both input set. The most important issue in the use of the low-end drone was the 
need of manually selecting sufficiently sharp images among a large number of poor-quality frames 
shot from more irregular trajectories. Such operation proved time-consuming and quite invasive on 
the workgroup’s activity. Acquisition and processing of frames from the higher-quality system 
were more rapid and straightforward. Still, both methods led to the creation of a recognizable 
model of the target building. The actual value of each model depends on the final purpose: the 
choice between solutions must take into account the overall cost, deployability, and efficacy of the 
system (Images: GREAL – European University of Rome)
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2.3.4  Batteries: A Specific Issue in Logistical Overhead

Finally, field deployability depends upon the logistical overhead required to bring 
the drone and the other service components on the area of activity.

Logistical overhead involves drone transportation issues, battery and battery 
management systems, type and complexity of support equipment, and personnel. 
Let us consider each aspect.

In general, small drones can be transported with relative ease. Transportation is 
dependent on the size of the equipment, and this, in turn, requires some additional 
material for its storage onboard vehicles. Many problems originate from the pay-
load which is supposed to be flown in the survey. Payload, in fact, determines the 
characteristics of the needed drone and that determines what materials must be 
made available on the field so that the drone can fly.

In present-day situation, an element which must be taken into account very spe-
cifically when dealing with logistics involves how the drone is supposed to be pow-
ered. If the UAV has a common brushless electric powering, the question translates 
into batteries, battery storage, and recharging devices.

Currently available technology uses so-called LiPo batteries as prevailing power 
sources for small drones. Originally developed as lithium-polymer cells, actual 
products may show various materials and manufacturing standards. Although new 
implementations provide better handling features and safer construction, LiPo cells 
are famous for their bad behavior in case of inappropriate handling, wrong recharg-
ing, and even accidental impacts or damage. A possible consequence of these errors 
is that the batteries would start to operate unpredictably; another possibility is that 
they simply catch fire, with no need for any other ignition source.

This suggests the adoption of appropriate physical protections and safety proce-
dures in recharging, storing, transporting, and loading-unloading batteries (Fig. 2.14).

Small drones have different power absorption rates depending on architectures, 
and this leads to significant differences in battery types, size, and features: blimps 
could stay aloft for a long time with minimal use of the battery; fixed wings are 
generally capable of remarkable endurances with medium-size batteries; rotary 
wings and particularly multirotors would need relatively large batteries to fly, and 
their power consumption is quite rapid. Adequate logistics should therefore be 
adopted in each case, and various trade-offs may be necessary.

2.4  Regulation: A Matter of Philosophy?

Davide Del Gusto

Regulation concerning professional and recreational use of drones is being devel-
oped, in different countries, based on mainly three primary concerns: safety, security, 
and privacy. Safety deals with ensuring that the UAV cannot cause damage to people 
or properties due to unintentional causes, such as malfunctions or pilot errors.
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Security is involved in preventing the use of drones or some of their operational 
features (e.g., data links) for malicious actions such as terrorist attacks, criminal 
acts, or other types of violation. Privacy is becoming increasingly important as it is 
clear that new previously unknown juridical aspects emerge from the drones’ capa-
bility of providing closeup aerial views of personal and/or secluded spaces. This 
involves quite complex matters, as data can be collected by private as well as 
 governmental operators (Finn and Wright 2012; Smith 2013; Arteaga Botello 2016; 
Bracken-Roche 2016; Hilton and Shaw 2016; Wang et al. 2016).

Fig. 2.14 Above is a 
collection of traditional 
LiPo batteries for small 
UAVs. Left to right: 4 cell 
8,000 mAh; 4 cell 
5,000 mAh; 3 cell 
2,250 mAh; 3 cell 
2,000 mAh, 2 cell 
1,000 mAh, 1 cell 
760 mAh. Below: a 
possible safe approach for 
storing and transporting 
large traditional LiPo 
batteries is to put them into 
a fire-proof bag and to put 
bags into a metal case 
(Image: GREAL – 
European University of 
Rome)
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Security aspects of drones in general (and small drones in particular) are being 
discussed with increasing interest by experts. The subject is, however, substantially 
out of our topic, and we will not go through it.

As far as safety is concerned, development and management of regulatory frame-
works rest with civil aviation authorities (CAAs). In this field, obvious criteria 
depend on risks determined by the use of a certain drone and its potential to interact 
with general air traffic. Small drones are generally considered to have correspond-
ingly small impact in safety aspects. For instance, their size, mass, and materials are 
generally sufficient to cause direct hazard to persons in outdoor spaces and possibly 
to vehicles, but in most cases, buildings are believed to provide adequate sheltering. 
Collisions and near misses with aircraft are possible and did occur in some occa-
sions between low-altitude manned air traffic and small drones, with relatively lim-
ited consequences so far. The potential of causing major damage and catastrophic 
mishaps remains nevertheless very high. Overall range of small drones is relatively 
modest due to power consumption and total available energy supply, but altitude can 
clearly be a problem as many small unmanned aircraft can climb and be controlled 
at remarkable vertical distance from the control stations. A normal low-cost, off- 
the- shelf UAV can be theoretically piloted at 1,000–2,000 m (~3,300–6,600 ft) over 
the control station. These heights are typical of general aviation flights and of com-
mercial airline climb-outs and approaches. Slight modifications to engines, propel-
lers, and/or data links may enable small customized drones to operate at altitudes up 
to over 5,000 m (~16,000) above sea level.

Given these remarks, it is easy to understand why regulators are so concerned in 
ensuring that small UAVs are properly separated from sensitive ground objects and 
air traffic at all times.

Development goes toward an integration with manned air traffic systems 
depending on justifiable need, locations, and operational scenarios. This 
generally translates into establishing borders and boundaries that UAVs are 
never supposed to cross: allowed heights are variously limited depending on the 
characters of the involved airspace; no-fly zones are established over relevant 
and sensitive areas. These typically include airports, governmental infrastructures, 
industrial areas, densely populated places, areas occupied by crowds during 
public events, etc.

In spite of their limited range, as drones can fly over inhabited spaces, a major issue 
is to fine-tune regulation according to the ascertained levels of potential hazard of the 
UAV itself. Flyaways are righteously considered a major threat, in principle.

A standard commercial hexacopter can normally fly (and even climb!) at speeds 
around 40 km/h (~25 Mph), for 10–20 min; this means that an uncontrollable flying 
drone could pose a threat to people on the ground or in the air at quite far a distance 
from its takeoff base. In order to avoid this type of event, technology has developed – 
and regulation often requires – multiple preventive measures such as geofencing, 
terminating devices, tethering cables, restricted buffer zones, etc.

So far about general concepts, then comes real life.
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By reviewing regulatory evolutions about UAVs in several countries, it turns out 
that some concepts seem to be rather uniformly perceived by the international com-
munities; some others are not.

There is an overall consensus on the fact that recreational drones should be regu-
lated differently from professional ones; it also appears widely recognized that 
regulation should hold safety aspects as a main driver and classify requirements 
based on that. The practical result, however, is a relatively wide range of solutions 
and trends. They all contribute to indicating how debate and conceptualization of 
drones as “real” aircraft in a “real” airspace are far from being over.

A complete and detailed study of national regulations would be out of the scope 
of this book. Our intention is just to present some general concepts which appear to 
be considered by several civil aviation authorities in different countries.

We have based the following comments on selected data drawn from www.dro-
neregulations.info website and by information issued by national CAAs. In order to 
more effectively relate the contents of our summaries to the cited documents, we 
have adopted the following citation style: each cited document is indicated by the 
name of the country and year of publication in footnote, in alphabetical order. This 
allows to immediately view countries which issued regulation about a certain topic, 
relevant to our discussion. In the reference list at the end of the chapter, each docu-
ment is indicated beginning with the name of the country and year of publication. 
All used documents are included in the reference list at the end of this chapter.

We have no ambition whatsoever to provide a complete and fully exhaustive 
review of the entire regulatory sources; our purpose is to briefly present some 
remarks on subjects which appear to be widespread in the regulations we have 
considered.

Since the effective use of small drones for geographic observation is possible 
only by taking regulations into account, users are obviously necessitated to include 
them in their planning process from the very beginning, as technical solutions might 
be conditioned by regulatory requirements.

2.4.1  Professional vs. Recreational Drones

Most of the examined regulations explicitly indicate a difference in juridical nature 
between drones used for professional and sport/recreational purposes1. Terminology 
itself varies, as drones used for fun and sport are variously called “models”2 and in 

1 e.g. Argentina (2015), Australia (2017), Azerbaijan (2015), Bangladesh (2016), Belgium (2016), 
Brazil (2016), Canada (2014), China (2015), Croatia (2015), Cyprus (2015), Czech Republic 
(2013), Finland (2017), France (2017), India (2016), Italy (2016), Jamaica (2016), Mexico (2016), 
Netherlands (2015), Philippines (2015), Portugal (2016), South Africa (2015), Ukraine (2016), 
United Arab Emirates (n.a.), United Kingdom (2015), USA (2016).
2 e.g. Australia (2017), Austria (2014), Italy (2016, 2017), United Kingdom (2015), USA (2016).
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some cases “toys”3, while professional drones are called UAVs or, more frequently, 
RPAS/RPA (remotely piloted aerial system/remotely piloted aircraft).

In fact, the “ontological” distinction is quite variable and not always associ-
ated with technical features. In general, all commercial applications are auto-
matically classified as professional. In some cases, however, operations which 
involve any kind of nonsport-/leisure-related activity can be classified as profes-
sional, even if conducted for no revenue (e.g., Italy 2016; 2017). In general, 
there appears to be consensus that the main difference between professional and 
nonprofessional drones rests with their application; technical distinctions are 
also made in some national regulations, but the criteria are various and subject 
to change.

2.4.2  Pilot and Operator Qualification

Many – but not all national regulations tend to indicate complementary require-
ments for pilots and operators in spite of some interchange ability and variability in 
the formal naming for both4. Although often coincident, the two figures are concep-
tually different. In general, a drone operator, like with any other commercial air-
craft, is the individual or company which is commercially operating the vehicle and 
manages its technical and revenue activity. The pilot is the qualified person who 
flies the drone on behalf of the operator and, according to the operator’s intentions, 
under her/his professional responsibility as “pilot in command.”

The qualifications and technical and bureaucratical requirements for both an 
operator and a pilot are variously defined by national CAAs based on different cri-
teria, involving the specific drone, the size and purposes of the drone fleet, the oper-
ational scenario, etc.

Depending on national legislations, professional UAV pilots are subject to pass-
ing different kinds of medical examinations5, different types of theoretical/regula-
tory training, and practical training sessions6. For example, in some countries, 
pilot’s physical fitness must be ascertained by aeromedical tests equivalent or coin-
cident with those required for manned aircraft (PPL, LAPL, microlight license, 
etc.).

3 e.g. Austria (2014), Portugal (2016), Rwanda (2015), Slovakia (2015).
4 e.g. Argentina (2015), Azerbaijan (2015), Botswana (2015), Brazil (2016), Cameroon (2016), 
Canada (2014), Chad (2014), Colombia (2015), Côte d’Ivoire (2017), Gabon (2014), Ghana 
(2016), India (2016), Italy (2016), Jamaica (2016), Malaysia (2008), Mauritania (2014), Mexico 
(2016), Netherlands (2015), Nigeria (2015), Portugal (2016), Rwanda (2015), South Africa (2015), 
Togo (2015), United Kingdom (2015), USA (2016).
5 e.g. Argentina (2015), Belgium (2016), Canada (2014), Cyprus (2015), Ghana (2016), Italy 
(2016), Mexico (2016), Nigeria (2015), Rwanda (2015), South Africa (2015).
6 e.g. Cameroon (2016), Dominican Republic (2015), Italy (2016), Philippines (2015), United 
Kingdom (2015), USA (2016).
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As far as aeronautical competence is concerned, small UAV pilots are expected 
to have a basic but solid knowledge of the rules of the air as per national specifica-
tions. This kind of knowledge is typically limited for operations in noncontrolled 
airspace, but it can also include other types of airspace. Since practically all national 
regulations mandate certain separation of any small UAV from airports, their ATZ, 
and other restricted areas, a sufficient ability to read aeronautical cartography and 
documentation such as NOTAMs is assumed. In some cases, even small UAVs may 
need to apply for authorizations to enter airspaces in which direct interaction with 
ATC is necessary: in those cases, appropriate licensing would be mandatory for a 
standard radio communication by the UAV pilot/operator.

As far as a pilot’s practical training is concerned, some countries require specific 
sessions and examinations; some other countries appear to leave the practical train-
ing to the UAV pilot or to the operator, once theoretical competence has been 
demonstrated.

Depending on specific national contexts and technical requirements established 
for a specific drone and/or its intended application, different obligations rest on the 
operator and/or the pilot.

In some cases, operators are expected to have and document an organizational, 
technical, and commercial infrastructure which must be adequate for the type of 
operations to be conducted.

National qualifications for small UAV pilots are generally non transferrable from 
one country to others without some sort of ad hoc clearance or validation 
examination.

2.4.3  UAV Registration/Validation

In many cases, professional UAVs are supposed to be known to the authorities7. 
This may consist in declaring the existence of the drone, its specific features and 
data, and its intended purpose; or it may consist in a complete validation process 
by the respective CAA, including more or less complex documentation. The gen-
eral idea is that the authorities should be able to identify and trace the drone at any 
time, especially in the case of mishap or misconduct. Several solutions are in place 
and will possibly be further developed in the future. Typically, UAVs must bear 
plates with identification/registration codes; some regulations consider the 
application of in-flight identification devices (e.g., transponders). Flight recorders 
and other solutions are being tested to ensure that this univocal identification of 

7 e.g. Argentina (2015), Australia (2017), Bangladesh (2016), Belgium (2016), Botswana (2015), 
Brazil (2016), Chile (2015), China (2015), Cyprus (2015), France (2012), Germany (2017), Ghana 
(2016), Israel (2011), Italy (2016), Malaysia (2008), Mexico (2016), Nigeria (2015), Philippines 
(2015), Rwanda (2015), Slovakia (2015), Slovenia (2016), South Africa (2015), Spain (2016), Sri 
Lanka (2017), United Kingdom (2015, USA (2016), Vietnam (2008).
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drones (as associated to their respective operators and pilots) is possible with 
increasing accuracy.

2.4.4  UAV Categorization

In most cases, national regulations seem to classify drones based on their weight8. This 
is pretty obvious from a safety point of view, but it may prove insufficient for some 
specific purposes (such as training requirements or operational scenario definitions). 
In fact, several additional criteria for UAV classifications are put in place by national 
CAAs. Some of these classifications are also based on “internal” features of the drone 
or its operational purposes9: equipment, deployment, etc. Some others relate to the 
operational scenarios, as it will be specified in the next section. In the end, drones 
appear to be occasionally subject to complex multi-aspect categorization which affect 
more or less directly the corresponding qualification requirements for the pilots and the 
operators.

2.4.5  Operational Scenarios

Drones can technically operate in virtually all available environments: limitations – 
sometimes severe – are defined in different countries and by individual CAAs within 
a certain country. The operational scenarios are the main discriminating element 
when it comes to deliver the drone to the field and launch it. It would be obvious to 
say that the more interference the operation causes to people and things (in terms of 
safety/security/privacy, etc.), the more restrictions should be in place. That is in fact 
what CAAs try to do; but the outcome is widely differentiated. Most regulations 
forbid to fly over densely populated areas and “crowds” or “people gathering” or 
“open-air assembly of people”10; what exactly the terms mean varies quite a bit from 
one CAA to the other. Georgia (2016) and Ireland (2015), for example, explicitly 
indicate 12 or more people to form a crowd and prohibit flight over them, United 

8 e.g. Argentina (2015), Australia (2017), Belgium (2016), Botswana (2015), Brazil (2016), Canada 
(2014), China (2015), Colombia (2015), Cyprus (2015), Czech Republic (2013), Denmark (2004), 
Dominican Republic (2015), Finland (2017), Germany (2017), Ghana (2016), Indonesia (2015), 
Ireland (2015), Italy (2016), Lithuania (2014), Mexico (2016), Nepal (2015), New Zealand (2015), 
Portugal (2016), Romania (2016), Rwanda (2015), Slovakia (2015), Slovenia (2016), Spain 
(2016), Sri Lanka (2017), Ukraine (2016), United Arab Emirates (n.d.), United Kingdom (2015), 
USA (2016).
9 e.g. Austria (2015), China (2015), France (2017).
10 e.g. Argentina (2015), Australia (2017), Bangladesh (2016), Belgium (2016), Brazil (2016), 
Chile (2015), Colombia (2015), Czech Republic (2013), Denmark (2004), Fiji (2016), France 
(2017), Germany (2017), Ghana (2016), Indonesia (2015), Italy (2016), Jamaica (2016), Malaysia 
(2008), Nepal (2015), Rwanda (2015), Slovakia (2015), Sri Lanka (2017), United Kingdom 
(2015), USA (2016).
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Kingdom (2015) and Nepal (2015) indicate “more than 1,000 persons” for a 150 m 
mandatory separation. In most cases, a specific threshold number of people is not 
indicated.

Safety relevant areas include generally built zones11. An important practical variable 
is whether the zone is sparsely built or densely built. No clear quantitative threshold of 
density appears to be given in most regulations. Other areas of limited or forbidden 
access are those open to vehicle transit and various kinds of infrastructures. Although 
many regulations explicitly prohibit to fly over (more or less) inhabited areas, no-fly 
rules often include individual buildings, persons, vehicles (including vessels), and ani-
mals12. Besides specific and more or less severe restrictions, a general distinction can 
be inferred, from the documents we have examined, in the requirements for the use of 
UAVs in depopulated areas and for those in populated areas. A formal distinction 
appears to be made, for instance, in Italy (2016) regulation as it states that operations 
(not drones nor sites) should be divided into “critical” and “noncritical.” This refers, 
respectively, to operations with specific hazard conditions and to others which can be 
considered unharmful even in the case of accidents.

Small drones are often limited in their permissible operational range. Widespread 
height limits above ground level are 120 and 150 m (i.e. roughly 400 ft and 500 ft) 
although allowed maximum heights can be as low as ~30 m (100 ft) (Nicaragua 
2014) and permissible horizontal distances are variously assigned from 30  m 
(~100 ft) (Nicaragua 2014) to 1,000 m (~3,300 ft) (e.g. Lithuania 2014) and 1,500 m 
(~5,000 ft) (Colombia 2015), depending on various technical features and opera-
tional conditions.

Metric indications are obviously subject to further limitation due to other opera-
tional restrictions (e.g., presence of inhabited buildings). Another element, related 
to distance but more generally involved in operational limitations, is whether flights 
are to be performed in VLOS (Visual Line of Sight), EVLOS (Extended Visual Line 
of Sight), and BVLOS (Beyond Visual Line of Sight).

VLOS is the condition in which the remote pilot is able to see the drone. EVLOS 
is the condition (somewhat unspecified) by which the drone is in sight of a remote 
pilot either because the pilot is equipped with supporting personnel/systems that 
allow a visual contact with the drone or because the drone is flown in VLOS by a 
pilot who then hands it over to another pilot whose position allows a new VLOS 
condition13. BVLOS is the condition by which the drone is simply out of sight and 
is flown instrumentally14. Some CAAs mandate that BVLOS could be performed 
only by drones fitted with “sense-and- avoid” devices (not yet standardized) so as to 
ensure separation from other air traffic. The regulatory management of potential 
risks based on operational scenario and technical features of drones is one of the 
most differentiated aspects of UAV-related legislation.

11 e.g. Bangladesh (2016), Canada (2014), Denmark (2004), Ghana (2016), Italy (2016, 2017), 
Lithuania (2014), Slovakia (2015), United Kingdom (2015).
12 e.g. Azerbaijan (2015), Bangladesh (2016), Canada (2014), Cyprus (2015), France (2017), 
Ghana (2016), Italy (2016), Lithuania (2014), Malaysia (2008), Mexico (2016), Slovakia (2015), 
Sri Lanka (2017).
13 e.g. Brazil (2016), Italy (2016, 2017).
14 e.g. Austria (2015), Brazil (2016), China (2015), Ghana (2016), Italy (2016), USA (2016).
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An explicit distinction is made, by some CAAs between nonparticipating per-
sons and persons belonging to the organization operating the UAV (e.g., Bangladesh, 
Italy).

2.4.6  Flight Areas and Limitations

Most regulations indicate no-fly areas, although some of them are explicitly 
stated and some others are not. Usual forbidden areas – unless specific clear-
ances are granted  – are airports and surroundings. A safe distance is often 
required, essentially to prevent any interference between manned air traffic and 
the drone15.

For similar reasons, flying drones within emergency areas may be restricted to 
authorized operations, as uncoordinated UAV flight could interfere with rescue 
air traffic16.

In general, areas of cities or territories can be specifically restricted to drones17, 
along with other areas which are already forbidden to usual air traffic (e.g., pro-
hibited, restricted, and dangerous zones); given that drones can be deployed 
close to institutionally, politically, or strategically relevant buildings, additional 
no-fly zones for drones are variously defined, either permanently or 
provisionally.

2.4.7  Privacy

Although privacy is becoming a major concern, only a few national CAAs are 
explicitly including it in their regulations. This might be due to the fact that the 
right to privacy and sanctions against violations are covered in other parts of the 
respective national legislations. A most basic requirement is that anytime a survey 
or observation flight is performed, permission must be granted by the owner or the 
manager of the observed area, or by other people involved18. Some regulations 
specify that recording and preservation of data (images, video footage, etc.) 
acquired by the drone must be authorized specifically by the owner of the privacy 
right. As an alternative, the data itself must be acquired in such a way so as to 
prevent personal or privacy-relevant data to be included in the process. This is the 

15 e.g. Australia (2017), Belgium (2016), Brazil (2016), France (2017), Germany (2017), Italy 
(2016, 2017), Jamaica (2016), Malaysia (2008), Nepal (2015), Rwanda (2015), Sri Lanka (2017).
16 e.g. Australia (2017), Chile (2015), Germany (2017).
17 e.g. Argentina (2015), Bangladesh (2016), China (2015), Denmark (2004), France (2017), 
Georgia (2016), Germany (2017), Ghana (2016), India (2016), Indonesia (2015), Italy (2016), 
Mexico (2016), Nepal (2015), Portugal (2016), Rwanda (2015), Slovakia (2015).
18 e.g. Cyprus (2015), Germany (2017), Ghana (2016), Jamaica (2016).
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case, for instance, when images are taken at a resolution that does not allow rec-
ognition of accidentally viewed persons19.

2.5  Small Drones and Geographic Survey: Not Everything, 
Just What They Are Really Good At

Gianluca Casagrande

A thought-provoking work by Jackman (2016) considers the rethorics of “possibil-
ity” and “inevitability” commonly associated to the use of UAVs. In observing com-
mercial narratives and the quick evolution of technologies, small drones are often 
associated with the idea that virtually any kind of need can be fulfilled by emerging 
products. From some points of view, such an idea may prove inaccurate.

On the one hand, technology is still at a relatively early stage of its development: 
how it will end up being integrated with practical uses and regulatory frameworks is 
still to be fully understood. On the other hand, real-life applications bind the user to 
deal with available systems in actual scenarios. Many variables involve their effec-
tive capability of providing the intended information. In the previous sections, we 
have discussed aspects of geographic relevance such as scales and area coverage. 
We have also discussed how different drone implementations play a role in those 
aspects. We have then discussed field deployment and the general concept of acces-
sibility; finally, we proposed an overview of typical legal issues.

Correct mission planning involves a full understanding of the UAV overall per-
formance. Most of all, however, it involves the ability to recognize whether the 
drone is effective for the intended purpose or not.

A thorough examination of pros and cons about the use of drones for reification 
surveys is presented by Campbell and Katz (2016). The authors appropriately 
observe that small drones are suitable for some kinds of applications and just unsuit-
able for others.

Limited payload capabilities restrict the set of usable instrumentation to suffi-
ciently miniaturized systems. This limits the applicability of other, more effective 
technologies until they become sufficiently small and sufficiently cheap to be 
installed on drones.

Current drones are able to cover and document larger areas than those normally 
walked by an individual surveyor in corresponding time; however, for surfaces above 
10,000 acres (~4,000 ha or ~40 km2) according to the cited authors, manned aircraft 
become more cost-efficient. In cartographic and photogrammetric applications, the 
best accuracy a commercial drone can normally provide is in the range of a few cen-
timeters, adequate to topographic mapping and sometimes for architecture as well, 
but yet below the performance of other traditional techniques. The popular photo-
graphic and photogrammetric procedures, around which drones are booming, have a 

19 e.g. Italy (2017), art. 34.
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typical limitation when the terrain surface is beneath dense land cover. Airborne laser 
scanning can be more efficient in discriminating surfaces, but its adoption on board 
small drones is still relatively rare and severely affects affordability.

Besides these general considerations, it is worth noting that the actual capability 
of small UAVs to perform the job intended by users depends heavily on the nature 
of the available technology. An example – a meaningful one, in our opinion – is 
drawn from a case in our own work on the field.

The purpose of the activity was a specific comparative research about small 
drones in close-range archaeological photogrammetry. Tests were conducted in early 
2016 at Otricoli (Terni, Italy).

The idea was to conduct a comparison between two different minimal multi-
rotor UAVs, fitted with built-in cameras. They were later to be compared to a 
standard small UAV equipped with an action camera. The goal was to assess the 
respective aerophotogrammetric capabilities. The three drones were used to per-
form an acquisition survey in a real archaeological site. The criteria for surveys 
were chosen according to probable typical profiles and contexts for minimal- 
drone operations:

 1. Expeditive data acquisition and processing.
 2. Close-range photogrammetry of relatively small areas and buildings.
 3. Limited field support.
 4. Drones were supposed to be flown manually or in GPS-assisted manual mode and 

in free flight (i.e., not programmed) trajectories.

Images were acquired, for all three drones, by sectioning video clips into indi-
vidual frames. This was considered to present a credible worst-case scenario. 
Indeed, in the particular case, individual frames bore no exif nor positional data. A 
standard photogrammetric software (Agisoft PhotoScan) was used for processing. 
Another standard professional software (PhotoModeler Scanner) was used to com-
pare results and to perform additional computations in order to assess accuracy.

Drones were flown in very close-range passes, at no more than 5 m distance from 
the target objects, i.e., vertical archaeological remains. A system of ground control 
points had been established and measured by TST in order to evaluate accuracy of 
systems under comparison. Weather was overcast, and wind was calm.

The three drone systems (UAV + cameras) operated as expected, and errors were 
within acceptable limits. Drone “A” (weight 0.13  kg or ~0.29  lb) was the most 
financially and operationally accessible and the easiest to deploy on the field. It was 
rather challenging as far as piloting was concerned and provided no assistance in 
flight control; hence all operations were necessarily in fully manual mode. This 
UAV was also the most sensitive to turbulence due to minimal weight and relatively 
high drag. It did not provide any stabilization to the camera. The obtained 2 Mpx 
images were therefore affected by frequent blurring and distorsions. A very time- 
consuming process was the manual selection of images which were then to be fed 
into the photogrammetric software. No adequate automatic selection system was 
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available. For these reasons, careful examination was to be performed in order to 
preselect a series of sufficiently sharp and geometrically correct images.

In summary, the most accessible flying platform was indeed the most difficult 
one in terms of sensor quality and required the longest time for data processing. The 
intermediate drone, UAV “B” (weight 0.29 kg or ~0.64 lb), whose accessibility was 
still high, was a semiprofessional platform with a 3-axis digitally gyrostabilized 
camera; images (full-HD video frames) had very good geometric quality but only a 
fairly good chromatic quality, and the sensor suffered minimal but perceivable blur-
ring when oriented to the extreme of the rotation area. Yet, image selection was easy 
and processing proved straightforward. The largest drone, UAV “C” (still a small 
UAV but a 2.3 kg or ~5 lb hexacopter), employed a standard action camera whose 
use is typical in archaeological surveys. The camera was mounted on a 3-axis 
mechanically gyrostabilized gimbal. Its full-HD images were consistently sharp, 
and colors were at state-of-the-art quality. Yet, the UAV + camera system was the 
less accessible and the less field deployable; it was also, by far, the most financially 
expensive and the most complex to manage from a regulatory point of view.

In the discussed case, the true sense of the comparison stood in the accuracy 
assessment. The average error was found to be 2.4 cm for UAV “A,” 1.2 cm for 
UAV “B,” and even 1.4 cm for UAV “C.” If we discount the decimals, we can state 
a point that – we believe – is the essential one. In the course of a close-range pho-
togrammetric acquisition, drones “B” and “C” had substantially the same perfor-
mance as far as the purpose of the operation was concerned: both were suitable for 
1:20 or 1:50 scale representations. Drone “B” costed only about 50% of drone “C.” 
Drone “C” was more cumbersome to deploy, and it could be operated only with 
many more regulatory restrictions. Drone “A” costed just about 4% of drone “C” 
and provided a significantly larger accuracy error, but the overall error was still 
perfectly acceptable for expeditive archaeological surveys (i.e., suitable for 1:100 
scale representations).

A few days after the above-described activity, drones “B” and “C” were also 
used in another kind of comparative situation. Although it was not planned and 
intended to be a strict comparison, it turned out to be so de facto. The two machines 
were now used to take simple, panoramic aerial views of a natural and archaeologi-
cal area in Tor Caldara (Rome, Italy). In both cases, footage was taken to provide 
some qualitative description of the site, its cultural heritage, and natural assets. At 
the time of flights, weather was clear, and a constant moderate wind was blowing 
across the observation area.

The difference in the quality of images and the kinematic capabilities of the two 
drones gave a clear indication of their value as systems for that particular operation. 
Drone “C” provided state-of-the-art footage, with a perfectly stabilized video 
(thanks to the quality of sensor and excellent stabilization system). It also allowed 
for smooth and fast spatial transitions from one view to the next one. Due to the 
inherent mass and the quite large amount of available motor power, the drone could 
perform all the intended maneuvers without revealing any evident disturbance by 
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wind. Wide trajectories at 200–500 m (~600 to ~1,600 ft) distance from the control 
station could be performed safely, thanks to the 10–15 min endurance time. The 
stable and reliable real-time video telemetry communication channel allowed to 
perform FPV-assisted maneuvers.

Drone “B,” a lightweight quadcopter with about 8  min endurance, was able to 
produce perfectly stabilized images whose overall chromatic quality appeared to be 
less appreciable than the other system. Due to its smaller dimensions and modest 
absolute power, the drone could perform stable panoramic view transitions by maneu-
vering around the area; however, because of the lower airspeed and the presence of the 
wind, motion respective to the ground appeared to be variable. Maximum distance 
was intentionally contained within 150 m (~500 ft), also to reduce occasional degra-
dation of the FPV signal. Moreover, in one occasion during the flight, at a distance of 
about 150 m from the ground station, drone “B” suffered a temporary disconnection 
of the flight control and data link channels, presumably due to a temporary obstruction 
of the direct line of sight between the transmitter and the receiver as the drone was 
passing “behind” a building. The connection was promptly reestablished by changing 
the position of the control station. The drone, which had stopped its navigation and 
was holding in hovering, resumed controlled flight. This type of inconvenience never 
occurred to drone “C.”

For the sake of completeness, it is worth mentioning that drone “A,” although 
briefly, was indeed flown on that same day. It produced low-quality panoramic 
images which were impossible to use for professional video documentation, albeit 
adequate for general observation of the site in its basic features. A drawback in that 
type of application would be that drone “A,” unlike the other two UAVs, could not 
downlink any FPV signal. For this reason, the recorded view could not be evaluated 
by the pilot during shooting. Furthermore, in other situations, drone “A” had proved 
quite prone to signal loss whenever, at distance of 50 m (~160 ft), obstacles should 
interfere with transmitter-receiver alignment.

It is additionally worth noting that drones “B” and “C” were both programmable, 
depending on operational conditions, to remain hovering or to navigate back to 
homebase and auto-land in case of signal loss. Drone “A” had only a single fail-safe 
functionality: it switched to auto-landing mode and descended to the ground, on the 
spot, immediately after signal loss. This would have practical consequences in the 
likely case the drone would have landed in a place difficult or impossible to reach 
for the pilot.

In summary, during the second (informal) test, we had taken the three drones into 
another operational context, i.e., in wider area video documentation. Drone “A” 
showed poor performance and unsatisfactory reliability (though retaining its per-
fectly inoffensive nature). This suggested that its use was operationally inappropri-
ate in that type of application, unless for extreme cases in which no other solutions 
were viable. Drone “B” proved adequate for semiprofessional quality footage, and 
drone “C” proved fully adequate for professional documentation.
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Chapter 3
Opportunities      

Gianluca Casagrande

Abstract This chapter presents some aspects of how drones are expanding the 
potential of aerial geographic observation. General basics are summarized in the 
first section (3.1). Some development lines of the use of small UAV in geography- 
related remote sensing are then discussed from a theoretical point of view (3.2). 
The following section (3.3) presents a series of current applications in reference to 
selected works from the scientific and divulgation literature and news from the 
Web. The adopted point of view on the topics is centered on the data acquisition 
capability of small UAVs. Such an approach highlights the fact that currently available 
technologies can possibly be used to fulfill several and sometimes thematically 
distant purposes in geographic observation. The last section (3.4) is devoted to a 
general discourse on the potential of small drones toward the exploration of historic 
and cultural landscapes, from archaeology to a more humanistic-oriented interpreta-
tion of present-day places.

Keywords UAV • Aerial images • Aerial survey • Geographic observation • UAV-
based environmental observation • Landscape monitoring • UAV-based risk man-
agement • aerial archaeology • Cityscape

3.1  Geographic Observation

Human beings live in several types of geographical spaces. While really “anaecu-
menical” regions do not exist any longer, there are remote areas where access may 
prove impervious and yet important for various reasons. UAVs are becoming effec-
tive tools in those contexts especially for research.

Naturally, drones are mostly used in spaces which are directly involved by human 
presence and action.

In this part of the book, we discuss aspects concerning two important domains: 
environment, on the one hand, and anthropized space on the other hand.

G. Casagrande (*) 
Geographic Research and Application Laboratory, European University of Rome, Rome, Italy
e-mail: gianluca.casagrande@unier.it

mailto:gianluca.casagrande@unier.it


48

The physics of nature- and human-generated phenomena produces effects which 
can be spotted and evaluated by applying similar tools in similar ways: drones are 
becoming increasingly able to “see” those effects, and let the user know.

The parallel development of miniaturized, very powerful cameras and robust 
data processing systems allowed for highly efficient and very affordable geometrical 
reconstruction of physical objects. This opened a new phase in 3D modeling of 
individual geographic features or entire areas.

Many other types of sensors appeared in the past decades; this allowed to activate 
a massive application of new detection and measurement techniques. The fact that 
radiations in electromagnetic bands other than visible light could be explored was 
an important achievement in satellite and manned airborne Earth observation. When 
miniaturization made it possible to install those sensors on small UAVs at a reason-
able cost, their use got an important boost in terms of flexibility and level of detail.

According to their functional principles, sensors can be purely passive or active. 
Passive sensors operate by detecting and measuring radiation they receive from an 
external source. This is the case, for instance, for photocameras, thermal cameras, 
tetracams, etc.

Active sensors, on the contrary, emit a radiation and acquire a response to it, 
whether this response is reflected, refracted, scattered or emitted by the detected 
objects. Active sensors include, among others, LiDARs.

Relevant phenomena can be successfully investigated by the use of multispectral 
sensors. These are capable of recording images in the visible light and other spec-
tral bands.

The same general concept is applied at greater level of detail, when hyperspectral 
sensors are used. These devices can discriminate a higher number of narrower spec-
tral bands, allowing for more complex detection processes. This is a more complex 
acquisition technology, often requiring relatively larger platforms and specific 
processing procedures; nevertheless, their future large-scale application seems to be 
in the cards.

Kurtz and Buckley (2016) present a review of hyperspectral imaging in close- 
range applications. Depending on investigation needs, sensors can be either ground 
based or airborne.

The possibility of monitoring different bands of the electromagnetic spectrum at 
the same time allows for a deeper understanding of natural and anthropic phenom-
ena. These may have important effects on ecosystems and human life, although they 
were difficult to detect in the past at a satisfactorily large scale.

In geographical studies, near-infrared (NIR) and thermal infrared (TIR) bands 
are particularly useful. The former is generally associated with remote sensing of 
vegetation. The latter can also be useful in this field, but it proves effective in the 
detection and evaluation of thermal anomalies caused by human activities.

If we consider visible light, near-infrared, and thermal infrared sensors mounted 
on small drones, the full range of opportunities becomes evident. In spite of the 
many possible technical solutions, some types of data acquisition and processing 
are in fact recurrent. Hence, they can be applied to several different fields for differ-
ent purposes. For instance, we can consider that a wide set of thermal anomalies can 
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be spotted by the same equipment. The system may then be used to spot animals in 
wildlife monitoring, to detect energy dispersions in buildings or industrial plants, or 
even to observe the discharge of pollutants into a freshwater reservoir.

Similarly, multispectral cameras can be used for mapping vegetation properties 
at a certain moment of the growing season. Whether the observed plants are trees in 
an urban green area, crops on a field, woodland plants, or even weeds on a large 
decaying building, this is still within the applicability of sensors. The difference is 
in the analytical and interpretive protocols.

In other words, the effectiveness of the same technical solutions may be recurrent 
in different fields; appropriate modular configurations can exploit this advantage. 
Hence, small drones can cover a wide range of geographically relevant observations 
by relatively minor adaptations of their systems and procedures.

3.2  From Data Acquisition to Interpretation

Remote sensors are implemented in several different types, models, and versions. 
Their specific features vary, obviously, based on the platform which is meant to 
transport them. Their working principles are relatively similar, though. In theory, it 
is possible to integrate and scale the data provided by homologous sensors regard-
less of them being mounted on a satellite, a manned aircraft, or a drone. This is not 
always obvious, as it is often necessary to perform adjustments and corrections.

A concept that remote sensing experts are familiar with is how resolution 
(whether spatial, radiometric, and temporal) affects the ability of a certain system to 
actually “see” a given phenomenon. The actual sampling capability of a system 
defines also, as a matter of fact, conceptual and epistemological boundaries. What 
appears to be the case in applying small UAVs to geographic observation is that 
platform flexibility adds to the sensors inherent performance and contributes to the 
overall result.

In some cases, UAV-based data can be evaluated manually and visually. Expert 
analysts examine data and are able to provide information about phenomena. 
Sometimes analysis is purely visual; sometimes it can rely on specific quantitative 
manipulation. Traditional aerial photograph interpretation is a good example of the 
former. The latter can be demonstrated by manual processing and analysis of aerial 
thermography.

The overall trend, however, is toward ensuring an increasingly faster and more 
efficient quantitative accuracy as a base for interpretation. Particularly, major devel-
opments involve automation of time-consuming, cumbersome, and error-prone 
operations.

An easy example, very familiar to small-UAVs users, is aerophotogrammetry. 
This century-old set of techniques is intended to allow for the tridimensional recon-
struction of physical objects from bidimensional images. It is not thematically new. 
For more than a hundred years, it was successfully used for different types of 
cartography and visual rendering. Traditional photogrammetry, however, required 
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expensive and complex metric equipment and the strict planning and execution of 
surveys. For this reasons, its use was limited to some applications, mostly at high 
technical level and for highly strategical, institutional, or administrative purposes.

Later, the general progress in computer graphics, computer vision, and related 
algorithms allowed for the implementation of photogrammetric software by different 
operation standards (e.g., SfM, or structure-from-motion detection). This revolution-
ized the sector by making the overall technique far more accessible. 
Aerophotogrammetry has become more flexible and effectively deployable in large- 
scale cartography (Saadatseresht et al. 2015). The popularity of the new systems is 
leading to an obvious commercial boom. The number and variety of uses is also 
increasing. Aerial imagery and photogrammetry are now very common, although 
quality and scientific level of results vary from case to case and remain heavily depen-
dent on external factors such as flight conditions (Mesas-Carrascosa et al. 2016).

Feature extraction and object classification are also gaining importance.
From a conceptual point of view, automated feature extraction and classification 

allow to acquire information about the presence and nature of a certain geographical 
“object” in an individual image or series of images. The objects are defined within 
classes, created according to a certain ontology. Instances for each class are identi-
fied by different possible semantic approaches. Consequently, the possibility of 
successfully extracting, classifying, and interpreting the nature of the observed 
elements depends largely on the ontology (or groups of ontologies) which regulate 
the classification. The nature of input data and acquisition techniques, naturally, 
plays an important role.

In satellite and high-altitude airborne remote sensing, geographic phenomena are 
often detected at medium and small scale. In this type of images, the “pixel,” i.e., the 
minimal spatial resolution unit, corresponds to an often non-negligible area on the 
ground. The distance between two adjacent pixel centers corresponds to the mini-
mum “ground sampling distance” (GSD), i.e., to the minimum “size” on the ground 
that can be discriminated by the sensor. Any object whose dimensions are smaller 
than the GSD cannot be “seen” as such by the sensor.

Based on this limitation, in satellite and traditional airborne remote sensing, it 
was possible to discriminate only objects whose areal dimensions were relatively 
large. Although it was not a necessary implication in principle, this practical fact 
oriented interpretation protocols toward geographical objects whose extent was not 
minimal. As this was assumed to be unavoidable, reflection on themes and proce-
dures to recognize specific phenomena ended up neglecting small objects.

Widespread interpretation models in the pre-UAV era were typically “pixel 
based.” They were generally focused on the statistical analysis of quantitative val-
ues associated to individual pixels. Several digital classification methods were then 
developed based on this approach. Per-pixel analysis was a starting point from 
which several different classification models were developed. As sensors and acqui-
sition techniques developed, their ability to spatially discriminate smaller objects 
increased. It therefore became possible to “see” objects which were previously 
excluded from the analyses. New wide thematic domains emerged at that point, and 
new conceptual paradigms for handling them became necessary (Castilla and Hay 
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2008; Blaschke et al. 2014). Attention then moved toward techniques and methods 
for extracting specific objects, rather than more general surfaces, from images.

The challenge was then to follow semantically developed criteria. The objects 
were in the geographical space, and so they had to be described based on their 
nature and specific locational context, as recognizable in the images.

This theoretical approach – from which sets of workflows are now being derived 
in various implementations – is known as OBIA (Object-Based Image Analysis). 
The specific geography-oriented OBIA is called GEOBIA (i.e., geographic OBIA) 
and is currently one of the most promising frontiers of UAV-based remote sensing. 
This approach is likely to produce remarkable developments in the future, in spite 
of the mixed results obtained so far.

As small drones are capable of taking data at very large scale, detailed object 
and context analysis becomes appropriate. Blaschke et  al. (2014) indicate that 
GEOBIA assumes analytical paradigms which are strongly associated to conceptu-
alizations from geographic information science. This is so true that GEOBIA can 
actually be considered a subset of GIS.  It interprets geographical objects as 
scalable systems from spatial and functional points of view. As such, they can 
be inserted into hierarchies and be interpreted according to specific ontological 
categories (Lang et al. 2004).

3.3  Browsing Through the Experiences

This section contains a summary of typical small-UAV applications in geography 
and geography-related fields. Without any ambition of exhaustivity, we intend to 
provide an overview of some applications, highlighting several aspects that we con-
sider important in each topic.

According to the epistemological canons of physical and human geography, the 
way we aggregated subjects in the following pages may sound heterodox. In fact, 
the thematic connection is given by the specific perspective that drones can provide. 
UAVs allow to observe physical spaces in terms of locations, geometries, volumes, 
radiations, and variations of the former through certain time intervals.

What comes after data acquisition and preliminary processing is geographic 
interpretation, and it falls within the domain of its respective thematic context. In 
our discussion, however, we found it more effective to consistently keep the typical 
perspective of UAVs on various phenomena. This means focusing, most of all, on 
how similar acquisition and processing methods pave the way to various different 
application fields and interpretation areas. A general remark must be added at this 
point concerning artificial space as it can be observed.

The study of reification is one of the most relevant and challenging fields in 
which drones can be used. Considering many case studies in the literature and news 
from the Web, it is clear that some applications are mature, while others are in 
development. Others appear to be in the status of demos and prototypes. In spite of 
this, we wish to propose a somewhat general overview.
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First of all, drones can help researchers to understand geometries of built objects 
and to recognize material patterns, flows, and emissions. Full evaluation of the 
mechanisms underlying those phenomena, however, may require a high level of 
interpretation, often assisted by methods and techniques of geographic information 
science.

A typical application of small UAVs, either alone or integrated with airborne 
remote sensing, is certainly multiscale evaluation of anthropic actions. The term 
reification indicates the material shaping of spaces as actuated by human groups. By 
using the available resources, spaces are built, modified, removed, and organized. 
Such activities are expected to distinctively alter the environmental configuration. 
Change may involve geometries (e.g., by excavation, construction, artificial modifi-
cation of natural shapes, etc.) or energy emission/reflection patterns (e.g., by 
increasing or decreasing albedo, by creating or removing thermal sources, by releas-
ing gases, pollutants, humidity, etc.). In many cases, these anomalies are detectable 
in the visible light, thermal infrared, and near-infrared bands. Obviously, for detect-
ing and identifying many other categories of phenomena, other traces must be con-
sidered. However, the three aforementioned sets of radiations are in the detection 
domain of standard multispectral cameras as well as in that of today’s normal RGB, 
NIR, and thermal cameras. This means that many reification-related phenomena can 
be easily spotted and interpreted – either manually or automatically – by the use of 
(relatively) low-cost sensors.

This allows to assist in monitoring human activities and to support various forms 
of territorial management and planning.

3.3.1  Reconstruction of Space and Mapping

The potential of acquiring reliable and detailed bidimensional and tridimensional 
cartography is one of the main reasons for which small UAVs are so popular. Post- 
processing of data is usually necessary for integration with other sensing devices 
and GIS (Petras et al. 2016). Accuracy and precision are typical issues in any drone- 
based survey. Although often less accurate than traditional, top-level cartographic 
acquisition tools, UAVs provide good area coverage and overall performance. This 
can also be further fostered by appropriate path planning algorithms (Li et al. 2016; 
Nedjati et al. 2016). In most cases, results of UAV-based cartography are more than 
decent, frequently achieving decimeter and centimeter accuracy in high-profile pro-
tocols. Submeter accuracy may prove acceptable in other cases, depending both on 
scales and purpose. Mesas-Carrascosa et al. (2014) evaluated standard UAV-based 
acquisition techniques involving the use of ground control points (GCP) and aerial 
triangulation to assess the accuracy of ortophotos obtained from a multirotor 
UAV. The authors’ goal was to evaluate the performance of drones based on official 
mapping agencies standards. In that experience, the 1:1,000 scale proved the most 
appropriate for orthophotos.
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Higher accuracies can be achieved by adopting very close-range, large-scale 
acquisition protocols. This approach is typical, for instance, of architecture and 
archaeology.

A recognized advantage of drone-based cartography is that it can be built fast 
and with relatively modest organizational support. Both circumstances are very 
important if urgent mapping is needed for any reason (Choi et al. 2016; Fazeli et al. 
2016; Mehrdad et al. 2016; Sakr et al. 2016). Relative ease in the image acquisition 
and cartographic workflow is also convenient when periodical monitoring and 
change detection are the goal (Al-Rawabdeh et al. 2016; Saur and Krüger 2016).

Advanced solutions are also being tested, aiming to enhance remote sensing per-
formance by sophisticated configurations. UAV-borne laser scanners, in particular, 
are worth attention. The recent possibility of installing them on small drones boosted 
UAVs’ performance in high accuracy documentation of physical spaces. Their use 
is still limited by their cost and overall complexity, but this technology is suitable 
for current specific applications, and it is also quite promising for future develop-
ment (Pilarska et al. 2016).

High-resolution laser scanning can be integrated with hyperspectral imaging 
(Gallay et al. 2016). At present, however, the most widespread approaches involve 
more accessible hardware, such as non-metric cameras. When low-cost and/or off- 
the- shelf consumer-level products are used for drone-based reconstruction and 
mapping, several issues must be taken into account.

Much depends on both “internal” and “external” factors. The current robustness 
and effectiveness of image processing may be deceiving about its ability to over-
come poor sensor quality and unfavorable environmental conditions.

Among internal factors which may degrade cartographic performance, three 
appear to be typical: camera quality, camera-platform compatibility, and acquisition 
procedures. External factors are sometimes difficult to properly budget, but they 
turn out to be relevant. According to Wierzbicki et  al. (2015), for instance, bad 
weather may severely affect camera performance in terms of accuracy (up to an 
average 25% degradation, in the case of that research).

From relatively early in their appearance on the civilian market, small drones 
were fitted with GPS hardware, mostly for navigation purposes. These devices are 
generally non-differential receivers and their accuracy is modest. Some typical inac-
curacies can be partially solved by the integration with other avionics. For instance, 
onboard barometer and IMUs could help in holding altitude within narrower error 
than that affecting satellite-based navigation systems (Mader et al. 2015). Still, the 
available positioning quality may be insufficient for large-scale mapping. At this 
stage in the evolution, onboard non-differential sensors are useful in obtaining an 
approximate geolocalization of data. In many cases, topographic precisions can be 
reached by correcting errors in the overall image coverage. This can be done by 
establishing a reference to ground control points (GCP). These can also be used for 
absolute georeferencing of the overall model/mosaic.

The actual position of GCPs on the ground can be measured by traditional total 
stations (TST) by DGPS and RTK. The appropriate distribution and localization 
of control points is often essential for a successful enhancement of cartographic 
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accuracy (Lo Brutto et al. 2014; Tscharf et al. 2015; Long et al. 2016). It is therefore 
a standard practice, even though it turns out to be the most time-consuming and 
organizationally invasive part of the survey protocols. In order to avoid this incon-
venient, several methods and techniques have been developed in recent years. Many 
address the problem by implementing direct georeferencing, by the application of 
higher accuracy positioning systems/methods of different types. Once the goal is 
reached, reference to GCP might become unnecessary in several applications 
(Chiang et  al. 2012, 2015; Eling et  al. 2015; Hamidi and Samadzadegan 2015; 
Fazeli et al. 2016; Hosseinpoor et al. 2016; Yeh et al. 2016).

The ability to automatically define the spatial position of a drone over terrain 
may involve both mapping workflows and automated navigation.

Some of the possible solutions consider vision-based simultaneous localization 
and mapping (SLAM) (Munguia et al. 2016), vision-based pose estimation and 
gravity vector measurement (Kniaz 2016), “image network generation of uncali-
brated images with low-cost GPS data” (Huang et al. 2016), post-processing kine-
matic (PPK) (Frith 2017).

The advent of low-cost onboard RTK receivers on off-the-shelf UAV hardware 
has drastically reduced the overall effort required for enhancing spatial accuracy of 
drone-generated cartography.

On the image processing side of the workflow, one must emphasize the important 
developments obtained in recent years. New image elaboration algorithms on the 
one hand and more powerful implementations on the other hand allow to generate 
accurate models based on easily acquired data. Formerly invasive activities are 
being minimized. While photogrammetry develops as a primary sector for small 
drones, de facto standards seem to involve relatively low-cost hardware and soft-
ware in professional applications (Lucieer et al. 2014; Smith et al. 2014; Balletti 
et al. 2015; Yanagi and Chikatsu 2015, 2016; Arseni et al. 2016; Tampubolon and 
Reinhardt 2016).

In general, large-scale mapping seems to be quite natural for small UAVs. 
Available tools appear to be well standardized, and more advanced ones are in fur-
ther development.

3.3.2  Ambient and Atmospheric Observations

Atmospheric research and information are fields for UAVs in general and for 
medium and small UAVs in particular. If appropriate measurement techniques are 
developed, they can be of use toward understanding natural phenomena as well as 
effects caused by human presence.

Meteorologists are familiar with one of the most ancient types of UAV, i.e., the 
weather balloon. These small aerostats are commonly used as vectors for radio- 
probes. They collect data about atmospheric variables and downlink them to ground 
stations for status monitoring and forecast development. Going back to a previously 

G. Casagrande



55

described distinction, it would be possible to say that weather balloons are UAVs in 
the most basic sense of the concept: they are unmanned aerial vehicles, but since 
their flight cannot usually be controlled, they are not RPAS (Remotely Piloted 
Aerial Systems), unlike the other machines discussed so far.

Villa et  al. (2016a) review the general characters of small and medium UAV 
technologies in atmospheric studies. Both fixed-wing and rotary wing platforms are 
used. Fixed wing provide a wider area coverage and generally have a faster cruise 
speed; this allows to often obtain a better representation of phenomena diversity 
over longer distances. Rotary wings can more flexibly change their trajectories to 
provide a more detailed description of conditions over and immediately around a 
location of interest. Their flying principles, however, force users to adopt measures 
so as to avoid perturbations (Neumann 2013; Roldán et al. 2015). As it was dis-
cussed by Villa et al. (2016b), appropriate adaptations are necessary when using 
multirotors for air quality and pollution detection. Though very popular on the mar-
ket and highly maneuverable, these machines are typically affected by intense prop-
wash and aerodynamic turbulence. Such phenomena must be properly budgeted in 
designing sensor and inlets installation, as airflow can be disrupted in proximity of 
those crucial components.

In general, small and medium UAV-indicated applications include studies on 
atmospheric composition, vertical aerosols profiling (Corrigan et  al. 2007; Bates 
et  al. 2013), pollution, and greenhouse gas emissions (Khan et  al. 2012; Renard 
et al. 2016).

Magnetic phenomena at low altitude can be studied by the use of appropriately 
designed and built small and medium UAVs (Sterligov and Cherkasov 2016).

Ambient radioactivity can also be studied by fitting UAVs with adequate instru-
mentation (Martin et al. 2016).

3.3.3  Physical Landscapes: Landforms, Morphology, and Built 
Spaces

3.3.3.1  Landforms and Geomorphology

UASs are effective in image-based surface reconstruction. In geomorphometry, 
recent developments and challenges have been reviewed by Eltner et al. (2016). The 
authors considered publications in the following fields: soil science/erosion, volca-
nology, glaciology, mass movements, fluvial morphology, coastal morphology. 
These are particularly promising sectors for the technology (Fig. 3.1).

UAVs can be used in landform inspection and survey, especially when close- range 
observation is required. Such is the case for inaccessible/dangerous locations.

A popular use is in early warning inspection and periodical monitoring of differ-
ent types of landslides (Lucieer et  al. 2014; Turner et  al. 2015; Davis 2016; 
Fernández et al. 2016; Peppa et al. 2016) or locally impervious geologic formations/
surfaces. Giordan et al. (2014 and 2015) indicate a general workflow for multirotor- 
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based inspection of landslides and rockfall phenomena. Vrublová et al. (2015) eval-
uate the use of a fixed-wing UAV in the photogrammetric documentation of 
landslides and inaccessible spots of a quarry, comparing data acquisition techniques 
and evidencing strength and weaknesses of different approaches. Slope mapping is 
also a topic (Tahar 2015). In these mission profiles, drones are generally supposed 
to allow for the morphological recognition of outcrops, surfaces, slopes, and related 
components. Depending on the location and nature of phenomena of interest, work 
may be limited to basic visual observation, or span from expeditive geometric 
reconstruction to detailed morphological survey. Recent applications involve the 
use of GEOBIA classifications for discriminating objects and ongoing phenomena 
(Bertalan et al. 2016).

When UAV-based data are modest in terms of accuracy and precision, integration 
with different ground-based surveying systems and reference measures, or with 
other techniques, is appropriate. Multi-technique acquisition, however, may be 
 recommended, in some cases, even for higher-profile equipment, so as to foster 
level of detail and/or accuracy. On the other hand, appropriate registration protocols 
shall be adopted to ensure reliability of information acquired from different sources.

Tong et al. (2015) consider the integration between TLS and drone photogram-
metry (particularly to improve geo-positioning accuracy). It can be noticed that 
although more precise, ground-based acquisition systems prove generally better in 
terms of strict metric accuracy when placed in favorable locations, the fact that 

Fig. 3.1 SfM-derived tridimensional model of the western section of Tarcal Valley, Tokaj Region, 
Hungary. The model was obtained from 124 images acquired by a custom 3.1 kgs hexacopter 
(GREAL 600R), mounting a Sony Alpha 5000, 20 Mpx mirrorless camera with a 16 mm lens. The 
total flight time was in the order of 10 min, and the total processing time was 8 h on a HP410 
standard laptop with an AMD A10-9600P Radeon R-5 processor and 16Gb RAM. The area cover-
age was about 5 ha. Considering the complex geometry of the site and the high level of detail 
achieved, the convenience of using a UAV appears evident (Image: GREAL – European University 
of Rome)
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drones fly may prove useful for quicker and wider area description as it was shown 
by Dewez et al. (2016). These authors compared the performance of ground- based 
TLS and UAV in acquiring the geometry of a collapsing cliff, in relation to 
potentially exposed assets. Pro and cons of the two techniques (alternatively tested) 
in geomorphological mapping are also presented in Tilly et al. (2016). A compari-
son between UAV photogrammetry and airborne LiDAR is published in Caprioli 
et al. (2016).

Important geological features potentially observable by drones are traces of 
faults and fault planes (Amrullah et al. 2016).

Other phenomena involving landforms, such as glacier motions, calving dynam-
ics, and various types of snow coverage, can be at least approximately mapped – and 
volumetrically and/or radiometrically estimated – through UAVs (Whitehead et al. 
2013; Ryan et al. 2015; Vander Jagt et al. 2015; Bühler et al. 2016; De Michele et al. 
2016; Harder et al. 2016; Immerzeel et al. 2017).

UAV application to the observation of soil erosion is documented, among others, 
by d’Oleire-Oltmanns et al. (2012) and Wang et al. (2016).

Remote or relatively inaccessible geographical areas (polar regions, deserts, etc.) 
can be partially surveyed by drones as they may also extend the observation capa-
bilities of ground crews in the investigation of those remote areas and of environ-
mental or anthropogenic phenomena in high detail and good temporal resolution 
(Turner et al. 2014; Bollard-Breen et al. 2015; Fraser et al. 2015).

The opportunity of using rotary wing or fixed-wing UAVs in these scenarios 
depends, obviously, on the extent and configuration of the areas of interest. In nar-
row spaces, multirotors are better suitable, and if required trajectories are complex, 
it might be advisable to rely on manual control, possibly assisted by ground proxim-
ity sensors for automatic separation from the obstacles. In many other cases, fixed 
wing UAVs are more efficient in terms of coverage.

3.3.3.2  Reificated Space: Buildings

Survey of buildings is appropriate to tackle engineering, architecture, and urbaniza-
tion problems. Geography kicks in once the opportunity rises to assemble wider 
maps in which individual buildings are meaningfully integrated with information 
about space utilization, functional flows, social use, etc. Scale obviously matters as 
far as resolution and accuracy requirements are concerned.

Morgenthal and Hallermann (2014) present a detailed assessment of UAV-based 
visual inspection of structures. An interesting aspect of this work is that it highlights 
the importance of qualitative observation by small UAVs demonstrating the  potential 
of this technique, often neglected by the literature. The authors focus on rotary 
wing platforms discussing technical aspects such as the effects of vehicle motion, 
wind, and turbulence.

In this type of application, the UAV must be able to maneuver so as to guarantee 
the best possible coverage and inspection of built surfaces. In general, therefore, 
rotary wing platforms are best suitable for close-range structural inspection 
(Otero 2016). Both manual and automated navigation planning and control are 
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commonly available and will be even more developed in the future. Image-
based workflows for virtualization are common and may reach remarkable levels of 
technical refinement (Alidoost and Arefi 2015). Laser scanners are also used, for 
their generally better measurement performance as long as ranging can be per-
formed at appropriate distance and angles (see Chap. 5). Frequently, integration of 
airborne and ground- based photogrammetry and laser scanning is indicated toward 
a more detailed and accurate result (Maiellaro et al. 2015; Zarnowski et al. 2015).

A time- and resource-consuming component of the aforementioned techniques is 
the establishment of control points. Such work remains nevertheless necessary due 
to the relatively small size of many features and their very complex geometries.

Direct georeferencing is now taking over as technology progresses. It drastically 
reduces time and effort toward a reliable spatial orientation.

It is worth noting that building inspection goes beyond mere visual documenta-
tion or more or less sophisticated geometric reconstruction. Since buildings are 
inherently complex objects in which several phenomena are to be monitored, spe-
cific types of observations are performed by the use of different sensors. 
Thermography is deployed to monitor thermal sources and their distribution within 
a given building or its immediate surroundings, along with the identification of 
anomalies related to malfunctions or construction issues. Also, thermographical 
images can be used as sources for recognizing other types of phenomena (Figs. 3.2, 
3.3, and 3.4).

Near-infrared images can be useful for the detection of living vegetation on 
architectural elements, as this might be difficult to detect by RGB and thermal cam-
eras only. The joint use of multispectral images could turn particularly useful if 
associated with building geometrical reconstruction. By adopting such an integrated 

Figs. 3.2 and 3.3 By exploiting a known effect caused by wide difference in emissivity coeffi-
cients of materials, thermal images (right) associated with corresponding visible light ones (left) 
allow to discriminate polished metal elements (darker in the TIR) from composite elements on top 
of buildings, in spite of the similar color in the visible (Image: GREAL – European University of 
Rome)
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approach, ongoing phenomena can be mapped for easier data analysis and manipu-
lation (Mader et al. 2016).

Among non-image-based techniques, Na and Baek (2016) envision the possibility 
of using small UAVs for monitoring building structural health by direct measure-
ments through vibration-based methods with sensing devices installed on board 
low-cost multirotors.

3.3.3.3  Reificated Space: Anthropization in Wider Areas

The observation of human presence and activity in a given geographical area goes 
beyond individual building inspection. It involves techniques to acquire data and 
perform GIS-based analyses, with favorable opportunities in urban areas when 
accessible.

Observation of urban areas is among the most elementary type of activity a small 
drone can perform. At the same time, though, it is one of the most powerful in terms 
of knowledge that can be acquired and one of the most critical in terms of juridical 
issues and social perceptions. Civil protection and law enforcement could obviously 
take major advantage of the observational capabilities of small drones (Idachaba 

Fig. 3.4 Aerial thermal image of the surface of a building heated by sun exposure in daylight 
conditions. The section of the roof which is more directly hit by sunlight is warmer and releases 
higher thermal radiation. A tree in the foreground (on the left) shades part of the façade, whose 
temperature and emitted radiation are therefore lower. Although very accurate thermographic mea-
surements require specific ground-truth and sampling procedures, drones can provide effective 
overviews on general thermal trends and anomalies, either natural or artificial. This picture is a 
screenshot from a video recorded by a small UAV equipped with an Optris PI450 thermal camera 
(Image: Process Parameters Ltd., www.processparameters.co.uk)
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and Oni 2015), and several police services in various parts of the world are getting 
equipped with small drones, but a complete discussion of this topic would be out of 
the scope of this work.

One of the most natural kinds of geographic observation over reificated areas is 
about general land use. For this, both fixed-wing and rotary wing UAVs are suitable, 
with the usual distinction between area coverage and local maneuverability.

Prevailingly natural or prevailingly built contexts can effectively be examined, 
but the fundamental capability of small drones to fly low and get close to the targets 
is valuable in detailed monitoring of constructed bodies.

In this field too, visible light sensors are most effective in morphological recon-
struction and mapping; current available tools are useful in monitoring change 
detection and evolution of construction and building activities (Unger et al. 2014).

This is the case, for instance, for quarries and mines, either active or aban-
doned. If active, their observation is important for cultivation-related economic, 
ecological, and functional aspects; if no longer active, then monitoring is appro-
priate as they are potential hazard or requalification sites (Haas et al. 2016; Raeva 
et al. 2016).

Like in other fields, developments in this particular area are pointing to progres-
sive integration of acquisition and classification protocols. It should be noted, 
though, that in several practical cases, a generic geolocation of data or qualitative 
information might be perfectly useful.

In our review of both the scientific and “gray” literature, we have found several 
examples of observation and interpretation workflows based on different theoreti-
cal, methodological, and operational approaches.

These span from classification of elements in informal settlements (Gevaert et al. 
2016), to accuracy measurements in earthworks (Daakir et  al. 2015), to landfill 
management (Long and Clarck 2014). Straková et  al. (2015) present UAV-based 
visible light and thermal monitoring of heaps.

Other cases involve OBIA analysis for extraction and classification of urban, 
composite, or rural areas (Sari and Kushardono 2015; Yu et al. 2016), integration of 
UAV data into multi-criteria GIS analyses for spatial planning (Zawieska et  al. 
2016), or geodesign platforms (Anca et al. 2016).

Other applications involve area mapping, site or infrastructure inspection by 
simple visual observation, metric acquisition, or by development or application of 
recognition/classification algorithms (Laliberte et  al. 2010; Máthé and Buşoniu 
2015; Wilner 2015; Suziedelyte Visockiene et al. 2016; Yeh et al. 2016). A poten-
tially important sector is thermographic mapping of settlements. Since use/aban-
donment and energetic efficiency of buildings are becoming important factors in 
policy making, territorial management, and law enforcement, the availability of 
UAV-borne thermal cameras may appropriately respond to this type of surveying 
needs. TIR observation of settlements, in this sense, can be limited to qualitative 
reconnaissance, or be extended into quantitative and geospatial description by 
appropriate classification procedures, GEOBIA in the first place (Hay et al. 2010).
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3.3.3.4  Reificated Space: Infrastructures and Flows

Life in any region depends on flows of persons, materials, energy, and communica-
tion across spaces and territorial networks. Nodes in such networks include residen-
tial and productive sites and several types of infrastructures. Flows along the lines 
connecting these nodes allow for territorial systems to live and operate according to 
purposes, cycles, and demands of economic, social, and cultural life. The material 
effects of these flows can be monitored and so yield geographically relevant informa-
tion. Small UAVs are one of the possible tools for observing some of these effects.

Massive movement of persons and goods takes place by the use of standard 
transportation devices and vehicles. Their concentration in certain areas (e.g., indus-
trial complexes, loading and parking areas, stations and ports, etc.) at certain times, 
storage of materials and containers, and circulation of specific vehicles along the 
road network can be statistically relevant indicators of industrial or commercial 
activities. Other types of material transfer, if appropriately detected and interpreted, 
can be relevant in understanding flows.

Even detectable externalities of otherwise undetectable flows can serve as a valu-
able indicator.

Drone-based systems can be used for qualitative monitoring of several types of 
activity.

Some UAS are not only capable of monitoring vehicle activity but also crowd 
distribution. Even pedestrians can potentially be tracked and globally monitored or 
individually followed. As applications of this kind develop in the future, the nature 
of their deployment and limitations to their use will likely be based not on technical 
considerations but rather on juridical and ethical criteria.

The future ability to monitor traffic flows by UAV platforms – especially since 
the complexity seems more in the recognition process than in the acquisition tech-
nology per se – may provide a very strong support to urban studies as well as to 
territorial planning (Rodríguez Canosa et al. 2012; Yuan et al. 2015; Ma et al. 2016; 
Xu et al. 2016a, c).

3.3.4  Rivers, Streams, Wetlands, and Water Management

Rivers, streams, and inland waters are important observation targets. This field dem-
onstrates, particularly, the effectiveness of the large-scale and close-range philoso-
phy embodied by small UAVs. It is now possible to investigate river stages 
(Niedzielski et al. 2016), riverbeds, and shores, including hydromorphological fea-
tures (Rivas-Casado et al. 2015). Several phenomena can be studied with regard to 
water bodies and their interfaces. Among those, riparian vegetation conditions (e.g., 
Dunford et al. 2009; Husson et al. 2014), shore forms, and shallow water environ-
ments are worth mentioning. Visual observation of UAV-based images is useful, 
although research and work on this type of environment are likely to dramatically 
develop in the future. Developments may include integration of satellite, airborne, 
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and UAV-based surveys and already explored OBIA/GEOBIA classification meth-
ods (Johansen et al. 2011; Dronova 2015; Demarchi et al. 2016). Different sensors 
make it possible to perform more sophisticated kinds of survey, such as double- 
medium profiling. This is the case of topobathymetric surveys in which morphology 
above and under water can be quantitatively evaluated by laser (Mandlburger et al. 
2016) or by aerial photography. Both LiDAR and photogrammetric mapping require 
relatively low water turbidity (Flener et  al. 2013). The combination of TLS and 
UAV photography, if appropriate ground truth is guaranteed, makes change detec-
tion of river morphology possible, over a given period of time.

Recognition of contamination in water bodies is always useful. In principle, sev-
eral different techniques can be deployed for this purpose (direct sampling, detec-
tion of biological “markers,” etc.). An easily deployable technique is aerial 
thermography, anytime the inmission of pollutants or foreign substances determines 
variations in the thermal condition of the liquid surface (Lega and Napoli 2010).

Inland waters and rivers are often widely connected to populated spaces, and 
they can be more or less heavily shaped by artificial measures. Artificially regulated 
waterflows are tightly related to territorialization in general and are major geograph-
ical factors, due to the complex dynamics they can trigger.

UAV-based observation and related GIS analysis are therefore increasingly ori-
ented to studying these aspects.

Applications span from maintenance-oriented prospections (Kubota and Kawai, 
2016) to identification of fluvial hydromorphological and morphodynamic configu-
rations (Miřijovský and Langhammer 2015; Rivas-Casado et  al. 2015, 2016), to 
disaster assessment and measurements (Perks et al. 2016), to studies about runoff 
phenomena. The latter appear to be critical insofar as they can affect sensitive inhab-
ited spaces (Barreiro et al. 2014; Tokarczyk et al. 2015) (Figs. 3.5, 3.6, and 3.7).

Complex phenomena involving water accumulation and circulation on land sur-
faces can have important consequences in causing environmental degradation. The 
possibility of performing very high-resolution measurements and modeling of sur-
faces is important toward monitoring and action planning. Capolupo et al. (2014), 
for example, present an application of drone survey and hydrological models for 
detecting polluted areas at a large scale; Husson et al. (2014) present a study for 
mapping riparian vegetation species, biomass, and related metal contents.

3.3.5  Coastal Environments and Coastal Settlements

Coastline monitoring and feature identification in those areas are another trendy 
field for drones. Works involve cartographic processing, segmentation, and classifi-
cation protocols by visible light and multispectral image acquisition (Ballari et al. 
2016; Papakonstantinou et  al. 2016). Natural coast and beach environments are 
subject to transformation due to geomorphological characters, tides, waves, and 
winds and other local conditions (Frith 2017). Observation of environmental 
dynamics is often particularly valuable, as coastal areas are important zones for 
human settlement, economic activities, and circulation of people and goods (Scarelli 
et al. 2016).
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Proper and consistent monitoring over given periods of time can help in develop-
ing better knowledge of evolutionary mechanisms in these particular and sensitive 
contexts (Čermákova et al. 2016; Jaud et al. 2016; Lu 2016; Yoo and Oh 2016). 
Attention should be devoted in ensuring that UAV-based observation – especially 
when it is cartography oriented – is reliable and reaches adequate precision; other-
wise, the monitoring would prove ineffective (Long et al. 2016).

Along coastlines, drones can be used for different types of qualitative and quan-
titative monitoring. Sophisticated applications include bathymetric surveys by air-
borne LiDAR (McLean 2015). However, bathymetric investigation by more 
affordable two-medium photogrammetry is also documented (Ye et  al. 2016). 
Thermographic detection of pollution and perturbations can be conducted at differ-
ent scales by the joint use of manned and unmanned platforms (Lega and Napoli 
2010; Lega et al. 2012). Brouwer et al. (2015) propose an application of low-cost 
multirotor UAVs for surfzone monitoring at high temporal resolution.

3.3.6  Vegetation: Agriculture, Woodlands, and Forestry

UAVs perform generally well in vegetation monitoring, either in agriculture or for-
est studies.

Herbaceous vegetation can be monitored by UAVs (Clements et al. 2014; van 
Iersel et al. 2016). In general, Observation of vegetated areas covers many aspects. It 
spans from evaluation of plant general conditions in the same site, water stress, dif-

Figs. 3.5, 3.6, and 3.7 The safety of a road could be jeopardized by water runoff. A simulation is 
obtained by integrating UAV-based SfM 3D rendering of terrain (Fig. 3.5 left) with hydraulic mod-
eling algorithms. An open-source software (DualSPHysics), based on the smoothed-particle 
hydrodynamics model, allows to represent water motion on the slope toward the road in the 
absence of any ditch (Fig. 3.6 right, above) or in the presence of a 0.8 m ditch in the area immedi-
ately uphill from the tourniquet (Fig. 3.7 right, below). This operationally simple and affordable 
analysis workflow has an evident value in fostering infrastructure safety (Image: Barreiro et al. 
2014, see also www.dual.sphysics.org)
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ferences in growth and areal cover, etc. (Zarco-Tejada et al. 2011; Baluja et al. 2012; 
Candiago et al. 2015; Hoffman et al. 2016; Luna and Lobo 2016; Schirrmann et al. 
2016).

Present-day sensor options include RGB; near-infrared, multispectral, and hyper-
spectral cameras and spectrometers; as well as other environmental measurement 
instrumentation. The separate or combined use of these systems allows to derive 
complex information from vegetation (Figs. 3.8 and 3.9).

Figs. 3.8 and 3.9 Samples of UAV-based orthomosaics for agricultural research. The image above 
(Fig. 3.8) is a raw multispectral image taken in the R-G-NIR bands (healthy vegetation in tur-
quoise); the image below (Fig. 3.9) shows calculated NDVI values. The onboard sensor, a Canon 
A495 camera, was modified to record NIR values by removing the original NIR filter and was 
replaced by a Kodak Wratten 25 type filter (Image: János Mészáros)
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As far as remote sensors are concerned, typically considered aspects are plant 
morphology and geometry on the one hand, and spectral signatures on the other hand, 
since the latter can give specific indications about biological conditions. Techniques 
and systems are to be developed accordingly (Honkavaara et  al. 2013, 2016; von 
Bueren et al. 2014, 2015; Mesas-Carrascosa et al. 2015; Bareth et al. 2016).

A detailed review of tools and applications in vegetation studies is presented by 
Salamí et al. (2014) and gives a feeling of the work done by researchers and opera-
tors. The authors reviewed about 40 different experiments, conducted in 15 coun-
tries on 18 types of vegetation monitoring, by the use of 32 different UAV models. 
Urban vegetation, usually intermingled with more or less heavily built spaces, can 
also be studied taking advantage of small UAV flexibility.

A recurrently relevant parameter to be observed, both in agriculture and forestry, 
is the ground-canopy (i.e., plant height) distance. It is used as a reference for growth/
health assessment, biomass estimations, etc. It involves discriminating, in detail, the 
vertical separation of the ground from the top of the plants on an areal basis. This is 
often achieved by considering – and measuring by various differential techniques – 
the shape of the ground in the area. It is represented by the DEM, or digital elevation 
model, i.e., what the terrain would be without any vegetation. It is a distinct surface 
from the DSM (digital surface model, i.e., the surface of the area at the moment of 
survey, including vegetation coverage). How these models are actually elaborated 
presents different qualities and technical aspects depending on the acquisition tech-
nique; laser scanning (both terrestrial and airborne) is used. UAV-based photogram-
metric point clouds are also chosen due to their decent accuracy and overall 
accessibility in general plantation management (Bendig et  al. 2014; Kattenborn 
et al. 2014).

Small UAVs are obviously becoming popular in agriculture, either for research 
or application purposes. New techniques are being experimented, and a wider pres-
ence of this technology in countrysides all over the world is foreseeable. Particular 
advantages for widespread use of UAVs are that agricultural areas are generally 
depopulated; hence small drones are seldom subject to restrictions; this allows more 
freedom in choosing configurations. Additionally, in comparison to other scenarios, 
farming areas are contexts where flying a drone is relatively easy from an opera-
tional point of view. Spatial patterns tend to be regular, so flight planning, ground- 
truth, or GCPs surveys present less difficulties than corresponding work in other 
types of site.

As of this writing, the agricultural sector appears as one of the future chief users 
of small UAVs. Indeed the new technology fits very well with the very large-scale 
approach followed by precision farming (Stafford 2000; Lelong et al. 2008; Zhang 
and Kovacs 2012). Michael Mazur (2016) has identified six application sectors in 
which drones are going to “revolutionize agriculture”: soil and field analysis, plant-
ing, crop spraying, crop monitoring, irrigation planning, and health assessment. 
Although all of these functions are already in the domain of technical feasibility, 
some aspects of them are more developed than others. Yet, UAV technology is cer-
tainly going to enable activities in the entire aforementioned possibility range, and 
probably more.
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As far as agriculture is concerned, drones are useful in clarifying vegetation 
trends: indeed, correspondence between what is observed and the underlying bio-
logical phenomena is rooted in long scientific and practical experiences; drones add 
the advantage that they can easily cover large areas, in great detail.

UAVs are actually capable to provide users with quicker, more detailed, and suf-
ficiently reliable knowledge about the phenomena of interest. This has a direct posi-
tive impact on financial aspects and profit.

Given the favorable technical and juridical conditions and the strong interest for 
this kind of observation, UAV applications in agriculture are increasingly develop-
ing on a wide range of techniques. From affordable and consolidated SfM-based 
procedures, to more innovative acquisition and elaboration approaches, to sophisti-
cated multispectral and hyperspectral analyses, up to integration with other forms of 
remote sensing, plenty of data can be obtained. Current work covers various sectors: 
soil and crop mapping, phenotyping, biomass estimation, canopy development, 
crop health and growth monitoring, plant traits, forage availability, weed manage-
ment, and yield prediction (Mathews and Jensen 2013; Torres-Sánchez et al. 2013; 
Bendig et al. 2014; Clements et al. 2014; Borra-Serrano et al. 2015; Burgos et al. 
2015; Capolupo et al. 2015; Peña et al. 2015; Baofeng et al. 2016; Di Gennaro et al. 
2016; Holman et al. 2016; Lukas et al. 2016; Müllerová et al. 2016; Nebiker et al. 
2016; Possoch et al. 2016; Sona et al. 2016; Shi et al. 2016).

Common features of UAV-based observation in agriculture involve a combina-
tion of remote sensing (either geometric-morphological and/or spectral) and appro-
priately periodized monitoring.

Other uses of UAVs in agriculture include substance spraying at specific loca-
tions on the fields. This indicates a technological trend, despite the often limited 
payload capabilities of small drones. Yet, research is developing in this sector (Faiçal 
et al. 2014; Pan et al. 2016). Among other innovative applications of small drones to 
agriculture, one should mention research developments regarding the use of UAVs 
in greenhouses as part of wireless sensor networks toward monitoring of several 
environmental variables (Roldán et al. 2015).

Forest, woodland, and, more generally, tree monitoring by small UAVs is rele-
vant to both scientific research and, beyond that, to resource management (Wing 
et al. 2013). Phenomena are generally studied based on the development of medium 
or high accuracy cartography, for which several techniques can be integrated. 
Observational aspects of interest are tree structure and cover  – OBIA is already 
applied in traditional remote sensing (Abbas et al. 2010; Delaplace et al. 2010) – 
growth development (Karpina et al. 2016), gap patterns (Getzin et al. 2014), and 
vegetation health aspects on either areal or per-plant basis (Zmarz 2014; Czapski 
et al. 2015; Smigaj et al. 2015). Inoue et al. (2014) present the use of UAV in survey-
ing distribution of fallen trees in deciduous broadleaved forests as relevant for bio-
diversity research. Feng et  al. (2015) discuss a workflow for classifying urban 
vegetation.

Studies may focus on disturbances and pest and disease infestations (Näsi et al. 
2015; Minařík and Langhammer 2016; Yuan and Hu 2016). Sensors may include 
multispectral and hyperspectral devices, but also separate visible light, near- infrared, 
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and thermal infrared cameras. The use of SfM-derived point clouds – possibly inte-
grating ground-based and airborne acquisition – appears to be suitable for forest 
structure analysis (Mikita et al. 2016, Honkavaara et al. 2016), as the technique is 
progressively standardized and enhanced in its procedural aspects. Particularly 
when acquisition is done by UAV only, however, “altitude, overlap, and weather” 
conditions remarkably affect the accuracy of photogrammetry-generated point 
clouds (Dandois et al. 2015). Airborne laser scanning (ALS) is also considered, as 
miniaturization allows to install sensors on small UAVs. This type of acquisition 
could be more suitable when highly accurate geometric measurements are required, 
e.g., in terms of vertical distribution of vegetation (Wallace et al. 2016).

In many kinds of vegetation studies and surveys, involving the use of small 
UAVs, ground surveys are performed for validation and to obtain additional data.

3.3.7  Wildlife and Livestock

The use of flying platforms to monitor animals is common in both livestock and 
wildlife management.

Relatively wide area coverage is important in this type of application, which can 
effectively be performed by visible light (VIS) and thermal infrared sensors 
(Chrétien et al. 2015). These authors also refer to a multi-criteria image analysis 
(MOBIA) method which indicates the feasibility of identifying species through 
automated recognition by cross-reference between VIS and TIR.

Observation by VIS images (either still or video) is a common practice for both 
scientific research, divulgation, and environmental protection. Joint or alternate use 
of VIS and TIR sensors is appropriate so as to reliably spot animals in day/night 
conditions. In normal conditions  – especially by night  – animals tend to have a 
higher temperature than other objects around them. This makes it possible to spot 
their presence by the use of drones fitted with thermal cameras once correct identi-
fication procedures are defined. If the purpose of the observation is to “see” indi-
viduals or monitor their transfer across a certain area, then the drone can provide a 
solution; counting the animals may be far more challenging, as their ability to move 
relatively fast may bring to false positives or negatives as animals might move while 
the drone is inspecting the area (Prieto et al. 2014).

Observation of wildlife in its habitats is a major opportunity for environmental 
and natural sciences. Linchant et al. (2015) review a series of UAV applications to 
wildlife monitoring, presenting strengths and weaknesses of different systems and 
approaches. According to the authors, fixed-wing UAVs are generally the most 
appropriate tool for this application, since flight endurance is a major requirement 
and fixed-wing UAVs provide wider coverage than rotary wings. The authors also 
summarize the results of several publications reporting on UAV performance in 
effectively recognizing animal species and features in different contexts.

Several aspects can be more or less successfully monitored: the approximate 
number of individuals in a given area and their general conditions; even behaviors 
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are easier to observe than by the use of traditional manned aircraft. Indeed, small 
drones, besides being cheaper, could be perceived as less invasive by animals 
(Ogden 2013; Bourne 2016).

Opportunities are now emerging to document wildlife by appropriate expeditive 
cartography. Qiu (2014) listed the applications in which UAVs could significantly 
contribute to wildlife monitoring and protection: (1) fighting wildlife crime, (2) 
close-range documentation of otherwise inaccessible or unapproachable animals, 
(3) population count, (4) wider area animal-in-habitat monitoring, and (5) wildlife 
protection space and infrastructure monitoring.

Clark Howard (2016) presents a mapping project for monitoring the community 
of sharks of an atoll in the Seychelles archipelago, obtained by a fixed-wing small 
UAVs fitted with high-resolution VIS camera.

Promising results are being obtained by several approaches to automated classi-
fication/recognition of individual animals (Chrétien et al. 2015; Zmarz et al. 2015; 
Gonzalez et al. 2016).

3.3.8  Disasters

Small UAVs are very effective search and observation tools in case of catastrophic 
events. They are useful in quick response, relief operations, and scientific study of 
disaster dynamics.

Drones can be used to observe many different kinds of impeding and unfolding 
disasters: floods, earthquakes, avalanches, pollutant spills, dam and industrial plant 
failures, and fires. The possibility of achieving rapid mapping is important to emer-
gency operators in order to get adequate situational awareness about the evolving 
phenomena (D’Alessandro 2016). A discussion of aspects involving deployment of 
UAVs in disaster scenarios is presented in Tanzi et al. (2016).

In general, the choice for one type of platform instead of another reflects the 
previously stated considerations about the operational scenarios: rotary wing plat-
forms – especially multirotors – are very useful in applications that require local- 
scale precise maneuvering and hovering; such is the case, for instance, when 
per-building inspection is appropriate. Fixed-wing UAVs are capable of longer 
range and, ceteris paribus, wider area coverage. Boccardo et al. (2015) explicitly 
indicate rotary wing platforms as the most appropriate for interventions in case of 
industrial accidents (including indoor prospections) and landslides; fixed-wing plat-
forms in case of floods and wildfires.

Purely inspective, qualitative observation and rapid cartographic rendering in the 
visible light is generally effective for well-descriptive views of the overall situation 
(Bendea et  al. 2008; Constantinescu 2013; Christensen 2015; Perks et  al. 2016). 
Quantitative and more analytical surveys can be performed so as to acquire more 
data than by means of traditional reconnaissance. It is worth noting that a crucial 
aspect of UAV operation in disaster scenarios is area coverage. This is necessary 
both when the drone is used for observation and when it is used for other purposes. 
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Popescu et al. (2016) refer to trajectory optimization for aerial coverage; Sánchez- 
García et al. (2016) propose a strategy for applying artificial intelligence algorithms 
to UAV navigation and self-deployment in disaster scenarios. The specific purpose 
of the latter authors is to use UAVs as communication relay, even though the 
principle would be effective for reconnaissance as well.

Focusing on quick response, specific strengths of small drones in this particular 
kind of application are easy deployability and low absolute organizational overhead. 
Obviously, limited range may be an issue, but in most emergency cases, drones are 
supposed to complement other platforms already providing for wider coverage. On 
the other hand, the capability of small UAVs to get very close to the ground is essen-
tial in spotting critical situations which might remain unnoticed from classical 
manned platforms such as helicopters or airplanes. This capability is also relevant 
for material inspection and damage assessment at large scales. It should be noted 
that in first response during emergencies, high resolution of images might be sec-
ondary, in some cases, to robust and lightweight data transfer. This may lead to 
specific optimization solutions (Musić et al. 2016). Semiautomated target recogni-
tion can provide an important advantage too (Sun et al. 2016), but in this case the 
capability of systems to actually spot a certain element remains heavily dependent 
on image quality.

In all cases, different types of sensors and protocols may be used to facilitate 
location and identification of targets: from plain digital imagery to thermography, 
up to signal detection (Moon et al. 2016), etc.

An often neglected opportunity given by multirotors is that this type of platform 
can actually fly indoors; provided that appropriate measures are taken to prevent 
damage to the drone and interruption of data link, small UAVs become effective 
inspection tools inside large damaged buildings (Casagrande et al. 2015).

As far as detailed investigation of disaster effects is concerned, a clear opportu-
nity is the possibility of integrating small UAVs with other data acquisition tech-
nologies in the monitoring of damaged structures (Balletti et al. 2014; Achille et al. 
2015), or detection of landscapes change after disasters (Izumida et al. 2017). It is 
remarkable, particularly, that several types of classification and also OBIA begin to 
be applied in the semiautomated analysis of damage to buildings, so as to foster 
high-detail classification of disaster effects at large scales (Fernández Galarreta 
et al. 2015; Chen et al. 2016).

Another obvious kind of threat in which drones are being used is wildfire; appli-
cations are obvious in planning (Alonso-Benito et al. 2016), early warning, up to 
scenario monitoring. Although range and payload considerations suggest that many 
activities in a wildfire-related emergency can be developed by the use of larger and 
manned platforms, still it is worth noting that drones can be a useful complement as 
they can be more massively deployed on the scene and they can often be flown 
closer to the danger zones.

Li et al. (2012) propose an integrated workflow for using UAVs, flood simula-
tion, and GIS processing for emergency evacuation planning in possible dam-break 
scenario.
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3.4  A (Brief) Journey Through Human Time and Space

So far we considered the potential of small drones in observing physical spaces and 
variables. In this section we would like to reflect on their possible use for the pur-
poses and methods of historical, cultural, and social geographies.

3.4.1  Archaeology: Spaces Through Time

As it was previously stated, landscape – as an economic, social, and cultural build 
of space – has a texture which evolves in time.

A specialized science developed around this concept is aerial archaeology, now 
a well-established and mature activity field in terms of epistemology and methods. 
It investigates past reification by examining its residual traces in current landscape.

Born in the early twentieth century and developed for over a hundred years by 
manned aircraft, aerial archaeology looks for variations in soil color (or multispec-
tral signatures), vegetation growth, and small alterations in terrain shapes. Proper 
analysis of these phenomena may lead to discovering or better describing ancient 
buildings and settlements.

Small drones and related technologies are being successfully deployed in this 
kind of research. As a matter of fact, they significantly fostered some aspects of its 
overall scientific outreach. The possibility of flying so close to the ground and so 
close to objects made it possible to adopt different perspectives, levels of detail, and 
operational profiles. An intriguing and innovative – though somewhat extreme – 
example is presented by Louiset et al. (2016) who demonstrate the potential of a 
minimal-sized multirotor to allow for three-dimensional documentation of individ-
ual objects. All of this goes far beyond the applicability of traditional manned flight. 
Small UAVs are indeed used today for acquiring data within a specific excavation 
(Eisenbeiss and Sauerbier 2011; Ortiz Coder 2013; Malinverni et al. 2016). At the 
same time, the efficiency of UAV-based survey allows for comprehensive modeling 
and mapping of relatively wide archaeological sites and areas (Uribe et al. 2015; 
Ostrowski and Hanus 2016). Techniques span from application of simple aerial 
views to aerophotogrammetry and multispectral mapping and to the use of laser 
scanners in various forms of integration. The progress of video/photo capture is 
making UAV-based documentation an everyday standard practice, and it is pushing 
toward new developments. Xu et al. (2014, 2016b) proposed the integration of TLS 
data and UAV-acquired imagery, respectively.

It should be noted that, along with satellite and traditional airborne observation, 
UAVs are useful for spotting or identifying previously unknown or scarcely docu-
mented archaeological sites and landscapes (Casagrande and Salvatori 2011; Parcak 
and Tuttle 2016; Pavelka et al. 2016).

This fact, along with faster data processing techniques, provides researchers and 
operators with a new capability of performing more work in less time and effort.
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A well-developed modus operandi involving the study of cultural heritage calls 
for the integrated use of small UAVs with other ground-based technologies for map-
ping, inspecting and surveying ancient buildings and their surroundings (Salonia 
et al. 2011; Ballarin et al. 2013; Patias et al. 2013; Chiarini et al. 2014; Lo Brutto 
et al. 2014; Meschini et al. 2014; Muñoz-Nieto et al. 2014; Russo and Manferdini 
2014; Leucci et al. 2015; Sun and Cao 2015; Reiss et al. 2016).

Although the techniques and remote sensing technologies in this fields are not 
very different from other used in observing normal, present-day buildings, historic 
ones have specific relevance due to their long time of existence.

A deep knowledge of their structural and material conditions involve understand-
ing decay of certain components, detection and investigation of construction/resto-
ration phases, etc.

The importance of this kind of work is at the same time culturally and materially 
relevant, as it provides information about past reification insofar as it is integrated 
in currently existing systems and spaces.

Important perspectives for the representation of historical spaces come from new 
technical opportunities of producing multimedia documentation and virtualization 
of cultural heritage assets. Accessible workflows from data acquisition, to elabora-
tion of virtual models and presentation of those, allows to envision new techniques – 
along with traditional ones  – for spreading awareness and knowledge about 
culturally or socially relevant places (Figs. 3.10 and 3.11).

Fig. 3.10 Aerial view of an area of the ancient Roman City of Aquinum (Frosinone, Italy). Traces 
of disappeared buildings can be recognized in the marks visible in the grassy area on the left of the 
image (Image: LABTAF, University of Salento)
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Fig. 3.11 Nadiral fish-eye image of the Otricoli archaeological area. This type of view, which can 
be used as input for cartographic purposes, is also effective toward a better understanding of the 
diachronical relations among current landscape elements, visible ruins, and possible traces of other 
material remainings beneath the surface (Image by FlyToDiscover, www.flytodiscover.it)

3.4.2  Historical and Cultural Geography: Places 
Through Time

Are drones able to tell us something about cultural space that has not been said by 
other acquisition technologies? An answer is not obvious.

Drones can view spaces from different angles and acquire material for knowledge 
in a more flexible and – so to speak – “agile” manner than other systems and tools.

However, drones should not be overestimated: their effectiveness is always 
dependent on the users’ ability to conceptualize image and data acquisition.

Drones can only “see” material elements: therefore, they can help in revealing 
aspects of cultural landscape only as long as “markers” of cultural meaning are vis-
ible in the scene. These markers can be still and permanent objects (e.g., buildings, 
signs, monuments), or they can be mobile and temporary (e.g., clothes, gestures, 
expressions). From this point of view, other visual acquisition devices, such as pho-
tocameras, smartphones etc., can provide the same types of information.

Cultural landscape, however, is not just manifested by what the scene contains; 
rather, it can also be described, in some ways, by how the scene is taken (Bignante 
2010). The drone itself may become a tool of expression and, just like photo and 
video cameras, it may convey the “views” chosen and created by a certain social and 
cultural identity. The difference with traditional cameras is that the drone may add 
some degree of freedom to how these “views” are created.

Small drones, which are potential tools for participative observation in science 
(Grainger 2017), can also contribute to expressing geosocial and geocultural 
information.
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Since cultural geography is often deeply intermingled with the history of places, 
such historical dimension is very important and should always be kept in the 
researcher’s mind.

In studying the evolution of places through time, material components of each 
phase could be aggregated in a set of diachronical layers. Elements in each layer 
can be erased as territorial evolution proceeds, or they can survive. Some kind of 
“footprint” of previous stages, at that point, may live into subsequent ones.

This appears as a persistence of spaces which remain physically recognizable 
through the evolutionary process. Parts of ancient configurations may be retained; oth-
ers are changed, but new buildings keep some degree of resemblance to the previous 
ones. Even the social role of those spaces may evolve somewhat correspondingly.

As it happens in the fossilization of organisms, the inner structure of spaces may 
be progressively reconstituted. This occurs when initial elements are replaced, 
“molecule after molecule,” by new components. The result is the transformation of 
previously existing geographical objects into new geographical objects with differ-
ent functions and purposes. Yet, a physical, perceptive, and ontological continuity 
stands through chronological phases (Fig. 3.12).

“Spatial fossilization” is a complex phenomenon. It is relatively common in 
areas where human settlements date back to many centuries ago. In fact, it can be 
more or less evident depending on how much need or interest a certain culture has 
in preserving testimonies of the past.

As it was explained in Chap. 1, places can be defined as physical spaces endowed 
with the capability of making inhabitants and observers perceive and share a certain 
historic, identitary, and symbolical texture. This texture, in reverse, is linked to the 
presence of physical elements. The latter serve as material “referents” connecting to 
symbols and to their meaning.

Fig. 3.12 Piazza Navona, Rome, Italy, is the result of the spatial “fossilization” of the ancient 
Roman stadium inaugurated by Emperor Domitian in the first century C.E. The currently existing 
buildings are mostly based on Roman foundations, structures, and walls of the ancient stadium. 
The square, a world-renowned landmark of Italian art and history, has retained a distinctive circus-
like shape and a social value as a major meeting and leisure place
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Each time a culture shapes its living spaces in a certain manner, it uses the mate-
rial elements in its disposal to construct buildings, areas, and physical delimitations. 
The resulting reificated space can be considered, at least in some cases and at certain 
scales, as a semiotic “referent” to the systems of perceptions, decisions, and atti-
tudes of the human group who had built it. That configuration of spaces is seen, 
lived in, and perceived by those human groups in obvious relationship with its sur-
rounding context and environment. This is what makes that portion of space become 
the material basis of a cultural landscape.

“Historical” views, possibly no longer accessible to present-day observer, might 
be partially or fully perceived by adopting appropriate panoramic acquisition strate-
gies with the use of drones. This approach might be particularly useful in order to 
clarify, from a perceptive, cultural, and social standpoint, the spatiotemporal phase 
stratification of a given landscape (Brumana et al. 2012).

As it was previously stated, the visual representation of places, like any other 
kind of iconographic/cartographic source in geography, provides for an (obviously 
selective and intentional) description of what is in the represented space. Also, it 
reflects the personal and cultural views of the author of the representation. The so- 
called “cityscape,” for instance, can be thought of as an urban landscape whose view 
gives indications about material objects. Far beyond that, however, it may also 
imply and/or express narratives and meanings of social and cultural relevance 
(Germen 2016). This may involve very long to extremely short periods of time, up 
to “freezing” a single moment in which the relationship between people and places 
holds particular relevance through that particular (aerial) view (Figs. 3.13 and 3.14).

Fig. 3.13 The church of Nuestra Señora de los Remedios in Cholula (Puebla, Mexico) was 
founded by obliterating a pre-Colombian temple, on top of a Mixtecan pyramid. The shape of such 
building can be recognized as the hill on which the “new” religious monument is placed. Following 
a well-tested practice from Christian Europe, in replacing the “pagan” religion system of values, 
the conquistadores kept the socially perceived and solidly shared value of that particular space as 
a sacred place, transplanting a totally different spiritual and symbolical meaning in it. The image 
was taken by a DJI Phantom 3 quad-copter (Image: DCR Aerial Films, Mexico)

G. Casagrande



75

In principle, material configurations may be decoded by any sufficiently informed 
observer. This fact is well known to cultural and humanities-oriented geographers, 
who explore places and social contexts in order to draw elements of knowledge 
about the immaterial drivers of anthropic phenomena. Drones can indeed prove 
helpful tools toward that kind of understanding. On the one hand, they can contrib-
ute to making views of the artifacts more readable; on the other hand, their technical 
evolution as data acquisition platforms, along with GIS-based processing workflows, 
will allow for increasingly complex spatial and semantic analyses.

It should be underlined that humanistic and cultural geographers have identified 
conceptual differences in the inherent symbolic nature of spaces, depending on the 
type of perception that those spaces trigger in their users. “Homotopias,” for exam-
ple, are places in which the entire symbolic system attached to reification is sub-
stantially uniform. “Heterotopias,” drawing from some concepts expressed by 

Fig. 3.14 Aerial image of the Neuschwanstein Castle (Bavaria, Germany) taken by a DJI Phantom 
4 quadcopter. The castle was built in the late nineteenth century by King Ludwig II, as a monument 
to traditional Germanic sagas and myths. Although a state-of-the art modern building in its times, 
the castle makes wide use of material geometries and elements drawn from a Romantic reinterpre-
tation of late-antiquity and middle-ages styles. In this sense, following Vallega (2003), 
Neuschwanstein can be interpreted as a specific kind of “hyper-place,” or a place which points to 
symbols and meanings above and beyond human reality. Aerial views from small drones can be 
useful for instantiating, reinterpreting, and – so to speak – amplifying in an innovative manner 
highly symbolic and timeless landscapes (Image: Matt Edwards – LostScientist.com)
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Foucault (1986) and Soja (1995), are kinds of places whose inner symbolic 
system is different from the – assumedly – homogeneous one in the surroundings. 
The diversity is recognizable by the fact that physical markers within the heteroto-
pia point to symbols that are different from those in the external areas. A heteroto-
pia bears some kind of spatial – if not physical – boundary, and its inner system of 
symbols and values, linked to the referents, is in some form of dialectic with the 
surrounding context. At least from a purely theoretical point of view, then, it could 
be possible to qualitatively detect these two elements (boundary and dialectic) by 
acquiring close- range aerial views of the involved areas and then submit those to 
interpretation.

Naturally, the fact that regions within a given area show markers of a certain 
symbolical texture does not mean that represented symbols are always “active” and 
shared by the communities. If it is true that cultures progressively reificate their 
spaces and disseminate them with “permanent” symbolization referents, it is also 
true that the mere existence – and therefore view – of those permanent referents 
might or might not be in correspondence to the current status of the socially perceived 
and shared symbols. The most obvious example is when a dominant power tries to 
“impose” a certain symbolization by forcing the creation of referents. Beyond this, 
temporal evolution plays a role anyway.

Permanent referents take time to be created. A symbolical texture may be present 
and it might not have produced visible referents yet. Referents may also live a long 
physical life even after the social and cultural context which had created them has 
evolved. This means that if we were only to decide whether a visible shift in refer-
ents over a certain area corresponds to a real heterotopia, the mere evaluation of 
those referents would not be sufficient for an accurate interpretation. It could indeed 
be a heterotopia, or it could have been so in the past, but the referents have not been 
changed or removed for cultural heritage reasons. Another case would be if the 
symbolical dissimilarity persists but the tension between the two systems faded into 
a peaceful identity distinction.

Anyhow, in many cases, when an anthropized space is observed, referents and 
indicators of certain socially and culturally relevant aspects can possibly be identi-
fied. When this is the case, they concur to provide materials for more complex anal-
yses beyond mere physical observation.

Elements other than material referents may provide information about geosocial 
and geocultural aspects in the life of communities. Such is the case, for instance, of 
public events, ceremonies, or signs, attitudes, and behaviors when visually/visibly 
manifested.

In this particular type of application, small UAVs retain their nature as powerful 
tools for data acquisition. Obviously, all of the above could be identified and studied 
by other pre-drone means too. Nevertheless, drones can undoubtedly prove more 
effective in some specific cases (Fig. 3.15).
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Chapter 4
Zooming on Aerial Survey

Gergely Szabó, László Bertalan, Norbert Barkóczi, Zoltán Kovács, 
Péter Burai, and Csaba Lénárt

Abstract The aim of this chapter is to provide a general overview about the main 
components of a developed UAS mapping system, the survey, and processing pro-
cedure. At first (4.1), a brief introduction is given about basic operational elements 
and accessories of UAS. Then, recent camera/sensor technologies allowing various 
survey solutions are going to be discussed. Once these hardware components are 
presented, the detailed workflow of a basic UAV-based mapping procedure is 
described (4.2). A further discussion focuses not only on the analytical or planning 
phases but also on providing useful information on the operational and processing 
parts as well (4.3). Then, there comes image acquisition and project planning (4.4). 
The photogrammetry-based image processing requires detailed expertise and atten-
tion; Sect. 4.5 maybe helpful to avoid potential mistakes. The last section (4.6) sum-
marizes some aspects of the use of LiDAR technologies in UAV-based surveys.

4.1  Different Instrument Types

Gergely Szabó – László Bertalan – Norbert Barkóczi

Once the analytical and operational phases of the UAV mapping are clarified, then 
the image acquisition part follows. However, various types of sensor payloads are 
available for different research purposes. Each one has crucial application require-
ments to be fulfilled. It is usually demanding to clarify the optimal combination of 
the UAV and the possible type of devices to be carried. Basically, in the case of UAS 
(especially for low-cost versions), the vehicle configuration is predefined by the 
manufacturer. Consequently, fitting the diversity of existing remote sensing pay-
loads on off-the-shelf products is often challenging for the operator or for the end 
user (Colomina and Molina 2014). The vehicles generally have specific volume, 
weight, and power specifications. Thus, if the aim is to serve the specific application 
requirements (remote sensing bandwidth, accuracy, spatial/spectral resolution, etc.), 
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then it is frequently problematic to find a right balance. Moreover, it is also trouble-
some that the existing camera/sensor systems cover a large area from low-cost to 
professional categories. Plus, finally, most of them are specifically designed for only 
one type of UAV system.

4.1.1  RGB Visible-Band, RGB Near-Infrared, 
and Multispectral Cameras

Recently, the mass market produced each year higher and higher resolution sensors/
cameras with smaller pixel size. This has obviously facilitated developments in our 
specific sector of remote sensing as well. The majority of the low-cost UAV mapping 
investigations focus on the ability to produce high-resolution digital orthophoto-
graphs and digital surface models. These are supposed to be base data for further 
analysis. Visible-band sensors are widely used for this purpose; however, during the 
analytical phase, the following parameters need detailed consideration: sensor type 
and resolution, pixel size, frame rate, shutter speed, focal length, and even the total 
weight of the camera/lens system. All of this should be clarified in the beginning 
(Georgopoulos et al. 2016). Generally, UAV mapping workflows are based on sen-
sors such as the CCD and CMOS DSLR (digital single-lens reflex) cameras. However, 
mirrorless interchangeable-lens cameras (MILC) became increasingly popular in the 
past few years since they offer light-weight solutions. Fixed-wing UASs (unmanned 
aerial systems – not only the aircraft, but the controller and all the necessary software 
as well) generally carry built-in optical cameras. These often provide poor resolution 
and modest precision. Thus, while these UAVs are capable of long flight durations, 
in some cases they produce unacceptable results. Table 4.1 summarizes some of the 
most common optical cameras used for UAV mapping.

In contrast to the basic aerial imaging systems, novel methodologies arose to 
decrease the flight time and increase the achievable angles at which images were to 
be acquired. A possible solution is to combine several cameras in one UAV. Xie et al. 
(2012) designed a wide-angle camera system that is built up from four Canon EOS 
5D Mark II cameras to reach a wide (130°) angle in total. A self-calibration proce-
dure, invented for this system, manages the overlaps of the four single images in 
order to eliminate errors caused by mechanical deformations and by the time differ-
ence in exposure. A five-camera system was tested by Grenzdörffer et al. (2012), but 
these authors found that the UAV motion caused inaccuracies in image acquisition.

Range imaging sensors (RIM) hold a special place in the set of optical sensors. 
Cameras of this type of camera use the time-of-flight (ToF) principle and an amplitude- 
modulated continuous light emitter along with a CCD/CMOS receiver (Kohoutek and 
Eisenbeiss 2012). The reflected light is sampled four times regularly by the sensor 
with an internal phase delay. The correlation amplitude is then calculated along with 
the incident light intensity. 3D coordinates are extracted by deriving the measured 
distance from these values; however, raw images are to be thoroughly processed.

In some cases, a cost-reducing solution could be the use of high-level smart-
phones having great quality built-in camera sensors to produce digital elevation 
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models (e.g., Samsung Galaxy S2, Yun et al. 2012; Nokia Lumia 1020, Lehmann 
Aviation LA300 UAS).

Visible-range optical cameras and sensors have several limitations for detailed 
Earth observations since many variables are just not visible in a basic aerial image. 
If it is possible to reach a higher section of the electromagnetic spectrum, then more 
of them become observable. A good example can be found in studies focusing on 
vegetation analysis, where the near-infrared (NIR) range is needed to reveal changes 
of health variables by the calculated VI (Vegetation Index) values.

The multiple-camera array by Tetracam was one of the first sensors applicable on 
UAV systems. The multispectral sensor offered three different versions. Each con-
tains 4, 6, or 12 factory-aligned cameras in a multispectral set. Each camera con-
tains a customer-specified narrow-band filter that is inserted between the lens and 
sensor. With each exposure, 4, 6, or 12 separate bands of visible or near-infrared 
radiation pass through each camera’s lens and filter to form a separate monochro-
matic image on the camera’s sensor (www.tetracam.com).

The newer multi-head sensors (e.g., Parrot Sequoia; Fig.  4.1) combine high- 
resolution RGB cameras and individual multispectral sensors in order to increase 
the strength of both systems. As a result, they provide for high spatial resolution, 
eligible for bundle adjustment and extraction of geometric parameters. These cam-
eras offer individual multispectral sensors equipped with high-class interference 

Table 4.1 Common and/or representative optical cameras suitable for UAS

Manufacturer 
and model

Sensor 
type 
resolution 
(MPx)

Format 
type

Sensor 
size (mm2)

Pixel 
pitch 
(μm)

Weight 
(kg)

Frame 
rate 
(fps)

Max 
shutter 
speed 
(sˉ1)

Approx. 
price ($)

Canon EOS 
5DS

CMOS 
51

FF 36.0 × 24.0 4.1 0.930 5.0 8000 3400

Sony Alpha 
7R II

CMOS 
42

FF 
MILC

35.9 × 24.0 4.5 0.625 5.0 8000 3200

Pentax 645D CCD 40 FF 44.0 × 33.0 6.1 1.480 1.1 4000 3400
Nikon D750 CMOS 

24
FF 35.9 × 24.0 6.0 0.750 6.5 4000 2000

Nikon D7200 CMOS 
24

SF 23.5 × 15.6 3.9 0.675 6.0 8000 1100

Sony Alpha 
a6300

CMOS 
24

SF 
MILC

23.5 × 15.6 3.9 0.404 11.0 4000 1000

Pentax K-3 II CMOS 
24

SF 23.5 × 15.6 3.9 0.800 8.3 8000 800

Canon EOS 
7D Mark II

CMOS 
20

SF 22.3 × 14.9 4.1 0.910 10.0 8000 1500

Panasonic 
Lumix DMC 
GX8

CMOS 
20

SF 
MILC

17.3 × 13.0 3.3 0.487 10.0 8000 1000

Ricoh GXR 
A16

CMOS 
16

SF 23.6 × 15.7 4.8 0.550 2.5 3200 650

Adapted from Georgopoulos et al. (2016)
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filters. These ensure high-precision spectral measurements that could replace the 
ground-based spectral reference measurements in the future.

The advantages of UAV-installed multispectral cameras are evident in precision 
farming, as UAVs are able to produce low-cost and reliable Vegetation Index maps, 
showing the healthy and unhealthy areas of a cultivated field (Candiago et al. 2015). 
These solutions guarantee flexibility in obtaining fast and low-cost generation of 
Vls, as long as it is possible to associate data from the survey with calibration infor-
mation and data about meteorological variables. In general, though, these high- 
resolution aerial images may replace ground inspections of farmlands in the near 
future (Nebiker et al. 2016). Table 4.2 summarizes some of the most common mul-
tispectral cameras used for UAV mapping.

4.1.2  Hyperspectral Cameras

Moving forward from the lower spectral resolutions and the discrete bands provided 
by the multispectral cameras, the hyperspectral sensors allow to acquire remote 
sensing imagery at narrow spectral bands over a continuous range. Consequently, 

Fig. 4.1 The most popular multispectral sensors for UAVs: (a) Tetracam MiniMCA-6; (b) Parrot 
Sequoia; (c) MicaSense RedEdge

Table 4.2 Common and/or representative multispectral cameras for UAS

Manufacturer 
and model

Resolution 
(Mpx) Size (mm)

Pixel size 
(μm)

Weight 
(kg)

Number 
of spectral 
bands

Spectral 
range 
(nm)

Tetracam 
MiniMCA-6

1.3 131 × 78 × 88 5.2 × 5.2 0.7 6 450–1000

Tetracam 
ADC micro

3.2 75 × 59 × 33 3.2 × 3.2 0.9 6 520–920

Quest 
Innovations 
Condor-5 ICX 
285

7 150 × 130 × 177 6.45 × 6.45 1.4 5 400–1000

Parrot Sequoia 1.2 59 × 41 × 28 3.75 × 3.75 0.72 4 550–810
MicaSense 
RedEdge

120 × 66 × 46 0.18 5 475–840

Modified after Colomina and Molina (2014)
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hyperspectral sensors (see examples on Fig.  4.2) are capable of extracting more 
details, in comparison to multispectral cameras. The reason is that each one of the 
recorded pixels covers the entire spectrum. Multispectral and hyperspectral sensors, 
however, bear an important difference from cameras operating in the visible. Optical 
sensors/cameras for visible spectrum analysis developed well in the last few years: 
systems reached tens of megapixels within containers of a few hundred grams 
weight. Miniaturization of multi- and hyperspectral cameras implies a whole differ-
ent story, especially as far as sensor calibration processes are concerned (Colomina 
and Molina 2014).

Moreover, flight motions and vibrations affect the push-broom sensor mounted 
on the UAV, degrading the raw hyperspectral data causing distortions. Consequently, 
robust geometric corrections have to be performed at each single scan line, and 
these applications are still under development for a wider applicability, particularly 
in the agricultural sector (Kalisperakis et al. 2015).

Table 4.3 summarizes some of the most common hyperspectral cameras used for 
UAV mapping.

Fig. 4.2 The most popular hyperspectral sensors for UAVs: (a) Rikola hyperspectral camera; (b) 
Hyperspec X-series NIR camera; (c) OCI-UAV-1000 camera

Table 4.3 Common and/or representative hyperspectral cameras for UAS

Manufacturer and 
model Lens

Size 
(mm2)

Pixel 
size 
(μm)

Weight 
(kg)

Spectral 
range 
(nm)

Spectral bands 
and resolution

Rikola Ltd. 
hyperspectral camera

CMOS 5.6 × 5.6 5.5 0.6 500–900 40
10 nm

Headwall Photonics 
Micro-hyperspec 
X-series NIR

InGaAs 9.6 × 9.6 30 1.025 900–
1,700

62
12.9 nm

BaySpec’s 
OCI-UAV-1000

C-mount ~10 × 10 N/A 0.63 600–
1,000

100
5 nm

Modified after Colomina and Molina (2014)
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4.1.3  Thermal Cameras

Recently, miniaturization of thermal infrared sensors led to their wide applicability 
on unmanned platforms (Colomina and Molina 2014). As it was previously stated, 
UAV systems are flexible: their integration with thermal imaging solutions brings 
about possibilities for real-time surveillance, forest fire monitoring (Scholtz et al. 
2011), risk management, detection of survivors in rescue missions (Levin et  al. 
2016), calculation of energy efficiency, or thermal loss of buildings (Carrio et al. 
2015). The acquired thermal imagery allows for per-pixel high-precision tempera-
ture measurements. From these, 3D “thermal” models can be also reconstructed. An 
important application can be found in cultural heritage surveys, when previously 
undocumented architectural features can be revealed by noninvasive thermal acqui-
sition (Georgopoulos et al. 2016).

The novelty of present infrared technologies relies on the concept of uncooled 
microbolometers as thermal sensors which are less sensitive than the cooled thermal 
and photon detector imagers with higher noise factor (Fig. 4.3). Current thermal imag-
ery offers much lower resolution than optical RGB images: typically, on small UAVs, 
current achievable image size is 320 × 256, or 384 × 288, or 640 × 512 pixels at best.

Thermal imagery requires special georeferencing procedures, unlike optical 
imagery solutions. Basically, it is difficult to find natural GCPs in lower-resolution 
thermal images; thus, artificial control points are needed, mainly using aluminum as 
material. Aluminum GCPs show a sharp boundary in the thermal image, and autom-
atized identification algorithms already exist for them.

Table 4.4 summarizes some of the most common thermal cameras used for UAV 
mapping.

4.1.4  Laser Scanners

Nowadays, terrestrial laser scanning (TLS) and airborne laser scanning (ALS) – 
sometimes collectively referred to as Light Detection and Ranging (LiDAR) – are 
common and widely used methods in photogrammetry accompanied by medium or 
large-format optical cameras. Still, their utilization for UAV systems is still chal-
lenging (Colomina and Molina 2014) in terms of size and weight (Fig. 4.4).

Fig. 4.3 Examples from thermal imaging cameras: (a) FLIR Vue 640; (b) Workswell WIRIS; (c) 
Thermoteknix Miricle
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Traditional LiDAR sensors are active remote sensing devices. They are mounted 
on manned aircraft and are capable of creating 3D point clouds by measuring time 
delays in laser pulse returns directed at target. The increasing popularity of low-cost 
UAVs resulted in the development of miniaturized laser scanner devices as well. 
The flash LiDAR system has an analogue connection with a camera and a flashbulb. 
Its operation is based on time delays between the “departure” of a flash illumination 
and its reflection from the target (Zhou et al. 2012). UAV-mounted laser scanners 
require the installation of several supplementary accessories, i.e., inertial measure-
ment unit or IMU, GPS antenna, computer, sensor battery, sensor frame, etc.

Thus, fairly large and solid platform must be designed for this purpose.
Results obtained by Wallace et al. (2012) related to tree canopy studies show that 

increased flying altitude decreases return intensity from the top of the canopy; thus, 
it is not recommended to fly above 50 m (~164 ft). High scan angles should also be 
avoided. Furthermore, based on the spatial accuracy of the output point clouds, it 
seems that combined forward-backward transect paths may restrict the scan angles 
within lower altitude flights.

Table 4.5 summarizes some of the most common laser scanners used for UAV 
mapping.

Table 4.4 Common and/or representative thermal cameras suitable for UAS

Manufacturer and 
model

Resolution 
(Px)

Sensor 
size (mm2)

Pixel 
pitch 
(μm)

Weight 
(kg)

Spectral 
range(μm)

Thermal 
sensitivity 
(mK)

FLIR Vue Pro 640 640 × 512 10.8 × 8.7 17 <0.115 7.5–13.5 50
FLIR Vue Pro 336 336 × 256 5.7 × 4.4 17 <0.115 7.5–13.5 50
FLIR Tau2 640 640 × 512 N/A 17 <0.112 7.5–13.5 50
FLIR Tau2 336 336 × 256 N/A 17 <0.112 7.5–13.5 50
Thermoteknix 
Miricle 307 K

640 × 480 16.0 × 12.0 25 <0.170 8.0–12.0 50

Thermoteknix 
Miricle 110 K

384 × 288 9.6 × 7.2 25 <0.170 8.0–12.0 50/70

Workswell WIRIS 
640

640 × 512 16. × 12.8 25 <0.400 7.5–13.5 30/50

Workswell WIRIS 
336

336 × 256 8.4 × 6.4 25 <0.400 7.5–13.5 30/50

Adapted from Georgopoulos et al. (2016)

Fig. 4.4 Examples of UAV-borne laser scanners: (a) Riegl VQ-820-GU; (b) Velodyne HDL-32E; 
(c) Velodyne VLP-16
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4.1.5  Synthetic Aperture Radar

The radar-based remote sensing technology is a traditional method implemented by 
satellite systems. In spite of not being fully implemented in UAV version, work is in 
progress toward this result. The main problem of the concept is that this kind of 
survey is mainly influenced by the diverse weather conditions.

One of the first developments by Rosen et al. (2007) was called UAVSAR, and it 
was designed to carry L-band antenna, but the majority of the recent UAV-based 
SAR systems are operating with antennas of X- or Ka-bands. The SARVANT proj-
ect by Remy et al. (2012) was established at first for sensing at P-(repeat-pass) and 
X-(single-pass) bands. Recently, the combined P- and X-band radar interferometry 
provided the most accurate DSMs (digital surface model) and DEMs (digital eleva-
tion models), especially over forested areas. This system was able to conduct a 
survey with a rate of 100 km2/hour, with a 0.5 m resolution at X-band and a 1.5 m 
at P-band. The main disadvantage was that the described system could not be 
installed on small drones, as its weight was 30 kg. Additionally, the required opera-
tional flight altitude was set to about 2,000 m with a ground swath of 3.5 km.

Another concept is to have millimeter-wave radars combined with the MIIMIC 
(microwave/millimeter-wave monolithic-integrated circuits) technology. The issues 
regarding antenna miniaturization seem to be solved (Essen et  al. 2012). The 
millimeter- wave radar is sensitive for small-scale scattering surface changes that are 
not visible for simple radars like X-band. A wide range of applications can be inves-
tigated by this technology. Moreover, its low-noise performance makes the transmit 
power reducible without signal loss to noise ratio so the expensive transmitter 
accessories can be omitted, all good reasons to look at miniaturizing these devices 
for installation on standard small UAVs.

SAR sensors provide most impressive results; however, their very interpretation 
is still complicated and requires a different kind of expertise than optical or multi-
spectral imagery.

Table 4.6 summarizes some of the most common synthetic aperture radars used 
for UAV mapping.

Table 4.6 Common and/or representative synthetic aperture radars for UAS

Manufacturer and mode
Spectral 
bands

Weight 
(kg)

Transmitted power 
(W) Resolution (m)

IMSAR NanoSAR B X and Ku 1.58 1 Between 0.3 and 5
Fraunhofer FHR 
MIRANDA

W N/A 0.1 0.15

NASA JPL UAVSAR L 200 2000 2
SELEX Galileo PicoSAR X 10 – 1
OrbitSAR UAV-SAR X and P 30 30 (X), 50 (P) 0.5 (X), 1.5 (P)
SARVANT UAS-System 
SAR

X and P 30 30 (X), 50 (P) 0.5 (X), 1.5 (P)

Modified after Colomina and Molina (2014)
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4.2  Mapping with UAVs

Gergely Szabó – László Bertalan – Norbert Barkóczi

Purposes of aerial surveys and ground mapping with UAVs could be diverse so it is 
important to clarify what kind of UAV system and settings are necessary to start the 
workflow. We have to answer the following questions in order to prepare the best 
equipment and accessories for the specific area and research:

• How large is the area of interest?
• What should be the flying altitude for the appropriate coverage?
• What kind of product is needed? What specific kind of camera or sensor is essen-

tial for that survey?
• What specific kind of camera system (i.e., auto shutter) or camera mounting 

accessory (i.e., gimbal) is the most appropriate?
• What takeoff and landing conditions are to be expected in the operation area?

Unlike traditional manned aircraft, UAV technology is generally a low-cost solu-
tion for mapping purposes. Nevertheless, a complicated terrain configuration or 
specific types of survey require additional accessories that could increase the costs. 
The main component is the flying vehicle itself, but there are numerous additional 
components (e.g., telemetry, controllers, etc.).

Motors and propellers are usually powered by so-called lithium-polymer (Li-Po) 
batteries. The flight controller unit (FCU) handles speed and maneuvering. The FCU 
accepts input commands from the remote pilot or follows an autonomous flight pro-
gram. The inertial measurement unit (IMU) records the actual attitude, accelerations, 
and altitude of the UAV. The FCU is directly connected to a (possibly differential) GPS/
GNSS receiver and a solid-state compass (so-called magnetometer) for navigation. The 
latter assists in additional but useful functions like position- holding, “home-coming” 
automated procedures or the most important “navigation-through-waypoint” option. 
The camera mount system may include components for different types of controlled 
camera motion and image capturing defined by the ground operator. A “gimbal” is a 
three-axis stabilized mount that automatically holds the camera/sensors in the intended 
orientation. During a UAV flight, the flying platform and obviously the gimbal are 
subject to changes in attitude due to flight dynamics, turbulence, and wind. Therefore, 
the gimbal system adjusts the sensor orientation angle in all directions (up/down, for-
ward/backward, left/right), often in a smooth way, thanks to a gyrostabilized mecha-
nism. Datalink to and from the drone is usually set around the 2.4 GHhz frequency 
(Colomina and Molina 2014). The ground operator uses, normally, a remote controller 
with an onboard screen or an FPV (first-person view)/virtual reality goggle.

Typically, the concept of UAV-based aerial mapping is to perform several repeated 
flights over the area of interest and take images. These are later input to photogram-
metric processing, in order to develop orthoimages and tridimensional models. 
Contrary to the classical stereophotogrammetry concept, nowadays, the so- called 
“structure-from-motion (SfM) method is used in general UAV-based mapping, for 
defining aerial image orientation and the orientation parameters. The advantage of 
SfM is that we are still able to reconstruct the three-dimensional geometry of an 
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101

object by using multiple images taken from several viewpoints, without capturing 
location and orientation data of separate images (Fonstad et al. 2013). Compared to 
the aforementioned stereophotogrammetry, which relies on segments of overlapping 
images in necessarily parallel flight paths, SfM allows to determine X, Y, Z spatial 
coordinates of points of the target object from almost randomly captured imagery as 
long as the overlap among them is sufficient. The SfM approach operates without 
problems in case of oblique imagery as well.

UAV flight campaigns generally follow the workflow shown in Fig. 4.5. Each 
UAV-based aerial survey must be well prepared as far as both the analytical and 
operational parts are concerned. Analytical part involves determination of flight 
parameters and path over the area of interest, camera parameters, internal/exterior 
orientation, and the expected ground sampling distance (GSD) (Miřijovský and 
Langhammer 2015).

Fig. 4.5 General workflow of a UAV mapping procedure (Adapted from Nex and Remondino 2014)

4 Zooming on Aerial Survey
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4.3  Photogrammetry-Based Processing of Small-Format 
Aerial Images

Gergely Szabó – László Bertalan – Norbert Barkóczi

The basics and the concept of small-format UAS photogrammetry is more or less 
the same as the classic stereo image processing. The main difference (at least today) 
is related to the quality of the cameras. Classic photogrammetry cameras are 
extremely high-precision equipment. Cameras typically deployed on UAVs are low- 
cost instruments, with limited precision and resolution. In addition, in a UAV sur-
vey, the number of acquired images is (usually) large compared to a manned flight 
with metric cameras. The exterior orientation procedure of each image would take 
too much time, and the lower-quality, non-calibrated cameras would provide too 
large biases and too low accuracy. Therefore, recent UAV-based surveys focus on 
block formation and image triangulation using numerous tie points and few ground 
control points.

We are now about to delineate the main steps of a typical UAV-based image 
processing.

4.4  Flight Planning

Gergely Szabó – László Bertalan – Norbert Barkóczi

Before the flight, we have to plan the flight depending on the available camera and 
processing software. Some of the main variables are:

 1. Area extent
 2. Expected resolution (on the ground)
 3. Camera field of view (FOV) to achieve the desired overlap
 4. Specific features of the processing software
 5. Survey goals
 6. Legal background

The size of the area (1) is significantly affected by the available flying vehicle. 
Each UAV system has an optimal area size that matches the features and limitations 
of the flying vehicle. Speed, range, maneuverability, and the optimal payload of the 
vehicle are essential for correct flight planning. These parameters depend on type 
of UAV (i.e., multirotors or fixed-wing aircraft, etc.), engine type (whether electric 
or internal combustion), planned flight distance, weight of the camera, etc. For 
example, a fast vehicle with fixed wings is not optimal in a small, but detailed, area 
(e.g., 300 × 300 m built-up area), because in this type of mission, small base dis-
tances among images and high resolution are required. On the other hand, a rotary 
wing platform is not optimal for a long-range survey (e.g., river survey over several 
kilometers).

G. Szabó et al.
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Ground resolution (2) is the function of sensor resolution, type and quality of the 
lens, and flying height (i.e., the camera distance from the surface). The GSD (ground 
sample distance) is the distance between centers of two adjacent pixels. Features of 
the lens (3) define the field of view (FOV), which affect GSD and the ground cover-
age (Fig. 4.6).

The features of the processing software (4) are also important for flight parame-
ters. Some software is optimized for processing row-flight image series only. The 
other is able to process nonrow-ordered images as well.

We need to know the purpose of the survey (5); a densely built urban environ-
ment requires a different kind of flight (e.g., smaller imaging base distance, shorter 
row spacing) than expected in surveying pasture or arable land (Fig. 4.7).

For intensively built urban areas, if the imaging base distance is large, the build-
ing tops “lean away”, i.e., bases and roofs are not in orthogonal position (even on 
the orthophoto). This is known as radial distortion (Fig. 4.8) which increases pro-
portionally to the distance from the center point (principal point).

Nowadays, legal conditions for the use of the drone (6) are slowly beginning to 
be clarified (in most countries). Regulation governs drone flights in urban and rural 

Fig. 4.6 Different types of field of view
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environments, at public events, etc. However, these rules do not always allow for 
optimal survey conditions (e.g., closed airspace, flight limitations over crowd or 
nature reserve, etc.).

As we can see, flight planning is a complex process, with a theoretical “decision 
tree,” where we can think over all elements of the workflow. For this reason, useful 
system applications have been developed that can automatically drive flights once 
the required parameters are specified by the user. Such is the case, for instance, of 
Pix4D Capture, DJI Go4, etc.

Fig. 4.7 Aerial photos of a densely built area (left) and arable land (right)

Fig. 4.8 Orthophoto from few largely spaced images with radial distortion (left) and true ortho 
image from a high number of well-overlapping images (right)

G. Szabó et al.
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The process of flight planning requires the above described information about 
the area of interest, the planned ground sample distance (GSD) and the interior ori-
entation parameters of the mounted camera. Normally, the desired image scale and 
the focal length of the camera are fixed to derive the mission flying height. The 
waypoints of the path are technically the camera’s perspective centers. They are to 
be computed with the purpose of ensuring the approximately 60–80% of longitudi-
nal and transversal overlap of image strips (Nex and Remondino 2014). Geoscientific 
investigations in general need high overlaps and low-altitude flights in order to pro-
vide small GSDs. On the other hand, emergency surveying requires the observation 
of wider areas in a short time period, generally yielding a lower resolution.

Once the survey specifications, the aerial platform type, and the environmental 
conditions are selected, the UAV flight can be conducted in a manual, assisted, or 
autonomous mode.

The built-in GPS/GNSS navigation devices usually serve the autonomous flight 
procedures (takeoff, navigation, and landing). The performed flight typology has a 
great influence on the image network quality (Fig. 4.9). Manual mode provides usu-
ally very irregular image overlap and image acquisition geometry; these problems 
can be solved by using GPS-/GNSS-automated navigation. On the other hand, for 
very close-range acquisition over particularly rugged/complex terrain, manual 
mode may become necessary for coverage or obstacle avoidance reasons.

The navigation system or the so-called autopilot includes hardware and software 
as well. The autopilot performs the flight according to the planned route. The prog-
ress of the flight can be generally observed by the ground control station (GCS). As 
it is the case in manual mode flight, during automated operation a real-time flight 
data telemetry reports position, speed, altitude, distances, GPS/GNSS observations, 
battery charge status, rotor speed, etc.) (Fig. 4.10).

Geoscientific investigations may involve situations where due to the extremely 
specific terrain conditions the flight mission planning could not provide the accept-
able coverage results. Manual flying is then necessary. The rhyolite tuff badlands in 
Hungary is a good example: bare tuff surfaces are intermingled with forest patches 

Fig. 4.9 Effects of different image acquisition modes on image block’s quality: (a) manual mode 
with a scheduled interval, (b) low-cost navigation system with irregular image overlap, and (c) 
autopilot mode with a high-quality navigation system
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and the elevation differences are impressively high. The shape of the badland valley 
can be overly complicated for flight planning since it requires several adjustments 
of flying heights. In this case, the remote pilot had the responsibility to provide 
efficient accuracy and coverage by capturing the images from two height levels, 
taking into account the approximate slope gradient of the valley surface (Fig. 4.11).

Whether flight planning/autopilot software is used or not, we need to consider 
the number of aerial photos and their locations. The more images are acquired, the 
more hardware resource we need to process them. It is therefore recommended to 
use the least but sufficient number of images considering the 80% image overlap-
ping (Figs. 4.12 and 4.13).

In addition to the number of images (from a different point of view, image 
 density), the perspective distortion caused by the inclination of images needs to be 
mentioned as well. For gimbal-free UAV systems, the camera loses its nadir-looking 
position relative to the surface (in other words, the axis of the camera is not aligned 
as perpendicular to the surface as possible), because the flying vehicle rotates 
around its three axes (yaw, pitch, roll) so that perspective distortion occurs 
(Fig. 4.14).

Apart from the perspective distortion, the disadvantage of oblique images is that 
surface resolution cannot be fully controlled. The resolution of the distant areas will 
be smaller, causing inhomogeneity (Figs. 4.15 and 4.16).

Fig. 4.10 Example of a flight planning interface for UAV mapping (Image: GREAL – European 
University of Rome)
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Fig. 4.11 Path of the multilevel flight above the study area

Fig. 4.12 Imaging in nearly parallel rows

4.4.1  Influencing Factors of Drone-Based Imaging

The result of photogrammetry-based image processing could be affected by several 
factors. Surface pattern plays an evident key role in the progress; however, other 
influencing variables have to be taken into account.

The most important parameters and factors are the following:

• Type of surface pattern/homogeneity (i.e., water, snow, concrete, etc.)
• Image sharpness
• Blur exemption
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Fig. 4.13 The required system memory depending on the number of images in Agisoft PhotoScan 
(Based on Agisoft 2017)

Fig. 4.14 Images that are not parallel to the surface

• Transparent and glittery areas and antisolar halo
• High-detailed objects (e.g., canopy) compared to the given resolution
• Regularly repeating pattern (i.e., arable lands, built-up areas)
• Object in motion (e.g., vehicles)
• Exposure characteristics (e.g., shutter)
• Compression details of the digital imagery
• Quality of optical sensor
• Light conditions
• Others
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Sharpness, blur, compression parameters, and the exposure characteristics are 
more or less predictable and can be managed by appropriate settings. However, it is 
clear that some trade-off may always be necessary. If the shutter speed is fast, then 
the image might turn out to be underexposed. In order to avoid this, sensitivity (i.e., 
ISO value) should be increased, which, in turn, increases the image noise. All 
aspects must be properly budgeted.

Optical and capturing properties of the camera are also part of this topic. Neither 
a device with a low-quality sensor nor a low-resolution camera lens (with low LW/

Fig. 4.15 Perpendicular (left) and oblique camera axis (right)

Fig. 4.16 Altering resolution on an orthoimage
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PW values) is able to capture adequate images and produce good-quality material. 
Exposure type also affects the image quality: different distortions and disturbances 
occur in case of low light conditions, depending on whether the camera has a 
mechanical shutter, central shutter, or no mechanical shutter at all.

Another important aspect is how the camera builds up the image from raw pixels; 
namely, the recent and popular RGB filter (so-called Bayer filter) systems do not 
forward the colored image directly; rather, they “mix” it through a complex method 
performed by the camera processor (Enyedi et al. 2016).

Another question is the compression method used by the processor; moreover, 
there is the possibility to parameterize or omit the whole compression phase.

In order to have appropriate contrast and brightness, date and time of the imaging 
should be considered well. Theoretically, light conditions are predictable; moreover; 
incident angle of sunrays can be calculated for each time period of any given day; 
however, luminous transmittance of air (e.g., due to clouds, fog, dust, etc.) significantly 
affects the local light conditions and consequently the contrast as well (Fig. 4.17).

Shining and antisolar halo depend upon the angle of incidence of sunrays and can-
not be filtered in all occasion. Therefore, both phenomena have a remarkable influence 
on image quality as they alter values of involved pixels, image by image (Fig. 4.18).

Fig. 4.17 Differences in image contrast in case of cloudy sky (left) and clear sky (right)

Fig. 4.18 Antisolar halo (left) and glittering (right) on water surface
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High-detailed patterns of objects within an image, in reference to a given resolu-
tion, may cause problems not only during image processing, but even during image 
capturing as well. Figure 4.19 represents imagery taken at Hortobágy (Hungary). As 
a result of compression, reeds at the top left part of the area are blurred (1), while 
pasture at the bottom right corner (2) is sharp.

This problem originates from the compression algorithm applied by the camera 
processor: in some cases, it can significantly degrade the resolution within the pat-
tern field.

The issue of overly detailed objects arises during the photogrammetric process-
ing as well. Then, small details become blurred, or the software is unable to identify 
all details on each image during the processing. Typical examples are trees and their 
canopy, which appear jagged even at extremely high resolution. Furthermore, such 
extremely complex structures may also suffer from slight motions due to wind. In 
this case the software calculates an averaged canopy “surface” to provide a gener-
ally acceptable model of it.

Nevertheless, during the leafless winter period, bare branches usually cause 
hardly resolvable anomalies for the processing software which frequently identifies 
the spatial location of these points incorrectly (Fig. 4.20).

Considering the current development of processing software, objects caught in 
motion through an image capture series do not significantly affect the whole image 
processing phase: they are automatically filtered by the softwares. Yet, these can be 
found in a duplicated (or even in a multi-duplicated) form on the end products 
(especially on the orthophoto) with a disturbing effect (especially for quantitative 
analysis) (Fig. 4.20).

Fig. 4.19 Effect of compression in case of different patterns
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When the target surfaces show too regular and homogeneous patterns, the image 
processing is difficult and lumbering even with correct exposure due to the lack of 
enough identifiable matching points. The processing software is not able to align the 
homogenous details, whether to the adjacent image or to a farther one (Fig. 4.21).

In the absence of matching points, the given image (or images) might be omitted 
from the processing, so the overall quality of the orthophotographs and the surface 
model could be compromised. If a very regular surface is to be surveyed, an artifi-
cial matching point network could be established before the flight (Fig. 4.22).

The issue of comprehensive photogrammetric surface modeling of water is still not 
solved yet. It is generally impossible as a result of waving motions and shiny surfaces. 
In this case, a perfectly flat and horizontal surface can be assumed, and then the incor-
rectly calculated surface points can be removed during post- processing (Fig. 4.23).

Fig. 4.20 False identification of bare branches (left), multiplied objects that move during the aerial 
imaging (left)

Fig. 4.21 Images omitted from alignment due to the lack of matching points (red arrows indicate 
the flight path)
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Fig. 4.22 Establishment of matching points on a homogenous surface

Fig. 4.23 Incorrectly calculated surface in case of stream water
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Finally, several other factors may interfere with the imaging. For example, birds 
often fly close to the vehicle (Fig. 4.24), generating false (and altering) points.

4.5  Image Processing

Gergely Szabó – László Bertalan – Norbert Barkóczi

The image processing of close-range photogrammetry basically consists of the 
same steps as the traditional photogrammetry. Once images are oriented and cali-
brated, surface model and orthoimage extraction can be automated (Colomina and 
Molina 2014). However, there are differences between the two methods.

4.5.1  Calculate Lens Distortion

Every type of camera lens (not only the types used in aerial imaging) distorts the 
captured image to some extent. In spite of the excellent optics of traditional metric 
aerial cameras, the quality of the UAV cameras is generally worse: knowing 

Fig. 4.24 Birds, between the UAV and the surface
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properties and parameters of the optics is essential for further processing. In fact, 
the removal of lens distortion from an image is a significant part of UAV 
photogrammetry.

Most software packages handle lens calibration along with image orientation, 
calibration, and alignment (and aerial triangulation as well). Specific software pack-
ages are designed to perform high-quality aerial triangulation (e.g., BINGO). 
Generally, however, 3D software (e.g., Agisoft PhotoScan, Pix4D, etc.) has built-in 
capability to this process (Fig. 4.25). These products examine the optical system of 
the camera and calculate the systematic image deformations automatically or with 
additional extensions/plugins (e.g., Agisoft Lens).

Sharp images and homogenous optical parameters are essential during the flight. 
It is then advisable to avoid excessively complex, zoom lens systems, because vibra-
tion may change the distortion parameters during the flight.

4.5.2  Image Alignment: Aerial Triangulation, Block 
Adjustment

In traditional photogrammetry, photo alignment was executed by placing marks to 
points of interests. These points were identifiable on the stereopair images, and by 
using them (based on parallaxes), the analyst could calculate the relative spatial 
positions of images. Nowadays, high-capacity computers calculate many more 

Fig. 4.25 Images residuals of an action camera (Agisoft PhotoScan)
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marks (even thousands), so-called tie points to align images to each other. During 
this procedure, the software localizes tie points on images by testing their neighbor-
hood, with the purpose of finding the best matching (Fig. 4.26).

In most current software, tie-point detection is embedded into a complex pro-
cess, which includes interior orientation, exterior orientation, and aerial 
triangulation.

In classic interior orientation, the analyst had to place the negative image into a 
local coordinate system and define the fiducials on aerial images. Besides these 
points, the knowledge of camera focus was essential as well. Now it is possible to 
define these data, but in the lack of these information (e.g., in case of a simple digi-
tal camera), the process is automatic, and the software acquires the necessary infor-
mation during the calculation (Jancsó 2010).

The aim of exterior orientation is to locate the processed model in a reference 
system (i.e., projection system). For this purpose, we look for points that can be 
clearly identified in the images. The already mentioned tie points are also suitable 
as control points if they are localizable on the images. Thus, the ground control 
points (GCPs) are independent from the tie points, but a tie point with known exter-
nal coordinates is suitable to play both roles (Fig. 4.27).

Nowadays, in most software, alignment is just one part of a complex process. 
Using a series of overlapping images, the software creates a block to perform aerial 
triangulation (Jancsó 2010). The aim of triangulation is to extract exterior orienta-
tion parameters in relation with image position. Since images were taken from dif-
ferent positions, we can connect each common point on overlapping images with 
one ray (image ray). During air triangulation the software eliminates errors, using 
image rays (block adjustment).

Fig. 4.26 Tie points on two images
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In some modern software, the user has limited possibilities to parameterize the 
process. For example, with Agisoft PhotoScan the user can set some basic parame-
ters for image alignment, such as the maximum number of switch points, the num-
ber of pixels used from photos, etc. After alignment, images are connected to each 
other (if the process was successful). Defining the exterior orientation is possible in 
two ways.

If we have recorded the position of the images (1) and the three rotation angles 
(yaw, pitch, roll) during the flight, these data can be loaded into the software. It is 
necessary to know these data with high precision if we want to get an exact 3D 
model and/or orthoimage. Recently, differential GPS and IMU (inertial measure-
ment unit) data became available for generating highly precise positional and atti-
tude data. If the accuracy of the orthophoto or surface model is not required at 
geodetic level, the data recorded by UAV’s onboard standard GPS and IMU systems 
may be sufficient as well.

Another possible solution is to place GCP targets on the ground before flying. 
The GCPs are pre-marked artificial features that will appear on the aerial photo-
graphs, and their locations are known in relation to a reference system. The overall 
accuracy of GCP coordinate measurement should be within ±10 mm error (d’Oleire- 
Oltmanns et  al. 2012). GCP markers can be different depending on application; 
their size and material vary in a wide range from round plastic shapes to square 
paper targets. In case of difficult terrain conditions, if there is no possibility to install 
permanent points, alternative solutions can be chosen, e.g., airbrush-based cross 
hairs on steep rock surfaces (Fig. 4.28), although there are some software products 
for which certain pattern is to be used for automatic recognition.

The number of GCPs is variable (at least three are required); basically, the more 
points we install, the more stable the exterior orientation will be. In practice, it may 
happen that some of the GCPs end up being not included in the images, or they are 
incorrectly identified, or their position was inaccurately measured in the first place 

Fig. 4.27 Tie points and control points
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(Fig. 4.29). In these cases, they should be omitted from processing and software 
packages allow to do so.

Spatial distribution of GCPs over the area of interest has a significant effect on 
automatic aerial triangulation. Traditional aerial photogrammetry required only 
four or five symmetrically distributed points, but for the recent structure-from- 
motion algorithms, the entire area should be covered by properly installed GCPs. In 

Fig. 4.28 Different types of GCP markers

Fig. 4.29 Example of unidentifiable GCP. Among the molehills in the image, it is almost impos-
sible to localize a white, round control point marker
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order to provide an overall acceptable accuracy of digital orthophotograph or sur-
face model, then the GCP structure is a crucial step of field preparation. According 
to several studies and statistical approaches, it had been stated that the GCP distri-
bution should avoid linear patterns. On natural and plain terrains, a matrix should be 
created to build a nonlinear distribution of control points. In several cases, however, 
this is not possible. In geoscientific investigations, especially in geomorphology, 
various linear landforms exist. If the purpose is to monitor the planform changes of 
these landforms, then GCPs have to correspond to the observed spatial structure, to 
ensure accuracy in those areas. Figure 4.30 represents both possible situations. In 
the example on the left, the purpose was to create a digital orthophotograph of a 
selected area along the Hungarian Sajó River; in the example on the right, the main 
aim was monitoring of intensive lateral bank erosion processes of the meandering 
Sajó River.

Theoretically, for an approximately 1–2 km2 large area of interest, 20–50 GCPs 
are necessary on the field in order to provide a high-accuracy survey. Consequently, 
the GCP installation and survey are a time-consuming part of the UAV mapping 
workflow. At an area of interest with a size of 1–2 km2, this work stage could last 
around 2–3 h or maybe more, if difficult terrain conditions are present. A typical 
case is when GCPs are installed on both sides of a river channel. If there is no bridge 
or ferry, it may be necessary to perform several travels or to split work groups. 
Nevertheless, the duration of GCP setup can be decreased by the establishment of 
permanent control points at the area if the investigation will be performed repeat-
edly. Unfortunately, this is not always possible. For instance, doing so in agricul-
tural parcels may cause disruption to local activities.

Using GCPs, the software generates equations by which each point in the model 
gets real external coordinates. For each GCP we get a root-mean-square error 
(RMSE) that specifies difference among the original positions of the GCP and the 
calculated, equation-based position of the same GCP. It may be more effective to 
omit the GCPs with too high RMSE values, in order to increase the overall accuracy. 
It may also happen that increasing the number of GCPs does not improve the 

Fig. 4.30 Different spatial patterns for GCP distribution
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 accuracy. This can be caused, for example, by an incorrectly surveyed GCP. These 
points should also be omitted.

After GCP localization in a few images, most software products calculate an 
estimated GCP position on the other images as well.

Using all the calculated and defined data, the software calculates the depth infor-
mation of the cameras, and a dense point cloud is created (Fig. 4.31).

The density of the point cloud depends on the user’s input parameters, but there 
is a certain limit that is not advisable to cross. Generally, the number of images, 
their quality, and the processing methods determine the practical density of point 
cloud. The dense point cloud gained from photogrammetry is similar to the LiDAR- 
based point cloud. The greatest difference is that modern LiDAR datasets are mul-
tilayer (due to multiple reflection), while photogrammetry-based point clouds only 
return the topmost level.

Connecting adjacent points of the cloud gives a polygonal surface. A polygonal 
mesh model can then be constructed, to yield a surface. From this, most software 
generate and export a raster surface model (Fig. 4.32).

4.5.3  Working with Point Clouds

As previously mentioned, point clouds can be used to model surface and objects 
located on the surface as well. The photogrammetry-based point cloud (as opposed 
to LiDAR technique) is only suitable for calculating the topmost surface (digital 
surface model, or DSM) which refers to the real surface, with all features located on 
the ground (Fig. 4.33). In many cases DSM is the appropriate database, for example, 

Fig. 4.31 Dense point cloud
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to examine viewshed from a specific location, modeling wind channel effect among 
buildings, or calculate the potential solar energy of the roofs (Szabó et al. 2015).

In other cases, a feature-free model is needed: this is the case, for instance, in 
hydrological calculations or in several types of mapping. The digital elevation 
model (DEM) refers to the elevation of the original terrain, without landcover and 
artificial objects (i.e., vegetation, buildings, etc.).

Extracting a DSM from an image-based survey is not complicated, but it is also 
possible to generate a DEM as well, although its detail is currently below that 
achievable by LiDAR. A widespread processing software, i.e., Agisoft PhotoScan, 
can be used to define a cell size within which the lowest point is searched as the 
potential surface. In the next step, the software examines how this point relates to its 
own environment with regard to height differences and the angle of inclination 
(Agisoft). The result is a DEM, without surface features. From the location of the 
objects, the software removes the points, so the obtained surface is the result of the 

Fig. 4.32 From point cloud to orthoimage

Fig. 4.33 Digital surface model and digital elevation model
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interpolation from the boundaries of the removed objects. Another software, 
CloudCompare, uses the cloth simulation filtering method (Zhang et al. 2016). The 
software reverses the model with objects pointing downward. Then it places a theo-
retical sheet (“cloth”) on the reverse surface. This is defined as “true” relief 
(Fig. 4.34).

The filter separates the points of the ground and the objects. A good example of 
using these methods is a forest area (Fig. 4.35). The forest is suitable for this proce-
dure, even in leafy conditions, if there are smaller or larger areas with no trees. 
During foliage-free period, the process is simpler.

4.6  Drone-Based LiDAR Technology

Zoltán Kovács – Péter Burai – Csaba Lénárt

4.6.1  UAV-Based Laser Scanning (ULS)

Until recently, UAVs were used mainly for photogrammetric purposes. Due to the 
dynamic development of UAV and LiDAR technology in the last years, UAS with 
higher payload capacity and longer endurance, equipped with new, commercially 
available compact LiDAR sensors is capable of acquiring 3D point clouds for civil 
applications including archaeology, open-pit mining, geography, hydrology, and 
forestry. The lower operating altitude of UAV-borne laser scanning, along with the 
ability to hover above a point or the possibility of setting arbitrary flying speed, 
results obviously in higher point density compared to the traditional airborne mea-
surements. On the one hand, the lower operating altitude results in detailed acquired 
data (especially in case of full-waveform LiDAR) due to the smaller laser footprint 
diameter. On the other hand, due to the low operation time of battery-powered 
UAVs, the size of measurable investigation area is significantly decreased compared 
to traditional airborne solutions.

Fig. 4.34 The cloth simulation filtering (CSF) method
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Unlike photogrammetry, LiDAR is able to see through vegetation canopies and 
provides data about the terrain. It proves more useful in modeling narrow objects 
such as transmission lines, pipes, and sharp-edged features. Detailed elevation data 
are mandatory to simulate flood events, and more accurate 3D shapes of the land-
scapes contribute to a deeper understanding of the geomorphological processes. 
Laser scanning in open-pit mining areas is an efficient and cost-effective way to 
collect data for volume calculation and the analysis of stockpiles and sediments 
(Höfle and Rutzinger 2011). LiDAR technology is capable of capturing complex 
objects – in excavations sites or buildings – with high resolution and high accuracy. 
Furthermore, ULS can be used without any direct physical access to the surveyed 
area, so it is safe in archaeology and cultural heritage applications (Amon et  al. 
2015). Full-waveform scanners, in particular, allow for extraordinary insight into 
our environment, e.g., forest structures, by sensing a vertical profile from canopy to 
ground (Pfeifer et al. 2015).

Fig. 4.35 DSM (left) and DEM derived from the point cloud by CSF method (right)
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There are many small compact LiDAR sensors available for UAVs. Riegl VUX- 
1UAV LiDAR sensor (3.5  kg, ~7.7  lbs) has 10  mm survey-grade accuracy with 
measurement rate up to 500,000 measurements per second and 330° field of view 
(FOV). Velodyne LiDAR’s HDL-32E sensor (2 kg, ~4.4 lbs) is able to make 700,000 
points per second within 80–100 m (~262 to ~328 ft) range, with 360° horizontal 
FOV and +10° to −30° vertical FOV.

4.6.2  Airborne Laser Bathymetry (ALB)

The topobathymetric LiDAR is able to capture very high-resolution topographical 
information for shallow water areas and the surrounding littoral zones simultane-
ously. Measuring bathymetry by NIR laser is not possible due to the reflection and 
absorption of the laser light at the water surface. Traditionally, ship equipped with a 
multibeam echo sounder (MBES) system is able to measure high-resolution bathym-
etry, but it does not cover the bathymetry in the shallow water because of ship draft 
limitation (Andersen et al. 2017). The introduction of scanners emitting short and 
narrow laser pulses (pulse duration <=1.5 ns, beam divergence ca. 1 mrad) in the 
green domain of the spectrum (λ = 532 nm) changed the scenario. This wavelength 
is found to be the least attenuating, resulting in the largest penetration depth for the 
laser (Andersen et al. 2017) at a high scan rate of more than 200 kHz (Mandlburger 
et al. 2015). Separating the returns of air-water interface and the water-body floor 
makes it possible to map smaller inland waters (e.g., mountain streams, medium- 
size rivers). The penetration depth in water is limited by the attenuation of the laser 
beam, and one of the biggest operational constraints for topobathymetry LiDAR is 
water clarity. Submerged LiDAR points have to be corrected because of the refrac-
tion of the laser beam at the air-water interface according to Snell’s law. Green and 
NIR LiDAR are often used simultaneously to get returns from the seabed and the 
interface at once. Suspended sediment, water molecules, and dissolved material all 
act on the laser beam by scattering and absorption. The consequence is a substantial 
reduction in power as the signal propagates into the water (Guenther 2011).

At the lower course of the pre-alpine Pielach River near Neubacher (Austria) ALS, 
ULS, and ALB measurements were compared by Mandlburger et al. ALS data was 
collected by an Riegl LMS-Q 1560 dual-channel, full-waveform topographic laser 
scanning system installed onboard a Diamond DA 42 light aircraft flying at 600 m 
(~2,000 ft) above ground level. ULS data capturing was carried out with the Riegl 
VUX-SYS sensor system mounted on a RiCOPTER UAV platform, 50 m (~160 ft) 
above ground level. ALB survey was carried out with the Riegl VQ-880-G topobathy-
metric laser scanner whose flying altitude was 600 m. The point density was the most 
homogeneous in case of ALB due to its water penetration capability, while ALS and 
ULS provide water reflections around the nadir direction. The study demonstrates that 
ULS can complement ALB in alluvial environments due to the ALS and ULS having 
higher point density (ULS with overall 1,100 points/m2) (Mandlburger et al. 2015).
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Chapter 5
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Abstract This chapter will be more practical in nature. It will discuss two fields in 
which UAV-based photogrammetry proves a particularly efficient tool in geographic 
and architectural surveys. We will also reflect on the expectable accuracy of these 
relatively low-cost instruments.
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The first section will present a case study about the accuracy assessment of the 
digital stereophotogrammetry method (5.1). We will then present examples from 
two fields: the first one is architecture (5.2) and the second is flood modeling (5.3).

We give some examples about UAV applications in architecture because 
high- detail surveys focusing on one building are very different from low-detail sur-
veys covering an entire settlement. The former are mostly used by architects and 
civil engineers; the latter belong more to the field of spatial planners and urban 
geographers. Flood modeling is mostly used by geomorphologists and disaster 
management experts and is more connected to physical geography.

These examples might be very different from a purely geographical point of view, 
but they present some methodological similarities. They provide an excellent base 
for comparing the criteria of different survey and flight planning techniques. In the 
case of building-scale architectural survey, the camera looks horizontally, and small 
details – in the order of centimeters or millimeters – must be captured. The output is 
a point cloud which will be later imported into an architectural software.

In the case of settlement-scale survey, the camera is looking at nadir, and 
10–15 cm error is still not a big problem. The output is usually more GIS-related: 
this means that an orthophoto, a raster, or a digital elevation model is the absolute 
minimum. The point cloud is also a possible output which can be used, for example, 
to detect low-detail building models.

If we want to use a UAV for flood modeling, the acquisition method is similar to 
that of a settlement-wide survey: the camera points to the nadir and the covered area 
is relatively large; the main – and possibly only – output, however, is the digital 
terrain model.

The following sections focus on survey and data processing methods – mostly in 
point cloud format. The reader is therefore assumed to have some basic understanding 
of geographic survey and remote sensing in general.

Keywords UAV-based architectural survey • UAV-based topographical survey • 
Level of detail • UAV-based landscape monitoring • UAV-based risk management • 
Flood modeling

5.1  Case Study: Accuracy Assessment of the Digital 
Stereophotogrammetry Method

Norbert Barkóczi – László Bertalan – Gergely Szabó

The stereo digital photogrammetry (Egels and Kasser 2002) method can be used in 
many different areas and by many other disciplines (Linder 2009). Besides the 
lower-altitude flights with smaller UAVs (Tang et al. 2015), high-altitude satellite- 
based digital elevation model (DEM) investigations arise (Radhadevi et al. 2009) 
with potentially high accuracy results (Hobi and Ginzler 2012). The digital stereo- 
image interpretation can be a useful tool for natural hazard assessment (Pacheco 
2003). Other studies published methods about creating point clouds and building 
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3D city models (Zhang et al. 2011). Several accuracy assessments have been carried 
out with different sensors and platforms (Van Leeuwen et al. 2009; Tampubolon and 
Reinhardt 2014).

The reliability and accuracy of the final results depend on several factors. 
Accuracy of DEMs had been compared based on different data sources (Rayburg 
et  al. 2009). Wierzbicki et  al. (2015) investigated how strong influence can the 
weather conditions have on the image quality. Earlier studies examined different 
interval sampling and flight heights (Li 1992). Comparative studies have been pub-
lished before about digital terrain models based on various data models (Li 1994), 
and the uncertainties of DEMs have been defined (Weng 2002). Horizontal and 
vertical error assessment has been carried out before (Tang et al. 2015; Wierzbicki 
et al. 2015); however, in our case study, the difference between software processing 
levels and the air base distance between the images were investigated.

5.1.1  Tools and Study Area

A DJI Phantom 2 quadcopter was used for aerial mapping. The drone captured 414 
images from the area of interest with a GoPro Hero 3+ Black Edition small action 
camera. These kinds of small digital cameras can produce submeter level accuracy 
(Ahmad 2011). The resolution of the images was 12 Mp. The average flight altitude was 
75 m (~246 ft). The interval shooting time of the camera was set to 1 s. The average 
air base distance between the images was 10 m (~32.8 ft). For georeferencing eight 
ground control points (GCPs) were collected and additional 97 checkpoints were 
measured as reference data. The GCPs and the checkpoints were measured with an 
RTK-GPS (Stonex 9 – spatial accuracy ±2 cm). Three pairs of white plates were 
used for the GCP installation and one plate for the checkpoints, as they are all 
clearly visible and observable on the aerial images.

The study area is located in North-Eastern Hungary, near a small village named 
Basko. The average height above mean sea level was between 367 (~1,204 ft) and 
426 m (~1,397 ft). The area is mainly used for grazing, so the average height of the 
vegetation was quite low; therefore, it was optimal for the photogrammetric survey. 
The eight GCPs and the additional checkpoints were distributed evenly in space.

5.1.2  The Photogrammetric Processing

For the photogrammetric processing, AgiSoft PhotoScan software was used (version 
1.2.4). It provides an easy user interface and support lots of input and output data 
formats. After filtering the blurry or unwanted images, PhotoScan can load them 
into a project. The image preprocessing can affect the overall accuracy of the mod-
els (Ballabeni et al. 2015). The GoPro action camera has a wide-angle glass lens; 
however, the software can reduce this distortion effect (called fisheye). If the camera 
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type is set to fisheye, then camera calibrations can be performed. Processing starts 
with the alignment of the photos into a spatial sequence. At this step the software 
calculates the camera positions and builds a sparse point cloud. The software pro-
vides five different quality levels in processing photo alignment and the buildup of 
the dense point cloud. These five parameter levels (“lowest,” “low,” “medium,” 
“high,” “ultrahigh”) control the quality and the accuracy. The pair preselection was 
set to generic to find and detect the objects in the overlapping images. As we go 
from ultrahigh to the lowest accuracy setting, the software decreases the original 
resolution of the aerial photographs and downscales them (ultrahigh, no scaling; 
high, images are downscaled 2 times by each side; medium, downscaled 4 times; 
low, downscaled 8 times; lowest, downscaled 16 times). In this study due to the high 
memory requirements and the long processing time, the ultrahigh processing level 
had been omitted. In order to identify the GCP locations, both automatic and man-
ual procedures are available. //PhotoScan supports guided marker placement, that 
is, a faster and efficient way to locate the GCPs. After the GCPs are located in each 
image and positions have been manually corrected, then these markers can be 
exported to use them in any future investigations. Once the GCPs have been located, 
their coordinates can be imported from a RTK-GPS text file. The file should contain 
the GCP names in it, matching with the GCP names in the PhotoScan, and their X, Y, 
and Z coordinates. The software calculates the relative errors of the GCP placement 
and, after the coordinate system is set, the absolute error of the GCPs as well. It is 
possible to run an optimization process in order to establish more accurate GCP 
locations, especially when accurate GCP coordinates are available. At the stage of 
building the dense point cloud, once again, five processing parameters are available. 
It is recommended to set the depth filtering mode to aggressive for aerial data 
processing. The DSM can be build based on the dense point cloud, and after that the 
orthophoto can be generated based on the DSM. If necessary the model boundaries 
and the model spatial resolution can be changed and be set to specified values. 
A report file can be generated after the photogrammetric processing is finished, and 
it contains the main parameters of the steps, processing level and times, errors, and 
number of the used images. Furthermore, PhotoScan supports batch processing: 
thus, we can set all the steps of the processing phases and create a general workflow. 
This opportunity helps when dealing with large datasets and long processing times. 
Also, the software is capable of running calculations via network-shared resources. 
If more computers connected to each other, then their performances can be used 
together as we create a cluster and configure a server and client computer(s) which 
can reduce the overall processing time.

5.1.3  Evaluations of Results

Different model scenarios were created depending on the applied images. 
Investigation was carried out to reveal how the accuracy of the models will change 
if we change the air base distance. The initial air base distance between two aerial 
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images was 10 m (~32.8 ft). This distance was increased to 20 m (~65.6 ft), 50 m 
(~164  ft), and 100  m (~328  ft) to assess its effect on the models’ accuracy. 
Furthermore, all models were processed with the four software processing param-
eters. In the end 16 different model scenarios were generated (4 different air base 
distance and 4 different processing levels). The observed (checkpoint measured 
with RTK-GPS) and predicted (DSM coordinates) values were extracted from the 
model for further statistical analysis. Descriptive statistics were calculated to evalu-
ate each model version. For the statistical analysis, Past statistics software was used. 
The models were based on different number of images; therefore, the areas of the 
models are different. The processing parameter settings affect the final model size 
too. As expected, the overall error decreases as we increase the processing param-
eter from the 1/16 resolution reduction to 1/2 resolution reduction. In all cases the 
1/16 resolution reduction models (lowest processing parameter) had the highest 
overall errors. The 1/8 resolution reduction models (low processing parameter) had 
lower overall errors, but the 1/4 and 1/2 resolution reduction models had the lowest 
overall errors. Between the 1/4 and 1/2 resolution reduction models, however, there 
was no significant difference.

From the 16 model versions, one model will be presented here in detail. The 
chosen model version had the lowest overall errors. Table 5.1 contains the specifica-
tions of the presented model version. The number of applied images was 414. The 
resolution reduction was set to 1/4 (medium processing parameter). The spatial 
resolution of the DSM was 12.8 cm and 3.2 cm for the orthophotograph. The point 
cloud density was 62 points/m2.

Table 5.2 presents the descriptive statistics of the model. The evaluation of the 
models was carried out with 97 checkpoints. The table contains the horizontal (X, 

Table 5.1 Specifications of the presented model version

Number 
of images

Air 
base 
distance

Size of 
resolution 
reduction

DSM 
resolution 
(cm/pixel)

Ortho 
resolution 
(cm/pixel)

Point cloud 
density 
(points/m2)

Tie 
points

Dense 
cloud 
points

414 10 1/4 12.8 3.2 62 65,496 12,111,335

Table 5.2 Descriptive statistics of the errors in meters

X errors Y errors Z errors

No. of checkpoints 97 97 97
Minimum error 0.002 >0.000 >0.000
Maximum error 0.308 0.434 0.303
Mean 0.106 0.083 0.073
Std. error 0.007 0.008 0.007
Variance 0.004 0.006 0.004
Stand. dev 0.064 0.079 0.065
Median 0.093 0.062 0.059
25 percentile 0.057 0.026 0.026
75 percentile 0.147 0.121 0.100

5 Examples from the Boundaries of Geographic Survey…



132

Y) and the vertical (Z) errors as well. The maximum errors were under 0.5 m in the 
Y direction and close to 0.3 m in X and Z directions. The mean average error (MAE) 
was 0.11 m in the X direction, 0.08 m in the Y direction, and 0.07 in the Z direction. 
The median value was lower than the MAE, as it can been seen in Fig. 5.1. The 
boxplot contains the distribution of the errors in each direction. The X direction has 
the highest median error (0.093 m), and there is a little difference between the Y 
median error (0.062 m) and the Z median error (0.059 m). The Z direction has the 
shortest interquartile distance between 0.1 and 0.026 m, which means that half of 
the vertical errors are in this range. Each direction has outlier values around 0.3 m; 
these values are outside of the 1.5 interquartile range. The standard deviation (SD) 
of the errors is between 0.064 and 0.079 m.

The spatial distribution of the GCPs and the checkpoints are presented in Fig. 5.2. 
The checkpoints were distributed equally in the study area just like the eight GCPs. 
The base map is the generated orthophotograph of the area. The size of the errors is 
presented with column bars. The red bars refers to the X errors, the green bars refers 
to the Y errors, while the blue ones for the Z direction errors. The most common 
column is the red, with X direction errors, although the highest error belongs to Y 
errors at the north side of the study area. At the center of the study area, the errors 
are lower than the errors at the north and southeast.

The optimal model version had an average 0.095 m horizontal error and 0.073 m 
vertical error. Although basically the lower resolution reduction means lower over-
all error, it is not necessarily desirable to raise the data processing parameter at the 
highest level. Furthermore, if enough image was captured during the flight, then it 
is possible to filter the photos and reduce the overlap, as the same accuracy still can 
be achieved, while the processing time can be greatly reduced. Generally the higher 
processing parameter results in higher accuracy, but there is not a significant differ-

Fig. 5.1 Boxplot of the X, 
Y, and Z errors in meters
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ence between them, only in the processing time. However, the lowest parameter 
(1/16 resolution reduction) is only worth for a review phase.

Similar results in research articles and study cases were published in the topic. 
Barry and Coakley (2013) measured the field accuracy of this method with a use of 

Fig. 5.2 The size of the errors at 97 checkpoints
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45 checkpoints and had a 0.023 m horizontal and 0.035 m vertical RMSE. Ahmad 
achieved a 0.623  m overall RMSE accuracy with similar small format action 
camera. Zhang et  al. achieved a 0.027 m accuracy in X direction, 0.021 m in Y 
direction, and 0.08 m in Z direction without additional parameters using 80% end-
lap and 50% sidelap overlapping. Wierzbicki et  al. (2015) compared different 
weather conditions and got an overall 0.11 m RMS error. These papers and our case 
study show that these systems and software can create reliable and accurate digital 
surface models and orthophotographs. The quick deployment and repeatability of 
these tools provide a useful system to researchers and entrepreneurs too.

5.2  Photogrammetric UAV Surveys in Architecture

Márton Deák – Szabolcs Kari – Judit Csenge Vizi – Márk Zagorácz – András Sik 
– Miklós Riedel

There are many cases where we can use a UAV in the field of architectural survey. 
A drone can be a supplement to other methods (such as laser scanners), but it is also 
possible that the whole survey is carried out by using a drone.

Our target can be a single building in high detail (Achille et al. 2015; Deák et al. 
2017) and a whole town in low detail as well – essentially dividing the field of 
architecture into two subfields in this case: “building architecture” and “settlement 
architecture.” At the individual building level, UAVs are basically a cheap and yet 
useful alternative for other mostly ground-based point cloud generating methods. 
These include terrestrial laser scanners (TLS) or mobile laser scanners (MLS). 
However, if the goal is to survey areas larger than about 2  km2, a UAV with 
integrated cameras becomes a very good and affordable alternative to manned aircraft 
with high- resolution cameras.

In the following section, we will provide examples of both approaches, focusing on 
the mission planning and data processing steps. Aerial work described in Sect. 5.1 was 
performed by use of a DJI Phantom 2, that in Sects. 5.2 and 5.3 by a DJI Phantom 4 
(Fig. 5.3). Processing was done by AgiSoft PhotoScan software.

Nevertheless, before rushing forward to the examples, it is worth spending a few 
words to clarify the basics of architectural survey and to emphasize that before any 
work can be started, a very careful planning is needed.

Since – as mentioned before – buildings can be modeled in high and low detail, 
we have to choose what we want. If we capture the target object in an unnecessar-
ily high detail (e.g., the façade details in a building as part of a whole-city model), 
we have to expect a lot of extra processing time. Data storage may also become a 
serious issue. On the other hand, if we do not take into account the artistic details 
of an important building, we might have to go back and do the whole work all over 
again.

To avoid these complications, the following matters must be addressed: are 
details required in the output? If so, in what degree? How much data processing and 
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Fig. 5.3 DJI Phantom 4 UAV

storage capacity do we have? Which one is more important – details or the survey 
of a large area?

In order to efficiently answer these questions, we have to review a very important 
theme in architecture: the problem of different level of details (LoDs) and what can 
we expect from a UAV-based survey.

5.2.1  Level of Detail

Before every survey there has to be a planning phase where the exact details of the 
output are defined. To simplify this, architects around the world are working on LoD 
definitions, which are used for building modeling (Kari et al. 2016; Biljecki 2017, 
BIMforum 2016, Zagorácz et al. 2016). There are different approaches on how to 
classify a building and what detail means. It can be detail of information (in that 
case it is mostly called LoI as Level of Information), Level of Geometry (LoG), or 
combining them as Level of Development (LOD with capital letters). In this chapter 
we will use Level of Development strictly as a synonym to Level of Geometry.

The goal of predefined detail levels is simple. If one creates “LoD 2” data (be it 
a company, a research institute, or anybody else), they are incidentally stating many 
other information as well. The users will know what they can expect from the data 
and what data can or cannot be used for.

There are different types of classification. Architects designing buildings usually 
use “100-scale” LoD definitions, giving a certain “LoD” level for every building 
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element. It is important to note that it does not have to be the same level – a wall can 
be LoD 200, while an electric system could be LoD 400 (Volk et al. 2014).

The concept is somewhat the same if a plurality of buildings, forming a city, is 
considered. Just like an individual building, which includes different elements, a 
city consists of buildings. Different elements in a single building can be on different 
LoD levels, so buildings in a city model may be considered the same way.

Building LoD levels according to current professional conventions are marked 
from 0 to 4, meaning the following (Fig. 5.4):

 – LoD 0: only the footprint of a building
 – LoD 1: footprint extruded with the highest point of a building (effectively giving 

a cuboid)
 – LoD 2: the plane of the walls and roofs – this is a simple building envelope
 – LoD 3: façade details on each wall (doors, windows, balconies, and other 

objects) – effectively a detailed building envelope
 – LoD 4: LoD 3 + details of inner objects (walls, rooms)

Creating a LoD 4 model by the mere use of UAVs might be very difficult, since 
indoor flight and survey is not practical for this purpose.

However from LoD 0 to LoD 3 UAV-based survey, it is very much possible.
Creating models is also not equally easy. This might surprise some, but given 

the way automation goes, creating a LoD 0 model (i.e., detecting the footprints) is 

Fig. 5.4 LoD level definitions
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Fig. 5.5 The surveyed building

a rather tough task. Telling the difference between a building and another object 
(e.g., a tree, a car, a statue, or a rock) is not easy by looking at UAV-derived data. 
In most cases, we have to rely on human intuition. For any other automatically 
generated LoD models, LoD 0 is the base.

The next steps might be a bit complicated. The two cases below are examples of 
the creation of a LoD 3 model for an individual building, at expectable accuracy 
values, and the LoD 2 model of a larger area supplemented with other data.

5.2.2  Building Scale Survey: Accuracy Assessment

We tried to compare different building survey methods – focusing on the façades in 
this case. The study was based on the former Lágymányosi Tobacco Factory (which 
currently houses Lechner Knowledge Center – Fig. 5.5). In 2016 a survey of the 
building was started in order to preserve the architectural values of the building.

The survey was made using traditional methods such as measuring tape and laser 
rangefinder, supplemented by photographic documentation. We did a nondestructive 
survey on the building so the exploration of structural layers has not been done 
yet – and in this case, it is not needed as well (Figs. 5.6 and 5.7). However the valuable 
details were accurately assessed and documented for possible future  renovations. 
The survey design documentation includes floor plans for each level, typical sections 
of the building, detailed drawings of the different façades, and also the schedule 
(a detailed list of specification of an architectural object type – for example, a window – 
which describes every property and additional info) of doors and windows.

In this case accuracy might be the big question: what advantages (if any) does UAV 
survey hold against other methods? In order to ascertain this, we also surveyed approxi-
mately 123 m2 large façade using other methods as well (Fig. 5.8). We created two 
point clouds – one was obtained by a Leica P30 terrestrial laser scanner (TLS) and the 
other was the UAV photogrammetry-derived point cloud. The DJI Phantom 4 UAV 
captured 107 images, flying parallel to the façade for this purpose (Fig. 5.9).
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Fig. 5.6 Render of the LoD 3 building model used for comparison

Fig. 5.7 Section of the hand surveyed LoD 4 model

N. Barkóczi et al.



Fig. 5.8 Drawing of the façade used for comparison

Fig. 5.9 The two instruments used for point cloud creation
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For the achievement of high accuracy and point density, both vertical and hori-
zontal overlaps between images were set to 80%. Flying distance from the façade 
was no more than 10 m, which is the closest the UAV could go without its obstacle 
avoidance system kicking in. On average, the same point was present in at least 4 
images, but at most in 15. There were obviously exceptions – mostly at the edges – 
where the overlap was less than four images or when there was no overlap at all. 
Overall, the result was a very robust point cloud which was absolutely usable for 
architectural standards. However we also wanted to check the accuracy of the two 
methods (laser scanning and UAV-based photogrammetric survey) in comparison to 
the laser rangefinder-made building model.

As reference, a part of the southern façade was chosen, since there are many 
building elements such as corners, stairs, rails, doors, and windows. It is important 
to note that all comparisons are made with the model’s idealized forms, meaning 
reality may be different, e.g., a wall surface is not completely flat or a corner is not 
exactly 90°-aligned.

The aim of the study was to determine if remote sensing methods (laser scanning 
and photogrammetry) produce similar results as a manual survey – and if not how 
different they are. We calculated the statistical descriptive parameters of the clouds 
and performed a detailed study on some building elements. This shows how accu-
rate a UAV-based survey is and where is it better (or worse) than other methods. 
The idea in general is not new (Boehler and Marbs 2004; Grussenmeyer et al. 2008; 
Fritz et al. 2013), but its application in architecture is still not a widely covered field. 
We believe that this work might hold much new information for UAV pilots and 
architects alike.

Before any comparison is done, we have to lay down some foundations. If we 
compare two point clouds from an architectural perspective, the most important 
information is not the distance between the point clouds but also the difference in 
the derivable parameters. In other words, if we draw a building element (e.g., a 
window) based on two different data sources, the relevant thing is how differently it 
will be detected by either one. If the difference between the point cloud and the 
model is Δ, then the measured size of any building element (e.g., a window) using 
two different data sources cannot exceed 2Δ. However, in this case we should 
assume that the point cloud at the windows at short distances (within a window 
width) is mistaken in two opposite directions with maximum Δ value. The probabil-
ity of this event almost equals to 0 due to the technical parameters of the instruments 
and procedures. From now on, then, we will assume that the overall accuracy of the 
point cloud is robust enough to allow for the comparison and the standard deviation 
in case if one building element does not exceed the value of the whole data.

In this case the UAV survey produced a more detailed result than the model 
which did not include some elements of the building that appeared on the point 
cloud (e.g., a hook for holding wires or a pipe). They were “hanging” from the 
model to about 30 cm, which was a strong influence on the maximum distance mea-
sured from the point cloud. They also affected the mean and the standard deviation 
values, but since the relative point number of these “non-modeled” elements is very 
small (0.2%), we considered its impact as nonsignificant.
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In the study we have calculated different statistical indicators, which can be inter-
preted on their own or can only be understood in relation to the reference. These are the 
point density (points/m2 – i.e., the average number of points per m2) and the descriptive 
statistics of the distance between each point in relation to the model (e.g., minimum, 
maximum, average and standard deviation) (Fig. 5.10 and Table 5.3).

Before the evaluation, both point clouds were accurately georeferenced and 
noise-filtered. It is also important to note that in the case of Leica P30, the point 
density depended on the distance between the instrument and the scanned object 
(i.e., the façade), so this value does not describe the characteristics of the instru-
ment, but only the current sample. In this case, the distance between the building 
and the UAV was 10 m, while in the case of laser scanning, it was 50 m.

The photogrammetric point cloud was considerably more detailed. Even the 
pattern of powder plaster can be seen. The average distance between the model and 
the cloud was below 1 cm which makes it absolutely usable for high-detail surveys, 
e.g., for monumental buildings and statues. The Leica P30 was able produce similar 
results as well; however, it still represented the model less accurately than the 
photogrammetric survey. It is worth noting that the effective surveying speed of these 
two devices is not the same. The survey may take a few minutes with the Leica scanner, 
while surveying and data processing using a photogrammetric device, in this case a 
UAV, may be considerably more time-consuming.

Since numbers can hide certain errors, in addition to the statistical comparison, 
we also examined the individual building elements. A typical issue of the photo-
grammetric dataset was that the flat wall surfaces were well covered, but it produced 
more rough results at the corners. The difference is most noticeable in the case of 
vertical rods of iron railing where the static scanner provided a much more detailed 

Fig. 5.10 An example of the comparison between the model and the point clouds

Table 5.3 Statistical 
parameters of the distance 
between the two point clouds 
and the model

Leica 
P30

DJI 
Phantom 4

Minimum (cm) 0 0
Maximum (cm) 25.630 28.498
Average (cm) 0.865 0.640
Standard deviation (cm) 2.361 2.127
Point density on the façade (p/m2) 1,625 51,723
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data, but in case of the photogrammetric point cloud, many iron rods of the railing 
appeared as one object (Figs. 5.11 and 5.12).

This does not mean that UAV-derived photogrammetric data would be useless. 
In fact, it was more precise and accurate in several cases. Nevertheless, the user 
should take these errors into the proper account. Our conclusion is that a UAV-based 
photogrammetric point cloud might be more accurate in general, but in case of small 
details, it fails against the terrestrial laser scanners.

Therefore we think it is recommended to supplement static scanning measurements 
by a UAV photogrammetric survey.

5.2.3  Building Scale Survey: A Demonstrational Survey

While the achievement of high accuracy is possible – as seen above – it might take 
a lot of work. In the previous case, 107 photos for a 123 m2 large façade were taken, 
meaning a whole building can be covered at least with 3,000–4,000 images 
(depending on the details as well). In the next example, we created two models. 
Our goal was not architectural survey (at least not in the documenting and planning 
sense) but 3D data demonstration.

Fig. 5.11 Difference of the two point clouds in case of the railing

Fig. 5.12 The difference of some building elements
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Knowing the exact expectable accuracy parameters of the output point cloud, we 
selected another, absolutely monumental building with a lot of detail on the façade. 
We chose the central building of the Hungarian Academy of Sciences (HAS) which 
was inaugurated in 1865 and is one of the prominent landmarks in Budapest 
(Fig. 5.13).

During this work we created two different models. One is a textured mesh 
(Fig. 5.14) and the other is a detailed point cloud of the main façade (Figs. 5.15 
and 5.16).1 The mesh is made solely for demonstrational purposes – to show the 
building to those who can’t see it in person or to look at it from angles which are 
 physically not possible to obtain. The point cloud however had a different purpose. 
In case the artistic details of the statues or the building needed to be renovated or 
presented in detail to the public, this data might prove to be invaluable.

Meshing and model creation are somewhat out of the scope book. Still, we believe 
it is essential to emphasize what we couldn’t do without a drone. A survey – either by 
photogrammetry or laser scanning – is absolutely possible without a drone. We can 
use terrestrial instruments to create 3D models – and from a defined point of view, 
the difference won’t be even that much relevant. However we have to consider that a 

1 The detailed point cloud of the central building of the Hungarian Academy of Sciences can be 
reached here: http://webmap.lechnerkozpont.hu/webappbuilder/apps/MTA2/.

Fig. 5.13 Central building of the Hungarian Academy of Sciences
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Fig. 5.16 A detailed view of the point cloud

Fig. 5.14 Low-resolution model of the HAS central building

Fig. 5.15 3D point cloud of the main façade
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UAV can fly in façade at all levels, taking perpendicular images even from the high-
est parts of the building. When looking from the ground, a lot of details are hidden, 
obscured by ledges or other elements. If we can collect photogrammetric data from 
above, these covered areas tend to disappear.

In some cases detailed surveying needed to be done. A TLS cannot collect high 
enough point density to be able to model such parts as the Corinthian columns and 
statues  – these elements are often scanned using photogrammetry during every 
 survey. In this case however the statues are on a high level on the façade which 
basically denies us the application of any handheld photogrammetric instruments. 
Therefore only a UAV could fly close enough to these parts and take the photos 
needed for processing.

In conclusion, we strongly advise that high-detail survey of façades should 
always be supplemented by UAV survey.

5.2.4  City-Scale Survey

At first sight, a town-scale project might not be ideal for a UAV.  This is wrong 
impression, though. Due to their low cost, UAVs can be competitive in this field and 
might replace some aerial surveys carried out by small airplanes.

One example is surveying project of the Hungarian town of Tállya. We con-
ducted a survey producing a point cloud (Figs. 5.17 and 5.18), a DEM (Fig. 5.19), 
an orthophoto (Fig. 5.20), and LoD 2 building models (Fig. 5.21). The town itself is 

Fig. 5.17 Point cloud of the inner city of Tállya
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Fig. 5.19 An example of the DSM

Fig. 5.18 A more detailed view of the point cloud

relatively small (the built-up area is 1,5 km2) and the population of Tállya is 1892 as 
of 2015 (TeIR-KSH).

This is maybe the largest area we can survey using a small UAV like the Phantom 
4. Processing the vast amount of data (around 5,000 images were captured) might 
be too much for a personal computer or even for a modern workstation. Processing 
time can take up to 400 h (pure computing time) on a computer with 16GB RAM, 
i7–4770 CPU, and an NVIDIA Quadro K2000 GPU with 10GB VRAM. It is a very 
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Fig. 5.20 Digitized building footprints on the orthophoto

Fig. 5.21 LOD2 building models

time-consuming task, and it also requires serious financial investments regarding 
the IT infrastructure (Verhoeven 2011; Turner et al. 2014).

The primary purpose of the survey was to produce digital data for the local gov-
ernment of Tállya, who could use it for administrative, spatial planning, and general 
municipal tasks. These data can be useful inputs during tasks such as building control 
procedures, mapping, and planning workflows. A UAV-derived orthophoto allows 
us to create a current, accurate, and detailed dataset. It displays the status of public 
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objects (such as street furniture) based on the exact coordinate position of the artifi-
cial environment.

To create an orthophoto, we need to create a 3D model first (DEM for a traditional 
orthophoto, DSM for a true ortho). The first step was to evaluate 3D images. 
We produced the point cloud of the settlement by the aforementioned AgiSoft 
PhotoScan Software. To reduce run time, not all steps have been taken with the 
highest precision settings. For accurate orthophotos, it was necessary to conduct the 
most accurate possible camera calibration, but in order to reduce time “dense match-
ing,” it was only done in medium quality.

The area was covered during 12 flights (1 flight is 1 battery duration) and the 
height of each flights was 100 m above ground level. The output resolution of the 
DEM became 7.6 cm/px, while the orthophoto was 4.5 cm/px. The resulting 3D 
point cloud was used later for LoD 2 modeling, as in the side walls and planes were 
partly detected manually and partly automatically. As we already mentioned above, 
extracting building footprints is a generally time-consuming manual process. In this 
case we used the output orthophoto to digitize them.

For ground classification we used the Statistical Cloth Filter algorithm (Zhang 
et al. 2016), so we could interpolate solid, raster models – to be exact digital terrain 
model (DTM) using only the ground points and Digital Surface Model using all of 
the points. We then subtracted the DTM from the DSM, effectively creating a 
normalized digital surface model (nDSM). The nDSM values inside the building 
footprint basically gave us the LoD 2 building envelopes. Later on, this data can be 
suitable for facility management, 3D visualization analysis, or other purposes.

5.3  Challenges of Flood Management

Balázs Kohán – János Mészáros – Márton Deák – Zoltán Szalai – Orsolya Szabó 
– Balázs Nagy

UAV surveys can help to better understand floods in their different phenomenal 
causes and characters. Floods may be triggered by extreme precipitation events, and 
their effects are also dependent on environmental context. Settlements and properties 
can be seriously endangered by inland inundations, flash floods in hilly or mountain-
ous areas. Adequate protection against this kind of environmental risk can be achieved 
only by the implementation of appropriate decision preparation and decision support 
methods. The development of those implies, on the one hand, the availability of 
accurate preventive survey systems; on the other hand, it requires the possibility of 
frequently reiterating observations through sufficiently affordable tools.

National risk mapping programs were carried out in Hungary by the General 
Directorate of Water Management and by NAGIS (National Adaptation 
Geoinformation System); they brought the creation of a database. The expectation 
is that such information would prove suitable for supporting decision-making. 
However, both the aforementioned projects are based on low-resolution data (e.g., 

N. Barkóczi et al.



149

relief models); thus, they cannot be effectively used in high-resolution risk analysis, 
at individual property level.

According to the results of the latest model-based forecasts, toward the end of the 
twenty-first century, the Carpathian Basin will probably be affected by precipitation 
conditions that are even more extreme than those of today. According to the estimations, 
summers will be characterized by longer dry periods (Pongrácz et al. 2014), while pre-
cipitations exceeding 20 mms will occur more scarcely, but in a more intensive way. The 
intensity of the precipitation will expectedly increase with each season. In the winter and 
fall seasons, the frequency and intensity of the extreme precipitation events will increase 
(Bartholy et al. 2015); thus, more and more flood waves can be expected.

As far as we know, up to this date, there has not been any underpinning research 
carried out with the purpose of developing a cheap model to analyze floods and 
inland inundations using UAV devices.

In Hungary the researchers of the University of Debrecen have developed out relief 
models using drones (Szabó and Mecser 2014), in order to monitor the changes in the 
riverbed of the Sajó river (Bertalan and Szabó 2015) or to determine the ideal position 
of solar cells (Szabó et  al. 2015). We can also find international examples, which 
describe well the methodology in general (Koutsoudis et  al. 2013). Other water-
related applications can cover the field of geomorphological erosion – which is also a 
factor to be considered in the event of flooding (Mészáros et al. 2016).

The goal was to be achieved almost solely using a DJI Phantom 2 UAV, with a 
GoPro Hero 3+ Silver edition camera, capable of taking 10 MPx images.

Toward flood prevention, it is essential to be able to foresee the movement of water 
on floodplains, the potential dimension of the flood, and the flood-related risk.

This type of knowledge requires a more detailed information and awareness 
about the topography of floodplains and the spatial connections among them, the 
floodless areas and the riverbeds.

The needed information can be obtained by means of surveys and analyses so that 
the potential flood path and the flood extension can be appropriately identified.

Such work requires a fast, precise, flexible, and cost-effective set of tools and 
techniques, whose deployment can be repeated as needed in order to obtain updated 
information.

In the areas of inhabited embanked floodplains, the increasing flood levels are 
especially problematic if floodplains and floodless areas (e.g., river terraces) are not 
sufficiently separated. These areas are often connected to each other with small dif-
ferences in altitude of the different levels, and the relief has become even due to 
artificial soil recharge and artificial soil alignment. Floodplains and the surround-
ings, furthermore, have often become built environments. The situation is aggra-
vated by the floodplain filling caused by the repeated floods. Thus the potentially 
flooded areas cannot be defined by the traditional use of maps or by the analysis of 
aerial photos or space images or by field visits or by the measurement of different 
points of the area. The solution lies in the full coverage, high-resolution mapping of 
the floodplain areas and the adjacent floodless areas, based on which inundation 
models can be developed. Models allow to predict, at individual property level, the 
extent of inundations caused by current floodplain configuration. Since the relief of 
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the floodplains is modified by each flood, we should choose a method that besides 
its needed accuracy can be repeated after each flood period.

This way, the long-term assessment of inundation phenomena can be carried out: 
the protection against floods becomes more efficient and the installation of the pre-
ventive measures is possible. We wanted to analyze an area of 2–3 km2, by develop-
ing a relief model of a 2–3 cm accuracy. This was to be based on photos taken by a 
camera-equipped UAV from approximately 80 m a.g.l. The survey provided for an 
adequate basis to prepare the inundation analysis and the flood forecasts. It can even 
be used to create a flood emergency plan. The method can also be used if an inland 
inundation simulation is needed.

The goals of the research project were as follows:

• Simulation of floodplain and inland inundations using a newly created relief 
model and taking into consideration the level of river waters

• Detection of the path of all floods which could endanger populated areas, evaluating 
the inundations in populated areas, taking into consideration the water levels

• Definition the water depths associated with flood inundations in the populated 
areas:

 – Creation of a fast, cost-efficient methodology to be widely used
 – Test of such methodology based on previously occurred, well-documented 

inundations

Fig. 5.22 The study area
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The study area is the Verőce region, lying in the Danube Blend, on the left bank 
of the Danube. East to Verőce settlement lies the 2 km long Duna-mező (Duna field) 
floodplain (Fig. 5.22).

The northern border of the floodplain is the 6–10 m high railway embankment. 
On the southern border of the floodplain, lying close to the Danube, is road no. 12, 
which was inundated several times in the recent past (2002, 2006, 2010, 2013). 
The road and its foundation is not an embankment: it does not function as a dyke for 
the flooded Danube. Moreover it is officially considered and marked as a road with 
increased flood risk (our floodplain inundation simulation model does not comprise 
road no. 12, as the study area lies north to this road) (Fig. 5.23).

If we want to analyze an area of 2–3 km2; the most cost-efficient method is to 
create a relief model based on the photogrammetric analysis of a photos taken by a 
camera-equipped UAV. The aim of this method is to process images taken from dif-
ferent angles to reconstruct the shape of shown object by using the parallax differ-
ence between them. Using this method we created the photogrammetric point cloud 
of the area, classified the data, and created a DEM for further analysis.

The point cloud was transformed to EOV/HD72 projected coordinate system using 
ground control points so that it could be processed in a GIS environment. In order to 
achieve this, easily distinguishable components of the terrain were identified (the cor-
ner of the fence, a light pole, edge of the railway embankment, etc.) and then the 3D 
coordinates of the aforementioned GCP system were recorded using an RTK-GPS.

A further step of the data processing is to identify and remove the errors occur-
ring in the point cloud. This was to be carried out using the Statistical Outlier Filter 
algorithm of the freely accessible CloudCompare software. The relief model was 
created by the interpolation of the reduced point cloud using the Inverse Distance 
Weighting algorithm. The further hydrologic analysis and the representation of the 

Fig. 5.23 Maximum water level in 2013 (June) in the Duna-mező (Image: Selmeczi Kovács Ádám)
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Fig. 5.25 The extent of the flooding at water level of 106 m AMSL

Fig. 5.24 The extent of the flooding at water level of 105 m AMSL
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flood levels could be carried out either by ArcGIS 10.3 or by the freely accessible 
Quantum GIS. We also created an orthophoto to help us interpreting the inundation 
levels (Figs. 5.24, 5.25, and 5.26).

As Verőce does not have an official measuring station, the flood levels were 
deducted using the data provided by the measuring stations of Nagymaros and Vác. 
The highest flood level in 2013 was 751 cm at Nagymaros and 804 cm at Vác, which 
in absolute above sea level means 106,94 AMSL and 106,16 AMSL flood level. 
The linear interpolation estimation using these two values resulted in approximately 
106,6 AMSL at Verőce. The calibration of the model was carried out using the aerial 
photographs taken at the peak of the flood from 2013.

The pictures show the real and the estimated flooding areas basically cover each 
other. When the maximal flooding was analyzed, we could see that the real flood-
ing and the estimated flooding corresponded at an individual property level. Maps 
were created to illustrate the different flood levels and flooding animations were 
carried out. Flooding depths were estimated by subtracting the surface that resulted 
from the photogrammetric processing from the existing water level height data 
(Fig. 5.27).

According to the results of our estimation, the water level of the Danube has to 
be 102.24 m high AMSL so that water would appear at the lowest point of the Duna- 
mező. At this level at the measuring point at Nagymaros, the water level was around 
311 cm (±5 cm). At an absolute water level of 105 m, the flooding reaches the first 

Fig. 5.26 The extent of the flooding at water level of 106.6 m AMSL
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house of the settlement and water appears in the basements of the low-lying houses 
of the eastern part of the village. At 105,74 AMSL, the water reaches the houses of 
the first street, the Dunasor. At 106 AMSL the gardens of the low-lying properties at 
the edge of the settlement are under water. If the water level would increase with 
20 cm, the flooding reaches the middle of the street and water appears in the second 
street of the settlement (Váci Mihály Street) too.
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