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Preface

The focus of this book is the area of the Web of Things (WoT), which has wit-
nessed revolutionary advancements in the last few months. Web of Things 
defines different approaches, programming tools and architectural styles 
that connect computationally effective real-world objects, i.e. IoT with the 
World Wide Web. In other words, much as an application layer is to the net-
work layer of the internet, the Web of Things is an application layer that helps 
in the simplification of the creation of applications of the Internet of Things 
(IoT). The Web of Things does not relate to new standards, but rather re-uses 
existing well-known web standards, viz. the semantic web (e.g. microdata, 
JSON-LD, etc.), the social web (e.g. social networks or OAuth), the real-time 
web (e.g. WebSockets) and the programmable web (e.g. JSON, REST, HTTP). 
The concept of the Web of Things itself is evolving and currently a lot of 
work is being done in this field. The developments in this sector impact our 
lives in our homes, workplace and our way of working, studying, transact-
ing and entertaining.

In the near future, WoT is likely to be applied in a wide range of fields, 
such as environmental monitoring, healthcare, transportation, smart cities, 
smart homes, urban planning, infrastructure monitoring and agriculture. 
Collective development in the fields of ubiquitous computing, social net-
works, cyber security, digital, social and physical framework circle assembly 
is also likely to be a major area of research. This book is organized into 11 
chapters, each focusing on a unique facet of wireless technological aspects 
of the Web of Things, and it aims to comprehensively cover its various 
applications.

Chapter 1 notes the promising opportunity that has been provided by Web 
of Things (WoT) for building powerful applications and systems using radio-
frequency identification (RFID), mobile, wireless and sensor devices. It cov-
ers a large number of applications based on WoT architectures that have been 
developed in recent years. The main purpose of this chapter is to understand 
how WoT technology works. It also reviews the key technologies, WoT pro-
tocols and WoT applications in different areas. In the end, it summarizes the 
complete WoT system.

Chapter 2 offers an insight into the history of the Web of Things and 
delay of networks. This chapter focuses on how the Web of Things is the 
actual implementation of the internet web concept (the World Wide Web). It 
highlights a myriad of applications of delay-tolerant networks (DTNs) that 
experience the mobility issues of lack of continuous links between the nodes 
and transient topology. This includes, but is not limited to, wildlife tracking 
networks, monitoring scientific and hazard events, and providing comms 
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systems and data transfer facilities to remote rural sites, underwater net-
works and interplanetary networking (IPN). The chapter also addresses a 
multitude of DTN routing strategies that tackle the provision of transporting 
and steering bundles from source node to target.

Chapter 3 sheds light on the advancements in modern wireless commu-
nications that enhance internet access to a connected network (IoT), which 
in turn explores the data from IoT with a connectivity service and applica-
tions through Web of Things (WoT). It also discusses the major role WoT 
occupies in smart city development. It focuses on the factors that make WoT 
challenging and how the researchers are attracted toward handling these 
challenges. Apart from various smart infrastructure, the chapter explains 
how smart energy management is a good alternative to developing a smart 
city. The chapter also proposes the integration of WoT in smart buildings for 
energy management using a deep learning dashboard for decision-making 
from sensor data.

The concern of Chapter 4 is epileptic seizures which are sudden changes 
in human behavior due to abnormal electrical activity in the human brain, 
which leads to uncontrollable human bodily activity. This chapter empha-
sizes various state-of-the-art techniques that have been proposed by vari-
ous research groups based on electroencephalogram (EEG) signals’ feature 
extraction, followed by classification. This chapter is mainly based on the 
design and development of a non-invasive method to predict, classify and 
detect epileptic seizures. Moreover, it uses wireless technology that will be 
paired with external control devices. The outcome of this chapter will pro-
vide a real-time alert system for monitoring epileptic seizure prediction and 
detection, which will be beneficial to society.

Chapter 5 focuses on the frequency spectrum, which is considered to be 
the most pivotal, yet limited, natural resources. It also introduces the rapid 
utilization of wireless technology in communications. The chapter presents 
advanced applications, including multimedia communication, telemedicine, 
smart spaces, smart cities and many more. In addition, it explains how cogni-
tive radio technology is better than the present mobile communication tech-
nology. It is also based on the benefits of cognitive radio networks (CRNs). 

Chapter 6 emphasizes notable factual attempts that have been utilized in 
the build-out of statistical methods which could provide potent and efficient 
botnet detection, prevention and mitigation. It highlights network traffic, 
which is the key principle for discovering botnet existence and many ultra-
modern pathways that use machine learning methodologies and techniques 
for discovering malicious traffic. The chapter presents a brief study of bot-
nets’ life cycles and modern detection methods for identifying botnet net-
work traffic.

Chapter 7 covers an intelligent solution to tackle critical issues, such as 
healthcare, energy management, transportation and infrastructure. It dis-
cusses the importance of the Internet of Things in tackling these challenges 
through automation, networking and sensing and proper data analysis. It 
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explains new technologies and connected data sensors using wireless or 
wired communication, which are utilized by smart cities. The chapter is 
devoted to technologies like artificial intelligence, R programming, Python 
and machine language which is capable of helping the network in processing 
the information received from the connected gadgets.  Moreover, it presents 
the major use case of a smart city being smart transportation systems, smart 
parking, smart building monitoring, smart agriculture, smart waste man-
agement and smart security systems.

The objective of Chapter 8 is to present the involvement of the Web of 
Things in retail management. It offers a discussion of new technologies 
related to the retail industry, which provides better services to customers 
and retailers. It introduces some of the benefits enjoyed by retailers as a 
result of WoT. There is also a focus on proficient technologies provided by 
WoT to access, store, share and investigate a massive amount of data which 
is quickly generated on a daily basis. Contributions of WoT in supply chain 
and logistics in retail management are discussed here as well. The chapter is 
based on the security issues that the WoT-enabled retail industry is currently 
facing. The chapter presents the concept of the Web of Things as it relates to 
infrastructure, its applications and challenges in retail management.

Chapter 9 describes the necessity of the banking sector for the socio-eco-
nomic growth of any country. It introduces the challenges associated with 
the banking sector by the GAFAs (Google, Apple, Facebook and Amazon) 
and by the companies offering/developing various pieces of financial soft-
ware. It offers a brief introduction to the fundamental task of any banking 
sector in an economy. The chapter sheds light on the principles of WoT to 
automate some tasks which were initially tedious for humans to do effi-
ciently. It describes the potential of WoT to completely modify the way the 
banking sectors work. This chapter is organized as follows: benefits of WoT 
in the banking sector, examples of WoT in banking and financial services, 
challenges and design issues with WoT-enabled banking services, and the 
growth rate of WoT-enabled banking services.

The main aim of Chapter 10 is to focus on some of the difficulties retail-
ers face from various points, for example, disintegrating product margins, 
elevated challenges and the consistent strain to improve. It discusses the 
advancements of the Web of Things to accomplish a genuine omnichannel 
experience by carrying digital innovations to physical stores. It also con-
cludes that customers should be given opportunities for interfacing with 
retailers crosswise over different channels for finishing their shopping 
ventures, which may include a choice of on the web and offline blends. The 
chapter looks at how WoT could affect retail, the opportunities and difficul-
ties ahead, and what one has to do to get a WoT system all together.

Chapter 11 is concerned with the alarming growth rates of malicious 
applications that pose a grave issue. It presents a study which analyzes that 
in every 10 seconds a new malware application is introduced in Android. 
It includes a discussion on requirements of a scalable malware detection 
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approach, which can efficiently figure out malicious apps from a pool of 
applications of both harmful and benign apps. It also emphasizes innumer-
able tools for malware identification that have been introduced at the system 
level as well as the network layer. The authors propose an automated tool 
that would extract features from Application Package Kit (APK) files and 
form a dataset of it, which could then be used for static analysis of the data. 
Moreover, it focuses mainly on the proposed automated tool that would cre-
ate a dataset by reading the APK files and extracting features mainly from 
two files, i.e. Manifest.XML and Classes.dex. It also describes how this tool 
can be helpful for researchers to create their own dataset.

Aarti Jain
Rubén González Crespo

Manju Khari
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A promising opportunity has been provided by the Web of Things (WoT) for 
building powerful applications and systems by using radio-frequency identifi-
cation (RFID), mobile, wireless and sensor devices. A large number of applica-
tions based on WoT architectures have been developed in recent years. WoT 
systems will help in the emergence of a cyber-world from the existing physi-
cal world and will ultimately result in changing human interaction with the 
world. The main purpose of this chapter is to understand how WoT technol-
ogy works. This chapter reviews the key technologies, WoT protocols and WoT 
applications in different areas, and summarizes the complete WoT system.

1.1  Introduction 

The first version of the Electronic Product Code (EPC) network was launched 
by the Auto-ID Centre for the identification and detection of the supply of 
goods in supply chains. This was the first time that WoT came to attention. 
WoT is treated as a refinement of the IoT (Internet of Things) architecture. IoT 
was first mentioned in a paper of the Auto-ID Center that was about Electronic 
Product Code and was written by David Brock in 2001 [1]. Afterward, WoT 
started to be considered as a future value that was essential for the internet 
and was important for the realization of machine-to-machine learning [2].

One cannot find a universal definition that can truly define what WoT is; 
thus a better approach is to define the core concept of WoT. The core concept 
for WoT defines it in such a way that it is not only the objects that are used 
in day-to-day life that can be equipped with sensors, networking and pro-
cessing capabilities that will in turn enable the objects to intercommunicate, 
but these real world objects can also be included in the architecture as well. 
Although the technology behind this core concept is not new, as these tech-
nologies involve the use of RFID and sensors in the context of industries and 
manufacturing for the detection of large ticket items. Only the evolution of 
existing methods such as machine-to-machine learning is represented by 
WoT. WoT also represents the interconnection of devices, as well as their 
interconnection over the network.

According to a study by the GSMA, the number of devices that were inter-
connected over the WoT network has overtaken the actual number of people 
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on the earth. According to current criteria, about 9 billion devices are con-
nected to each other, and this is expected to increase further to 24 billion. 
Moreover, approximately $1.3 trillion revenue opportunities are generated 
for mobile network operators.

For the correct functioning of Web of Things, the basic demands that need 
to be fulfilled are as follows:

 1. There must be an understanding between users and the applications.
 2. There must be software architecture and pervasive communication 

networks present in order to processing and convey relevant contex-
tual information.

When these fundamentals are successfully met, context-aware computation 
and smart connectivity can easily be accomplished.

Nowadays, the user base of the internet is increasing at a rapid speed. 
Billions of people all around the globe use the internet for performing 
various activities including surfing, sending and receiving emails, online 
gaming and many other tasks. With an increasing population, there is also 
a rapid increase in the number of people who gain access to communi-
cation infrastructure and global information. Within such a perspective, 
WoT refers to three things: First, smart objects are interconnected over the 
global network with the help of extended technologies. Second, the require-
ment of supporting technologies is increasing and is also necessary for the 
realization of the vision. Third, the applications and its services which are 
using these technologies help in opening up new markets and business 
opportunities [3].

1.2  Methodology

WoT is becoming more and more common. WoT can be used as a reference 
for almost anything that is smart, such as smartphones and smart homes. 
WoT will play a major role in changing the world by making almost every-
thing free from human interaction. In a WoT environment, the applications 
are designed in such a way that they can imitate humans and work on their 
behalf. Various applications are being developed by researchers that are 
automating human tasks.

To fully understand WoT, it is required to completely understand the 
architecture of WoT. In comparison with other surveys, this chapter presents 
a deeper summary of the relevant protocols and standards that are used in 
WoT to enable researchers for speeding things up. The authors provide some 
key challenges, vulnerabilities and attacks that WoT has faced in recent years. 
In this chapter, various security and privacy techniques are also described 
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to help protect data in WoT. Moreover, this chapter explores the relation-
ship between WoT and the latest emerging technologies that are included in 
cloud computing, and so on.

1.3  WoT Architecture

This section describes the architecture that forms the basis of WoT. For an 
explanation of architecture of WoT, it is not really necessary to delve into the 
electronic and hardware parts of it. This section will go into further depth 
on the software stack and how software plays an essential role in our WoT 
system. WoT structure is basically distributed into five layers, as presented in 
Figure 1.1. These layers are as follows:

 1. Perception layer: This can also be termed the recognition layer [4]. 
This layer is the lowermost and most basic layer that is included 
in the architecture of WoT. Both physical objects as well as sensor 
devices are present in this layer. The main responsibility that the 
layer performs is the collection of useful data from things like other 
devices and sensors, and also its transformation in a digital setup. 
Basically, its responsibility is the identification and also the collection 
of object-specific information. The major purpose is unique address 
identification and communication among technologies which are 
short-range, such as Bluetooth, RFID, NFC and Low Power Personal 
Area Network (6LoWPAN) [5].

 2. Network layer: The other name for this layer is “transmission layer.” 
As the name suggests this layer is used in the transmission of data 
between the sensor devices. This layer provides a secure passage for 
the transfer of sensitive information obtained from sensor devices 
to the system that processes information. The mode of transmission 
can be wireless, such as UMTS, Wi-Fi 3G, infrared, etc., and it can 
also be wired. Thus, the information is transferred from the percep-
tion layer to the middleware layer with the help of network layer.

 3. Middleware layer: Each device connects only to those specific devices 
that implement common services. The responsibility of this layer is 
the linkage and management of such devices and also linking them 
to the database. The network layer sends information here, and it is 
stored in the database. The various functions performed by this layer 
are information processing and ubiquitous computing. With the help 
of these functions, this layer makes automatic decisions.

 4. Application layer: This layer is the topmost layer of conventional WoT 
architecture. Depending on the need of the user, this layer can be 
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modified to provide personalized services [4]. All the Real-World 
Things reside in this layer of the WoT architecture. Network Things 
such as Wi-Fi, Bluetooth, Ethernet etc. are present in this layer. This 
layer fulfils the role of linking users and application to each other. 
Different types of application-based solutions such as health and 
disaster monitoring are handled by this layer in combination with 
the business layer [6].

 5. Business layer: This layer is responsible for the management of WoT 
system including applications and their services as well. The suc-
cess of WoT technology is dependent on a good business model. On 
the basis of result analysis, this layer helps in the determination of 
future actions and business strategies [6, 7].

FIGURE 1.1
WoT: Methodology.
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1.3.1  SOA-Based Architecture

Service-oriented architecture (SOA) is defined as a services collec-
tion that can intercommunicate with the help of standardized interac-
tion patterns. There are two types of communication that are possible. 
First, passing of simple messages, and second, coordination of two or 
more services with the help of appropriate protocols. Presently, usage 
of many SOC (security operations centers) deployments is through pro-
tocols based on the web (e.g. http), so that interoperability is supported 
across enabling technologies and administrative domains. Web services 
are managed with the help of services to make them behave like a virtual 
network, adapting applications depending on the user’s need. Only the 
provided level of heterogeneity and flexibility that are to be deployed in 
the software modules are supported by service-oriented architecture [8]. 
Straightforward construction of WoT applications is not possible using 
SOC/SOA architecture.

One of the most formidable approaches used in service-oriented archi-
tecture is that architecture can be created on the basis of system services. 
Utilization of middleware is a key approach in SOA. The middleware con-
cept can be explained as a software layer that is superimposed between the 
technology and application layers. With the superimposition of this layer, 
unnecessary details are hidden and hence the time required for developing 
the product is reduced [9].

The involvement of RFID with the SOA-based architecture gave rise to 
many more new possibilities. RFID-SN (RFID-enabled Sensor Network) has 
been developed by researchers and comprises an RFID tag, a reader and a 
computer-based system for understanding its behavior [10]. The SOA para-
digm has been utilized by scientists for developing a RFID-based system. 
These systems make use of multiple data-related services such as filtering, 
aggregation, tag identifier, and so on [11, 12].

1.4  WoT Technologies

1.4.1  Radio-Frequency Identification (RFID)

RFID is defined as a system that wirelessly and with the help of radio waves 
causes the identity transmission of a person or object as a serial number [13]. 
In 1948, the first RFID device was created and was used for identification 
of friends or foes of Britain in the World War II. After that, the evolution of 
RFID technology started in 1999 at MIT. For tackling issues of identification 
of objects in a cost-effective manner, RFID technology plays a significant role 
[14]. There are three types of RFID technologies:
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 1. Active RFID
 2. Passive RFID
 3. Semi-Passive RFID

1.4.2  Near-Field Communication (NFC)

NFC is a short-range wireless technology which can only work up to a dis-
tance of 4 cm. This technology works in a frequency range of 13.56 MHz. 
With the help of NFC technology, a touch between two devices can help 
in making transactions, exchanging digital content and much more. NFC 
technology was initially developed by the Philips and Sony companies and 
the advantages of these technologies include working in even dirty envi-
ronments, no requirement of line of sight and simple connection methods. 
Moreover, only under 15 ma of power is consumed by NFC [15].

1.4.3  Bluetooth

Bluetooth is another short-range technology. It is inexpensive and it also 
helps in the elimination of wired connection between devices. The effective 
range for Bluetooth is 10–100 m. The specification used by the IEEE is 802.15.1 
and the communication speed is less than 1 Mbps. The extended function-
ality of Bluetooth is called Piconet. In Piconet, a common communication 
channel is shared by a set of Bluetooth devices. Piconet can at maximum 
connect 2–8 devices at a single time and the can be used to share any kind of 
data in between them [15].

1.4.4  Wireless Fidelity (Wi-Fi)

Wi-Fi is another networking technology that allows device intercommu-
nication. Initially when wireless products came into the market, they only 
supported speeds of 1-1 Mbps and were sold under the name of WaveLAN. 
Today, Wi-Fi devices deliver high speed over WLAN. Nowadays, Wi-Fi is 
used almost every place including offices, homes and public locations. Wi-Fi 
technology includes different types of WLAN products and it supports IEEE 
802.11 and can also support dual-band including 802.11a, 802.11b, 802.11g and 
802.11n.

1.4.5  Long-Term Evolution Advanced (LTE-A)

LTE-A is defined and treated as a set of cellular communication proto-
cols that are used for Machine-Type Communications (MTC). This type 
of communication is also used in smart cities for achieving long-term 
durability [16].
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Orthogonal Frequency Division Multiple Access (OFDMA) is used in the 
physical layer by LTE-A so that the channel bandwidth can be easily parti-
tioned into much smaller bands that are typically known as physical resource 
blocks (PRBs). Multi-component carrier is also implemented by LTE-A which 
allows it to have up to five 20-MHz bands. There are two parts to the LTE-A 
architecture:

 1. Core Network: It controls the mobile devices and also takes care of the 
IP packet flows.

 2. Radio Access Network (RAN): The responsibility of this part is han-
dling the wireless communication as per the user and control plane. 
It consists of many base stations that are well-connected with the 
help of the X2 interface.

1.4.6  Wireless Sensor Networks (WSNs)

WSN uses multi-layered protocols and it consists of finite sensor nodes which 
are called motes. The sensor nodes are controlled by a single special purpose 
node which is called a sink [17,18]. IEEE 802.15.4 is incorporated by most WSN 
systems for WPAN communication purposes. Ipv6 addressing functionality 
is provided by protocol stacks which enhance the ability to control a large 
number of nodes [19]. The e-SENSE project [20] makes use of WSN with the 
help of a layered logical approach for providing intelligent user support [21]. 
UbiSec&Sens [22] is another example of a system that make use of WSN and 
is very much similar to e-SENSE. The major difference between the two is 
that UbiSec&Sens has another security layer added on the top.

1.4.7  Cloud Computing

Cloud computing provides the client systems with the platform, infrastruc-
ture and software as a service for managing data, along with accessing and 
processing, which is expressed in the form of pay-as-you-go service or a free 
service [23, 24]. The cloud infrastructure also provides vehicle-based cloud 
data services which are used for incorporating intelligent parking cloud ser-
vices [25].

1.4.8  ZigBee

ZigBee is another wireless technology that is used in WoT which operates 
on 2.4 GHz spectrum. The data rate of this type of wireless technology is 
limited to only 250 kbps and has a range of up to 100 m. ZigBee is defined as 
a mesh network protocol and not all the devices can be used as bursts; more-
over, depending on the device position, it determines whether they are used 
as router or as a controller within the mesh.
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1.4.9  Big Data Analytics

WoT architecture relies on a large volume of data. This large volume of data is 
increasing at a rapid rate. Hence, there is a need for managing such data. Big 
Data Analytics proposes data storage techniques for storage of both struc-
tured and unstructured data in a WoT environment. The architecture makes 
use of “Hadoop” and many other databases for the creation of a distributed 
file repository for storing and managing various types of data which are col-
lected by RFID readers and sensors [26]. Another problem arises in manag-
ing the large data volume which is generated by sensors and nodes that are 
present in the WoT-based systems [27].

1.5  WoT Protocols

1.5.1  Internet Protocols

Internet protocols (IP) were developed in 1970s and are defined as the prin-
cipal network protocol. To relay datagrams across network boundaries, the 
most important communication protocol is the internet protocol. IPv4 and 
IPv6 are different types of IPs that are used in computer networks. Ipv4 is a 
32-bit address that is used for unique identification of objects and comput-
ers. IPv6 is generally a 128-bit address. There are about five different classes 
that are present for IP ranges inIPv4, namely, Classes A–D, and lastly Class 
E. Among all of these classes only Class A, B and C are commonly used. 
According to the actual protocols there are around 4.3 billion IPv4 addresses 
while the availability of IPv6 is significantly more – around 85,000 trillion 
[28]. IPv6 supports around 2,128 addresses [15].

1.5.2  Application Protocols

This section discusses different types of application protocols. Figure 1.2 
describes various application protocols that are present in WoT (Figure 1.3).

1.5.3  Constrained Application Protocol (CoAP)

The CoAP operates on the application layer and was created by IETF 
Constrained RESTful Environments (CoRE) [29]. CoAP also consists of web 
transfer protocols which are defined on the basis of HTTP and REST. REST 
defines a simpler way for data transfer between the client and the server [30]. 
For meeting WoT requirements, the HTTP functionalities were modified by 
using CoAP.

The main purpose of CoAP is enabling RESTful interactions in low power 
devices. There are two sublayers into which CoAP can be divided as follows: 
First, the messaging sublayer that helps in the detection of duplicates and also 
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FIGURE 1.2
WoT architecture – Five layers.

FIGURE 1.3
WoT protocols.



11Emergence of the Web of Things 

helps in providing reliable communication over the UDP transport layer. The 
second is the request/response sublayer that handles REST communications [31].

1.5.4  Extensible Messaging and Presence Protocol (XMPP)

XMPP is defined as an IETF instant messaging (IM) standard that is used for 
multi-person chatting, voice calling and also for video calling [32]. Because 
of the features that are present in XMPP, it makes the protocol preferable for 
most of the IM applications, and it is also relevant when concerned within 
the scope of WoT.

On the top of the core products, XMPP is secure and it also allows new 
products to be added. There is a high network overload due to the text-based 
communication in XMPP. A simple answer to this kind of problem is to com-
press XML with the help of EXI [31].

1.5.5  Advanced Message Queueing Protocol (AMQP)

AMQP [32] is an open source protocol with a main focus on environments 
that are message based. Trusted communication is supported by AMQP due 
to the presence of message delivery guarantee primitives. A trusted trans-
port protocol, such as TCP, is required by AMQP to exchange messages.

With the help of wire level protocol, implementations based on AMQP are 
able to interoperate with each other. AMQP not only supports point-to-point 
communications, but also supports communication models such as publish/
subscribe [31].

1.5.6  Data Distributed Service (DDS)

Data Distributed Service was developed by Object Management Group and 
is based on publish-subscribe models. These models are used for real-time 
mobile-2-mobile communications [33]. In comparison with other protocols 
such as AMQP or MQTT, an excellent service quality is presented by DDS with 
the help of broker-less architecture. Twenty-three QoS policies are supported 
by DDS. By using these 23 QoS policies, different communication criteria such 
as urgency, security, reliability and durability can be addressed by developers.

1.6  WoT Applications

1.6.1  Home Automation

Home automation plays a very important role in many WoT applications. 
With the help of home automation, smart cities can be realized. WoT has 
played an important role in the establishment of smart homes. Some of the 
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important features like remote monitoring and controlling of electrical appli-
cations can be performed easily by smart homes. The development of smart 
cities as proposed by the present Indian government [34] all over the country 
will result in a huge demand for smart home creation.

1.6.2  Automotive

With the help of advanced sensors and actuators, the advancement of vehi-
cles such as buses, trains, and so on, as well as bicycles is booming. With the 
help of smart things, applications that are present in the automotive industry 
can now be used for monitoring and reporting various parameters that can 
go from a small thing such as tire pressure to big things like vehicle proxim-
ity. RFID has been equipped to streamline vehicle production, increase qual-
ity and improve customer service. Intelligent Transportation Systems (ITS) 
such as vehicular safety and management of traffic have been integrated into 
WoT infrastructure [35].

1.6.3  Cities

WoT technologies can be used for development of smart cities. Smart cities 
are an environment where every device is connected to the WoT network with 
minimal human interference. A smart city consists of smart homes, automa-
tion of traffic lights and smart parking. It should be able to reduce the stress 
in human life by automating every single task. A large-scale experiment in 
the city of Santander in Spain is described as a smart city experiment [36].

1.6.4  Industry

WoT technology that is used in the industry has been a topic of great interest 
[37]. A vast number of projects in the WoT sector have been conducted that are 
related to agriculture, food processing, security and surveillance. Until now, 
only the industries related to logistics, manufacturing and retailing have been 
attracted by WoT. With the advancement of wireless communication, smart-
phones and sensor technologies, smart objects are becoming involved in WoT.

1.6.5  Healthcare and Lifestyle

Recently, the convergence of WoT architecture made the development and 
dissemination of smart healthcare systems possible.

iHome has been proposed by the authors; this is a WoT platform for health 
which provides in-home services for healthcare on the basis of WoT and also 
integrating an intelligent medicine box (iMedBox) for assessment of differ-
ent medical faculties with the use of sensors and devices [38]. Sebastian et 
al. [39] describe WoT architecture in different sports such as soccer in which 
healthcare is a priority concern.
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1.7  Vulnerabilities, Attacks and Countermeasures

The advancement of technologies brings both positive and negative points. 
In one way, the technology brings additions to new features and makes 
human life comfortable, however, these new features are also vulnerable to 
attacks. The physical network and application layers of WoT can be suscep-
tible to many attacks. This section will discuss these attacks in detail.

1.7.1  Physical Attacks

Physical attacks focus on hardware components that are present in WoT  
systems. These types of attacks affect the lifeline and functionality of the 
hardware. Different types of physical attacks are discussed further below.

1. Node Tampering
  This type of physical attack involves the damage that can be done 

to the sensor node by either changing the whole hardware part or by 
gaining access to that node and altering the sensitive data such as 
cryptographic keys [40].

2. RF Interference on RFIDs
  RFID tags can be easily hacked in order to send a noise signal cre-

ated by the attacker. This noise signal is sent over the frequency of 
those radio signals that are used by the RFIDs for communication. 
This can easily result in a Denial of Service (DOS) attack [41].

3. WSN Node Jamming
  This attack is similar to the RF interference attack, except that this 

attack is WSN based. The radio frequencies which are used by WSN 
can be interfered with by the attacker which will result in signal 
jamming and communication denial to the nodes. If the jamming 
of key sensor node is successful, the attack can deny services for the 
WoT [42].

4. Sleep Deprivation Attack
  In the WoT systems, the sensor nodes are powered by replaceable 

batteries and are also programmed in way that they follow sleep rou-
tines so that battery life can be extended. Sleep Deprivation Attacks 
result in keeping the nodes alive, which increases power consump-
tion and can ultimately result in the shutdown of the node.

5. Malicious Code Injection
  In this attack the node is compromised by injecting malicious 

code which results in providing the attacker with access to the WoT 
system. With the help of malicious code injection, full access to the 
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node, or even the whole system, can easily fall into the hands of an 
attacker [43].

1.7.2  Network Attacks

These attacks are based on the WoT network layer and can also be executed 
remotely far from the WoT system over the internet.

1. RFID Spoofing
  For reading and recording of data transmission, RFID signals are 

spoofed. After spoofing of RFID signals, the attacker can transmit 
malicious data along with the original ID tag so that it appears to be 
valid [44].

2. RFID Unauthorized Access
  In RFID systems, as there are no proper authentication mecha-

nisms present, anyone can gain access to the RFID tags. This obvi-
ously means that anyone, including an attacker, can manipulate the 
data by any means present on the RFID node [45].

3. Sinkhole Attack
  In a sinkhole attack, all the traffic that comes from the WSN nodes 

is lured away by the attacker resulting in the creation of a metaphori-
cal sinkhole. In this attack, confidentiality of data is breached, and 
also service is denied to the network, which thus results in dropping 
of all the packets instead of forwarding them.

4. Denial of Service (DOS)
  In DOS, an attacker transmits more data to the WoT network than 

it can handle and as a result the WoT system starts denying service 
to genuine users.

5. Sybil Attack
  A Sybil node is known as a malicious node. It is a singular node 

that contains the ID of every other node. The WSN node accepts false 
information under this kind of attack.

1.7.3  Software Attacks

In any computerized system, the main cause of vulnerabilities is software 
attacks. Some of the software attacks that cause improper functioning of 
WoT devices are as follows:

1. Phishing Attacks
  In this attack, confidential information is gained by the attacker 

by using infected emails or phishing websites [46].
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2. Viruses, Worms and Other Spyware
  These are defined as malicious software that can affect the system 

and may result in various outcomes such as stealing and tampering 
with information, or even a denial of service attack.

3. Malicious Scripts
  As WoT networks are always connected to the internet, the user 

that is controlling the gateway can be easily fooled in to executing 
ActiveX Scripts, which can ultimately result in system failure and 
complete shutdown of services.

1.8  Security Requirements

There is a continuous transfer of information between the WoT devices. Such 
an environment requires tight security for data protection. Security require-
ments of WoT systems for the protection of user data are: authentication and 
confidentiality and access control [47].

1.8.1  Authentication and Confidentiality

Authentication is defined as a process through which the credentials pro-
vided by a user or client are compared to what is present in the database for 
user authorization. In the context of authorization, the approach presented 
by Zhao [48] used a custom encapsulation mechanism that is a WoT security 
protocol. This protocol is called an intelligent service security application 
protocol, and it can perform critical operations such as merging of signature, 
encryption and authentication.

Kothmayr et al. [49] presented the first full implementation of a two-way 
scheme for authentication security for WoT which operates on the basis of 
current internet standards. Authentication for WoT has to be robust and 
highly automated. Access control helps for achieving confidentiality of user 
data by preventing unauthorized node use and by preventing the nodes 
being compromised. Confidentiality is defined as protecting the user’s per-
sonal information when that information is shared over a network that is 
publicly accessible.

1.8.2  Privacy in WoT

WoT is now a part of various practical applications such as smart parking, 
traffic control, inventory management and more, and when using these 
applications, a user expects privacy of personal information. For man-
agement of privacy in WoT, data tagging was proposed. With the use of 
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technologies that are present in Information Flow Control, data which is rep-
resented with the help of network events are tagged with different privacy 
properties. These tags help in the preservation of privacy by allowing sys-
tem reasoning with the flow of data. Cao et al. [50] proposed Continuously 
Anonymizing STreaming data via adaptive cLustEring (CASTLE). CASTLE 
is based on a cluster approach that ensures constraints and anonymity for 
a data stream that results in enhancing preservation of privacy techniques 
(e.g. k-anonymity).

1.8.3  Trust in WoT

Trust is a notion of which there is no definitive consensus defined in the sci-
entific literature, but which plays a vital role in WoT. Trust works strictly on 
the basis of management of identity and controlling access issues. The proto-
col of trust management for WoT is activity based, distributed and based on 
encounter as well. In this protocol, when two different nodes come in contact 
with each other, they can exchange trust evaluation about the other nodes. 
Thus, this type of dynamic trust protocol is able to adapt and choose from 
the best trust parameter and hence can adapt to the changing environment 
for achieving maximum application performance [51].

1.9  Relation of WoT and M2M

Machine-to-Machine (M2M) is a term in which a network is used by the 
machines for interconnection and these machines work without any user 
interaction. M2M is all about communication and connection with a “thing” 
that can be a machine, device or sensor or anything that can receive or send 
data. WoT is an elaboration of M2M. While M2M is all about connecting 
devices to each other, WoT is all about device interaction.

Connectivity is provided by M2M that offers capability to WoT. Without 
the concept of M2M, the concept of WoT must only be a pipedream [52]. M2M 
type of communication helps in the integration of different technologies that 
are required for communication in WoT. Services such as data transport and 
security are provided by an M2M service layer.

1.10  Conclusion

WoT (WoT) integrates different types of devices for serving different pur-
pose such as sensing, processing, identification and communication. There is 



17Emergence of the Web of Things 

a rapid increase in WoT technologies as the sensors and actuators are getting 
more powerful and inexpensive with technical advancements. This chap-
ter reviews recent research in WoT. First, the authors introduced the back-
ground and different types of WoT architectures. Next, we addressed the 
key technologies that play a vital role in WoT and protocols which are used 
in the WoT network. This chapter also discusses various application areas 
where WoT plays an important role presently and in the future. The major 
contribution of this chapter is the focus on the working of WoT technologies 
for future researchers.
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2.1  Introduction

2.1.1  Contemporaneous Work and History of the Web of 
Things and Delay-Tolerant Networks (DTNs)

Delay-tolerant networks or DTNs are characterized by extended latency and 
unstable network topology where network contacts are intermittent, and 
there is an absence of a route between the source and goal node for most of 
the time. The Web of Things (WoT) is the physical realization of the internet 
web (World Wide Web) principle, where the software nodes of the internet 
are replaced by physical data nodes (such as people, things, sensors), with the 
uppermost network layer for the architecture being the internet itself. The 
data nodes used here are components associated with the Internet of Things 
(IoT) and hence it is safe to surmise that WoT is the implementation of IoT 
architecture fused with an internet service-based superseding network layer. 
In principle, DTN routing works in a two-phase process where the nodes 
store the message and forward the data package when it finds a suitable node 
to pass on the data as and when connectivity is restored. The following pic-
ture describes the general architecture for a DTN network (Figure 2.1).

FIGURE 2.1
DTN-layered architecture and CT.
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These features render the existing mobile ad hoc network protocol unsuit-
able because they assume the existence of a complete, two-directional and 
connected path in conjunction with a high-delivery ratio and link reliability. 
When combined with the WoT scheme, network nodes aim to make long 
interspace communication through the nearest node with internet access 
in the node network web, which shall forward the message to the required 
receiver or its nearest neighbor through already established internet web tech-
nology. Delay-tolerant networks are a reliable mode to enable data transmis-
sion where there is a lack of sophisticated infrastructure and the end-to-end 
path is absent at the moment for data transmission. This chapter highlights a 
myriad of applications of DTNs that experience the mobility issues of a lack 
of continuous links between the nodes and transient topology. This includes, 
but is not limited to, wildlife tracking networks, monitoring scientific and 
hazardous events and providing communication systems and data transfer 
facilities to remote rural sites, underwater networks and interplanetary net-
working (IPN). In addition, this chapter highlights a myriad of routing tech-
niques for DTN that addresses the provision to transfer and direct bundles 
starting from the source node to the goal.

They are taxonomically assessed and categorized into four forwarding 
and flooding-based DTN routings:

 1. Epidemic routing
 2. Probability-based routing
 3. Routing protocols based on geography
 4. Social concept-based routing

In addition to the reliability of intermittent communication provided by 
DTNs toward a network of mobile and sparsely connected nodes, WoT adds 
the usability of an already established network into the DTN message parcel 
scheme, decreasing the inter-node infrastructure reliance and hence helping 
congestion in the local DTN network. It also allows the localized DTN net-
work to communicate with nodes outside this network through the internet, 
increasing the information pool availability for such a network.

2.2  Routing Protocols in DTNs

2.2.1  Routing Considerations

As discussed in the previous section, delay-tolerant networks are a class of net-
work such that there is an absence of complete connectivity in terms of a path. 
This area is currently and heavily being researched due to prospects of appli-
cations in terrestrial, space and other networks that are extremely challenged 
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and require opportunistic routing paradigms. In contrast to traditional ad hoc 
networks, DTNs have specific challenges on the following fronts:

 1. Delivery: Ratio, latency and cost
 2. Efficiency: Data, coverage and security
 3. Resource: Energy and overhead

The above challenges require specific considerations while developing rout-
ing solutions. In principle, DTN protocols work on a Store-Carry-Forward 
principle where if any message is dropped by any node in between the 
networks, it may be stored, then forwarded as and when an intermediate 
node appears. There exists a plethora of metric-based indicators to evalu-
ate the efficacy of a routing protocol. They may be divided into three broad 
categories:

Delivery based:

 1. Delivery ratio: Is the ratio of messages that are generated to messages 
that are actually delivered to the goal node.

 2. Delivery latency: Latency evaluates the efficiency of the routing path 
chosen based on message generation and delivery.

 3. Delivery cost: Evaluated using the magnitude of copies of the data 
produced by messages, is directly related to the overhead cost.

Efficiency based:

 1. Data effectiveness: Ratio of data traffic produced to the unique multi-
cast data packets delivered successfully to the users.

 2. Coverage: Percentage of required goal nodes possessing a copy of 
message TTL (Time To Live), the expiration for the message.

 3. Security: Based on privacy, anonymity and access control.

Resource based:

 1. Energy: Supply of energy to the mobile nodes in network is limited. 
This metric depends on the number of copies and the number of 
messages delivered to the destination node.

 2. Overhead: This encompasses the storage and bandwidth required for 
the network and is evaluated against successful delivery.

Developing any network routing protocol depends on the above perfor-
mance metrics, such as reduction in transmission latency, reducing over-
head, increasing delivery ratio, and so on (Figure 2.2).

The Web of Things (WoT) has attracted the attention and fascination of the 
research community [1]. The Internet of Things (IoT) has asserted itself as 



25WoT-Enabled Delay-Tolerant Networks 

the engine that runs our modern technological endeavors under the ambit of 
public and private domains. Industries along with business institutions have 
evolved to be more reliant on IoT to perform essential missions and functions to 
improve productivity. As of now, there are over 23 billion IoT devices across the 
globe and this figure is expected to increase and reach the staggering amount 
of 60 billion in just half a decade. In conjunction with improving productivity, 
this has led to huge economic growth with the market size in Europe expected 
to shoot up to €242,222 million by the end of 2020 [2]. As of now, WoT has tran-
scended and asserted itself as a pivotal communication media on the internet 
and has proven to be an indispensable compatible application in the current 
diverse infrastructure. As a result, there exists a tendency to use current tech-
nology and infrastructure to link the physical and cyber elements. Essentially, 
the Web of Things or WoT is a style of software architecture that allows ele-
ments of the physical world (objects) to be linked up to the World Wide Web.

2.2.2  Routing Protocol Classification

As discussed in Section 2.1.1, routing in DTN is a challenge due to the absence 
of an end-to-end path between the sender node and the goal node. In addi-
tion, the paucity of resources exacerbates this challenge. Here, the advantage 
of node’s mobility is taken into consideration when making routing consid-
erations. In these challenged networks, a progressive step-based approach is 

FIGURE 2.2
DTN and WoT – Relationship and dependency.
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taken where routing comprises local forwarding considerations. Some rout-
ing considerations assume there is no information or prior knowledge of the 
network, while some factor in certain qualitative indicators to exploit that 
information for routing consideration. This section aims to explore different 
kinds of routing protocol classes and aims to build a base for the various 
protocols that we will discuss in further sections.

The main aim of current DTN routing protocols is to augment the prob-
ability of discovering a path in an environment where there is paucity of 
information about the network. This includes a myriad of mechanisms, like 
stationary waypoint stores, replication of messages, approximating encoun-
ter probabilities, network coding and leveraging prior knowledge, and so on. 
For this section, we shall consider some key protocols while discussing the 
various classes of routing protocols from Figure 2.3.

2.3  Forwarding and Flooding-Based DTN Routing

2.3.1  Epidemic-Based Routing Protocols

Epidemic routing stems from the principle of epidemic algorithm which was 
proposed by Vahdat and Becker [3]. This protocol works on the minimum 

FIGURE 2.3
Routing protocol classification.
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assumption of information pertaining to networks such as topological 
information and network connectivity. The delivery of messages happens 
in a pairwise manner so as to spread information and finally reach the goal 
mode. Through this method, messages travel quickly in segments that are 
linked; further, this method has a high probability of reaching the goal 
node. We can better understand this through an example, as illustrated in 
Figure 2.4. Assume there is a node S (Source) that aims to send a message 
to a destination or goal node G (Goal), but there is no direct path. S has 
node A in its neighborhood, and node B is in the neighborhood of G. In this 
type of routing, since the path to the goal node is not available, messages 
are stored in buffers at the various hosts and a table of summary vectors is 
maintained at each host. These summary vectors collect their own infor-
mation and exchange this data when connected to other nodes. After this 
exchange, the nodes determine whether other nodes have messages they 
did not receive before; if they don’t, summary vectors are updated so as 
to encompass the new messages. There are two key requirements for this 
type of routing: First, a large buffer space so that each node has the capac-
ity to hold messages in an epidemic manner, and second, the presence of 
global IDs for messages in order to make the determination whether they 
received the message or not, as discussed. Although this has a higher deliv-
ery ratio success, it uses a large buffer and network resources which may 
be impractical in a constrained environment. For this we use metrics such 
as Time To Live and Time To Send (TTS) for a more practical realization 
and routing of messages.

FIGURE 2.4
Epidemic routing.
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TTL and TTS: Time To Live, abbreviated as TTL, limits the lifetime of a data 
in a system or a network and is often called a hop limit. It is implemented as 
a frequency counter or a clock associated with the data packet. Time To Send 
works on a similar principle, taking the time required to send the message 
as a parameter.

DOA: Drop Oldest, abbreviated as DOA, is a routing strategy that aims to 
drop the oldest packet in the network. This works on the rationale that if the 
packet is the oldest in the network, it is likely to have been delivered.

DLE: Drop Least Encountered, abbreviated as DLE, is another routing strat-
egy that is based on delivery ability, which is determined based on history 
and analysis. Comparative studies show DLE is more effective than DOA.

Another popular method under the epidemic routing is the Epidemic with 
Immunity list [4]. In this, certain intermediary nodes are selected based 
on popularity (likelihood) so as to increase the delivery ratio at the cost of 
higher end-to-end delay. Each node maintains an Immunity list which they 
exchange upon encounter so as to avoid duplication and forwarding. This 
is similar to the summary vector list, with the addition of the IDs of mes-
sages that have been delivered. Mundur, Seligman and Lee were the first 
to propose this in 2008. Spyropoulos et al. [5] put forth the Spray and Wait 
routing mechanism with an Epidemic Protocol so as to leap ahead in deliv-
ering messages. Spray and Wait encompasses two phases. In the first phase, 
K copies of the messages are spread across the network to K relay nodes; 
this is called the spray phase. The next phase is called the wait phase. If the 
message does not reach the goal node, each of the K distinct relay node per-
forms direct transmission via unicast to transmit the message. This method 
is essentially a trade-off between the unicast and multicast transmission. 
Binary Spray and Wait is a variation of the above algorithm proposed by 
Spyropoulos. In this method, K/2 copies of the messages are “sprayed” in 
the network, where K is the total number of copies, with the node keeping 
the rest [K/2] of the copies itself. This process of spraying is done until there 
is just one copy of a message left with the node post while the wait step is 
implemented. It has been noted that this method has a higher rate of deliv-
ery and faster transmission than the conventional Spray and Wait method 
proposed.

2.3.2  Probability-Based Routing

This type of routing is quite prevalent in opportunistic environments and 
deployment to these strategies in DTN routing protocols. The principal idea 
behind this sort of routing is using probabilities to predict the information 
regarding the network at a time instance in the future. This may employ 
parameters like message delivery probability and the next time of encounter 
for the nodes based on the history of encounter for the nodes. Lindgren et al. 
[6] proposed the PER protocol that worked on the principle of probabilistic 
routing which is based on a time-homogeneous model which is a Markov 
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renewal process with the state defined for every state, including the jump 
states. While determining the transfer, the PER model uses three mathemati-
cal parameters, out of which one is used by the nodes to ascertain the relay 
nodes. The results show this routing mechanism improves delivery ratio and 
reduces latency relative to conventional DTN routing schemes.
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where: 
k = Discrete time slot 
D = Maximum message acceptable delivery delay
Cna: Probability of na (the selected neighborhood of node a) and destina-

tion d connecting at t
Rnad: Probability of first connection of na and d at time t

Prioritized Epidemic Routing (PREP) proposed the idea of dropping nodes 
based on cost from source, the cost to destination, the packet expiry time 
and the packet generation time to save resource usage without impeding the 
delivery ratio in the network. It was proposed by Ramanathan et al. [7] in 
2007 with the idea of utilizing the storage and bandwidth by dropping only 
when required so as to increase efficiency.

The two modular of PREP encompasses:

• Independent components: Calculate the cost of routing from a spe-
cific node to the goal node based on topology at that time.

• Priority scheme: Encompasses transmitting when there is no trans-
mission for t seconds and the deleting process which initiates when 
the usage of buffer is past the set threshold value.

Meeting Visit Routing Protocol (MV) assesses the history of information like 
the frequency and time of visit at a specific location. The selection basis is 
dependent on the probability of delivery Pan(i), that estimates the delivery 
probability form the current node “a” to the goal node “i” with n jumps. The 
formula for delivery probability is defined as:

 P i m P ian ja jn( ) ( )= -Õ - -( )1 1 1 ,  

Mja: Probability of meeting node “j” and node “a” within last t cycle.

Upon encountering another node, “a” exchanges the message, and along 
with that updates the delivery probability, and the list gets sorted based on 
the P node, “a” eliminates its own message based on a lower probability 
index in reference to its neighbors and selects the best n messages (based on 
P) to forward and receive messages from its neighbor that it does not have.
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2.3.3  Routing Protocols Based on Geography

Routing based on geography requires information about the movement pat-
tern of DTN nodes and this can reduce and make up for the rugged land-
scape by enabling fixed mobile nodes. Vector Routing Protocol (VCR) was 
first proposed by Kim and Kang [8], which employed the node’s information 
pertaining to the location so as to compute the velocity and direction to the 
destination. This methodology reduces the buffer usage without impeding 
the delivery ratio. The node that is mobile employs the Vector Vcur along with 
the pattern based on movement history so as to estimate a future vector. 
While considering this form of vector routing, nodes which are traversing 
in a direction that is orthogonal exhibit higher frequency of packet replica-
tion in relation to nodes that are linearly traversing (same or opposite direc-
tion). In addition, the magnitude of velocity is also considered since it is more 
sensible to forward the data packet to the faster node rather copying to the 
slower node. Simulation model results show that this has a comparable deliv-
ery ratio compared to the epidemic routing discussed in Section 2.3.1, but 
shows reduced traffic in comparison. Yin and Cao [9] proposed the similar-
ity-based mobility pattern that employs GPS data and compute their mobil-
ity pattern to route data packets. The DTN pattern in this route in this work 
considers the secondary node’s velocity and the goal node (node g) with the 
angle (θrg). Depending on the information pertaining to the location of the 
node f(r,g), a similarity index is calculated to elect the next forwarding node 
in the neighborhood by one hop.
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The Location Aware Routing Protocol considers the issue of isolation in a 
delay-tolerant network and considers both the information pertaining to loca-
tion and the social network structure while making routing considerations. 
In a case where the given node and the goal node are in the same component 
and the node which the given node met has a parameter of a higher value, 
then the data packet is copied to the node which the given node just met. If 
not, the given node waits for nodes that are available later. The operation 
is bifurcated into forward mode and replicate mode such that a node may 
forward only one post in which the node becomes inactive, whereas it may 
replicate nodes in absence of restriction. So a node may forward the node to 
the node it just met once, whereas if that node seems unfavorable, it copies 
the message. LAR or Location Aided Routing also exploits the data related 
to the location to be efficient in terms of overhead usage by restricting the 
search space for specific routes. Conventionally, in the route discovery phase, 
a node broadcasts its route request via flooding and upon encountering this 
request, the secondary node checks the goal node or destination and if they 
align, the node reaches the goal and if not, the secondary node forwards the 
data packet again.



31WoT-Enabled Delay-Tolerant Networks 

Two functional units are defined in LAR:

• Expected area: Where the node has made a prior visit in order to 
ignore redundant nodes.

• Request area: Defines the area for route request (RR), including the 
expected area and its boundary.

Expected area can be thought of a radial unit, with the center of the cir-
cle being previously known, and the location of the goal node and radius 
being the product of speed of goal node (average speed) and the time 
period.

GAARP or Geography Aware Active Routing Protocol was first proposed 
by Fan et al. [10] so as to assess mobile DTN from a geographical perspec-
tive. This research defines a society-based concept that clusters under closely 
connected/linked items, like a geographical community, by accounting for 
geography-related social networks. The principal operation of this protocol 
depends on the concept of a centrality index that encompasses the density 
of the so-called “geo-community,” which is dynamic in a method that is 
defined mathematically in the following manner:
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• Pi: Average probability a user visits the geo-community and time Si.

• Fi
k : Computes the steady state probability for node a in its ith 

geo-community.

2.3.4  Social Concept-Based Routing

The research community has been analyzing the mobility patterns to extract 
similar features with social network based on identifiable social relation-
ship and communication. The qualitative metrics used to make decisions 
pertinent to routing and protocols based on these social models have been 
presented. Social group-based routing protocol (SGBR), proposed by Yin 
et al. [11], uses multicast routing while exploiting clustering based on social 
groups amongst nodes so as to deliver better performances in terms of deliv-
ery rations without bolstering network traffic. The characteristics of nodes 
from the same group have similar social behavior and are likely to meet 
frequently, hence a node from a social group is an “agent” of the group in 
consideration. The authors [11] proved that the probability of replicating a 
message in another social group is higher than within its own social group. 
The strength of the node is measured in terms of connectivity Δxy that quanti-
fies frequency of encounter between x and y. Δxy gets updated by the follow-
ing equation, such that:
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 ζ: Updating factor, ζ ∈ (0,1]
 β: Aging constant, β y∈ [0, 1]
 k: Time elapsed since the nodes encountered

Exploring contextual information is another method to use to compute and 
estimate delivery probability which protocols like Context Aware Routing 
(CAR) aim to utilize. CAR considers mobility metrics, amount of battery and 
link-loss ratio. To enable this sort of computation, a weight method is used to 
maximize the value of αi (αi utility function → attribute ai) for each attribute 
as per the equation below:

 Maximize f a ai i ia( )( ) =å   

such that,

 i : Weight based on significance of each attribute
 αi: Utility function
 ai: Attribute

The friendship-dependent routing protocol proposed by Bulut et al. is 
based on three friendship behavioral metrics based on the history of encoun-
ters of the nodes:

• Frequency
• Longevity
• Regularity

In addition, for nodes that are directly connected, they use Social Pressure 
Metric, or SPM, to compute social pressure amongst nodes x and y to meet 
each other where j(t) is the time left before the other two nodes meet.

Friendship ∝ SPM–1
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t

T

T j t dt= ( )-

=
ò1

0

 

The SocialCast protocol works on the principle of subscription where the 
messages are sent based on a subscription such that messages are only sent 
when there exists the same subscribed interest. SocialCast routing protocol 
has the following four phases:

• Interest dissemination: Broadcasting requests and exchange of the 
summary vectors that contains the relevant metrics.
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• Carrier selection: Based on the highest utility among the neighbors, a 
node is selected to be the carrier.

• Message dissemination: The content reevaluation takes place and the 
message is forwarded to the best carrier.

• Message publishing: After the publishing phases, the published mes-
sage is stored in the local buffer.

Probabilistic Routing Protocol using History of Encounters and Transitivity 
(PRoPHET) employs historical data to make probabilistic determinations 
that assist in making routing considerations for the nodes. The underlying 
principle for PRoPHET is similar to other routing protocols discussed in this 
section in that a node is likely to revisit its past location based on mobility 
pattern.

Delivery predictability is defined as U a b,( )∈ [0, 1] such that “a” is mapped 
to “b” node. The value of delivery predictability is performed in three steps 
with the first step being to update the metric when nodes meet:

Where Uinit∈ (0, 1] is an initialization constant.

 U U Ua b a b a b, , , ,( ) ( ) ( )= + -( )old old1  

where Uinit ∈ (0, 1] is a constant for the initial value of U.

If a pair of nodes do not encounter each other often for a while, this implies 
that they may be decent forwarding agents with respect to each other, hence, 
this should reflect on the delivery predictability value and it must age 
accordingly.

 U Ua b a b i, ,( ) ( )= ´old g  

where Aging Constant γ ∈ (0, 1) and i: Time interval since aging on metrics 
were implemented.

Further, the metric of delivery predictability is transitive in nature, if a 
node “a” encounters node “b” in a small-time interval with high frequency 
and node “b” bears the similar high meeting proclivity for node “c,” then 
delivery predictability for a→c will bear a similar relation, hence, a is a good 
node to send a message to node c. This is property of transitivity illustrated 
in Figure 2.5 for examination.

 U U U U Ua c a b a c a b b c, , , , ,( ) ( ) ( ) ( ) ( )= + -( )´ ´ ´old old1 b  

where Scaling Constant: β ∈ [0, 1], determines the scale of impact.
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2.4  Challenges in WoT-Based DTNs

2.4.1  Routing Challenges

The delay-tolerant network, as the name suggests, is prone to delays in data 
delivery. Propagation delays are fairly acceptable in DTN schemes, and are 
known to occur variably with different data load scenarios, increasing with 
the size of data and decreasing with an improvement in node mobility of the 
network. With the delivery ratio highly dependent on the motion of nodes 
and their interactions with one another, there is a good chance that the DTN 
will give out a poor delivery-time rate, with the node interactions being ran-
dom, and a high probability of node isolation and data coagulation [12]. This 
shall also lead to other issues like rapid energy drain due to constant search 
for a neighboring node for data transmission, as well as node buffer due to 
no neighboring node to further offload the data burden on the node.

Also, with a latency in the data delivery and a probability of data stagna-
tion in the DTN architecture, there arises the possibility of poor data deliv-
ery ratio, with the possibility of data bundles being aged out by individual 

FIGURE 2.5
Transitive communication: A message is passed from node X to node G via nodes Y and Z 
through the mobility of nodes.
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nodes due to maintenance of individual node efficiency factors employed in 
the DTN schemes.

The DTN Bundle Protocol has been improved over time to improve the 
data propagation rate as well as the data delivery ratio though largely leav-
ing the application requirements due to a varied infrastructure usage over 
various applications of DTN, and hence not helping in improvements in 
application-based DTN architecture, even if theoretical improvements have 
been proposed [12].

To solve the above issues, many solutions have been proposed over time 
with each having their own implementation complications that the system 
might face during deployment.

To improve the node interactions and make the data exchange more intui-
tive, hence improving the delivery rate, opportunistic contact between nodes 
has been proposed [13]. Opportunism in networking based on the node activ-
ity and movement allows an optimized data forwarding outlet that improves 
the data delivery ratio as well as reducing propagation delays, while reduc-
ing the number of data hops, bringing the best properties of DTN and ad 
hoc networking together, hence providing the perfect amalgamation of the 
two. The downside of opportunistic networks include assumptions of node 
mobility patterns and data hop decision tables as well as the computational 
and storage requirements for the opportunistic operations. The assumptions 
made shall not hold good in every situation and in cases like node failure 
and out-of-pattern node movements, and the delivery ratio shall be lower 
than projected. Also, the complexity of operations for opportunistic network 
tabulations shall require a costlier hardware to support, with an imminent 
apprehension of overloading the computational systems and buffer memory 
overrun, impugning the efficiency of the said system. The scheme will also 
demand a heavier battery draw for operations per node, depreciating the 
power efficiency of the system.

Schemes toward feedback path maintenance have been proposed, bor-
rowing from opportunistic networks, where data delivery feedback will 
be sent back to the sender node, which, if not received within a threshold 
time period, shall lead to the node multicasting the message to other nodes 
known to be able to carry data between the given nodes [13]. Such a scheme 
will increase the data delivery ratio without much computational require-
ments due to absence of involvement of node intelligence. However, such 
a system shall have an increased data storage requirement, also increasing 
the power requirements for the said operations. Also, despite an increase in 
data delivery ratio, a high probability of increase in delivery time might be 
inevitable, due to capricious delivery status in the first attempt.

Despite the randomness in node movements, the mobility of nodes is often 
describable, by reasonable approximations, with the natural movements seen 
in the wild. Such a pattern study shall be beneficial in judging the capability 
of a node’s decision on the next hop for the data, depending on the current 
network topology and the previous changes in the same attempt to reach 
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such a topology, allowing it to model the node movements. Such a model 
shall improve hop decisions, reducing the delivery time as well as increas-
ing data delivery ratio [14]. However, just like with the opportunistic net-
working, an increased complexity in networking scheme will require higher 
computational and storage preconditions, which will also lead to decreased 
power efficiency for the operational system.

There are many other implementation variations in the DTN architec-
ture and operational schemes, each suited for different applications that 
the DTN serves. Given the applicability, the different DTN modifications 
need to be evaluated according to the needs and requirements of the said 
implementation.

Though the variations and modifications offered in DTN give specifically 
focused network properties for the various applications in which the DTN 
design can be implemented, a number of these variations have their own 
downside. Given that the modifications are data delivery parameter based, 
the application basis of such modifications is not taken care of, and instead a 
specialized system needs to be designed for the applicable implementation 
of such variations [14]. Also, with heterogeneous topology and architecture 
for different variations of DTN, scalability of such networks might be lim-
ited, and expansion and consolidation of different network implementations, 
despite being in the practical vicinity to carry it out, might not be possible 
due to the architectural incompatibility. Hence, a need for a common basic 
architectural layout for all such variations is needed to be achieved, standard-
izing the basic protocol operations, keeping in mind the network scalability.

2.4.2  Custody and Congestion-Related Issues

Given the intermittent contact between nodes and an ever-changing network 
topology, storage and forwarding is an important technique in the DTN 
scheme. Data must be stored until the suitable next hop is not presented to 
the node in question for the bundle transmission. Indeed, even after trans-
mission of said data bundle, the data still needs to be stored by the node after 
the transmission to the nest hop so as to ensure the transmission of the data 
further and handle crashes as well as data bundle dropping, ensuring trans-
mission to the intended node. Needless to say, data buffer for each source is 
an important resource to such a network and might greatly affect the per-
formance for data forwarding and propagation time for individual nodes 
involved in a particular data transfer convoy. Hence, storage and buffering 
are a decisive factor toward the efficiency of DTN network.

In a DTN network, buffering is used for mobile information exchange. In 
this process, a node might end up being on the receiving end of transmission 
of various messages in a data exchange convoy [15]. This might lead to the 
overflow of the buffer capacity, leading to failure of that node, hence leading 
to the dropping of bundle, which might affect both, the delivery ratio as well 
as the propagation time.
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Slow interfacing by the node might also lead to a buffer overflow for such a 
node, with the rate of data influx being higher than the rate of data out flux.

With a varying topology, there is a higher probability of data collision fol-
lowed by the buffer jamming due to contention between simultaneously 
transmitting nodes to a particular node. Occupation and transmission 
queues can be maintained so as to solve the contention and overflow, with 
this having its own issues of an increased power consumption as well as 
computational requirements for each node.

The array of high complexity DTN variations that might improve the 
delivery ratio and propagation time often need higher computational 
requirements for the smart operations they employ. The memory require-
ments for such computational systems might coagulate the storage capacity 
of individual nodes. An intuitive solution might be usage of higher memory 
systems for individual nodes, but such an implementation might be costly 
and the operations for a bigger memory might also require and draw more 
power, leading to a decreased power efficiency. A solution to such a problem 
is the employment of distributed computational solutions for DTN architec-
ture designed to fit the requirements of its application, which would not only 
be efficient in computational transactions, but would also lead to a higher 
competence in the use of the data storage.

Communication networks might encounter blockages due to the resource 
overflow as well as network congestion, which would lead to delays, while 
simultaneously leading to an increase in the power consumption of the com-
munication system. Solutions to such issues are proposed as follows.

For back-off mechanisms of resource allocation, employment of extended 
access barring (EAB), using an extended wait timer and a delay-tolerant indi-
cator, is done so as to create a differential window for different sized packets 
instead of slicing of data, control on parameters of access delay and access 
probability, hence providing energy efficiency. Extending the EAB to four 
paging cycles further shows improved efficiency in energy usage as well as 
resource distribution [16].

Resource allocation to a modulation and coding scheme (MCS) is the key 
factor to energy efficient communications. It inhibits congestion and imple-
ments overload control due to intrinsic properties of choosing optimal MCS. 
The association of picking transmit power with MCS determination adds to 
the energy efficiency brought in by this method.

Clustering of devices, with treatment of each as a mobile node, and hence 
opportunistic usage of available memory related to each as a temporary buf-
fer decentralizes the load on the central buffer and communication network, 
bringing down the network congestion in the process. It also saves energy 
by curtailing the need for transmission of data to the central exchange. 
Reinforcement of learning algorithms for selection of an enabled node-B 
(eNB), with access probability as its metric for choice, will help in distrib-
uted and dynamic networking, with median mobile nodes acting as a for-
ward feed buffer, localizing and sectionalizing communication, and hence 
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decreasing the overall congestion. Other methods like avoidance of near-
simultaneous communication requests with larger back-off values to give a 
relatively spacious network time slicing and reference signal blocking based 
on statistical methods are also proposed, with simple yet effective implemen-
tations in employed protocols.

2.4.3  Security Impediments

Security of data is an important issue to be taken care of in any scheme of 
data networking. Preservation of information carried in the data exchange is 
a primary property that must be taken care of in any type of communication 
system. With the applications of DTNs ranging from satellite communica-
tions to military applications, the security concerns for DTNs are raised to 
higher stakes.

Some common issues that DTN communication network may face are 
listed in the following.

Vulnerability of the data center is a major security issue, where services 
and storage might be at risk of exploitation, disrupting the operations of the 
network.

Data encryption, which is a good tool for data protection, but needs careful 
evaluation in terms of implementations and choice of the protocol to be fol-
lowed, can be a beneficial tool for information safety, though without a care-
ful examination of the implementation schemes, the encryption might be 
easily breachable, leading to an easy leak of information through simple data 
trapping techniques. Also, tradition encryption schemes assume a continu-
ous data flow through a network that is certainly not true for a storage and 
carry scheme-based DTN network, and therefore there is a need to modify 
the traditional encryption schemes to be implementable on the DTN-based 
solutions and applications. Identity-based encryption schemes are an impor-
tant addition to encryption schemes for the DTN network, laying the basis 
for encryption in such disruption-based network topology [17].

Disruption of service by buffer flooding as well as demand spikes will lead 
to network crashing. This may be taken care of by maintenance of buffer 
stacks, so as to control overflow and resist flooding.

With the topology having various nodes that perform different func-
tions, provision of access to the whole network topology as well as all the 
exchanged information might not be a good idea. Implementation of security 
control access levels to different nodes making up the DTN network accord-
ing to their roles is a beneficial feature in terms of data and network security.

Given the nodes use the next hop procedure to forward the information, 
there is a possibility of passing the data to a malicious node created by per-
petrators with intentions to intercept data. This is known as node spoofing 
and is a menacing security threat. Use of encryption will help secure the 
information in the event of data theft. In addition, the hopping protocols can 
be pre-empted by security checks between the transmitting and receiving 
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nodes, leading to a secure gateway of information between the transmitting 
and receiving nodes, preventing node spoofing events. However, given the 
mobility of nodes, the window for information exchange might be small, and 
hence, such a call-receive security check system might not always be benefi-
cial, leading to a trade-off between security and data delivery. Such situa-
tions can be prevented by the maintenance of node tables that shall be able 
to instantaneously verify the authenticity of the receiving node, though at a 
cost of extra memory capacities that must be added into the network capa-
bilities [18]. Masquerading as authentic users and accessors of node-to-node 
hop-based architecture is an easier task due to lack of centralization and 
fixed path in DTN network topologies. This may lead to leakage of informa-
tion during transmission and hence loss of information. This can be solved 
by usage of user registration systems with the use of personal keys as well as 
system-based authentication, like biometrics,

This will provide protection against compromising information through 
an unauthorized access leading to an active or a passive adversary of the 
DTN network.

2.5  WoT-Enabled DTN-Based Applications

2.5.1  Delay-Tolerant Networks for Satellite Communications

Currently, there are around 4,994 satellites orbiting in space. With the vari-
ous applications for these orbiting satellites, communication with the satel-
lites plays a vital role in bringing them to our use. Delay/Disruption Tolerant 
Networking (DTN) principles are primarily implemented in satellite-based 
network communications to help with this.

DTN is now extensively used in GEO (Geosynchronous Earth Orbit) satel-
lite systems, replacing the conventional use of PEPs (Performance Enhancing 
Proxies).

Initially, DTN was developed for deep space communications and sensor 
networks. However, its application was later extended to satellite environ-
ments in order to get through the sporadic channels that are characteristic 
of LEO (Low Earth Orbit) constellation satellite systems. Since this network 
could handle disruptive channels, intermittent connections and the absence 
of an end-to-end connectivity of singular LEO satellites, as well as incom-
plete constellations, it is particularly useful in LEO systems [19].

With the growing applications for delay-tolerant networks, an inclination 
toward multi-satellite distributed systems is arising. Such systems comprise 
multiple small satellites interacting with each other so as to achieve distrib-
uted mission objectives. This further promises development in a new field 
which is merely a fusion of the conventional large monolithic satellites and 
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small distributed group of satellite systems. For the realization of such sys-
tems, communication is a fundamental element where interaction between 
satellites is required [20]. Thus, prospective techniques in the field of satellite 
communication need to be explored.

For the realization of a distributed network architecture as proposed, a key 
aspect arises in the form of inter-satellite communication, that would form 
the backbone to such a proposition, establishing the need for an investiga-
tion toward the possible approaches for it.

A channel of efficient data exchange needs to be established while simul-
taneously catering to the challenges that pertain to networks of DSS (distrib-
uted satellite systems) in the earth’s orbit. Given the handling of disruptive 
as well as delay-prone communication scenarios by DTN, the proposal of 
applications of DTN in DSS communication systems is promising, with DTN 
being capable of handling the challenges that arise in the DSS networks.

To understand the application of DTNs in satellite communication, we shall 
take into consideration the exchange of data between the ground station and 
a low-flying small satellite. It will be difficult for transfer of the complete 
data file in a single transaction with a particular ground station. The file 
might be too large for the same, given the time period of the existence of such 
a link. Hence, such a file should be divided into partitions, that will make 
up the different data bundles. These bundles, as many as possible, are then 
transferred to the ground station with which the satellite is currently linked. 
The other fragments of the files will be transferred to other ground stations 
as they are encountered. Each ground station then transmits the received 
bundles to a central station where all such bundles are compiled to get a 
reassembled file, the same as the one transmitted. The disruptions in terms 
of various factors such as climate, ground conditions and space disturbances 
will lead to inaccuracies in the information transmitted. The ground station 
will be responsible for identification and rectification of such errors. In such 
a case, a request for retransmission of the corrupt bundle will be made by 
the next ground station that satellite should be in contact with. The satellite 
will drop the data bundle stored during the next link with the subsequent 
ground station [21].

A visual explanation of the procedure is provided in Figure 2.6.

2.5.2  Delay-Tolerant Networks for Remote Communications

Communications have grown to become an indispensable resource in con-
temporary lives. That said, there are still unconnected areas with sparse net-
working infrastructures to support a modern communication system.

The requirements for setting up a communication scheme in such condi-
tions are different from the normal end-to-end communication connections. 
The end-to-end connection will drop a data packet if not delivered by the 
time threshold. This is not the case with DTN network, which will assume 
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that the destination path is unreachable. Hence, each node in a DTN com-
munication network stores the data in its custody as long as the communica-
tion to the end node is not confirmed for the data bundle to be transmitted, 
ensuring the delivery of information to the destination node, guaranteeing 
that the data is not lost in the intermediate path to the destination.

The requirements for a remote communication are discussed below, 
explaining how DTN can be efficient in delivering within such requirements.

For every communication network, the cost effectiveness of the solution 
toward the communication problem is the basic requirement. Traditional 
communication channels assume usability over a wide base of population, 
which will not hold true for remote areas that are often sparsely popu-
lated. Hence, it will prove to be expensive to lay out such plans for them. 
With the advent of mobile communication, the employment of DTN net-
works, which rely on cheap connectivity between nodular topology, prom-
ises access to communication in a cost-effective manner. This lays out the 
background for success of deployment of DTN communication schemes for 
remote areas [22].

FIGURE 2.6
A visual explanation of DTN satellite communication, explaining data transmission between 
the ground stations and satellite and the compilation and information extraction from the 
received file.
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The user expects reliability of delivery from any communication setup, 
although with understandable delays. Such an expectation shall tolerate 
periodic connectivity over data loss–prone communication, even if it prom-
ises a constant connectivity. As described before, the mechanism of DTN 
communication deals with the issue of reliability in communication by using 
node-based storage for data propagation, which gives it an edge over end-to-
end communication structure, hence being preferable in remote communica-
tion, providing a near-perfect guarantee of data delivery.

Efficiency in communication is another user expectation. With end-to-end 
communication being a costly affair for remote connectivity, the DTN, despite 
the delays, is a preferable choice for such communication scenarios, salvag-
ing the efficiency of network. The DTN network’s efficiency can be improved 
through various tweaks in DTN implementations for such scenarios.

A user is likely to use a wide range of devices while availing a commu-
nication scheme. Compatibility of a network with all such devices is an 
important requirement out of any communication scheme for it to be fea-
sible to use. DTN implementations for remote communication take care of 
such requirements by adaption of properties from continuous connection-
based networks, applying them into usability scheme with an opportunistic 
exchange between the communication channels and the end user, by mak-
ing the network architecture more heterogeneous in nature [22].

The user’s mobility needs to be taken into consideration for a communica-
tion platform, with usage of hand-held devices being the way of life in the 
modern times. Such requirements are served by the use of service node zon-
ing and multiple transmission and receiving channels deployment, which is 
already an intrinsic property of DTN-based communication operations.

Security is an important factor of consideration and a general expecta-
tion of the user. A secure gateway of information flow is an important 
aspect for building a communication network. The DTN is complemented 
by various security measures, implementing both traditional and more 
DTN architecture and working suited methodologies, ensuring the user 
for information safety.

The world is predominantly connected by the end-to-end, traditional 
communication systems. It is, hence, a necessary requirement to ensure the 
capacity of DTN networks to be able to communicate with the continuous 
connection-based communication. Compatibility between the traditional and 
DTN-based remote communication solutions is vital to the network setup to 
avoid extra hardware implementations for realization of remote communica-
tion at a cheaper and affordable cost. The DTN network is already equipped 
for such adaptations, and hence is implementable [23].

Scalability is a desirable feature for user-based communication, allowing 
an increase in the scope of reachability of network for future expansions. 
The exploratory nature of DTN networking implementations, employing 
algorithms that continuously update the network topology, finds a perfect fit 
toward fulfillment of such requirements.
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Some key features of a DTN-based communication network, that make it 
suitable for remote communication, are listed below [24]:

• Ability to ensure and take responsibility for the data bundle to reach 
the required destination of the network, fulfilled at a nodular level.

• Ability to cope with a disruptive connection between nodes in the 
network topology, if such a situation arises.

• Ability to cope with long delays in propagation and delivery of data 
bundles.

• Ability to make smart use of knowledge of scheduling, prediction 
and opportunism in connectivity (as an added advantage toward a 
continuous network connectivity).

2.5.3  Vehicular Delay-Tolerant Networks (VDTNs)

Intelligent transport system solutions are on the rise in the contemporary 
era. The introduction of intelligence in transportation, increasing safety of 
travel as well as providing more information about road parameters to the 
passenger, has had a marked improvement on the user’s travel experience. 
However, such implementations have an inherent need for a robust mobile 
communication that holds an intrinsic property of a very dynamically evolv-
ing topology in the communication [25].

DTN-based communication has found its applications in such paradigms, 
suiting the needs of the given communication network. The DTN-based com-
munication systems cater to the vehicular intelligent systems that require 
communication between the roadside smart architecture installations as 
well as vehicle-to-vehicle communication, which is characterized by fre-
quent disruption as well as disconnectivity at times for understandably long 
periods. The scenarios characterized by a high delay in propagation and fre-
quent partitioning are also a very common occurrence in such networks. In 
the past, solutions known as vehicular ad hoc network (VANET) have been 
proposed for realization of such a communication scheme [26].

With an improvement in VANETs in mind, DTNs have long been proposed 
for such applications, given their ability to handle the issues of vehicular net-
working, as stated above. Given the matching characteristics of DTNs to the 
given application, a new communication paradigm for this has been intro-
duced, namely the vehicular delay-tolerant network (VDTN). The VDTN 
operates on the familiar store and carry forward mechanism, characteris-
tic of DTNs, making it possible to realize an application having an inherent 
delay-tolerant nature without any end-to-end connectivity [27].

VDTNs are outlined with a relative short contact between nodes, given the 
dynamic nature of traffic, leading to a very unstable topology, where routing 
of data arises as challenging issue. A typical DTN approach of routing table 
updating by exchanging topological information will lead to decreased time 
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for information exchange. Also, application of the store and carry forward 
approach following the traditional manner shall lead to unnecessary data 
replication and ultimately data congestion, especially in scenarios of dense 
traffic. Hence, a compromise needs to be drawn between the value of the 
exchanged information and the cost that shall be incurred toward its storage.

As a solution to the issues discussed above pertaining to the VDTN imple-
mentation, the research on enhancement of such networks indicates an 
improvement in efficiency of the network through various fixes like opti-
mal relay node placement, employment techniques for the control of nodu-
lar congestion and differentiation of traffic according to the capabilities and 
their network requirements [18].

VDTNs have successfully been implemented in various parts of the world, 
with a high efficiency rate of data delivery. However, the efficiency of such 
a network is highly dependent on the participation of vehicular nodes. The 
cooperation of vehicular nodes toward such data sharing marks the impor-
tance that they hold in such a network, often acting as the mobile data car-
riers for subsequent communication. Such dependency on user cooperation 
stems from the fact that the routing protocols proposed for such applications 
are designed with the assumption of full cooperation of the vehicular nodes. 
The study toward reducing the dependency on the efficiency of VDTN com-
munication solutions on the levels of vehicular cooperation is an area of 
research that is underway.

Table 2.1 describes the various proposed routing protocols which are 
employed frequently in VDTNs [18].

TABLE 2.1

VDTN Routing Protocol Summary

Scheme Name

Number of 
Message 
Copies Type Target

Direct delivery Single Direct Node moves and delivers the 
packet directly 

Packet is delivered in result of 
random walk

First contact Single Probabilistic search to its destination
Epidemic routing Multiple Blind flooding Enormous data propagation 

Packets only flooded to the nodes 
near to the

Surrounding routing Multiple Limited flooding destination
Spray and wait Multiple Controlled 

flooding
Limited copies of packet are 
generated 

Packets forwarded on the basis of 
encounter

PRoPHET Multiple Probabilistic History
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2.5.4  Delay-Tolerant Networks for Underwater Communications

Underwater activity monitoring is not always possible by personal human 
intervention. The activities related to underwater operations and systems 
often need sensors and IoT-based systems. For such a system to work, it 
needs a connection between these sensory nodes, to form a communication 
system, with connectivity between the nodes ensuring data transfer to the 
central data collection node. The DTN provides such a connectivity, taking 
into consideration its compatibility with mobile nodes and changing topol-
ogy in network, which might be encountered in underwater monitoring 
scenarios [28].

Water pollution is a growing concern worldwide that needs to be addressed 
immediately. As a check on water quality and identifying the various rea-
sons for its degradation, sensor-based networks for such investigation and 
analysis have been deployed in various water bodies in various countries 
across the European Union. Instead of an end-to-end-based communication 
network, realization of such a system is much easier and cheaper through the 
storage and forwarding scheme of DTN, ultimately using a parent node as 
data collection center, often housed on a float or a boat that frequents various 
nodes while cruising over a large area of water, making it an efficient net-
work. Such a network eliminates the requirements of end-to-end connectiv-
ity to data centers, as well as lowering the number of data collection centers 
that might be needed to set up such a network, and hence being cost effective 
in both deployment and operation, while not sacrificing the efficiency of the 
application [29].

Marine life monitoring is another important application that DTNs find in 
the underwater communications scenario. Such an application might serve a 
large base of studies, ranging from research-based analysis of marine life and 
the patterns in activity that are followed to keep track of effects that water 
pollution has on marine life and the exact causes leading to changes in the 
normal marine patterns as a result of human intervention. An architecture 
very similar to the one that is implemented in water pollution monitoring is 
employed here, closely following the topology in that scheme [30].

Deep sea exploration is a costly and dangerous activity. However, that has 
its own dividends given the environment created at such depths and hence the 
fauna found there. Human exploration at such depths is often impossible, and 
may be lethal if attempted. The robotics-based exploration is again a costly 
affair. It can be made cheaper by employment of exploratory nodes transmit-
ting the data to a sea-level data collector instead of a self-storage capacity 
laden explorer. Such employments have found their implementations to be 
productive and cost effective while being efficient in functioning [31].

Some other underwater applications of DTN-based communication and 
network systems include Navy-based communication and sensory monitor-
ing centers that employ modified forms of DTN networking architecture in 
their applications.



46  Smart Innovation of WoT

2.5.5  Military Applications

Military communications systems are one of the most valuable as well as 
most vital component in any military outfit’s array of apparatus. It needs to 
be robust and safe as well as efficient. The traditional end-to-end network 
protocols fit the above description to a fair extent and hence can be seen as 
an option for implementation. However, end-to-end network protocols are 
not fit for military communication systems, due to the propagation delays, 
high delivery error rates and the heterogeneous topology that it may employ.

Military communication, along with the above properties, are described 
with other features, like locations often being remote and needing an on-
the-ground communication system due to the security and secrecy concerns 
toward satellite-based communication. With a decrepit connectivity and 
remote locations, there is a lot of potential for DTN to be employed as com-
munication systems for military outfits, with adjustments to be made to DTN 
protocols so as to incorporate the military requirements [32].

Military networks employing DTN have their own challenges. In such 
a communication network, disruptions in communication and mes-
sage delivery are very likely and unpredictable in occurrence, given the 
dynamic nature of topology and situations as well as difficult terrains. 
There are possible delays due to the radio systems, which have low capac-
ity compared to the massive transmitters and receivers used in common 
communication systems.

Also, given the inherent delays in communication that characterize the 
DTN networking scheme, it is not possible to implement such a system as 
is, due to the urgency and certainty of message delivery being an impor-
tant aspect in such an application. Hence, for deployment of DTN in such 
an application, it is amalgamated with important and beneficial features of 
various technologies, tailor-made for the various situations that such a com-
munication schemes needs to be employed into [33].

DTN has been under study and improvement in the operational and tech-
nical design for the military-based applicability solutions, complementing 
the basic military tactical plan of action and conditioning the network to fit 
the needs of the battlefield as well as maintain the robustness of the com-
munication system, while maintaining a covert profile for communication 
technicalities [34]. Many projects have been set up to realize such a goal, so 
as to promote such research. The foremost in such projects is the Military 
Disruption Tolerant Networks (MIDNet) project. The MIDNet project’s pri-
mary aim is to usher in DTN-based solutions with the above-described capa-
bilities. The remodeling of DTN architecture and functionality so as to fit the 
military requirements is the area of their study. The approach to improve-
ment that guides this project is characterized and parameterized by factors 
such as robustness in communication factoring in hostile environments, 
security in message delivery and storage, scalability of network connections 
on the go and increased data delivery rates, as well as addition of services to 
the end users.
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2.6  Conclusion

Delay-tolerant networks are designed to work in situations where tolerance 
in delay of information propagation is understandable, trading it for effi-
ciency of data delivery and reliability of network where disruption of net-
work channels, intermittence in information exchange and a general absence 
of scope or deployment of end-to-end connectivity arise as the major chal-
lenges that need to be taken up and addressed.

Delay-tolerant networks have an inherent acceptance of delay and disrup-
tion tolerance, handling it with the use of buffer-based implementation of 
the network where storage and message carry forward methodology is fol-
lowed, leading to ensuring that data dropping does not occur even in the 
scenarios of a disrupted network or delay in propagation of said data.

Various routing propositions have been proposed to tackle different chal-
lenges that the delay-tolerant networks face. Every routing protocol makes 
good use of the disruption and delay-prone nature of delay-tolerant net-
works, enhancing it for the various applications that such networks find 
themselves in. Such applications of delay-tolerant networks serve a wide 
range of fields, such as satellite communication using distributed network-
ing, provision and extension of communication to remote areas, allowing 
and contributing to the growth of intelligent transport system, enhancing 
terrestrial as well as aquatic environments, and also wildlife monitoring and 
exploration and military applications, among various other applications.

The delay-tolerant network is an evolving field, where research is being 
carried out so as to enhance its effectiveness, efficiency and reliability 
as well as opening newer prospects for its applications. The research to 
evolve delay-tolerant networks often focuses on challenges like improve-
ment of the data delivery ratio, decrease in delay in propagation, enhance-
ment of routing protocols in terms of intelligence in node-based transfers, 
addressing buffer overflow and storage issues, taking care of security 
impediments, making data transfer secure while maintaining the network 
efficiency and improvement of power efficiency of the network among 
other concerns.
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Deep Learning-Based Decision-Making 
with WoT for Smart City Development

S. Vimal, V. Jeyabalaraja, P. Subbulakshmi, A. Suresh, 
M. Kaliappan and S. Koteeswaran

3.1  Introduction

In the real world, there have been a lot of significant transformations from 
the modern digital world, including technology-driven development and its 
implementation in public valued spaces. Threats happening in the technoc-
racy have a major impact in the public space providing a realization of the 
short growth in the values of the complex quality of life. The environment in 
which the technological developments take place is a complex network with 
the actors operating as islands to illustrate the smart city. The networked 
environment has a smart city ecosystem that requires stakeholders with dif-
ferent mindsets to be analyzed in the process of knowledge transfer, and 
knowledge from the proper decision-making has also been analyzed. The 
decision-making has the smart city ecosystem with its technology focusing 
on value adding and conflict of values, as shown in Figure 3.1. The decision-
making is assumed to be faulty in nature, based on the technological factors 
in the situations that create the assessments with the technological society 
and it has been held to be the balancing mechanism helping to assess the 
renewed implementation.
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The IoT-based industry has enormous growth in urban planning with the 
foundation in development of industry for chips, microcontroller kits, electronic 
gadgets and telecommunication systems forming a part of the industrial seg-
ments. Attacks and vulnerability issues are the main concern in the IoT with the 
network breach. The vulnerability can be inspected with Intrusion Detection 
Systems that can encounter the anomalies in the reliable services of IoT applica-
tions. Various deep learning models have been proposed, with the modeling 
scheme of learning and data from sensors forming the structure of the setup. 
The internet is used for sharing of communication and content with a global 
communication establishing the objects connected and the smart devices with 
the support of international data corporations (IDCs) [1]. IoT paved the way 
for smart cities with support in optimization and enhancement of the public 
services in a smarter way, leading to smart transportation, smart parking, smart 
hospitals and urban development. The city offers a strategy of control over vari-
ous domains established with a new service rule for the automatic classification 
of the services offered. Data from different sources are being collected with the 
particular location and time [2]. The expansion of cities handles the smarter 
way with smarter development in a cloud-based environment.

In an edge computing-based cloud setup, IoT data gathering includes all 
data to be gathered from the remote server. Remote processing has been 
done in an emerging area with bandwidth usage with an increased speed. 
Fog computing and data processing have been done from the remote serv-
ers that increase the benefits of the data size and the low latency simulation 

FIGURE 3.1
Decision-making for urban planning.
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in the filtered server data. Edge computing offers very large offloading and 
the storage accuracy has been enriched with privacy preservation in a smart 
way using IoT prediction [3].

In the modern era, people are getting connected to the real world through 
the online sector, having an integrated circuit technology and wireless com-
munication that have been established using signal acquisition and data 
preprocessing with the wireless communication capabilities [22]. The IoT 
has been divided into three layers: the perception layer, network layer and 
application layer [4]. The perception layer deals with the end devices and 
tail nodes. The end devices monitor a progressive approach in elaborating 
the segment with the layer channel in the devices to support the RFID tags, 
cameras and GPS devices. The sensors are used by the parameters to form 
an environment in the sensing layer with the information from the physical 
world with analog-to-digital conversion [5]. The second phase of the IoT deals 
with the network layer, which connects the sensing layer with the applica-
tion layer, and which includes mobile communication and fixed communica-
tion using internet and private communication networks. The network layer 
includes various functionalities includes optical fiber communication, secu-
rity access and satellite access [6]. The network layer deals with the applica-
tions in application layer; human–computer interaction (HCI) is one of the 
biggest applications that retrieves the data from the valuable environment. 
The end devices include the IoT data retrieval from the environment with an 
information security and business domain. The security includes the analy-
sis of data, computation, storage and various technologies. The transmission 
of data communication is done between the end devices and the sensors [7].

IoT brings the solution for the problem prevalent in the recent stochastic 
applications to the problems on recent surveys on the existing RFID tech-
nology. In the next five years, it is assumed the usage of IoT will cross the 
range of 30 billion [8]. RFID will reach more than a billion in the next few 
years due to drastic changes in the development of IoT devices like sensors, 
antennas and circuit development using semiconductors. The security of IoT 
includes authentication with the secure hash key toward intrusion detection 
and external data behavior with Intrusion Detection Systems. IoT security 
enables the system to enhance hotspots in the system. Figure 3.1 shows the 
layered structure of IoT in a Wi-Fi management system [9].

The perspectives of IoT enhance the development of IoT in all levels of 
the industry. A survey indicates that China developed an economy in the 
infrastructure to expand Chinese industry [10]. There are a limited number 
of uses of the applications in the market for the government, with private 
investment being the real market under investigation [28]. The rise of IoT is 
hugely involved in smart homes with the WLANs dealing with the public 
market. Intrusion detection involves faster detection with the cost increas-
ing with the benefits. Intrusion detection has a major involvement in wire-
less communication technology and the sensing assumes to be of a sensing 
assumption. Various long-distance communications have been established 
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with the various remote sensing applications in conjunction with the sensors 
in UART, LoRa, ZigBee and Bluetooth applications [11]. Ubiquitous Wi-Fi 
includes a widespread application of IoT security-based technology and also 
the security limitations of monitoring the usage of security with the hotspot 
in the current IoT [12]. The economic deployment has the option of consider-
ing the data security with the deep learning algorithms achieving a remark-
able role in IoT considerations. The deep learning involves data sampling of 
the content in the real world. Deep learning is achieved from the problem, 
with the target data having been assumed in the development of the deep 
neural networks [13]. The Chinese IoT has its own development in the IoT, 
with various research universities vying to be the university to communi-
cate the performance in the classification of the RFID R&D [14]. The image 
classification depends on the industry in the Federation of China which has 
a migration algorithm with the parameter to be analyzed. The image seg-
ments are being nowadays used in analyzing cancer predictions for smart 
city establishment in recent paradigms, using the IoT wearable devices and 
classifiers [29]. The layered architecture is represented in Figure 3.2.

The security technology has an authentication technology to provide a 
secure transmission with the passive defenses, and the state, behavior and 
usage may be provided with the IoT security in devices [15]. The intru-
sion uses a parameter to detect the unauthorized behavior. The function 
of IoT has a wireless LAN which has a convenient environment that can 
automatically provide the humidity and adjust the room temperature, 
switching due to the context awareness [16]. The wireless communica-
tion technology has a big opportunity in the simultaneous sensing of the 
Wi-Fi signals in the same paradigm [25]. The information sensed can be 

FIGURE 3.2
Layered services for WoT.
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assumed to be in the additional communication that can be done in the 
Wi-Fi establishment [17].

The learning categories that became the essential methods of treating 
data are inductive learning, direct learning and supervised learning [18,26].  
Inductive learning has a high detection rate with abnormal data. The 
dimensions of the training data and the test data have to be consumed to fit 
the data. The inverse of the homogeneity problems, regression of the data 
can be directly assessed with the existing research. Direct push learning is 
one of the techniques in supervised learning and is effectively addressed 
in the tasks of the unauthorized learning’s clear characteristics. Intrusion 
is an unauthorized operation of accessing, destroying and tampering 
with the causes and damages prevailing in the system [19]. The safety of 
resources and the sensors are in addition to the physical sensor protec-
tion. The first line of defense uses data encryption and the sensor network 
security; key management and the protocols have been identified for the 
authorized parties [20].

The IoT sensor has attacker nodes, and the weak points of the system have 
IoT sensors with defensive nodes [21]. The IoT has an intensified proposal 
for the active defense system with the attacker being established in the auto-
matic mechanism in the sensor network. The active defense nature has the 
attacker’s behavior and the intrusion information in the most secure envi-
ronment [27]. The IDS has the best feature in the detection in the source/sink 
with the nodes having a secure environment. It uses an automation system 
with the attack behavior, which has low traffic in the short wireless commu-
nication and an alarm signal with the node-based distributed architecture.

The distributed environment of the IoT, IDS has the collaborative condition 
in the IoT, with the specific attacks in the predetermined area IDS. The IoT 
helps to discover various attacks within the sensor nodes with the generation 
of agents in a communication activity in a specific location [23,24]. IDS agents 
are pre-located within the neighboring node in the wireless communication 
channels, and are found in interactive models with separated data between 
areas, on the basis of better learning in a complete target field for the ser-
vice of the specific locations. The learning tasks are allocated with greater  
expression within the target field.

3.2  WoT-Based Decision-Making for Smart City Development

The smart ecosystem has a phase of contact in the value ecosystem to relate to 
the biological factor that has been used in the animal survey of the complex 
relationship. The biological relationships include the stakeholders with high/
low positions and choice-based networks in cities with dynamic events that 
have been planned in the complex network structure [15]. The responsible 
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innovation has been utilized by various researchers and academics, and the 
public values are focused on the stress factors in the responsible innovation 
and on the transparent manner of the actors’ phase, with a view of the prod-
ucts in the acceptability and sustainability of societal desirability in the sci-
entific and technological factors of the marketable products. It follows three 
dimensions in innovation with the following factors:

 1. Dimension of anticipation: The way has been incorporated in the 
innovation with the benefits and the impacts.

 2. Reflexive action: The stakeholders’ intentions, interests, values and 
the actors involved are prescribed with the WoT-based smart city’s 
progress. This dimension shows the innovation in the adaptable 
societal needs to be fulfilled with the interest planned in the great 
challenges in the environment.

 3. Better response: The dimension with this innovation shows the 
responsiveness to societal needs, with the interest of forecasting the 
grand challenges with the new ideas and the innovation of creation.

The better response paves the way for decision-making in an important role 
to focus on the dimensions in both an active and a passive way. The respon-
sibility can be viewed with the way of decision-making in the evaluation pro 
forma. The passive mode of responsibility is assumed to be the structures 
leading to a desirable outcome, in the event of an undesirable mode follow-
ing the focus on the intense way of treating the punishment [18]. The public 
organization works on the active way of ensuring responsible outcomes of 
the decision-making in the municipal organizations and the active respon-
sible organizations.

Technology assessment is done in alignment with the technology to carry 
out a constructive assessment of the tools used to design the new technolo-
gies in the decision-makers’ process. Following the technology assessment 
in the new design practice, with the users to be predicted from the start and 
interactive communities to explore new trends in societal learning, the tech-
nology is assessed to be the higher of the chance factors in the significant 
adjustment to the responsible innovation way of enabling the technology, in 
the order of processing the innovation in the singular approach to the desig-
nated approach in the formulated condition.

3.3  Value Conflicts and Analysis of Constructive 
Technology Assessment (CTA)

The sociotechnical value map is a tool that assesses the performance of the 
research tool with the technology assessment of the value sensitive design. 
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Public value has been assumed to be that of the specific users of the technol-
ogy in the public standard. The technology assessment in public value has 
been assumed to be the public construction in CTA (Constructive Technology 
Assessment) frameworks in a specific set of actors in the VSD (Value Sensitive 
Design) practices in the selected and right combination for the value-based 
approach in the design process. The smart city has been exposed to the 
sociotechnical public with the representation in the recommendation in the 
policy makers to incorporate values in the design for the smart cities with 
the continuous technology assessment. Researchers are used to mapping 
identical values and situations with the use of technology problems that shift 
over time. It is not a static system, but it is a dynamic mapping of the smart 
ecosystem in a rational way, analyzing the possible future scenarios in smart 
city management. The smart ecosystem has various factors and temporal 
characteristics, as shown in Figure 3.3. The demonstrations, presentations 
and analysis have been discussed with the stakeholders.

3.4  Decision-Planning Using WoT in Urban 
Ecosystems with Deep Learning

Urban planners and decision-makers are facing a huge flow of information 
prevailing in the data center. The smart city focus has been imposed upon 
the urban ecosystem to set up WoT-based system settings in the decision 
policy. The information access has enormous assumptions in the period of 
evolving the system in the data production and dissemination of field policy, 
and the human access to the information is a great challenge in the reposi-
tory in the bits arrival. The urban planners and decision-makers face a rapid 
and enormous growth that has been provided in the urban environment. 
Changes to the urban system may come from a sudden error following the 
urban planning decisions, and understanding these decisions’ consequences 
increases the information and planning needed. The desired future means 
the decision-makers have been awareness planners in various parts of soci-
ety. Urban planning requires a more holistic understanding and awareness 
of the situation. The urban elements have the subsystems with their complex 
influence on each other and the situational awareness becomes increasingly 
necessary to maintain the competence of single individual coordinating 
the dynamic systems. The urban area has been challenged in the interac-
tive method with the participation of small city planning in the city repre-
sentation of the imagined phenomenon. Digitalization and participation are 
the main platforms for smart city processing with scientific reasoning. The 
decision-making role has been well established in the communicative theory 
processing with the roles of various stakeholders in the participative and col-
laborative process in the theory of a dignified process. The acknowledgment 
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must be made for the stakeholders and participants in the planning pro-
cess as early on possible. Digitalization has been done in urban planning 
and decision-making to adopt the new transdisciplinary route for urban 
decision-making practice. The smart city uses ICT to optimize the efficiency 
of the useful, necessary city processes. The smart cities have the collective 
intelligence with the situational awareness in the city. The smart city phe-
nomenon has been severely criticized, for instance, for ready optimizations 
between the good and bad cities. The problem with the smart city option is 
that it is meant for the urban planning in the holistic and integrative perspec-
tives and the multiscalar stress planning is done in the forum as shown in 
Figure 3.4. The urban planning approach is done on behalf of the planning 
theories and the post-structural theories that comprise the monitoring and 
the evaluation in the planning process. The urban planning has been created 
with the purpose of scaling the horizontal and vertical participation.

3.5  RESTful Services Using WoT

A web API is a development in web services where the emphasis is on  
moving to simpler representational state transfer (REST)-based commu-
nications. RESTful APIs do not require XML-based web service protocols 
(SOAP and WSDL) to support their interfaces. RESTful web services offer 
an interoperable and secure connection to maintain the data in the M2M 
(machine-to-machine) connections and communications on the internet 
based on the classes done on the representational state, and transfer within 
the compliant web services where the resources have been manipulated 
with the uniform set of state and stateless transfers emerging within the 

FIGURE 3.4
Collaborative approach for a smart city.
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web services’ control in the arbitrary set of events, and the option of the 
web usage has been utilized in the context of IoT within the arbitrary web 
services. The resources are assumed to be of the representational condition 
in WoT within the deep learning context, and the web services have a mul-
tivariate option of analyzing the maximum prediction in the resolved unit. 
The http-based modern application has been used with the web services to 
analyze the context within the deep learning context of modular thinking. 
The web services using the SOAP (Simple Object Access Protocol) platform 
provide a modern context for the urban planning data center to contribute to 
the smart city essentials.

3.6  Conclusion

The complex urban planning ecosystem measures the overall development 
of the process to construct a clear, defined area for the challenging task of 
producing the planners and the decision-making with the situational aware-
ness of the planned ecosystem. Deep learning-based decision-making with 
WoT for smart city development has started the phase with its implementa-
tion in urban planning, and this task making may help the future planners 
to construct an awareness of the process and research changes to the own 
fittings that allow the problem to meet the needs of the user with the for-
mation of the knowledge management process in the information context. 
The digitalization and urbanization fulfill the objective of policy-makers 
in the integration of the collaborative methods. The system thinking involves 
the perspectives of learning the situational awareness of complex ecosystems 
and brings the data together to form a knowledge-based deep learning sup-
portive smart city planning with a collaborative approach. The stakeholders 
involved in the development process bring diverse thinking to the process of 
getting the channels with a human-centric focus on planning.
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4
Predicting Epilepsy Seizures Using 
Machine Learning and IoT

Bahubali Shiragapur, Tanuja S. Dhope (Shendkar), 
Dina Simunic, Vijayalaxmi Jain and Nishikant Surwade

4.1  Introduction

As per the World Health Organization (WHO) survey, around 60 million 
people are affected by epilepsy diseases [1]. This is a brain disorder which 
needs to predict occurrences to prevent life-threatening situations. Epileptic 
seizures are a result of sudden changes in electroencephalogram (EEG) sig-
nals reflected as transient high peaks in EEGs [2]. The EEG signal is widely 
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used for clinical assessments for measuring brain activity and detection of 
seizures. Traditional, visual scanning of a patient’s EEG data is a tedious 
and time-consuming process. Thus, there is a need for a reliable and auto-
mated system to predict, classify and detect epilepsy, for better treatment. 
Furthermore, this kind of system can reduce the effects of long-term treat-
ment with antiepileptic drugs which are harmful to the human neurological 
system. Thus, there is a need identify a better predictive system that will 
help to doctors to make decisions and will reduce clinical observation errors.

A seizure represents a single occurrence event in EEG. However, epilepsy 
is defined as a neurological state characterized by two or more unprovoked 
seizures. Apart from various types of seizures, most common seizures can 
be classified as generalized, or in the form known as focal [3,4]. During focal 
(or partial) seizures, the seizure activity is restricted to a portion of one brain 
hemisphere. The seizure begins in a part of the brain. Focal seizures are of 
two types: A simple partial seizure is a focal seizure with retained awareness. 
A complex partial seizure or focal dyscognitive seizure is a seizure with loss 
of awareness.

The EEG is a biomedical clinical tool used to predict human brain abnor-
malities. Furthermore, the use of better state-of-the-art techniques, such as 
the 10–20 international system, are used to record brain activity [11,12]. This 
multichannel time variant signal can be further analyzed by using a signal 
processing tool to extract different signal features. It is possible to detect and 
predict epilepsy. This study’s primary goal is to detect and predict by the use 
of a machine learning approach and to process the data by Internet of Things 
(IoT) devices. Furthermore, this chapter may motivate the research group to 
solve the societal problem.

We have processed the publicly available EEG signals of normal as well 
as epileptic disorder patients using Chebyshev filter wavelet analysis, and 
extracted the features using wavelet decomposition that captured the fre-
quency of the dataset. The seven different techniques, including LPC (lin-
ear predictive coding), kurtosis, mean, auto-correlation, skewness, spectral 
energy and feature extraction is done by using PCA (Principal Component 
Analysis). The state-of-the-art methods such as the Artificial Neural Network 
(ANN) are used to make decisions on medical events whether the EEG signal 
is free from epileptic seizure or not.

4.2 Literature Survey

A set of several unique features can be used for predicting the preictal state 
of epileptic seizures. Rasekhi et al. [5] have proposed univariate linear fea-
ture detection for seizure prediction; 132-dimensional feature space has been 
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used by utilizing six EEG channels and extracting various univariate linear 
properties. The work suggests that the “preictal time” begins 10 to 40 min-
utes ahead of the “ictal” state, with a difference of 10 minutes. “Preictal” 
and “ictal” states are considered as a binary classification tests to predict an 
epileptic disorder. They reported that prediction sensitivity is 73.9%. They 
used a Support Vector Machine (SVM) for the classification of EEG signals 
“preictal” and “ictal.” The authors suggested the use of univariate linear fea-
tures with a fixed window size, with certain regularization decisions on EEG 
signals. They have considered 5-second segmented data for further process-
ing and filtering to reduce noise.

Teixeira et al. [6] have developed a technique for predicting the epilep-
tic seizure in real time. The medical event prediction is based on machine 
learning classification methods, viz. SVM, radial basis function (RBF) neural 
networks and multilayer perception (MLPs) neural networks. The authors 
[7] have suggested filtering techniques as a preprocessing step, which can be 
used for removal of artifacts. They suggested the SVM classifier can achieve 
seizure detection sensitivity of 75.8% [8]. The use of the wavelet signal pro-
cessing method for prediction of seizures has been suggested in Gadhoumi 
et al. [9]. The wavelet energy and wavelet entropy are considered as features 
to train the neural network. For testing, six patients’ data was selected from 
two or three channels. The reported sensitivity is 88%.

Zandi et al. [10] have also suggested a model for prediction of seizures 
based on zero crossing by scalp EEG signals. The computation of histogram 
for all intervals in moving the average window for observations at different 
sets of points (preictal and interictal). The work suggests an alarm is created 
at the start or beginning of the “preictal” state of the seizure, which predicts 
seizures. The suggested model provides a sensitivity of 88.3%, with a pre-
dicted time of 22.5 minutes.

The authors [12] suggested that statistical moments, the first four as fea-
tures, are extracted. These features are used to measure the variance, sim-
ilarity and symmetry of successive EEG signal samples. As the EEG is a 
non-stationary signal, it is necessary to eliminate noise smoothing of EEG 
signal for better sensitivity and performance analysis of epilepsy EEG data-
set signals.

The authors [13] have shown the experiment for detection of epileptic 
seizure by using filtering and wavelet transformation techniques. They  
[14] have presented a classification of sleep stages operating on wavelet 
transformation and neural networks. The detailed and db-4 approxima-
tion coefficients and back-propagation algorithm EEG are used to train the 
neural network model for classifying the stages of sleep signals [18]. The 
authors [16] have proposed the use of lower devices MSP-432 for seizure 
detection. Another research group [17] discussed accurate detection of epi-
lepsy with a 10-second prediction time well before the occurrence of the 
medical event.
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4.3  Proposed Approach

Figure 4.1 shows the block diagram of the proposed approach.

4.3.1  EEG Dataset

A public dataset [15] containing five EEG sets are used for experimentation.
The details of the dataset are as follows:

• Signal recording segments: 100
• Sampling frequency: 1,000 Hz
• Duration: 23.6 seconds of every segment

For experimentation we have used only two sets: A, E.
Healthy patients’ EEG signals are in Set-A, whereas epileptic patients’ EEG 

signals during epilepsy seizures are in Set-E.

4.3.2  Preprocessing

The Chebyshev filtering method is used to remove the artifacts of EEG signal 
as it is a non-stationary signal. This will enhance the prediction and detec-
tion of the epilepsy seizure event.

4.3.3  Decomposition

Decomposition is a sub-band coding that uses Daubechies wavelet fami-
lies to decompose the signal for analysis of low frequency band signal. For 
experimentation, the db-4 method is used for analysis of the EEG dataset.

4.3.4  Feature Extraction

Various statistical methods are considered, such as LPC, kurtosis, mean, 
auto-correlation and PCA. These features are considered to train the net-
work for further classification.

Decomposition

Feature
Extraction

Input EEG
Signal

Preprocessing

Classification
and decision on

SOP

FIGURE 4.1
Block diagram of the proposed system.
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4.4  Linear Predictive Coding (LPC)

The LPC coefficients were computed for the non-stationary EEG dataset. 
Thirteen LPC coefficients are considered for simulation. In linear prediction, 
the present EEG samples are approximated to the linear combination of past 
samples, that is:

 s n s n k Sk
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( ) ( ) , ,= -
=
åa r ak

1

for some given value of  (4.1)

In the above equation:
ak , s: Linear prediction coefficients
s(n): Windowed speech sequence

s(n) is calculated by the product of a short time speech frame with either 
hamming or a similar type of window:

 S n x n w n( ) = ( ) ( )*  (4.2)

In the above, the windowing sequence is represented by ω(n).

4.5  Kurtosis

Kurtosis is used to find heavy-tiredness or light-tiredness of data when com-
pared to a normal distribution. High kurtosis indicates heavy tails and simi-
larly with low kurtosis indicates light tails. For data Y1, Y2… YN, the kurtosis 
is given by:

 Kurtosis =
-( )

=å i

N

iY Y N

S
1

4

4

/
 (4.3)

In the above equation:
S represents standard deviation
Y represents mean
N represents the number of data points

To calculate standard deviation, N is used for the denominator in kurtosis.
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4.6  Mean

The average of the EEG signal is used as another statistical parameter for 
multichannel dataset signals. This feature helps to differentiate epileptic 
seizure event.

4.7  Classification

Classification deals with classifying a new observation; it is based on knowl-
edge gained from training data with known category membership. Various 
methods, such as neural networks like back propagation, LVQ, SOM, feed 
forward, normalized correlation, K-nearest neighbor (KNN), Hamming dis-
tance, support vector machine (SVM), weighted Euclidean distance, which 
are used for classification.

In this chapter, SVM and KNN are used for pattern classification, where 
the observations are classified based on features.

4.8  K-Nearest Neighbor (KNN)

KNN is one of the popular classification techniques because of its simplicity 
and robustness. The test observation (feature) is classified by finding a near-
est neighbor calculated from training observations (features).

Various distance metric measurement techniques such as Euclidean dis-
tance, Chebyshev, city block, correlation, cosine, Spearman, Hamming, and 
so on, are used to find the distance between the training and testing vectors.

A simple Euclidean distance formula for the distance between training 
and testing vectors is given by:

 d a b a b
i

n

i i,( ) = -( )
=
å

1

2  (4.4)

The testing vector is assigned with the label of the class which is at the small-
est distance.
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The features are extracted for training and testing set of observations, rep-
resenting these observations in some different dimension space. The similar-
ity of two different points can be represented by the distance between them 
in a space.

The working of the K-nearest neighbor algorithm is as follows [11–13]:

• Define a positive integer value K. Also calculate the features of the 
new observation.

• For the new observation, calculate the K closest distances.
• Find the closer classification of this training observation.
• This helps us to classify the new observation.

If the result is not satisfactory, change the value of K until the reasonable 
level of correctness is achieved.

In Figure 4.2, there are two classes, represented by squares and triangles. 
The new testing feature is introduced in the feature set. The testing feature is 
classified into the right class using K-nearest neighbor by assigning the label 
of the higher majority neighbors.

 A
n

a
i

n

i:=
=
å1
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 (4.5)

FIGURE 4.2
Classification of query image through a KNN classifier [19].
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4.9  Auto-Correlation

The self-correlation of signal is an important feature used to correlate signals 
based on time difference and average value at origin.

 R S nXX

i

= ( )
=
å

0

¥

 (4.6)

The correlation coefficient R is used to indicate a higher degree of similarity, 
[−1, 1], where perfect correlation is given by 1 and perfect anti-correlation is 
given by −1.

4.10  Principal Component Analysis (PCA)

For low artifact signal analysis PCA is mostly used compared to linear 
discriminant analysis (LDA) and independent component analysis (ICA). 
Furthermore, PCA is used for mapping data to lower-dimensional space 
from high-dimensional space.

4.11  Seizure Prediction

Figure 4.3 shows various medical event timelines, including the “no seizure 
occurrence” time interval referred to as “interictal.”

For preictal, the alarm will be set in forthcoming elapsed time denoted by 
the Seizure Prediction Horizon (SPH). The Seizure Occurrence Period (SOP) 
follows the SPH. The seizure is expected to occur at SOP. After the seizure 
period, during the postictal period, no seizures are observed.

The thumb rule to avoid a harmful situation is that the cumulative time 
interval of SPH and SOP should be longer than 5 minutes.

FIGURE 4.3
Seizure event time activity.
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The main objective is to identify and detect SOP on the patient side by 
wearable devices. Further, this data is processed remotely with the help 
of IoT. The block diagram shows complete wireless Smart Web of Things 
(SWOT) architecture to monitor epileptic seizure activity at the user end with 
a comfortable and portable prototype. The end-user observatory device will 
be connected with the clinical side through existing smartphone devices. 
Figure 4.4 shows the block diagram of epileptic seizure prediction and detec-
tion using signal transform and statistical methods.

Furthermore, such kinds of smart medical devices are today’s need, 
wherein we can monitor health status remotely and also the location of the 
patient can be traced. The alarm events generated can be further shared to 
family members as well as to clinical observers for preventive action.

FIGURE 4.4
Web of Things (WoT) to predict epileptic seizure.
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4.12  Results and Discussion

For the simulation analysis, we used the MATLAB tool and the parameters 
in Table 4.1 are considered. In the proposed work, the EEG signals (Healthy 
person dataset Set-A and epileptic seizure person dataset Set-E) are pre-
processed through the Chebyshev filter. The filtered signal is then decom-
posed by the Discrete Wavelet Transform. Different statistical features were 
extracted to differentiate the normal and epileptic EEG signal, as shown 
in Figures 4.5 and 4.6. The outcomes of the proposed system are described 
below in a qualitative and quantitative manner.

In the qualitative analysis, the graphical results of the EEG signals are 
presented.

Figure 4.7 shows the seizure timeline activity signal; we need to look 
at the adaptive seizure prediction algorithm (ASPA) for better real-time 
performance.

In Table 4.2, the extracted features using five different techniques have 
been tabulated. Patients 1–4 are the normal patients while Patients 4–6 are 
the epileptic patients. From Table 4.2, it is observed that the values of the 
features of the epileptic and normal patients differ. These features are then 
applied to the Machine Learning Algorithm (KNN). We have programed 
and designed the Graphical User Interface (GUI) to display the final output 
whether the person has epilepsy or not. The results are shown in Figures 4.8 
to 4.11.

TABLE 4.1

Simulation Parameter

Descriptions Parameters

EEG dataset Set-A and Set-E [15]
Filter Chebyshev filter
Decomposing technique Wavelet transform
ANN Classifier KNN classifier
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FIGURE 4.7
Seizure activity filtered signal.
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FIGURE 4.8
ANN model.
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FIGURE 4.10
GUI for non-epileptic patient.

FIGURE 4.9
Confusion matrix.
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FIGURE 4.11
GUI for an epileptic patient.

4.13  Conclusion

In this chapter, the system for auto-classification of the normal and epilep-
tic EEG signal has been implemented. EEG signals of normal and epileptic 
patients were collected from online sources. The EEG signals were prepro-
cessed using the Chebyshev filter. From the filtered signal, various features 
are extracted, viz. LPC, kurtosis, mean, auto-correlation and PCA. Those 
features are used as an input in a KNN. The final classification of the EEG 
signals of the existence of seizures or not is done by KNN. A further filtered 
signal is used to predict the occurrence seizure event. The application can be 
scaled up using the Web of Things.
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Cognitive Radio Networks

5.1  Introduction

The frequency spectrum is considered the most pivotal, yet limited, natu-
ral resource. The rapid utilization of wireless technology in communication 
has escalated the demand for larger bandwidths. The number of users with 
internet-enabled wireless mobile devices is increasing rapidly, which attracts 
the proliferating need for more advanced applications. These applications 
include multimedia communication, telemedicine, smart spaces (e.g. office, 
home, etc.), sensor networks, smart cities and many more. This requires 
transferring higher volumes of data and providing higher security, as well as 
continuous connection among the wireless mobile devices of any network, at 
any time and at any place.

The present mobile communication technology is based on the cellular 
concept which uses a “Static Spectrum Allocation Scheme.” In a static spec-
trum allocation scheme, the legacy owner is assigned the entire licensed 
band which can only be utilized by the primary users. Many of the pre-
allocated frequency bands are ironically underutilized since the primary 
users may not be active at all times. Hence, the resources are simply being 
wasted. However, Cognitive Radio Technology adopts a “Dynamic Spectrum 
Allocation Scheme,” in which both licensed as well as unlicensed users can 
use the spectrum efficiently, thus mitigating the spectrum shortage problem 
and fostering easier and more flexible radio spectrum access to wireless net-
works. Moreover, Cognitive Radio Networks (CRNs) help to ameliorate the 
Quality of Service (QoS) by providing congestion control, higher bandwidth 
and faster data rate.

5.2  Cognitive Radio

Joseph Mitola and Gerald Maguire were the pioneers who introduced the 
concept of Cognitive Radio (CR). The word “cognitive” appertains to con-
scious mental activity like hunting, understanding, learning and remember-
ing. A Cognitive Radio is an astute device which can sense, learn and react 
to the network conditions. In other words, CR is a radio which can revamp 
its transmission parameters depending upon the environmental conditions 
under which it functions.

5.2.1  CR Transceiver System

To realize a CRN, each CR node must have a CR transceiver system which 
could function as a transmitting unit as well as a receiving unit. A basic CR 
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transceiver system has three units: A radio-frequency (RF) unit, an analog-
to-digital (A/D) converter and a baseband signal processing unit. The RF 
unit along with the A/D converter forms the RF Front End. The basic block 
diagram of a CR transceiver system is depicted in Figure 5.1.

At first, the acquired signal is amplified by the RF front end and converted 
into a digital signal. Then the baseband signal processing unit performs 
modulation and encoding of the digital signal before sending it to the user. 
Moreover, on the contrary it performs decoding and demodulation of the 
digital signal after receiving the signal from the user.

5.2.2  Spectrum Hole Concept

The legacy owner has access to the assigned or licensed primary band. 
However, it may not be using this pre-allocated frequency band at all times, 
i.e. there would be instances where this band would be left idle by the legacy 
owner. These vacant or unused primary bands are entitled “white spaces” or 
“spectrum holes.” Spectrum holes are the medium through which CR users 
sustain communication and perform their normal tasks. A CR user has to 
optimistically choose the spectrum hole which can meet its QoS and must 
move to new white space, for its seamless transmission, when the licensed 
user reappears. The concept of spectrum holes is illustrated in Figure 5.2.

5.2.3  Network Architecture

The modern wireless network models utilize heterogeneous spectrum cus-
toms and telecommunication techniques. Furthermore, a part of the exist-
ing radio spectrum is accredited to various technologies, hence only few 
bands are available for free access (e.g. Industrial, Scientific and Medical 

FIGURE 5.1
CR transceiver system.
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[ISM] band). A set of rules, called protocols, are required for communication 
among the CRNs. For the development of such communication protocols, a 
comprehensible illustration of network architecture is required.

The elements of network architecture, as illustrated in Figure 5.3, could be 
categorized into two subsets, that is, the primary network and the cognitive 
radio network. The components of these two subsets are discussed below.

5.2.3.1  Primary Network

The network which has the license to access a particular band of the radio 
spectrum is called the Primary Network (PN). For instance, a PN could be 
the cellular network, CDMA, WiMAX or a TV broadcast network. A PN con-
sists of the following components:

 1. Primary User (PU): The user of a PN which has the rights to utilize 
the particular spectrum band allocated to PN is called the PU. The 
PU can access the PN via base station. All the services and opera-
tions of the PU are controlled by the base station. The PU is the mat-
ter of greatest importance; hence it has precedence over the CR user 
when it comes to channel access or channel allocation. Thus, any 
unlicensed user or user of any other network should not affect the 
PU. A PU doesn’t require any changes in its parameters for coexis-
tence with the CR base stations and CR users.

 2. Primary Base Station (PBS): PBS is the permanent infrastructure net-
work element deployed for a particular technology with authorized 

FIGURE 5.2
Spectrum hole concept.
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access to a spectrum band. For instance, a Base-station Transceiver 
System (BTS) of a cellular network or WiMAX are the fixed infra-
structure element of the network model. PBS is incapable of coexis-
tence with CRN and thus a few changes are required in PBS for the 
cooperation of CR users in the PN. These changes could comprise 
the addition of CR protocols, required for the access to PN, in the 
PBS along with the protocols of PU.

5.2.3.2  Cognitive Radio Network

The network which doesn’t have the authority or rights to function in a par-
ticular band but opportunistically gains access to the spectrum is called a 
CRN. A CRN could be an infrastructure network or an ad hoc network, as 
illustrated in Figure 5.3. A CRN has the following components:

 1. CR User: A CR user or secondary user (SU) is the user which has 
no spectrum license for its operation. The SU can gain access to the 
channel only when the PU is absent or not active. Hence, the SU has 
to desert the occupied channel whenever the PU comes back without 
provoking any interference to the PU.

FIGURE 5.3
Network architecture.



88  Smart Innovation of WoT

 2. CR Base Station: CR users could access the spectrum either via a non-
infrastructure-based network (ad hoc access) or via an infrastruc-
ture-based network. A CR base station or secondary base station is a 
permanent infrastructure component that provides a single-hop connec-
tion to CR users without any license for the radio spectrum. A CR user 
could gain access to the other networks with the help of this connection.

 3. Spectrum Broker: A spectrum broker is a central network entity that 
governs the sharing of spectrum resources among different CRNs. 
Hence, a spectrum broker could be connected to each network like 
the star topology in networks and could act as centralized server 
having all information about spectrum resources required to enable 
multiple CRNs to exist simultaneously.

5.2.4  Features of CR

For any software-defined radio to work as a CR, it must possess some basic 
characteristics. The two main features of a CR are as follows:

 1. Cognitive Capability: This is the propensity of a CR user (SU) to 
discern and assemble the details like bandwidth, transmission 
frequency, modulation and the power of the PU from the radio 
environment.

 2. Reconfigurability: This is the potentiality of CR user (SU) to rectify 
its specifications like transmission power, operating frequency and 
modulation depending upon the collected data without any altera-
tion in the hardware components.

5.2.5  Cognitive Cycle

A CR follows a cognitive cycle in order to recognize and exploit the unused 
spectrum channels or holes whenever they are vacated by the PU. This is 
illustrated in Figure 5.4. The basic functions performed by a CR are as follows:

 1. Spectrum Sensing: The CR has to sense the radio spectrum, deter-
mine the spectrum holes or white spaces and encapsulate their 
information.

 2. Spectrum Decision: The CR has to select the optimum spectrum 
hole among all the sensed white spaces and establish the transmis-
sion parameters for the SU.

 3. Spectrum Sharing: The CR has to administer the spectrum access 
among all the CR users for efficient utilization of the spectrum.

 4. Spectrum Mobility: The CR has to vacate the spectrum whenever 
the PU shows up and shift to another white space for its continuous 
transmission.
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5.3  Spectrum Sensing

The prime agenda of CR is to utilize the white spaces wisely. Apart from 
sensing the idle frequency band of a PU that could be allocated to an SU, the 
SU should also be able to sense the advent of a PU and shift itself to some 
other white space for its seamless transmission without offering any interfer-
ence to the PU. Hence, sensing schemes play a crucial role in CRNs.

There are various kinds of spectrum sensing schemes used to exploit the 
detection of spectrum holes. The classification of spectrum sensing schemes 
can be seen in Figure 5.5.

5.3.1  Non-Cooperative Sensing

Non-Cooperative Spectrum Sensing (NCSS) techniques are signal process-
ing techniques in which the existence of a PU in a specific spectrum is inde-
pendently decided by each CR. They are further divided into following three 
types.

5.3.1.1  Matched Filter Detection

The Matched Filter Detection (MFD) technique is a coherent detection tech-
nique. The PU’s signal information, like operating frequency, pilots, spread-
ing codes, modulation technique, preambles, packet format, transmission 

FIGURE 5.4
Cognitive cycle.
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power, and so on, are required beforehand, that is, the CR user must have 
the knowledge about all the transmission parameters of the PU. In order 
to detect the existence of the PU, sensing is performed by correlating the 
observed signal and the known sample.

The MF operation is similar to correlation where the PU or the unknown 
signal is convolved with a filter having the impulse response as the mir-
ror and a time-shifted version of the reference signal for maximizing the 
output signal-to-noise ratio (SNR). In MFD, the input is passed through a 
Bandpass Filter (BPF), after which it is convolved with the MF having an 
impulse response that is the same as the reference signal. The output of the 
MF is then compared with a threshold for decision-making as depicted in 
Figure 5.6. The MF is modeled from the given Equation (5.1):

 y n h n k x k
k
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å   (5.1)

where x is the unknown signal vector that is convolved with the impulse 
response h of the filter, and y is the output.

Detection using MF is very fast because it entails only few samples to meet 
up with a specified probability of detection constraint. When the SNR is low, 
the number of samples needed is of the order 1/(SNR), in contrast to energy 
detection in which the required number of samples is of the order 1/(SNR)2. 

FIGURE 5.6
Matched filter detection.

FIGURE 5.5
Classification of spectrum sensing schemes.
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However, MF demodulates PU signals, hence CR requires perfect knowledge 
of PU signal. Also its performance is poor in the event of frequency or time 
offset. The complexity of MF is further increased, since CR needs to have a 
staunch receptor for all types of PU signals for effective detection. MF is not 
efficient in terms of consumption of power or energy because many receiver 
algorithms have to be run for all types of PU signals.

5.3.1.2  Energy Detection

The Energy Detection (ED) technique, unlike MFD, is a non-coherent detec-
tion technique where no prior information about the PU signal is required. 
The ED tactic is the most commonly used spectrum sensing technique owing 
the fact that the computational cost is low.

PUs are flexible and agile for selecting their modulation type and pulse 
shaping schemes which may not be known to the CR users. In such situa-
tions where the PU signal structure is not known to the SU, the ED technique 
is the optimal spectrum sensing technique. In this, the power of the signal in 
a given channel is calculated and is compared with a predefined threshold 
for decision making.

ED is based on the test of binary hypotheses given in Equation (5.2). The 
test statistics for ED are given in Equation (5.3):

  0: ( ) ( )y n w n=  

  1 : y n hx n w n( ) = ( ) + ( )  (5.2)

where w(n) is the additive white Gaussian noise (AWGN), x(n) is the PU 
signal at time n, h is the channel gain and y(n) is the measured signal, while 
0 and 1 are the two hypotheses representing that the PU is absent or present, 
respectively.
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In ED, if the test statistics are greater than the set threshold, the PU is assumed 
to be active or present, otherwise the channel is vacant. The choice of thresh-
old depends on the relative cost of false alarms and missed detection.

The time domain ED consists of a channel filter to eliminate the band of 
noise and the adjacent signals, a Nyquist sampling analog-to-digital (A/D) 
converter, a square law device and an averaging unit as depicted in Figure 5.7.  
ED could also be implemented in frequency domain by performing an aver-
aging operation on the frequency bins of the fast Fourier transform (FFT), as 
depicted in Figure 5.8.

The major advantage of ED lies in the simplicity of the algorithm and the 
attribute that it does not need any prior information about the type of PU 
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signal; rather it only requires the knowledge of the noise parameters. The 
main disadvantage of ED is that it is not robust when the noise variance is 
not known or is time variant. Also the performance is very poor when the 
signal to SNR is very low because the detector can’t differentiate between 
the PU signal and the SU signal or noise, since the PU signal is modeled as a 
zero-mean white stationary Gaussian process.

5.3.1.3  Cyclostationary-Based Detection

In the Cyclostationary-Based Detection (CBD) technique, the existence of 
PUs periodicity in the received PU signals needs to be discovered. The peri-
odicity is basically ingrained in pulse trains, sinusoidal carriers and spread 
spectrum sequences (i.e. direct sequence spread spectrum [DSSS] codes and 
frequency-hopped spread spectrum [FHSS] codes) of the PU signals. These 
signals demonstrate characteristics of periodic statistics and spectral correla-
tion which distinguish them from noise and interferences. A signal is said to 
exhibit cyclostationarity if, and only if, the signal is correlated with certain 
frequency-shifted versions of itself. If the cyclic frequency is equal to the fun-
damental frequencies of the transmitted signals, the cyclic spectral density 
(CSD) gives the peak values.

The prime merit of CBD is that it can distinguish the PU signals from 
noise and can detect PU signals with low SNR. Its main demerit is that the 
algorithm is complex with long observation or sensing time. Moreover, it 
needs prior knowledge about the PU signal that may not be accessible to CRs. 
Because of its high complexity and slow detection speed, this spectrum sens-
ing scheme is rarely used.

The received signal is given by Equation (5.4), while the CSD function is 
as shown in Equation (5.5). Figure 5.9 illustrates the basic block diagram 
of CBD.

 y n h x n w n( )  ( ) ( )= +   (5.4)

FIGURE 5.7
Energy detection in time domain.

FIGURE 5.8
Energy detection in frequency domain.
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where w(n) is the additive white Gaussian noise (AWGN), x(n) is the PU sig-
nal at time n, h is the channel gain and y(n) is the measured signal.

 R E y n y n ey
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2   
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where R(τ) is a cyclic auto-correlation function, f and α are the fundamental 
signal frequency and cyclic frequency, respectively, and τ is time shift.

All the spectrum sensing schemes discussed above have their own pros 
and cons. Since they are the most important techniques in CRNs, the relative 
analysis of all the NCSS schemes is presented in Table 5.1.

5.3.2  Cooperative Sensing

In cooperative spectrum sensing (CSS), the spectrum sensing task is carried 
out by multiple CRs working collaboratively. This approach aims at solving 
spectrum sensing problems resulting from noise uncertainty, fading, shad-
owing and faulty sensor of a single detector. The reliability of detecting a 
weak primary signal using one CR is difficult to maintain because of poor 

FIGURE 5.9
Cyclostationary-based detection.

TABLE 5.1

Relative Analysis of the NCSS Schemes

Scheme Merits Demerits

Matched Filter 
Detection

• Requires less sensing 
time and a lower 
number of samples.

• Provides best SNR.

• A prior knowledge about the PU’s 
characteristics is required.

• Consumes more power.
• High-computational complexity.

Energy Detection • Computational 
complexity is low.

• Doesn’t require prior 
information of PU’s 
signals.

• Provides poor SNR.
• Requires long sensing time for 

accurate results.

Cyclostationary-Based 
Detection

• More resilient to noise 
levels, thus provides 
better results at low 
SNR.

• Highly complex.
• Requires prior information about 

the PU’s characteristics.
• Can’t provide high detection speed.
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conditions of channels due to multipath fading and shadowing between the 
PUs and the SUs. Users at different distant geographical locations experi-
ence an independent fading condition. The effects of destructive channel 
conditions resulting from fading, shadowing or hidden nodes can be miti-
gated if the users operate cooperatively. This will increase the overall detec-
tion reliability. When cooperation is allowed among users, individual SUs 
require less sensitivity to achieve high detection reliability. CSS is found to 
decrease significantly both the probability of false alarm (Pf) and the prob-
ability of miss detection (Pm), and simultaneously offers more protection to 
PUs. It also decreases the sensing time as compared with single local sensing 
methods.

CSS makes use of the advantages of spatial diversities of CRs to enhance 
the probability of detection (Pd). CSS comprises a control channel that is 
used for communicating spectrum sensing results and channel allocation 
information among CR users. The main challenge in CSS is the development 
of efficient spectrum information-sharing algorithms and the complexity of 
the approach. The ED technique is the current approved detection technique 
for use in CSS due to its non-coherency and simplicity.

There are three major topologies proposed for achieving CSS in CRNs 
according to their level of cooperation. They are discussed below.

5.3.2.1  Centralized Cooperative Sensing

In Centralized Cooperative Sensing (CCS), there is a central entity named a 
server or cluster head or Fusion Center (FC), which gathers the sensing data 
from the cognitive devices, locates the unutilized spectrum and sends this 
data to other CR users, or personally administers the CR traffic. FC could be 
a wired mobile device, access point, base station or another CR.

There are certain steps that have to be followed in CCS. First, the FC has 
to select a range of frequency or a channel to perform the sensing opera-
tion. It then orders every cooperating CR to perform sensing personally. 
Second, all cooperating CRs have to divulge their sensing results to FC. 
At last, the FC needs to amalgamate the received sensing information and 
make a verdict about the existence of PU. The FC not only disseminates the 
diffused verdict back to the CRs but also ensures that the available white 
spaces are shared efficiently among all CRs. This scheme is illustrated in 
Figure 5.10(a).

CCS schemes could further be grouped into two main classes: partially 
and totally cooperative schemes. In totally cooperative schemes, CRs coop-
eratively sense the channels and also relay each other information in a 
cooperative way. In partially cooperative schemes, cooperation is limited to 
sensing the channels, while the CRs detect the channels independently and 
communicate their results and decision to the FC.

The objective is to alleviate the effects of fading on the channel and boost 
the performance of detection. A dedicated link between FC and CRs is 
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required to exist all the time in this technique. This increases the cost of the 
system.

5.3.2.2  Distributed Cooperative Sensing

In Distributed Cooperative Sensing (DCS), the FC is not present, hence each 
cluster node individually senses the spectrum and shares the gathered intra-
cluster information among all other cluster nodes. Later, each cluster node 
individually decides which spectrum hole it can use, keeping in mind all the 
information gathered from other CR users as well. This scheme is illustrated 
in Figure 5.10(b).

The advantage of DCS over CCS is that since extra infrastructure is not 
required, the cost of the network is reduced. However, due to the absence 
of an FC, this scheme needs perpetual upgrading of the table containing 
the information about the spectrum which demands huge storage capacity 
and computational skills. The clustering or gossiping algorithm is one of the 
algorithms suggested to be adopted by the DCS scheme.

5.3.2.3  Relay-Assisted Cooperative Sensing

In Relay-Assisted Cooperative Sensing (RACS), the information is shared 
among CR users in a decentralized method. This scheme is used when the 
forward channel (sensing channel) and reverse channel (reporting chan-
nel) are not properly synchronized. Each CR user individually identifies the 
white spaces in the spectrum and independently makes the decision. When 
the PU reappears, it immediately relinquishes the channel without notifying 
the other users.

FIGURE 5.10
(a) Centralized cooperative sensing. (b) Distributed cooperative sensing.
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Though the time taken for detection under this scheme is small, it needs 
dedicated hardware for cooperation, which escalates the overall cost of the 
system. This technique is very weak and inefficient in maximizing the usage 
of the limited spectrum resources. It also prompts causing interference to PU 
as a result of miss detection.

5.3.3  Spectrum Sensing Issues

There are several hurdles that may arise while performing spectrum sens-
ing in CRNs which still need to be tackled. The most frequent problems are:

 1. Hidden PUs: Various factors, such as shadowing and multipath fad-
ing, cause hidden user problems. This problem could be handled 
by using CSS schemes but still requires improvement for positive 
results.

 2. Detection of Spread Spectrum Users: The technologies used in com-
mercial devices are of two types, i.e. fixed frequency spectrum and 
spread spectrum. Spread spectrum technique can again be of two 
types, i.e. FHSS and DSSS. When a PU uses spread spectrum tech-
nique, it becomes difficult to find the exact transmission power of 
the PU, since the power gets distributed over a vast range of frequen-
cies. Moreover, when the pattern of hopping is not known in FHSS, 
this hurdle becomes unavoidable and absolute synchronization can 
never be obtained.

 3. Sensing Duration and Frequency: Any spectrum sensing scheme 
must be capable of detecting the existence of the PU within a reliable 
amount of time in order to avoid interference. For proper synchroni-
zation between the sensing duration and reliability of sensing, it is 
important to adopt proper sensing parameters such as channel move 
time, channel detection time, sensing frequency and many more.

 4. Security: Any detrimental node can alter its air interface to imitate 
as PU. This could not be detected by the CR users and may lead 
to wrong information about the spectrum. This is often called a 
Primary User Emulation (PUE) attack. To avoid such scenarios and 
to strengthen the security of the network, public key encryption 
methods are required.

5.4  Spectrum Decision

Once the spectrum is sensed, the CRN must make a decision about the 
optimum spectrum hole which could provide the desired QoS. Spectrum 
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decision consists of three factors: spectrum characterization, spectrum selec-
tion and spectrum reconfiguration.

At first, the spectrum is characterized based upon the data gathered 
through spectrum sensing. Second, spectrum selection is achieved by choos-
ing the spectrum hole which meets the desired QoS. At last, the transmission 
parameters like power, bandwidth, and so on, are reconfigured.

5.4.1  Spectrum Decision Parameters

There are certain parameters which need to be kept in mind while arriving 
at a spectrum decision, because they directly influence the QoS provided to 
the users. They are as follows:

 1. Interference: A CR node must transmit within the maximum allow-
able interference level. This allowable limit of interference is used to 
compute the power of a CR node. In order to decrease the interfer-
ence caused to the PU and to increase the capacity of the channel, 
proper power allocation is required.

 2. Path Loss: Path loss is directly proportional to the frequency and 
distance. When the frequency of operation is increased, path loss 
also gets increased which decreases the range of transmission. Path 
loss could be reduced by increasing the transmission power; how-
ever, this would lead to interference among other users.

 3. Link Layer Delay: The CR users operating in a network may work 
on different types of link layer protocols. These link layer protocols 
may have varying parameters which may result in different link 
layer delays.

5.4.2  Spectrum Decision Issues

There are many issues that arise while making the spectrum decision. A few 
of them are discussed below:

 1. PU Activity Modeling: Many specifications of PU cannot be simply mod-
eled by using the simple ON or OFF model as considered under binary 
hypotheses. Inaccurate models adversely affect the spectrum decision.

 2. Joint Spectrum Decision and Reconfiguration: Even after the spec-
trum is chosen by evaluating the desired QoS, the spectrum specifi-
cations may vary with time. Hence, an ideal combination of spectrum 
selection as well as reconfiguration is required for efficient utiliza-
tion of the spectrum.

 3. Information about the Location: To determine the interference level, 
the CR user must know the exact location and the transmission 
power of PU. However, this information may not always be available 
to the CR user.
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5.5  Spectrum Sharing

Spectrum Sharing shows how the spectrum is being distributed among 
the CR users. It administers the access of channel to the CR users so that 
the desired QoS can be maintained without provoking any interference 
to the PU. The spectrum sharing includes both the techniques of sharing 
spectrums among multiple CRNs, as well as techniques of sharing spec-
trums within a CRN.

5.5.1  Spectrum Sharing Techniques

The elucidation of spectrum sharing in CRN could be broadly classified into 
three aspects: Network Architecture, Access Technology and Allocation 
Behavior.

According to the Network Architecture, spectrum sharing could be of two 
types:

 1. Centralized Spectrum Sharing: Under this, the spectrum access and 
allocation is controlled by a central entity. This central entity builds 
the spectrum allocation map according to the information provided 
by each user in the network according to their requirements.

 2. Distributed Spectrum Sharing: Under this, every user is indepen-
dently in charge of its spectrum access and the allocation according 
to the local policies and no central entity is needed. When construc-
tion of infrastructure is not possible, this spectrum sharing tech-
nique is used.

According to the Access Technology, spectrum sharing could be of two types:

 1. Underlay Spectrum Sharing: Under this, CR users and PU can simul-
taneously transmit the data but no interference should be caused to the 
PU. To achieve this, CR users must maintain their transmission power 
lower than a threshold value to curtail the interference with PU.

 2. Overlay Spectrum Sharing: Under this, CR users can utilize the 
spectrum only when the PU is not present or inactive. Hence, the 
interference with PU is less, but spectrum utilization is minimum.

Based on the Allocation Behavior, spectrum sharing could be of two types:

 1. Unlicensed Spectrum Sharing: Under this, no user has any predomi-
nance, i.e. all the users are treated equally. When this unlicensed 
spectrum is vacant any CR user can acquire access to it.
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 2. Licensed Spectrum Sharing: Under this, access to spectrum depends 
on the primacy. PUs are kept at a higher position in the preference 
table for spectrum allocation. CR users are allocated the spectrum 
only when the PU is absent.

5.5.2  Spectrum Sharing Issues

There are several issues which may arise while sharing the spectrum among 
the different users. A few of these are discussed below:

 1. Distributed Power Measurement: In a distributed spectrum shar-
ing scheme, the transmitting power of a CR user is measured in the 
distributed manner, since there is no central entity. Hence, complex 
power control methods are required.

 2. Discovering the Topology: Since different CR users use different 
spectrum holes, i.e. non-uniform channel allocation, it becomes dif-
ficult to find the actual topology of the network.

5.6  Spectrum Mobility

The CR user has to abandon its current spectrum as soon as the PU reappears 
at that specific spectrum location. For a CR user to continue its communica-
tion without any interruption, it has to shift to another white space which 
could provide the desired QoS. This shifting is called Spectrum Mobility 
(SM). SM could also occur due to link failure, i.e. rupturing of the commu-
nication link. The prime task of SM is “Spectrum Handoff” or “Spectrum 
Handover.”

5.6.1  Spectrum Handover Strategies

Different handover strategies could be used in CRN for SM. Some of them 
are discussed below:

 1. Non-Handover Strategy: In this method, the SU stays ineffective 
until the channel becomes vacant again. This means that the next 
target channel to which the SU has to move is the current channel of 
the SU where it was operating. The prime demerit of this strategy is 
the wastage of time of the SU due to high waiting latency. Its merit 
is the low PU interference. This strategy is applicable for short data 
transmission.
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 2. Pure Reactive Handover Strategy: In this method, the SU moves to 
another spectrum hole after the detection of link failure. This means 
that the SU solicits reactive spectrum sensing and reactive hando-
ver action. The key demerit of this strategy is the delay in spectrum 
sensing, but accurate channel selection is its merit. This strategy is 
well suited to short sensing time data.

 3. Pure Proactive Handover Strategy: In this method, the SU moves 
to another spectrum hole before the detection of link failure. This 
means that the SU solicits proactive spectrum sensing and proac-
tive handover action. The merit of this strategy is the low handover 
latency because it could formulate all the parameters beforehand. 
However, the comprehensive performance of SM could be deterio-
rated by poor spectrum sensing. This strategy is well-suited to large 
time-sensing data.

 4. Hybrid Handover Strategy: This method is the combination of 
pure reactive strategy and pure proactive strategy. Although the 
SU already determines the next target channel, it moves to the new 
channel only after the occurrence of handover triggering. Hence, the 
spectrum handover time is very fast. This strategy is suitable for all 
basic PU networks.

5.6.2  Spectrum Mobility Issues

Various problems may arise while performing SM in order to maintain the 
desired QoS and provide seamless connectivity. Some of these problems are 
discussed below:

 1. SM in Time Domain: SU could choose the white space only for its 
present transmission based on the requirements of QoS. However, 
with the passage of time, the available spectrum also changes which 
may not be appropriate to provide the desired QoS. Hence, perpetu-
ating the same desired requirements of QoS throughout the entire 
transmission becomes onerous.

 2. SM in Space Domain: The SU has to move from one location to the 
other whenever the PU reappears. Hence, the available spectrum 
also gets changed every time, which makes the perpetual spectrum 
allocation a difficult task.

 3. Energy Efficiency: SM strategies relay the data gathered through 
spectrum sensing. Insufficient information about the spectrum 
leads to reduction of energy efficiency of the network, thus making 
SM arduous.
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 4. Switching Delay: When the SU moves from one spectrum location to 
the other location, the time taken to switch the spectrum should be 
minimal, or else the data transmission will fail.

 5. Adaptive Spectrum Handover Strategy: The most appropriate 
handover strategy should be selected according to the PU traffic pat-
tern. Moreover, the SU must be able to adapt to a new appropriate 
handover strategy whenever this PU traffic pattern becomes varied.

5.7  Applications of CRNs

CRN is a technology that it is hoped will mitigate the issue of spectrum scar-
city, spectrum congestion and Quality of Service (QoS). This technology is 
still in its embryonic stage and there is still much to be explored in the com-
ing future. Some of the fields of application of CRN include:

 1. Leased Network: PN may provide a leased network by permitting 
CR users to gain access to its licensed spectrum in an opportunistic 
manner without harming the communication of the PU.

 2. Cognitive Mesh Network: For providing broadband connectivity, 
wireless mesh networks are coming up as a cost-effective technol-
ogy. However, mesh networks need a higher capacity to meet the 
requirements of the applications that demand higher throughput. 
Since the CR technology facilitates the access to larger amount of 
spectrum, CRNs will therefore be an adequate option to meet the 
requisites of mesh networks.

 3. Emergency Network: CRNs can be implemented for public safety 
and emergency networks. Under the situations of natural disasters 
where PNs are temporarily distressed, their spectrum band can be 
used by CR users. CRNs can establish communication on the avail-
able spectrum band in ad hoc mode without the need for an infra-
structure and by maintaining communication priority and response 
time.

 4. Military Network: CRNs can be used in a military radio environment. 
CRNs can enable military radios to select arbitrary intermediate fre-
quency (IF) bandwidth, coding schemes and modulation schemes, 
adjusting to the variable radio environment of the battlefield.

 5. Wireless Sensor Network: The traditional Wireless Sensor Network 
(WSN) operates in unlicensed bands like ISM band which are heavily 
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congested. If the WSN is embedded with cognitive capabilities, it 
will provide new dimensions and opportunities to researchers and 
industry that would assist in designing new algorithms, hardware 
and software. This would ultimately help to minimize collision, 
latency and interference by efficient channel utilization, thus reduc-
ing the power consumption and increasing the network lifetime.

5.8  Conclusion

This chapter focused on the “Cognitive Radios” in “Mobile Networks.” It 
started with the basic introduction of a CRN, illustrating the concept of spec-
trum holes, describing the CRN architecture model and explaining the fea-
tures of a CR. The four key elements of a Cognitive Cycle: spectrum sensing, 
spectrum decision, spectrum sharing and spectrum mobility, were introduced.

The chapter explained the various Spectrum Sensing schemes used in the 
CRNs. They were broadly classified as NCSS schemes and CSS schemes. The 
three types of NCSS schemes, namely MFD, ED and CBD were discussed in 
detail with their block diagrams and mathematical interpretations. Further, 
the three types of CSS schemes, namely CCS, DCS and RACS were described. 
Later, the parameters of Spectrum Decision, like path loss, interference 
and link layer delay, were discussed. Different types of Spectrum Sharing 
techniques according to the Network Architecture, Access Technology and 
Resource Allocation were described. Finally, Spectrum Mobility was dis-
cussed and different types of handover strategies like the Non-Handover 
Strategy, the Pure Reactive Handover Strategy, the Pure Proactive Handover 
Strategy and the Hybrid Handover Strategy were explained. The challenges 
and issues arising in all these steps were also mentioned simultaneously.

CRN is an technology that is hoped will mitigate the issue of spectrum 
scarcity, spectrum congestion and QoS. It finds useful deployments in the 
military, home appliances, WSN, real-time surveillance, healthcare, vehicu-
lar networks and many more fields. This technology is still in its embryonic 
stage and there is still much to be explored in the coming future.
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6
Extended Paradigms for Botnets with 
WoT Applications: A Review

Manju Khari, Renu Dalal and Pratibha Rohilla

During the previous decade, notable factual attempts have been made in the 
creation of statistical methods that could provide potent and efficient botnet 
detection, prevention and mitigation. As a consequence, a range of methods for 
detection based on various technological principles and facts and focusing on 
various facets of botnet life in general have been discovered. Network traffic is 
the key principle for discovering botnet’s existence, because they pivot around 
the internet for communicating information with invaders and furthermore 
for administering various items of attack propaganda. Many ultra-modern 
pathways use machine learning methodologies and techniques for discover-
ing aggressive traffic. This chapter presents a brief study of the botnet life cycle 
and modern detection methods for identifying botnet network traffic.
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Extended Paradigms for Botnets

6.1  Botnet Introduction

Classically, botnets emanated from a text-based chat system called Internet 
Relay Chat (IRC) that systemizes communication in channels. Botnets primar-
ily rely on supervision of communication in IRC chatrooms. IRC chatrooms 
provide various features like support for administration, games, logins, file 
sharing, texting, tracking last seen times, email addresses, aliases, and so on. 
Eggdrop was the first popular IRC bot written in the C language and was 
recognized in 1993 and thereafter developed. All known IRC bots appeared 
to have evolved from the same intrinsic idea, but motivation behind these 
bots is to take over other IRC users or even all servers. Some IRC bots are 
EFNet, IRCNet, QuakeNet, and so on. These bots were also used to imple-
ment malware propagation, Denial of Service (DoS) and Distributed Denial 
of Service (DDoS) attacks.

Newly evolved bots use complicated procedures for establishing links 
with other bots and the botmaster, which exploits accessible internet com-
munication protocols and commingles modern, powerful, effective form of 
circumvention, so that the bot becomes more advanced, complex and sturdy. 
They hide like viruses and walk through like worms to initiate coordinated 
offense. Some examples are Sality, Conficker, AgoBot and SDBot. Intrusion 
Detection System (IDS) software is useful in monitoring network activity 
and loitering for abnormal events to arise. Intrusions can be described as 
ventures to interfere with integrity, confidentiality, availability of data, or 
to bypass the security procedures of a system. A software application called 
Bot runs via worms, Trojans or other malicious codes is used to execute 
a range of cyber functions [2]. A connected group of bots form a network 
called botnet, which acts on behalf of a human operator called a botmaster. 
So, a botnet is a system of connected machines on a network that are infected, 
frequently called zombies, and are contaminated with malware that allows 
an attacker to rule them. Every PC in a botnet is called a bot. One who takes 
control of botnets is a botmaster. Botnets are commonly employed for click 
fraud, spamming or DDoS) attacks. Botnet circumventions are ubiquitous. 
Mostly intrusion detection centers on individual hosts don’t focus on pre-
venting botnet shaping. Botnets use IRC, HTTP, and so on, protocols for 
communication. Here botnets are regarded as infected machines. In these 
situations, many botnet detection methods came into existence. Some meth-
ods include handling botnets using flexible C&C channels. Botnets results in 
DDoS attacks that aim to prevent normal communication by damaging the 
resources or the infrastructure that is used for connectivity.

Around 2006, to prevent detection, some botnets were scaled back in size. 
Some botnets are presented in Table 6.1.
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TABLE 6.1

History of Botnets

Serial 
No.

Date of 
Creation

Name Estimated 
No. of Bots

Target Features

1. 2016 Mirai 380,000 • Infected Linux PCs (personal computers).
• Targets WoT (Web of Things) devices like IP 

cameras, etc. 
2. 2013 Zer0n3t 200+ server 

computers
3. 2012 Chameleon 120,000 • Infected Windows PCs.
4. 2011 Ramnit 3,000,000 • Infected Windows PCs.

• Targets removable drives, e.g. USB flash drives 
and also hides in the master boot record (MBR).

• Not a worm.
• Acts as a backdoor.

5. 2010 Kelihos 300,000+ • Involved in email spamming and bitcoin theft.
6. 2010 Zeus 11,000+

3,600,000
• Trojan horse malware.
• Involved in stealing bank credentials, email 

and social credentials by website browsing, 
keystroke logging, spam messaging and form 
grabbing.

• Used in installing CryptoLocker ransomware.
7. 2009

(Aug)
Festi 250,000 • Involved in email spam (2.5 million spam 

emails per day) and denial of service attacks.
8. 2009

(May)
BredoLab 30,000,000 • Involved in viral email spam.

9. 2008 Sality
Conficker

1,000,000
10,500,000+

Sality:
• Targets files on Microsoft Windows systems.
• Involved in spam relaying, communications 

proxying, sensitive data exfiltration, 
compromising web servers.

Conficker:
• Targets files on Microsoft Windows operating 

system (OS).
• Uses vulnerabilities in Windows OS software.
• Involved in dictionary attack on administrator 

passwords.
10. 2007 Cutwail

Akbot
1,500,000
1,300,000

Cutwail:
• Involved in sending spam emails.
• Targets computers running Microsoft 

Windows.
Akbot:
• IRC (internet relay chat)-controlled backdoor 

program.
• Used to gather data, kill processes or perform 

DDOS attacks.
11. 2006 Rustock 150,000 • Targets computers running Microsoft 

Windows.
• Average of 192 spam messages per 

compromised machine per minute sent.
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6.1.1  Botnet Components

For clear knowledge of how a botnet runs, its basic elements should be under-
stood first. However, there are botnets which follow different structures in 
order to avoid detection [1,7], as shown in Figure 6.1. A bot is installed mal-
ware in an unguarded host which is responsible for performing series of 
malicious tasks. Installation of this malware can be done through numerous 
processes, like contaminated websites. These are particularly implemented 
in such a way that whenever the victim starts their internet-connected 
machines, only then does the bot initiates its processing. Using a secure 
command-and-control (C&C) channel, the botmaster sends commands. The 
main point to note is that bots are not systems or applications weaknesses, 
but are malware that are spread by contaminated websites, and so on. A 
botnet is a network of compromised machines called bots and an owner 
who controls the bot through the command-and-control server to execute 
malicious activities. Botmasters publish commands to the bots to execute 
unlawful tasks.

Vulnerable machines are ones on the internet that have been affected with 
malicious software dispersed by an attacker through various distribution 
mechanisms. After infection, these hosts become “robots” and can be used 
as an attacking weapon to carry out many unlawful activities like denial of 
service (DoS) attacks against other vulnerable hosts. The prime constitu-
ent of a botnet is the C&C structure, which consists of compromised hosts 
called bots and an attacker machine called a controlling station, which can 
be a centralized or decentralized type [6]. Botmasters use many communi-
cation protocols to give directions to their slave nodes and harmonize their 
actions.

6.1.1.1  Desired Properties of a Bot (Host)

A bot is an internet-connected and unguarded machine on which mali-
cious software is installed to direct a chain of malicious tasks. Installation of 

Botmaster
Command-and-
control 
server

Vulnerable 
hosts

FIGURE 6.1
Botnet components.
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such malware can be done in many different ways, which includes various 
mechanisms or by using contaminated sites. Simply, one could assume that 
bots will assemble themselves as per different network topologies like bus, 
star or mesh. These topologies are worthwhile for conventional case study of 
discrete network characteristics, but don’t discusses the vigorous nature of 
full-size botnets. Rather there are three significant metrical units of botnets: 
Network diameter and size of targeted network. For example, attackers may 
want target machines with high bandwidth [2].

Size means the “huge” part of the botnet, or biggest tied (or online) com-
ponent of the graph. The giant component allows directly counting the 
deterioration likely caused by certain botnet roles. In the Distributed DOS 
(DDoS) scenario, the gigantic component S enables us to evaluate the maxi-
mum number of bots that can accept instructions and engage in an attack. 
This opposes the community of all corrupted victims, which perhaps may 
not be in scope of the botmaster all the time. By network diameter, we mean 
the mean network’s geodesical length. It means average of the minimum 
distance between each and every connecting node in the network. For the 
largest network, the self-propelling power of the network is low. Dynamics 
means communication and information flow of network. If nodes x and y are 
not connected, the distance dist is zero (dist = 0). Further, the inverse length 
l–1 ranges from no edges to fully connected (0–1). In the context of botnets, l–1 
introduces the covered circuit of bot-to-bot links fabricated by the malicious 
software, rather than the material anatomy of the internet. Therefore, victim 
bots of the same local network may have more than one hop apart or are not 
even connected in the bot network build by the malicious software. This 
metric function is pertinent because if all messages communicated through 
a botnet, there is a high risk of botnet failure. The precision required reveal 
probability of detection is not so easy to express, as botnet recognition is a 
new, evolving field.

Suppose bots x and y are linked via n likely routes, R1, … , Rn, and all nodes 
in the route can be revived (cleaned) with likelihood ∝. If €i is the possibility 
that route Ri is falsified, closed, then all routes between x and y can be closed 
with likelihood:
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And nodes x and y are linked through path with probability 1 1- -( )a n , the 
failure likeliness rises with α. Under a hypothetical condition l–1 = 1, each bot 
can directly communicate to every other bot in the network. A botnet with 
many interlinks has more short paths, so it forwards commands speedily, 
and results in fewer detection possibilities.

To define the robustness of networks, a redundancy metric should be 
defined using local transitivity. Local transitivity reveals the possibility that 
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nodes can be viewed in group of triplets. That means if there are two node 
pairs, {x, y} and {y, z}, i.e. {x, y, z} shares a common node y, local transitivity 
calibrates the likelihood that other two nodes, y and z, also have common 
edge. A clustering coefficient γ, calculates the mean degree of local transitiv-
ity in a community of vertices around node y, Γy. If Ey denotes the number of 
edges in Γy, then γy is the clustering coefficient of node y. Where ky denotes 
the number of vertices in Γy, then
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The average clustering coefficient áγñ determines the number of group of 
triplets divided by the maximum number of possible group of triplets. Like 
l–1, γ falls in the range [0, 1] with 1 for a completely connected graph or mesh 
and 0 for disconnected graph. Botmasters mainly consider those targets 
that have acceptable attributes like low security levels, high transmission 
rates, low supervising rates, remote locations and easy availability. Ideally 
bots should run on those machines which have enough available bandwidth 
to paralyze any available service on the internet, and also it keeps the mali-
cious activities hidden. The distance among compromised machines plays 
an important role in a botnet spanning different autonomous systems and 
nations, which makes it troublesome for law enforcement systems that are 
depended on to supervise unusual traffic to subvert it to track the activities 
of either.

6.1.2  Botnet Life Cycle

Whenever a botmaster wishes to infect some other target device, the botnet 
should descend through specific stages [1,5] and [11], as shown in Figure 6.2.

Phase 1 (Initial Infection): A botnet infects a new internet-connected device, 
then injects some destructive code. This goes through in various ways such 
as a virus infection, for example, through contaminated email attachments, 
automatic downloads of malicious software from websites, and so on.

Phase 2 (Secondary Infection): In this stage, the affected host seeks binaries 
of malware in an acknowledged network database by running a program. 
Malware installed for a period of time in Phase 1 discovers the repository of 
target’s binary or the bot itself (or the C&C server), and should include the 
machine’s address as hard-coded IP which can be static or dynamic. These 
addresses can be concealed directly as an enumeration of hard-coded IP 
addresses (static IP) or via a list of static or dynamic domain names, bringing 
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forth resistance to handicap the C&C server [13]. Whenever these binaries 
are downloaded and run by communication protocols like hypertext trans-
fer protocol (HTTP), peer-to-peer (P2P) or file transfer protocol (FTP) proto-
col, and so on, then the host acts as a real bot.

Phase 3 (Connection): This phase is also well-known as a rallying mecha-
nism, a particular action of connection set up with the C&C server. This stage 
is planned whenever the host is resumed, so that the botmaster is assured 
that the bot is alive and going to participate in the botnet formation and is 
in position to perceive commands to do unlawful tasks. Thus, this phase 
may happen multiple times during the entire lifetime of the bot. During this 
phase, bots are highly vulnerable because they have to contact C&C serv-
ers to get the commands. By default, this connection establishment creates 
some identifiable traffic patterns which may lead to identification of botnet 
components. The target automatically establishes a communication with the 
live C&C server.

Phase 4 (Malicious Activities): Through the C&C server, the bot army 
receives instructions from the botmaster to perform unlawful activities. 
During this phase, messages are exchanged more actively over a short 
time. Anomaly-based methods may or may not recognize botnet traffic 
because it is not in bulk and thus does not influence high degree of net-
work latency. Malicious activities may include information theft, identity 
theft, stealing useful resources, monitoring network traffic, DDoS attacks, 
spreading malware, extortion, discover vulnerable computers, phishing, 
spamming, spoofing, and so on.

Botmaster C & C Server New devices/Bots

Phase 1:
Initial Infection

Phase 2:
Secondary Infection

Phase 3:
Connection

Phase 4:
Malicious Activities

Phase 5:
Maintenance &

Upgrade

FIGURE 6.2
Botnet life cycle.
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Botmaster 
C&C Bots

FIGURE 6.3
Centralized architecture.

Phase 5 (Maintenance): This last step is generally used to update and keep 
the victims alive every time timely updates are sent to the zombie devices.

6.2  Infection Mechanism

There are different forms of methods to disseminate a specific bot: Email 
attachments, web downloads and automatic scans.

• Mail attachments: Email attachment is a download-based method. 
Email attachments with worms may come with bots. Spam delegates 
fast build-out of bots easily.

• Web download: Web-based malicious software builds structures 
similar to botnets, waits for commands and updates victim machines 
periodically to query web-based servers.

• Automatic scan: Automatic bot causes infection to the vulnerable host.

Botnet architecture: The C&C channel through which each bot forms a net-
work may be categorized as per particular operational modes, topology and 
architecture [1]. The architecture followed by the bots to form a network are 
classified into three categories:

 1. Centralized: This is the easiest to control and manage for the bot-
master. The botmaster manages and oversees each and every bot 
in a botnet through a singular central point, the C&C server [5,10] 
and [11] as shown in Figure 6.3. Topologies used in this architecture 
are hierarchical and star topology. IRC and HTTP are commonly 
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used communication protocols. The strengths of this architecture 
are decreased regulatory cost, quick response time, harmony and 
easy observation of the stature of the botnet by the attacker, which 
provides several key pieces of information about certain primitive 
features, like the number of lively bots or their worldwide disper-
sion. The major difficulty of this architecture is the risk of failure is 
higher than with other architecture.

  The protocols mainly used are Hypertext Transfer Protocol (HTTP) 
and Internet Relay Chat (IRC). In the IRC botnets, an IRC channel is 
created by botmaster on the C&C server through which the victim 
machines will communicate with each other to execute some unlaw-
ful and undesired activities. Despite the fact that IRC protocol is very 
flexible and mostly suited for C&C channel, it has some severe disad-
vantages because of the ease of detection and interruption of an IRC 
botnet operation. As IRC traffic is not usual traffic, its detection is easy 
and is seldom useful in corporate networks; actually, it is commonly 
shut-off. An admin may obstruct a botnet venture merely by noticing 
the network traffic and barricade it with firewalls. Because of limita-
tions in IRC traffic, the leftover protocol is Hypertext Transfer Protocol 
(HTTP) which turns favorable. The positive aspect of HTTP is that this 
type of traffic is allowed in almost all networks, so the camouflaging 
the in-between communication of bots and botmaster is easy.

 2. Decentralized: In this, no single entity is accountable for handling 
the bots in a network as shown in Figure 6.4. More than one C&C 
server is responsible for communication between bots. The detection 
of such a botnet is harder relative to the centralized architecture. 
There is no fixed C&C server so any compromised host can act as a 
server or as a client [5,10,11]. The design of this architecture is more 
complicated, and detection is also harder. Botnets which follows this 
architecture are not easy to stop because finding some or more bots 
definitely does not disrupt the whole network as there is no single 
controlling C&C server to be recovered and blocked.

Botmaster 

Bots

FIGURE 6.4
Decentralized architecture.
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Botmaster 

Bots

FIGURE 6.5
Hybrid architecture.

 A decentralized botnet can be classified as per the different types of 
P2P protocols used, which are as follows:
• Structured P2P overlays: In this type of network, content and its 

location are mapped. For this type of network, routing is done 
through a distributed hash table (DHT). Example: Kademlia.

• Super-peer overlays: In super-peer networks, hosts are not equal. 
To reinforce network functions like control and search, a subset 
of the hosts is automatically picked out to be short-term servers. 
Some P2P applications are FastTrack, Skype, etc. Most efficient 
and effective botnets are not probably adopting this proto-
type because these networks are more obvious and exposed to 
intended attacks. Bots that follow this basically have an existing 
IP address and are not listed under DHCP or firewalls.

• Unstructured P2P overlays: This includes arbitrary and unstruc-
tured topologies with different levels and state of dispersal 
or uniform arbitrary networks. They give no prospect for key 
lookup or routing. They support arbitrary walking, flooding 
and variations of the preceding as seeking procedures. The sup-
ported protocol is the gossip protocol.

 3. Hybrid architecture: This is an amalgamation of both the types of 
architecture, centralized and decentralized, as shown in Figure 6.5. 
There are two types of bots in hybrid architecture: Servant bots and 
client bots. Servant bots acts as both client and server [5,10,11]. They 
are tacked together with routable and fixed IP addresses, whereas 
client bots not configured to welcome incoming communications 
and with routable IP addresses. They are positioned behind fire-
walls without internet connections. Servant bot IP addresses are 
listed on the predefined peer lists. They attend to a specified port for 
incoming communications and for this communication, they utilize 
an autogenic symmetric key encryption, which causes extra diffi-
culty in botnet detection. Each and every bot compulsorily makes 
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connection with servant bots which are listed on their respective 
peer list at a fixed interval to fetch commands given by their botmas-
ter. Whenever a bot receives instructions, it quickly instructs every 
servant bot on their defined peer list. Detection of this type of botnet 
is more difficult than other types of botnets.

6.3  Botnet Evasion Techniques

Bots have become progressively ultra-modern, so their evasion methods 
have been flourishing to avoid detection mechanisms so that botnets can 
be operated for a long time. Botnet fitness can be linked in terms of its func-
tionality. Its usefulness is reduced if a botnet’s evasion mechanism doesn’t 
work properly. So, as per the degree of complexity, the evasion technique 
thus needs to be enhanced and a new one should also be developed.

Various different methods are used, including fast-flux service networks 
(FFSNs), tunneling through HTTP, ICMP, statistical patterns changes, 
encrypted traffic, arbitrary communication patterns of bots, different task 
bots in the same network and using dynamic DNS entries [3]. Initially detec-
tion techniques were looking for unusual communication between bot to 
bot and bot to botmaster or vice versa. To conquer this, bots advanced and 
practiced a cipher algorithm. Thus, payload inspection is not so powerful [6]. 
However, detection based on clustering schemes is convincing, because of 
arbitrariness in communication patterns and designating different respon-
sibilities to each and every bot. Various studies shows that bot make use 
of random high-numbered ports. Each bot picks out self-generated random 
high-numbered ports which it listens in on that lies between 1,025 and 65,535, 
and mostly avoid all detection cases.

Fast-flux service networks (FFSNs): The lattermost botnets use FFSNs as 
their command and control (C&C) mechanism. It is a Domain Name Service 
(DNS) technique in which compromised hosts change their network to hide 
phishing. To establish anonymous communication over networks, bots first 
make connections to a victim, who acts as a proxy, progressively forwards 
commands from the bot to the C&C server and redirects reactions to bots 
from the C&C server. FFSNs amalgamate round-robin IP addresses and short 
Time To Live (TTL) values for some known specific DNS Resource Record 
(RR) to allocate instructions to several victims. Both services HTTP and DNS 
are always hosted in all nodes in FFSN to concomitantly control accessibil-
ity of content for many of domains on an individual host [7]. Another silent 
approach for tracking and detecting malicious FFSNs is passively examining 
recursive DNS (RDNS) traffic data gathered from several large networks.

Domain flux: This is a technology in which a harmful botnet remains hidden 
by repeatedly changing the domain name of C& C server of the botnet. Several 
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domain names are generated using an algorithm to employ this technique 
which is known as domain generation algorithm (DGA) [8]. DGA is executed 
by attackers to dynamically create pseudorandom domain names. It has mul-
tifaceted extraordinary features. Foremost, it is not necessary to hard-code the 
C&C domains in the binary file of the malware. Second, DGA can also be used 
for safe pull-back scenarios whenever the initial communication fails; it means 
botnets can recover easily from failure. DGA can be implemented in various 
ways. First, by creating a hash value and converting it in an ASCII string and 
appending it with the top-level domain (TLD), such as .com or .org, and so on. 
In order to produce many domains, the logic should be employed in a repeated 
fashion. Generation of many unique DNS names can be done in this way and 
then one can be chosen and used for C&C communication.

6.3.1  Botnet Defense

A botnet is a different version of an attack which has originated from the 
conventional malicious code, so the defenses of botnets still relate to the 
strategies used to defend against malicious code. The first and foremost step 
in defense against botnets is the prevention approaches used so that system 
security is defined at the start, but if some illegal activities are already going 
on, then detection techniques are used and responses against attack are pre-
pared to deal with losses and the safety of remaining resources. Whenever 
a botnet is discovered, the very first remedy is to either halt the bot or dis-
continue the entire botnet. Blocking some bots is not efficient for unraveling 
the issue, as there are many more victims in the network. More productive 
methods are akin to paralyzing the entire network.

Techniques of defending against bots pivot around two key actions [5]:

 1. Propagation of bots: Battling bot/worm attacks immediately impacts 
the number of victim hosts in a network, thus lessening the throttle-
hold of the network and hence its usefulness to the botmaster.

 2. Bot communications: Another type of defensive action is to cease the 
connection between bot-to-bot and bot-C&C servers and vice versa 
by unhinging the communication, so that the attacker is not able to 
convey instructions or carry out malicious activities.

The heart of the above defense approaches revolves around three key areas: 
prevention, treatment and containment.

6.3.2  Prevention

Prevention confines the influence of Botnet attacks, such as by isolating the 
compromised machines. Basically, three mechanisms are used: endpoint 
security, intrusion prevention systems (IPS) and vulnerability management. 
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Vulnerability management is a recurrent routine of discovering, classifying 
and lessening vulnerabilities. Insider threats are the biggest threats. Security 
and management of endpoints and security policies of network devices 
should be enhanced.

For effective defense, some actions should be carried out by network 
experts, administrators and Internet Service Providers (ISPs). Key features 
malware dispersion must hold are the number of unprotected hosts, infec-
tion continuance and infection flux. Thus, the aim of these prevention 
techniques is to reduce the number of vulnerable machines, the level of 
malware outspread, and the size of the botnet. Preventive actions include 
system maintenance: Secure software development, use of antivirus pro-
gram, vulnerability removal, and so on. There is no assurance that soft-
ware is fully secure which means no software is perfect and users must 
have adequate understanding of this so that one cannot claim usage of 
network devices is riskless.

6.3.3  Treatment

Treatment relates to autoclaving zombies to lower the bot count and to lessen 
the number of unprotected hosts and the malware outspread rate.

Containment: The containment stage is an amalgamation of two stages; one 
is botnet detection and the other is response.

Botnet detection: Botnet detection is very crucial task to enhance the inter-
net security. It is usually done by tracking live hosts and/or network [5].

There are several data types used in detection techniques [1]. These are 
DNS data, packet capture data, netflow data, host data and honeypot data. 
Organizations analyze networks, systems and transaction logs. DNS is a pro-
tocol which acknowledges each and every query with a respective resource 
record (RR). The dynamic structure of the DNS makes it captive for botnets 
to misuse the system for performing various malicious tasks. A flow can be 
imagined as sending IP packets in and out from one point to another in the 
network during a pre-specified distance and time. Honeypot data enables 
officials to perceive botnet activity. According to the various theories and 
conducted experiments, detection techniques can be categorized into hon-
eynets detection techniques and intrusion detection techniques [4,9].

Honeypots and honeynets both denote that the end devices like PCs are 
the prime modus operandi to gather crucial data about the attacks. Because 
these devices are quite vulnerable to malicious attacks, they are quite easy 
for botmaster to attack and compromise. Honeynets are important for per-
ceiving the botnets’ properties because botnets change their behavior and 
impact regularly to thwart their detection.

IDS (Intrusion Detection System): IDS is useful in supervising the netflow 
for the abnormal actions going into a network. It directly notifies the admin-
istrator of the system and takes action against it if it notices some malicious 
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activities during traffic. Two types of IDS are anomaly-based and signature 
based.

 1. Anomaly-based detection [9]: Anomaly based technique accepts only 
those network activities which are clearly pre-stated by the network 
administrator. In advance a set of rules should be pre-stated and each 
rule should be examined for its correctness. It identifies actions which 
does not follows stated rules. From a computational viewpoint this 
technique is a little bit costly but more reliable than signature based. 
Some disadvantages are also associated with this technique that the 
definition of rules is not so easy, different rules are defined for differ-
ent protocols. This technique comes with some limitations like more 
time required for supervising the bot infected hosts. This detection 
technique is also divided into network and host-based techniques.

 2. Signature-based detection [9]: The most edgy part of this technique 
is that activity patterns or signatures are so easy to perceive if per-
formance of network is already known. This technique is too sim-
ple to interpret and develop. Nowadays, botmaster employs timely 
change in attack pattern to launch an unshakable attack.

6.3.4  Response

This stage relates to methods to cease the communication between bot-to-bot 
and bot-to-C&C servers and vice-versa and, finally disable the server. This 
can be practiced using automatic methods that incorporate content filters, fire-
walls, IP-address blacklisting and cease communications in-between bots and 
malware overspread to minimize or halt the distribution of bot commands, 
discontinue the botnet connection and finally disable the C&C servers.

There are two common responses against botnets: null routing and quar-
antining [12]. The quarantine is a state of enforced isolation to segregate and 
limit the mobility of computer. A null route is a passage to real no-where 
in the network. As per this routing packets fall down instead of send. The 
behavior of null routes is usually known as blackhole filtering. Null routes 
are normally implemented with a unique flag or remark set to route, but also 
can be configured by sending packets to a prohibited IP address such as loop-
back address or 0.0.0.0. This technique has supremacy over traditional fire-
walls as its availability on each and every possible network router and puts 
essentially no performance issue. Null routing can always experience higher 
throughput than classic firewalls because of higher-bandwidth routers.

6.3.5  Source

Botnet detection sources can be classified into virtual network, real net-
work and honeypot traffic. Virtual networks are superintended networks 
on which botnets are manually executed to learn the botnet behavior. Real 
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network monitoring is a white collar answer to keep the continuous record 
of network traffic with all provided data and learned facts. A honeypot is 
a purposely created ground to explore the attack pattern and their lethal 
motives.

6.3.6  Algorithms

There are various algorithms for botnet detection and mitigation which can 
be categorized into pattern recognition, clustering, correlation, heuristic 
rules, fuzzy and statistics. In decision trees, classification rules are repre-
sented by the routes from root to leaf. A clustering algorithm presents an 
effective metric for learning intrinsic models of network traffic without the 
required labels to instruct the algorithm. The significance of the heuristic 
algorithm is that it doesn’t require prior knowledge about system behavior 
for drawing out solutions from multi-facets. In fuzzy logic, a set of rules 
are derived from known specifications of the botnet. Correlation enhances 
sensitiveness and a clear picture of problem. Correlation flourishes certain 
patterns to perceive the well-known and detectable patterns and develops 
unspecified patterns for detecting the unrevealed and the unnoticeable 
activity. A flow-based system believes in supervised learning for differen-
tiating botnet traffic. Machine learning gains knowledge from a computa-
tional learning model and pattern recognition and analysis of algorithms 
that can acquire knowledge and make projections on provided information.

6.4  Botnet Applications with WoT

A botnet is a set of gadgets like computers, cellular devices, servers, and so 
on. which might be connected to the net. Each of these gadgets is hosting 
one or greater bots; these are infected and controlled by a commonplace type 
of malware. Botnets can be used to carry out disbursed denial of provider 
assault, steal records, ship unsolicited mail and allow the attacker get right 
of entry to the tool and its connections. Users are usually ignorant of the 
botnet infecting the device. As botnets as self-reliant, they are not choosy of 
what devices to contaminate, hence they infect anything with a web connec-
tion. With the spread of the Web of Things, gadgets are increasingly entering 
the pool of capability candidates for a botnet. Even worse, with the Web of 
Things nevertheless in its teething stage, security for most of these gadgets 
is vulnerable.

• Mirai Botnet: In 2017, the Mirai botnet attacks commenced. It 
scanned the web for WoT devices, then tried 60 default usernames 
and passwords to get the right of entry to them. Once successful, 
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the assault inflamed the compromised device with the Mirai botnet 
malware. With its swiftly forming army, Mirai started out to attack 
websites across the internet. It did this by using the use of its army 
to perform DDoS attacks, swarming websites with connections from 
the gadgets on the botnet.

• Torii Botnet: In 2018, a brand-new botnet assault came into life: 
Torii. Unlike the other WoT botnets that used Mirai’s code, this one 
became its own strain. It used fantastically superior code, capable 
of infecting a huge majority of net-connected gadgets. Torii hasn’t 
attacked something just yet; however, it is able to collect an army for 
a large assault.

• Mad WoT: An examination by way of Princeton has proven that 
WoT botnets may additionally hold the strength to take out elec-
tricity grids. The record describes a method of assault known as 
“Manipulation of demand via WoT” (MadWoT), which acts like a 
DDoS attack but its objective instead is the power grid. Hackers 
could deploy botnets on high-energy WoT devices, and then autho-
rize all of them at the same time to cause a blackout.

6.4.1  Botnet Size Measurement

Botnet size is the key metric amongst various metrics used to measure 
the seriousness of the botnet threat [14]. Former studies of this metric 
generally revolve around the details and existence instead of the essence 
of the problem, for example, versatility, complexity of botnet behavior. 
Quantitative analysis of botnet size should be done with the following 
metrics:

 1. Botnet live population measurement: From the viewpoint of eval-
uation of threat seriousness, the botnet live population denotes 
the magnitude of attack and can be realized by anomaly detec-
tion. This can be done as follows: Active/passive DNS detection 
– active DNS detection depends on how progressively the domain 
name of C2C server is utilized. DNS redirection monitors commu-
nication between various bots and C2 server. The active volume 
of the botnet can be determined by enumerating the number of 
hosts who are involved in the communication. Passive DNS detec-
tion denotes specific pattern DNS query collected passively over 
the network. General C2C communication features include: stable 
pattern of botnet C2C communication, URL in spam, unusual in/
out degree of hosts, unusual flow in network, and so on.

 2. Botnet footprint measurements: For in-depth sight of the botnet, its 
footprints must be evaluated. The efficient and accurate method is to 
first decide whether host-based misuse or anomaly-based infection 
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is in use for detection, and then count the victims. It can be deter-
mined by statistical inference.

 3. Dynamic botnet size: Botnet detection may show results differently 
in different time zones and locations so it plays an important role in 
botnet size measurement.

Tracing dynamic botnet size incorporates some of the following facets:

• Patterns of botnet propagation – Botnet propagation depends on 
how effectively it scans vulnerability. Scanning patterns can be of 
worm-type and non-worm class. Worm class is the basic manner in 
which the botnet has a huge volume to scan and has large number 
of infected machines in a short time period. The non-worm class has 
wide varied scanning algorithms, which include network scanning, 
hit-list and random scanning.

• Obscure pictures generated by some activities of botnets, such 
as botnet cloning and migration, which are used to examine the  
ownership of groups of bots.

6.5  Conclusion and Future Work

In this chapter, the topic of botnets including their architectures, commu-
nication protocols, detection techniques and algorithms are discussed. As 
today’s botnet comes with various evasion techniques and tricks to make 
fools of network administrators, a part of future work may include case stud-
ies and the various hands-on tactics to deal with the new versions of botnets, 
such as analysis of DNS queries, studying various cryptographic techniques 
which are used to hide the network, and so on.
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7
WoT-Enabled Smart Cities

Aarti Jain and Rupali Rani

7.1  Introduction

With the spread of urbanization, cities in today’s world require intelligent 
solutions to tackle critical issues like healthcare, energy management, trans-
portation and infrastructure. The Internet of Things (IoT) is the most likely 
technology for tackling these challenges through automation, networking, 
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WoT-Enabled Smart Cities

sensing and proper data analysis. Smart cities are the concept of utilizing 
new technologies and connected data sensors using wireless or wired com-
munication to enhance and become powerful in term of infrastructure and 
city operations. WoT (the Web of Things) is a system that comprises thou-
sands or more gadgets and sensors which communicate with each other. 
The artificial intelligence, R programming, Python and machine language 
are capable of helping the network to process the information received from 
the connected gadgets. These technologies are also supported for adjusting, 
monitoring and managing devices. Basically, a smart city is the urban area 
surrounded by or embedded in a smart system. The major use cases of a 
smart city are smart transportation systems, smart parking, smart building 
monitoring, smart agriculture, smart waste management and smart security 
systems.

7.1.1  Definition

The International Telecommunications Union (ITU) (ITU, 2014) emphasizes 
information and communication technologies (ICT) and considers a smart 
sustainable city as 

An innovative city that uses information and communication tech-
nologies (ICTs) and other means to improve quality of life, efficiency of 
urban operation and services, and competitiveness, while ensuring that 
it meets the needs of present and future generations with respect to eco-
nomic, social and environmental aspects.

Similarly, the International Standards Organization (ISO) (ISO, 2014b) recog-
nizes the smart city as 

A new concept and a new model, which applies the new generation of 
information technologies, such as the internet of things, cloud comput-
ing, big data and space/geographical information integration, to facili-
tate the planning, construction, management and smart services of cities.

Moreover, it defines smart city objective to pursue: Convenience of the pub-
lic services; delicacy of city management; livability of living environment; 
smartness of infrastructures; and long-term effectiveness of network security.

Furthermore, the British Standards Institute (BSI, 2014) defines a smart 
city as 

The effective integration of physical, digital and human systems in the 
built environment to deliver a sustainable, prosperous and inclusive 
future for its citizens.
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7.2  Components of Smart Cities

Smart cities are responsive, intelligent, connected and sustainable. The vital 
segments of territory-based advancement in the Smart Cities Mission are city 
improvement (retrofitting), city reestablishment (redevelopment) and city 
augmentation (greenfield advancement) in addition to a pan-city activity in 
which smart solutions are applied, covering bigger pieces of the city. The 
main components of smart cities are:

Smart mobility: Smart mobility refers to intelligent traffic planning, 
smart interconnection of all roads and a smart parking management 
system.

Smart healthcare: Smart healthcare refers to use of digital and mobile 
technology for advancement of eHealth and mHealth system for the 
monitoring of patient health.

Smart governance: The real measure of a smart city is people’s happi-
ness. Smart governance means we are constructing a city where all 
the resources are efficiently utilized. We are protecting both our 
people and our information; providing a smart economy for busi-
ness visionaries and entrepreneurs; an enhanced quality of life for 
people, with simple access to customized city administrations, pro-
tecting and nurturing our natural environment (Figure 7.1).

Smart security: Smart security refers to the connected devices that 
should be protected by an advanced IoT security solutions.

Smart environment: This refers to innovation in natural resource protec-
tion and management, recycling of waste products, pollution con-
trol, planning of green areas and green energy.

Smart buildings: Smart buildings make the use of real-time control of 
building solutions like heating, ventilation air conditioning, smart 
lighting and security, etc. for enhancing the quality of life of the 
people.

7.3  Iterative Approach to Implementing a Smart City

The scope of smart city applications is exceptionally varied. What they share, 
for all intents and purposes, is the way to deal with usage. Regardless of the 
work performed, they should begin with the establishment – a fundamental 
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keen city stage. In the event that a region wants to grow the scope of smart 
city benefits in future, it will be conceivable to overhaul the current engineer-
ing with new devices and innovations without remaking it. There are six 
step implementation models to pursue for making a proficient and adaptable 
IoT design for a smart city.

7.3.1  Implementing a Smart City Platform

To have the option to scale, smart city execution should begin with planning 
essential engineering – it will fill in as a springboard for future upgrades 
and permit including new administrations without losing practical execu-
tion. The IoT solution for smart city includes four components which are 
network, gateways, data lake and data warehouse.

 1. Network: A smart city – just as any IoT framework – utilizes smart 
things furnished with sensors and actuators. The main objective of 
sensors is to gather information and pass it to central cloud manage-
ment system. Actuators enable gadgets to act, such as by modifying 
the lights colors, confining the progression of water to pipes with 
leaks, and so forth.

FIGURE 7.1
Components of smart cities.
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 2. Gateway: Any IoT framework involves two sections – a “tangible” 
portion of IoT gadgets and system hubs, and a cloud part. The infor-
mation can’t just go from one section to the next. There must be 
entryways – field gateways. Field gateways gather the data, compress 
it and filter information before moving it to the cloud. The cloud 
platform guarantees secure information transmission between field 
gateway and the cloud portion of a smart city arrangement.

 3. Data lake: The principal work of a data lake is to store information. 
The data lake safeguards information in its crude state. At the point 
when the information is required for important bits of knowledge, 
it’s extricated and passed to the data warehouse.

 4. Big data warehouse: A big data warehouse is a repository which contains 
structured data. After defining the data value, the data is extracted, 
modified and loaded into the big data warehouse (Figure 7.2).

7.3.2  Monitoring and Basic Analytics

The data analytics help to monitor and analyze device environment. It also 
sets rules for device control. For example, to measure the soil moisture level, 
the sensors deployed are used to set rules for control of valves for differ-
ent moisture levels. The data collected can be viewed on different cloud 
platforms.

7.3.3  Deep Analytics

To process IoT generated data, the hidden correlations between sensor data 
are monitored, analyzed and identified. Advance techniques like machine 
learning (ML) algorithms and statistical analysis are used for deep analytics. 
The ML algorithm predicts the future value of the data stored in the data 
warehouse based on the past experience. The models are utilized by control 
applications that send directions to the IoT gadget actuators.

FIGURE 7.2
IoT component solutions for smart cities.
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7.3.4  Smart Control

The commands are sent to actuators to ensure better automation by send-
ing command signals. The command signal directs actuators what to do to 
perform particular tasks. There are two types of command signals which 
guide the actuators. One is rule-based and another is ML algorithm-based. 
The rule-based command signals are defined manually while the ML-based 
control applications use models made by ML calculations. The models are 
recognized based on data analytics. They are tested, approved and regularly 
updated based upon requirement.

7.3.5  Interacting with Citizens via Client Applications

Along with control applications, the WoT-enabled device must have the privi-
leges of interacting with the user. It should have a central cloud platform where 
the users can perceive the data, and monitor and control the device. The client 
application allows users to connect with central smart city management. For 
example: GPS enables the user to see the traffic jam on a smartphone. It also 
provides notification to follow a different route to avoid congestion.

7.3.6  Integrating Several Solutions

To become smarter is a continuous and ever-ongoing process. With the help of 
ideas and modern technology, all the solutions are integrated together continu-
ously and steadily to increase the function in a single device. For example: Some 
years ago, we had a traffic management system which provided traffic congestion 
information. With the help of sensors, we implemented the pollution monitoring 
system and traffic congestion system in a single traffic management system, as 
shown in Figure 7.3. The iterative approach and integration of solutions helps to 
reduce cost, provide faster payoff and provide information on a single platform.

7.4  Major Use Case of a Smart City

The major use case of smart city includes smart infrastructure, smart build-
ings, smart home security systems, smart waste management, smart envi-
ronment and smart healthcare.

7.4.1  IoT-Enabled Smart Infrastructure

Smart infrastructure includes smart lighting management, smart parking 
management system, smart transportation facilities, connected streets and a 
charging system for vehicles.
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 1. Smart lighting: With smart lighting, a demand-based lighting system 
can be provided. Users can change the color or brightness accord-
ing to requirements and even control them from a smartphone any-
where in the world. It helps in daylight harvesting and improves 
energy efficiency. LED technology is used in smart city initiatives.

 2. Interconnected streets: Interconnected and smart streets obtain data 
and provide information and services from millions of sensing 
devices. It provides information about locally detectable danger, 
traffic condition, road blockages and roadway construction, etc. The 
system driver is made aware of the condition of roadways and thus 
able to save time and energy.

 3. Smart parking management: Smart parking management systems 
provide information about the available parking space in real-time 
scenarios. Different types of sensors like infrared, passive infrared 
and ultrasonic sensors are used to find the unoccupied location 
of vehicle at public place. These sensors are embedded into park-
ing spaces, transmit data at regular times and provide information 
about the parking space via digital signal processors into a central 
parking management application. Smart parking reduces traffic 
congestion; saves time and resources; decreases harmful gas emis-
sions from vehicles; lowers management costs and driver stress. 

FIGURE 7.3
Integration of traffic management and air quality management.
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For powerful deployment of smart stopping innovations, every gad-
get needs to have a dependable availability with the cloud servers.

• A microcontroller Arduino Mega 2560 is integrated and inter-
faces with other components. The components include a GPS 
module which is used to navigate the parking slots for the driv-
ing users. Ultrasonic sensors are placed in the parking space that 
sense the presence of vehicles and accordingly transmits the 
information to the user. ESP 8266 is used to send the information 
to a cloud platform (Figure 7.4).

 4. Connected charging stations: As a battery is the main device for energy 
storage in electric vehicles, it needs to be charged when required. 
The smart infrastructure for the battery includes connected charging 
stations for the electric vehicles at different places like parking area, 
shopping malls, city fleets, airport etc. The vehicle charging platform 
can be integrated with IoT to display the battery status. The user can 
view the data and locate nearby charging stations using the app.

 5. Intelligent transportation systems: These aim to provide innovative, 
efficient and reliable services related to different modes of transpor-
tation and traffic management. The main services of ITS are
• Bus information services (BIS): It provides information about the 

arrivals, departures and routes of the buses.
• Electronic toll collection system (ETCS): An electronic toll col-

lection system is an automatic system to collect tolls from vari-
ous methods of payment like coins, smart cards, tokens and 

FIGURE 7.4
Smart parking management system.
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credit and debit cards without the need for a toll collector. These 
administrations plan to dispose of the delays on toll streets, car-
pool lanes, toll extensions and toll tunnels. The system uses an 
E-Pass which has a transponder mounted on a vehicle. The infor-
mation about the vehicle and user is stored in the transponder. 
The antenna at the toll booth senses the transponder and deducts  
the toll charge, which allows the vehicle to pass.

• Automatic fare collection (AFC): AFC helps in automatic col-
lection of fares. It makes use of smart cards, transponders, and 
automatic gate machines and ticket vending machines for the 
collection of fares.

• Automotive navigation system (ANS): It is used with satellite 
navigation systems to monitor the position of automobiles on 
roads. Dead reckoning takes distance data from sensors attached 
to the drivetrain, a gyroscope and an accelerometer. Automotive 
navigation is based on the shortest path concept of graph theory.

• Eco-driving services: Eco-drive support services provide infor-
mation about driver’s fuel-efficient driving. By using an eco-drive 
support service, individual drivers can reduce CO2 emissions 
from their vehicles.

7.4.2  IoT-Enabled Smart Buildings

Smart buildings have the ability to analyze the environment and make 
real-time adjustments to improve efficiency and productivity. Smart build-
ings integrate and collect information from different embedded devices or 
sources for intelligent control of smart building devices. A smart building 
has different infrastructural components that maintain the occupant’s com-
fort level and provide quality of life to people. Some of them include highly 
efficient HVAC systems, smart metering systems (electricity, gas, water), 
occupancy monitoring systems and vehicle charging technology. Various 
systems are used to maintain the complete health of the surroundings by 
monitoring all the assets and ensuring the safety and security of buildings. 
The best example is the Alexa-based home automation-controlled building.

7.4.2.1  Challenges for Smart Buildings

• Low resource usage
• Security integration
• Increased occupant comfort against varying temperatures
• Proper environment monitoring
• Proper network connectivity
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7.4.2.2  Solutions for Smart Buildings

• Analysis of advanced building: Continuous analysis of sensor data from 
building systems helps in improving automation rules and hence 
reduces energy and water consumption.

• Implementation of safety and security systems: Various monitoring 
systems are implemented like IP surveillance, biometrics, wire-
less alarms, CCTV cameras, etc., to reduce unauthorized access 
and chances of thefts in a building, thus guaranteeing safety and 
security.

• Application of machine learning algorithms: Algorithms are built so that 
the environment factor of all building zones is captured to maintain 
a constant temperature throughout.

7.4.2.3  Case Study for Smart Buildings

7.4.2.3.1  Intel Smart Building Solution

A smart structure arrangement dependent on its IoT reference engineering 
is planned by Intel with the envisioned plan of expanding vitality preserva-
tion, utilitarian proficiency, individuals’ comfort and security conditions. IoT 
innovation gathers the information from different structure framework like 
ventilation, cooling (HVAC), water, vitality age, tenant counters and the elec-
trical framework. It further breaks down the information, sends it and stores 
it on the cloud web. The structures additionally have an ethernet-based bril-
liant lighting framework with sensors fixed in brightening devices to moni-
tor temperature, occupancy and other natural variables.

The IoT gateways based on Intel processors control the entire system of the 
buildings. It uses different types of protocols such as Modbus TCP/IP and 
BACnet-IP to send and collect messages from the entire building system. 
Different varieties of smart sensors are associated safely to screen the struc-
ture’s frameworks. Sensors also guarantee an uninterrupted flow of data 
between different devices. IoT gateways help in data integration and provide 
information to the entire solution. To provide end-to-end security protection 
of network and data, the gateway is protected by enterprise-grade security 
features, such as McAfee Embedded Control (Figure 7.5).

The building management systems are integrated and analyzed via iBMS. 
iBMS software runs on a different computing environment integrated with 
gateway software components. The gateway process message based on 
some predefined rules. The rules are divided between the gateway and the 
back-end server. When the data is calculated on the gateway, it is further 
transferred to the cloud platform over the MQTT communication protocol. 
The data is generated by sensors and is distributed across IoT gateways. To 
protect data from intruders, various network topologies and security pol-
icies are designed via the sensor network. The firewall is used to protect 
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the software running on the server and no internet connection outside the 
firewall is permitted. Data transmission security is guaranteed by open SSL 
(secure socket layer v2/v3) and transport layer security (TSL V1). The gate-
way bears a trusted platform module chip to scramble the application and 
security conveyance. The gateway security is ensured by means of secure 
boot and application whitelisting software. Secure boot checks the gateway 
working framework condition and application whitelisting guarantee that 
only specific set of application are allowed to run on the gateway (Figure 7.6).

7.4.2.3.2  Google Cloud Platform (GCP) Technology 
Used in Smart Building Platforms

• Cloud IoT: This is a fully managed service to connect the system to 
the cloud platform. It also collects, processes and analyzes data.

• Cloud pub/sub: This is an enterprise message-oriented middleware 
that provides low-latency, durable information that helps design-
ers rapidly incorporate frameworks facilitated on the Google Cloud 
Platform and remotely. It has a high bandwidth. API is an example 
of cloud pub/sub.

• Cloud data flow: This provides unified batch and streaming pro-
cess services. It is an open source programming model and is fully 
managed.

• Big table spanner: This is a fully managed service for data storage. The 
big table spanner is scalable and no SQL database is required. A data 
lake is an example of big table.

FIGURE 7.5
IoT-based smart building management.
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• Building ontology: A building ontology engineer collects the infor-
mation from the building expert and accordingly makes the model 
called a modelet. After they develop the ontology engine algorithm 
about the building architecture, like single stories, multi-stories, 
bathroom area, kitchen area, games area, window area etc. to pro-
vide an ambient environment to the buildings (Figure 7.7).

7.4.3  IoT-Enabled Home Automation Security System

The IoT is a new innovation which is widely used for the development of smart 
home systems in order to provide intelligent safety, comfort and improved 
quality of life. Smart home automation is a user-friendly service for smartphone 
users. The technology uses a low-cost wireless controlled smart home system 
for controlling and monitoring the home environment. It includes remote 
monitoring, IP surveillance camera, biometrics and wireless alarms to reduce 
unauthorized access. A micro web server with IP-based connectivity is used for 
controlling and accessing devices remotely from an Android app. Raspberry 
Pi is used as micro web server which requires user authentication in order to 
access home automation system. A single sensor or multiple sensors are used 
with a single device to collect data from sensor nodes. A collection of sensor 
nodes within a distributed environment is called a sensor network. A data com-
munication link is established to transmit data to a central data location node.

Home automation security control includes motion detection and video 
monitoring to detect the presence of authorized or unauthorized people. 

FIGURE 7.6
Gateway stack of Intel smart building solutions.
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Security cameras are also used for proper surveillance. Digital monitoring 
allows owners to perceive any area of home via webcam from anywhere 
with internet connectivity. The security cameras are backed up to the cloud 
server to review home activities at any time. If any intruders try to enter in 
the restricted area, the PIR sensors detects human body motions by measur-
ing changes in the infrared levels emitted by surrounding objects. Whenever 
a motion is detected, the alarm buzzes and an SMS or email is sent to the 
concerned person (Figure 7.8).

7.4.4  IoT-Enabled Waste Management System

Garbage accumulation is one of the common problems of a big city. In order 
to make the environment neat and clean, necessary action should be taken 
to collect the garbage and dump it properly. IoT-based waste management 
is a smart waste management system in which devices are embedded to 
send data to a cloud platform when a dustbin in different locations reaches 
a threshold level. The device will transfer the information about the dustbin 
level to the closest authority via SMS or email. The AT command is used to 
provide a messaging service through a GSM module. The program is burnt 
into a microcontroller through the Arduino software. The cleaning authority 
collects the garbage from the defined location and updates the status.

FIGURE 7.7
GCP technology used in smart buildings.
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• System Module

• Ultrasonic sensor: The ultrasonic sensor is utilized to recognize 
the level of the trash in the residue canister. It makes an ultra-
sonic pulse called a ping and looks for the reflection of the pulse. 
The sound pulse is made electronically, utilizing a sonar pro-
jector which is comprised of a signal generator, power amplifier 
and electro-acoustic transducer cluster. The ultrasonic sensor 
utilizes the data along with the time contrast between the send-
ing and accepting of the sound pulses to decide the distance to 
an item.

• RF module: The radio-frequency transmission (RF transmission) 
system is based on Amplitude Shift Keying (ASK) modulation 
technique using a transmitter/receiver (Tx/Rx) pair operating 
at the 434 MHz frequency band. The signals are taken as serial 
input by the transmitter and are transferred through RF. The 
receiver module then receives these signals. The system allows 
simple communication between two nodes which can be either 
transmission or reception at a single time. The encoder converts 
these parallel inputs into a serial set of signals and transfers 
them to the reception point through RF. These serial signals are 
further decoded using a decoder and the original signals are 
retrieved as outputs. These outputs can be observed on corre-
sponding LEDs.

• Arduino mega: This is a microcontroller board based on the 
ATmega328. It consists of a 14-digital input/output pin of which 

FIGURE 7.8
Home automation security system.
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six pins are used as PWM outputs and six pins for analog input, 
a 16 MHz crystal oscillator, a USB connection, a power jack, an 
ISCP header and a rest button. It is connected to a computer by 
a USB cable or is powered with an AC to DC adapter or battery.

• GPS module: A GPS module is a global navigation system which 
provides the exact information about the dust bin on the cloud 
platform.

• Internet cloud: The internet cloud uses the cloud-based data col-
lection technique and mobile app-based monitoring system for 
the dustbin level indication at different positions.

• Advantages

• Real-time information about the dustbin level
• Intelligent management of services
• Resource optimization
• Cost reduction
• Environment quality improvement (Figure 7.9)

7.4.5  IoT-Enabled Healthcare

The main goal of a smart city is to provide a good quality life to its citizens 
and smart healthcare helps to accomplish the goal. According to a survey 
by Transparency Market Research, the smart healthcare product market is 
expected to reach by $57.85 billion by 2023. Smart healthcare is not for just 
curing disease, but also includes early detection and prevention of disease. 

FIGURE 7.9
IoT-based waste management.
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IoT and artificial intelligence play a key role in real-time patient health 
monitoring. IoT allows collection of data from smart devices and sensors 
to provide information about various parameters of body. The miniature 
sensor devices are mounted on the surface of the body or embedded inside 
the body. The sensors communicate with medical devices and measure 
various physiological parameters like blood pressure, blood flow, pulse 
rate, body temperature, and so on. The data collected are analyzed by 
remote servers. Artificial intelligence technology is applied to perform 
the task of analyzing the laboratory test like X-rays, CT scans and data 
entry. AI-based apps provide access to the current medical conditions of 
a patient which provides assistance in medical consultation from doctors. 
Technology like blockchain and smart cards are used to maintain patient 
electronic health records and link the patient to the payment gateway and 
insurance (Figure 7.10).

A smart drug acknowledgment gadget is likewise utilized on Android-
based cell phone applications to scan the prescription and in this manner 
helping persistent opportune taking of medication measurements. From the 
outset, the client needs to login to the Android gadget, utilizing the client 
account confirmation component. After a successful login, the client needs to 
check the QR code. The cloud-based administration stage transmits the drug 
data from the QR code on the prescription bundle to the smart medication 
acknowledgment gadget over a Wi-Fi network (Figure 7.11).

The smart machine acknowledgment gadget prompts a voice message to 
remind the clients to take the drug. At that point, the patient places the pre-
scription in the acknowledgment area and presses the acknowledgment but-
ton to scan the medication. After the effective acknowledgment, the drug 
status (regarding whether the prescription is right, the prescription is inac-
curate, more prescription should be taken, less medication should be taken, 
or other related medicine data) is reported to patient. The smart prescription 
acknowledgment framework transmits the results back to the cloud-based 

FIGURE 7.10
Smart healthcare.
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administration stage over the Wi-Fi network. Therefore, relatives or the 
patient can check the patient’s medical records (such as name, measurements 
and real prescription time) through the site.

7.4.6  IoT-Based Smart Environment Monitoring System

Environment is the surroundings or conditions of a geographical area. The 
environment greatly affects the life of living creature whether it be human, 
animals, birds or aquatic life. So, a good environment is the key to a good 
life. Environment monitoring is necessary in order to make decision about 
consumption of renewable or non-renewable resources. Environment qual-
ity and protection takes care of many issues like air pollution control, water 
pollution control, harmful radiation emission control, and so on. The IoT 
technology embedded with wireless sensors, cloud platforms and wireless 
communication technology play a vital role in environment monitoring and 
management. For environment monitoring, various types of sensor models 
are used. Each of the sensors perform a specific function based on the type 
of environment. The various models are:

 1. AirBot model: The AirBot model monitors the airborne pollutants 
that can cause respiratory problem. This model is pocket-sized and 
is easily portable. The model was developed by Carnegie Mellon 
University.

 2. WaterBot model: This model is utilized to measure water quality. 
One portion of the model is plunged into a water source and after 
that, it will transfer contamination information to the web through 
a ZigBee-introduced module. A sensor automaton model apparatus 
is likewise utilized that can detect numerous things in conditions, 
including gases, temperatures, humidity by cell phones.

FIGURE 7.11
Drug recognition system.
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 3. Lapka model: This is a set of ecological sensors that can be attached 
to cell phones, particularly the iPhone, and can recognize electro-
magnetic radiation, nitrates in crude nourishments, temperature, 
dampness and even gives information to advise about natural 
nourishment.

 4. Air quality egg: This model can be utilized in at-home conditions as a 
sensor pack. It gives readings of NO2 and CO focused on any place it 
is put.

 5. Electronic nose model: This is a multi-sensor gadget that recognizes 
limited quantities of perilous airborne synthetic concoctions like 
pesticides, burning emanations, gas leaks and substance-fighting 
specialists.
• Air monitoring technique: Air pollution is a genuine worry in 

this day and age. It causes a worldwide temperature alteration 
and ozone layer consumption. Numerous sorts of gases, fluids 
or solids are scattered with standard air and make the air dirty 
which is a cause of weakening the strength of living creatures. 
Air contamination likewise causes acidic downpour. The acidic 
downpour contains destructive gases like nitric acid and sul-
furic acid which is conveyed by downpour, haze and from the 
wind. The fundamental wellspring of air contamination is the 
consumption of petroleum derivatives like oil, fuel and coal; the 
ammonia gas produced from creature house, the misapplication 
of manures, herbicides and pesticides from rural activities; the 
outflow of unsafe gases from production lines or ventures; and 
mining activities.

IoT plays a key role in monitoring air pollution quality and reporting. Many 
types of IoT technologies are used for monitoring which include:

 1. Plume air technology: This technology uses a personal wearable sensor 
which is used to report the weather forecast. The Plume air pollution 
monitor is attached with a phone or wearable monitoring device.

 2. Airy technology: This is IoT-based hardware technology and uses 
LoRa technology for communication. It measures various pollution 
aspects like forest fire detection, traffic management modules, water 
quality monitoring and dust sensors.

 3. TreeWiFi: This technology has been implemented in Amsterdam. It 
measures air pollution and makes the levels of air pollution visible 
through LED light. When the server detects an improvement in air 
quality, it allows the TreeWiFi system to share its internet connection 
with everyone on the street. Users that connect to the network get 
tips and tricks to improve air quality.
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 4. ISPEX technology: This technology is used to measure aerosols in the 
climate.

 5. Tzoa technology: This is a wearable air quality and UV sensor inno-
vation. It gets the client to learn about their ecological data through 
LED with a color-coded framework. It utilizes UV sensors to track 
sun exposure in this way dealing with a sound light level. Tzoa rec-
ognizes two kinds of particulate PM10 and PM2.5. PM10 alludes 
to particles of 10 micrometers or smaller, which will, in general, be 
allergens like dust. PM2.5 alludes to particles 2.5 micrometers or 
smaller, which incorporates the molecules found in vehicle exhaust, 
fine residue and smoke particles that are of moderate size and dan-
gerous enough to cause genuine medical problems.

 6. Vehicular sensor network technology: This innovation utilizes encom-
passing sensors to gauge the nature of the air. The VSN innovation 
conveys a progression of sensor hubs by open transportation and 
measures the nature of air on a specific geographic territory. Air con-
tamination data is accessible to the general society through pages, 
web applications and portable applications. The sensor estimates the 
fixation O3, CO and NO2. The sensor hub utilizes the GPS module to 
get time and area data and Bluetooth connection to speak with a PC 
inside the vehicle. The information is stored away and dissected at 
the cloud stage. The framework gives profoundly exact air quality 
observation dependent on the IoT idea.
• IoT-enabled water monitoring: Water monitoring is essential, as 

water is an important element of human life. Water monitoring 
includes temperature monitoring, pH level monitoring, con-
ductivity and salinity measurement. The remote monitoring of 
water is based on a wireless sensor network. Sensors in remote 
monitoring systems are integrated together and data records are 
stored and analyzed in a cloud-based storage unit. IoT ensures 
real-time management of water monitoring, providing the abil-
ity to optimize the use of clean water and managing water treat-
ment plants to ensure the lowest cost and most effective service 
to customers (Figure 7.12).

• Weather monitoring IoT technology: Many technologies are used 
in weather monitoring such as satellites, radar, wireless technol-
ogies, sensors and hand-held systems.
– Satellite system: Satellite systems integrated with IoT technol-

ogy provide an ability to predict more accurate weather fore-
casts by observing from both geostationary and polar orbiting 
satellites. Upgrading the capacity of watch climate compo-
nents on a worldwide scale and giving information about an 
area and transmission from remote perception frameworks,  
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the polar circling satellite pictures are particularly help-
ful for the recognizable proof of numerous highlights, such 
low clouds included as low stratus, haze and residue storms. 
These images are also useful in locating the presence of fires 
in a particular forest area. Satellite systems can be connected 
to internet networks to share the collected data to other 
monitoring database systems and with the benefits of the IoT, 
satellites will offer a great contribution to the environmental 
weather monitoring.

– Radar technology: Radar innovation has been a notewor-
thy segment in the location and warning of neighborhood 
extreme storms, including tornadoes and flash flooding. 
Radar items are created from both reflectivity and Doppler 
move data. Reflectivity information is valuable in creating 
items identified with tempest force, storm development and 
precipitation. Doppler shift information can help infer items 
identified with wind speed and shear just as with choppiness 
in the air, along these lines permitting the estimation of tor-
nado development and other tempest structures. Numerous 
radar items are filled in as valuable illustrations to enhance 
the issuance of serious climate and flash flood alerts when 
dispersed in well-known media, for example, TV or on the 
internet.

– Hand-held technologies: Hand-held systems and sensors 
are used to collect parameters of weather like temperature, 
humidity, rain, snowfall, etc. Sensors are built in to smart 

FIGURE 7.12
IoT-enabled water monitoring system.



143WoT-Enabled Smart Cities 

mobiles which enable them to analyze the current weather 
conditions in a dedicated area. It is also supported by GPS to 
give an information of weather conditions about any region 
based on GPS coordinates. Small-scale Electro-Mechanical 
Systems (MEMS) innovation and micromachining strate-
gies have been a well-known way to deal with the scaling 
down of sensors. The usefulness and unwavering quality of 
these smaller scale sensors has been expanded extensively by 
incorporating them with developing Integrated Circuit (IC) 
innovation or different sensors. This innovation is utilized 
to accumulate information, for example, temperature, damp-
ness, gaseous tension, wind current heading and speed over 
a wide zone (Figure 7.13).

– Wireless technology: Wireless technology-based weather 
monitoring systems are an efficient way to monitor many 
weather conditions with a wide flexibility. Today, many 
wireless devices can be used to monitor the weather param-
eters offering a suitable data transfer through wireless like 
Wi-Fi, Bluetooth, WiMax, etc. A remote climate-checking 
framework empowers screening the climate parameter in an 
industry or any place can be structured utilizing ZigBee inno-
vation. ZigBee is the most encouraging mechanical standard 
for low information rate and has a long battery life. Likewise, 
the ZigBee systems are reliable and self-recuperating

• Radiation monitoring: Radiation monitoring is essential to mea-
suring the radiation emitted from different sources like nuclear 

FIGURE 7.13
Weather monitoring system.
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power, industrial areas and military sites. Different radiation 
systems are employed to measure radiation levels. The device 
must be capable of transferring data to highly sensitive systems. 
The system consists of many devices such as sensors, LoRa, 
ZigBee, RFID tags, mobile phones or WSN nodes (Figure 7.14).

7.4.7  IoT-Enabled Smart Energy Management System

Energy management refers to planning, controlling and reducing energy 
consumption. Today’s organizations need to optimize their energy needs 
and drive their business without compromising their eco-sustainable 
growth. Increasing energy prices, emission of harmful gases and operation 
costs are some of the compelling factors to reduce, monitor, control and plan 
our energy consumption. The smart grid is one of the intelligent technolo-
gies for energy management. A smart grid enables new technologies to be 
integrated with the analytics to monitor and plan energy consumption. A 
smart grid helps users to know about their energy requirement, as well help-
ing them to adjust their consumption according to requirement. Renewable 
resources like wind and solar power are sustainable and a growing source of 
electric power. The smart grid provides data automation needed and enable 
solar panel and wind to store energy on the grid and optimize its use.

A smart grid performs its operation in four divisions: energy generation, 
transmission, distribution and consumption. It consists of three types of 
networks:

• Home Area Network (HAN)
• Neighborhood Area Network (NAN)
• Wide Area Network (WAN)

FIGURE 7.14
Radiation monitoring.
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HAN is the first layer and deals with consumers’ power requirements. It 
comprises smart devices, home appliances, electrical vehicles and sustain-
able energy sources (such as solar panels). HAN is deployed inside private 
units, in modern plants and in business structures and connects electrical 
machines with smart meters. It is responsible for generation and transmis-
sion of power.

NAN is also known as Field Area Network (FAN). It is the second layer 
of a smart grid and comprises smart meters belonging to multiple HANs. 
NAN frames a correspondence between distribution substations and field 
electrical gadgets for power distribution frameworks. It gathers the data and 
services from numerous HANs and transmits it to the information authori-
ties which interfaces NANs to a WAN.

WAN is the third layer of a smart grid and works as a base for correspon-
dence between network gateway or aggregation points. It facilitates com-
munication among power transmission systems, bulk generation systems, 
renewable energy sources and control centers. Also, a video camera has been 
mounted in smart grid management for video surveillance of appliances’ 
safety, fire alarms and to monitor operations (Figure 7.15).

Thus, a smart grid improves reliability, security, safety and sustainability 
of the power system.

7.4.8  IoT-Enabled Intelligent Agriculture System

Food is the basic requirement of any human being and so is agriculture. 
Nowadays, smart cities are adopting IoT-based technologies for smart agri-
culture. In order to perform agricultural activities in smarter way, Web Map 
Services (WMS) and Sensor Observation Services (SOS) are integrated with 
IoT to check proper water management for irrigation. Agriculture IoT sys-
tems accurately monitor various parameters like greenhouse temperatures, 
soil moisture, weather and also integrates cloud-based recording systems. 
With IoT-based agricultural production, costs can be reduced to a remarkably 
low value which in turn increase profitability and sustainability. It is pre-
dicted by experts that by 2050, farmers will increase their production by 70%.

FIGURE 7.15
Smart grid management system.
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7.5  Conclusion

The IoT-enabled smart city improves the quality of life and standard of liv-
ing of its people. It is also helpful in economic development of a country. 
IoT-enabled management systems not only save money, but also save energy 
and time. Although we are moving toward the smarter city, the excessive 
use of any device is harmful. A smart city is surrounded by RF devices. 
The  RF  radiation emitted from the device is not suitable for the health of 
human beings. Also, the data in smart cities are stored on central cloud plat-
forms, which are not secure and reliable. So, health and self-security should 
also be taken into account when developing a smart city.
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8
WoT-Enabled Retail Management

Deepti Mishra

8.1  Introduction

Currently, the Web of Things (WoT) plays a crucial role in retail manage-
ment. WoT has its roots in various domains where the retail industry is a key 
zone. It is reforming retail management rapidly by applying technologies for 
efficient functions. WoT-enabled retail establishments enable customers to 
access data easily when doing online shopping and allows them to efficiently 
manage their shopping cart. To offer better services to customers and retail-
ers, we should focus on new technologies related to the retail industry.

Retailers also benefit, as they have the ability to manage the collected data 
to help customers to shop. It provides the retailer with the ability to under-
stand, analyze and proceed with using web-enabled retail data for analytics.

WoT-enabled retail industry has the capability to manage enormous amount 
of data very efficiently and easily. Huge amounts of data that is gathered may 
belong to customers, retailers, products, reviews and stock, which further 
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WoT-Enabled Retail Management

require accurate data analysis. WoT provides proficient technologies to access, 
store, share and investigate a massive amount of data which is quickly gen-
erating on a daily basis. WoT offers data management with its investigations, 
predictive analysis and report generation with secure communication.

WoT contributes significantly in the supply chain and logistics in retail 
management to optimize time and cost.

The Web of Things is the combination of technologies which are connected to 
the internet in a web architecture with heterogenous software architecture [1]. It 
offers communication between various devices with the web. It focuses on soft-
ware architectures, HTTPS, URLs services and communication protocols [2].

WoT provides a good infrastructure with the newest technologies enabled 
to offer proficiency to the retail industry both for consumers and retailers. 
WoT benefits allow them to optimize time and improve productivity.

The technology in retail management is evolving very speedily but still 
requires attention to issues like security and data management. It needs 
the focus on data flow, access control, secure communication, logistics and 
strong supply chain optimization.

The objective of the chapter is to present involvement of Web of Things 
in retail management. It also focuses on security issues which are currently 
faced by the WoT-enabled retail industry. The chapter presents the concept 
of the Web of Things with infrastructure, its applications and challenges in 
retail management.

8.1.1  Retail Management

Retail management is the chain of procedures through which customer 
benefits from various services directly, whether personal or commercial [3]. 
Figure 8.1 shows a conceptual process of retail management. It comprises 
of many factors such as consumer satisfaction, supply chain management, 
merchandising and promotions.

Retailing services can be store based or non-store based. Store based 
includes ownership of franchises, chain stores, supermarkets or small stores; 
non-store based are direct sales or e-shopping.

In many instances, the customer is unable to reach physically the store, 
and WoT-enabled retail management acts as crucial player on those occa-
sions. While availing of WoT, retailers can know the time and location of cus-
tomer for providing services by reacting proactively. WoT helps retailers to 
approach consumers rapidly by providing quality services easily, as they are 
integrated with RFID (radio-frequency identification) and the supply chain.

8.1.2  Advantages of WoT-Enabled Retail Management

The Web of Things offers numerous benefits to the retail industry. Both 
consumers and retailers gain from the involvement of the Web of Things in 
retail management in terms of profits and discounts on products [4]. Retailers 
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can track the stocks accurately to manage inventory. Consumers have lot of 
options and ease of shopping, as well as retailers and consumers both hav-
ing better experiences with financial transactions [5].

 1. No bargaining with customers, wholesalers and suppliers.
  Due to fixed prices for products, unnecessary wastage of time is 

prevented as is seen in the usual cases of retail shopping by custom-
ers’ undue bargaining.

 2. Demand attentive inventory.
  Current and future stock of products must be ascertained by the 

sale of products in abundance.
 3. Raise in associated consumers.

  Every consumer is likely to increase in number of consumers in 
either arithmetic, geometric or harmonic progression depending 
upon the level of satisfaction.

 4. Consumer and market analysis.
  Demand and supply are two key factors important in deciding 

the market trends. They are, however, also markedly influenced by 

FIGURE 8.1
Process of retail management.
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the purchasing pattern of the customers, thereby helping to predict 
future market pattern analysis.

 5. Simplifying store operations.
  The products which are not being sold in adequate quantities for 

a sufficient threshold period need to be replaced by those in high 
demand.

 6. Smart store.
  A digital catalog of the store products helps in easy tracing of 

products, listing of shortages and early demand raises as per needs.
 7. Increased productivity.

  Hassle-free working and regular updates with enough customer 
satisfaction are bound to give a higher productivity rate.

 8. Home shopping for customers.
  It improves customer satisfaction. Customer is happy to receive 

products directly at home.
 9. Rapid and efficient logistics.

  Timely delivery is nonetheless one of the most key factors of cus-
tomer satisfaction.

 10. Appropriate data analysis.
  Customer reviews supplement the market trends and thereby 

help in pattern recognition both for today and tomorrow.
 11. Improved supply chain management

  Digital inventory maintenance with day-to-day data analysis 
helps in timely planning and arrival of stock shortages for prompt 
delivery.

8.2  Latest Trends in WoT-Enabled Retail Management

The market of the retail industry is mounting very rapidly through the 
involvement of the Web of Things. One such example is the fashion retail 
industry. The fashion retail industry had a boom after the involvement of 
WoT [6]. Nowadays, manufacturers are designing products in such a way so 
that user can monitor their health regularly. There are various applications of 
WoT in fashion retail management such as clothes with sensing devices, head-
sets measuring brainwaves, wearable devices to monitor heartbeats, devices 
to monitor sleep disorders, devices that count walking steps, infant monitor-
ing and many more. These wearable devices are equipped with sensors, cal-
culators and digital displays. Sensors are used to gather real-time data which 
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are the physical parameters such as glucose values or blood pressure read-
ing sensing from users. Then that data is calculated, and report is displayed 
on monitor attached with the device. Smart shirts are designed with respect 
to athletes for monitoring heart rate, stress levels and anaerobic threshold. 
Automated supply chains, Beacons, personalized discounts, reviews on prod-
ucts, smart stores, digital signage and data analysis tools are some examples of 
WoT-enabled retail management [7]. AWM smart shelves were implemented 
in California; Flonomics, a tool with a counting system with data analysis 
capability was applied in Denver, Colorado; and Engage3, an intelligent plat-
form based on machine learning was implemented in Davis, California [8]. 
Smart warehouses, such as Flexe, were applied in Seattle. Digital Lumens, 
software based on machine learning is also in use [8].

WoT enhanced digitization both in stock management or in financial 
transactions. WoT helps the retail sector by providing better data analytics 
with the help of machine learning.

8.3  Infrastructure of WoT-Enabled Retail Management

WoT integrates customer, process, employee, manufacturer, object and ser-
vices at same platform by digitization [9]. In terms of retail, the Web of Things 
includes Wi-Fi tracking systems, Beacons, RFID tracking system, digital sig-
nage, supply chain management and many more [10,11]. While designing 
infrastructure, retailers must ensure key points of applications such as auto-
mated checkouts, smart shelves, personalized discounts, offers and digital 
process optimization in implementation.

8.3.1  Beacons

Beacons play an important role in infrastructure designing of Web of 
Things-enabled retail management, as shown in Figure 8.2. Beacons are 
small battery-operated devices that transmit Bluetooth signals to nearby 
smartphones. Beacons reach out to customers that have Bluetooth-enabled 
phones. Beacons connect with the smartphone to send notifications, where 
the retail app has been downloaded, by displaying the information of sales 
on products on screen. Communication is one-way only, that is, messages 
can be sent by retailers through Beacons to customers on their smartphones, 
but the customers cannot reply.

Examples of Beacons are discussed showing their benefits for retail 
management. 

• 10 June 2013: At the WWDC 2013 conference, Apple introduces iBea-
con as part of iOS 7.



152  Smart Innovation of WoT

• 1 September 2013: Titan installed Beacons on phone booths in 
Manhattan for maintenance purposes.

• 6 December 2013: Apple installed Beacon in 254 shops in the United 
States.

• 31 July 2014: Many US retailers test Beacons in their shops.
• 12 August 2014: Some UK stores installed Beacon for connecting 

with customers.
• 29 September 2014: Beacons were used by North America’s retailers 

such as Macy’s, Target, Urban Outfitters and CVS.
• 21 November 2014: Aruba networks an indoor navigation using 

Beacons. 
• Early 2015: Some apps like Facebook started using Beacon in their 

functions. 
• 14 July 2015: Eddystone was launched by Google which integrates its 

functioning with Beacon to provide better results in retail industry.

8.3.2  Eddystone

Eddystone transmits messages to nearby smartphones. It offers better out-
comes, as it is a Bluetooth Low Energy Beacon, providing location and 
proximity-related functionalities. It can be managed remotely by integrating 
with Google services and can be sensed by Android and iOS. Eddystone’s 
frame format includes Eddystone UID, Eddystone EID, Eddystone URL and 
Eddystone TLM.

8.3.3  Supply Chain Management Applying WoT

Nowadays, retail industries are restructuring supply chain management by 
applying the concept of the Web of Things. The functioning of supply chains 

FIGURE 8.2
Functioning of Beacon in retail management.
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improves when conjoined with the Web of Things as transfer of data takes 
place very efficiently [12]. The Web of Things drives the supply chain in an 
efficient way to trace and verify the products to expand quality in manage-
ment. Functioning of WoT in the supply chain can be stated as it tracing 
products at any time by attaching devices to deliver timely messages. WoT 
helps the supply chain to locate products whether upward or downward 
and to monitor products in stock with scheduled management. It collects 
and makes data visible at crucial points, while concurrently managing more 
issues [13]. Real-time monitoring can play a crucial role in increasing the 
performance efficiency of supply chain management [14]. Inventory can be 
managed by prediction and future trends from the data saved from previous 
purchasing trends’ seasonal and annual variations.

8.3.4  Web of Things in the Retail Industry

As the technology has advanced, it provides more benefits to retail industry. 
The infrastructure for a retail industry that is conjoined with the Web of 
Things includes hardware devices, communication, data management tools 
and applications for use.

Figure 8.3 shows the conceptual architecture of WoT-enabled retail man-
agement. The infrastructure is the integration of various physical devices 

•  Phone
•  Server
•  Human Resources
•  Sensors
•  RFID

•  Ethernet
•  Bluetooth
•  Dedicated Wired
    Connec�vity
•  Wireless

•  Widgets
•  User Interface
•  Na�ve Apps 
•  Personalized offers
•  Customer Rela�onship

    Inventory Management
•  Financial Transac�ons
•  Catalogue Analysis
•  Warehouse Management
•  Informa�on Technology

Physical
Devices &
Controllers

Connec�vity

Applica�on
and

Collabora�on 
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Accumula�on

and
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FIGURE 8.3
Conceptual infrastructure of WoT in retail management.
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enabled with connectivity providing data analysis on various apps and 
desktops [10]. Hardware devices may be computers, cell phones, sensors, 
servers or human resources which further interact with each other at any 
end of the communication. Bluetooth or wireless connections are the basis 
for connectivity for WoT in retail management.

Currently, there are numerous tools for managing the enormous amount 
of data that is gathered in the retail industry for smooth processing, which 
are further connected and used by end users.

8.4  Applications of WoT-Enabled Retail Management

WoT offers many benefits and applications when used in conjunction with 
retail management system. A discussion of these applications follows.

 1. Location Tracking
  Use of RFID makes tracking more reliable and accurate. It makes a 

digital record of arrivals and exits every time, thereby keeping the record 
of the details. The presence of tags makes item tracing quick, thereby 
enabling eliciting all the details including cost, discounts, expiry, etc. 
Barcode universalization helps in fetching the details of every product 
including batch, arrival, manufacturer, warranty and cost.

 2. Inventory Management
  Products that are out of stock needs timely warnings and display to 

avoid discomfort to customers and embarrassment to service provid-
ers. Almost all products in one or other way require proper manage-
ment techniques to avoid stocking up of excess or undue shortage. Live 
stock tracking is must on a priority basis as their quantity and qual-
ity may change without any warning in unfavorable circumstances. 
Patterns generated annually about purchasing trends and demand 
and supply, aided and abetted by general and local knowledge, helps 
in providing predictive accuracies regarding possible shortages forth-
coming and thereby timely rectification measures.

 3. Digital Payment
  Payment transaction reports help in timely dispatch of products 

as well as pattern generation for payment types preferred by cus-
tomers along with data generation for daily transactions amount, as 
well as customer tracking in an inbuilt system. Nowadays, multiple 
payment gateways or e-payment solutions are in vogue which not 
only are easy to use for tech-savvy customers, but also cost effective 
for these customers by providing discounts and cashbacks, and are 
therefore very much preferred by them.
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 4. Interactive Digital Signage Screen
  Visual searches on digital platforms encourages customer satis-

faction about the type of product as well as comparison with other 
products instantaneously.

  Default or local search engines are often voice-enabled ensuring 
exact and prompt search of the desired products.

 5. Customers
  Analysis of reviews of products provided by previous custom-

ers or by manufacturing companies help customers in decision-
making. Price lists and capping help customers with limited 
budgets to easily find the suitable match as per their require-
ments. Product pricing remains variable as per demand and 
discounts and such tailored pricing helps distinct groups of cus-
tomers to have their likes easily selected. Sites nowadays provide 
relevant search results in almost no time ensuring faster selec-
tion and quick purchases. E-commerce sites enabled with visual 
search and voice search have an edge over others lacking it, for 
reasons mentioned above.

 6. Surveillance
  After payment, customers can now have online tracking of prod-

ucts via messages from sites as well as from freight and logistic 
companies about the exact date, time and place of product deliv-
ery. Websites have specific domain and logins as well as specific 
redressal mechanism for tracing products, and reasons for delayed 
delivery or non-delivery and need for the same.

 7. Real-Time Supply Chain
  Synchronization of demand and supply needs extreme attention 

to avoid easily preventable shortages or excess stock pile-up and 
thereby losses and embarrassment on both sides. Analysis of annual 
records helps in sensing and predicting product demand based on 
customer purchasing trends. Proper and dedicated monitoring will 
ensure smooth functioning. Identical surveillance of logistics will 
ensure minimum grievance from customers by ensuring prompt 
delivery.

8.5  Security Issues in WoT-Enabled Retail Management

Online devices can be the great peril. The very famous Stuxnet attack 
almost sabotaged the Iran nuclear program by causing as many as a thou-
sand uranium enrichment centrifuges to malfunction and finally fail [15]. 
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International IoT facilities facing hacking incidents and IoT security issues 
have led to privacy violation, security beaches, business losses, infrastruc-
ture collapse and even health and medical emergencies [16]. The information 
provided by sensors should be in secure manner.

 1. Breach of Privacy or Data
  There are always very heavy chances of data theft via network. The 

majority of them occur through third-party vendors. E-commerce 
firms are more prone to suffer from malware or ransomware attacks 
than those already secured; after every such incident productivity and 
faith of customers takes a huge dip. It is therefore mandatory for the 
enterprises to have prophylactic measures to prevent such mishaps.

 2. Breach of Financial System
  Financial transaction security is of pivotal importance as these 

transactions are largely expedited from a distant location and the 
details are exchanged in the air [17]. 
• Fraud and chargebacks: “Chargeback” refers to reversal of a 

transaction for consumer protection purposes from a fraudulent 
activity committed by merchants as well as by individuals. It is 
also a demand by a credit card provider for a retailer to make up 
the loss on a fraud or disputed transaction. Chargeback fraud, 
also known as friendly fraud, is when consumers fraudulently 
use it to get a refund. Consumers falsely dispute a transaction 
with the bank rather the merchant for a refund claiming that the 
product ordered was not delivered. 

• Cross-border transactions refer to in- and outbound transfers of 
property, stock or financial and commercial obligations between 
related entities resident in, or executing them in, different tax 
jurisdictions. As it occurs between two entities from different 
countries or geographical domains, it is also called an interna-
tional transaction, ignoring territories or boundaries. 

• Card data security: In order to optimize the security of credit, 
debit and cash card transactions and protect card-holders against 
misuse of their data, a set of widely accepted policies and pro-
cedures are maintained, evolved and promoted by the Payment 
Card Industry Data Security Standard (PCIDSS) which is a 
global organization mandated by card brands and controlled by 
the PCI Security Council. Multi-currency credit card payments 
ensure payment in local currencies without involving foreign 
payment processors. You are paid in your own currency for the 
sale abroad in other currency. Multi-currency payment gateways 
allow merchants to offer their international consumers to pay in 
their own currency. With businesses reaching beyond country 
borders, such payments are the need of the hour.
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• Technical integration is applied as a software suite combin-
ing a budget and accounting system that controls spending 
and payment processing, auditing and reporting, also called 
an Integrated Financial Management System (IFMS). It permits 
domestic investors to buy foreign assets and vice versa.

 3. Over-Reliance on Technology
  Nowadays, dependence on technology has increased for even the 

smallest task. Since the majority of task completions require works at 
multiple levels and interfaces, any small deficit or non-compatibility 
may lead to non-compliance or non-execution of the desired out-
come. Many times we attempt to carry out a task which otherwise 
could be done manually/offline, the failure of which creates more 
mess. Failure also produces anxiety in users. There is a probability of 
failure during compatibility issues, such as monitoring with sensors’ 
heterogenous software.

 4. Complexity
  Designing, developing and managing heterogeneous technology 

is a complicated task, as some techniques are long-standing and some 
are extremely new. Integrating new technologies with the existing 
ones is a barrier to executing the entire system efficiently. It is chal-
lenging to detect which device is functioning properly and which is 
not. It is difficult to figure out to detect topology without any manual 
related to WoT, as it is a combination of too many devices. Managing 
databases, applications, hardware and different software at a single 
platform is a tedious task.

 5. Insecure Devices
  Currently, devices which are included in the Web of Things for 

retail management are a major attack concern for corporate orga-
nizations. They require high demands of security methodologies 
as they can easily be attacked by unauthorized users or malware. 
Sometimes, lack of encryption techniques makes devices easy to 
hack. Smartphones are often victims of intentional data theft. There 
are numerous entry points in an organization’s network and users’ 
network, making devices insecure.

 6. Tempering Communication
  Connecting various communicating devices in real time for smooth 

and secure data transfer is a critical issue regarding connectivity [18]. 
During communication, gateways are most susceptible for intercep-
tion. In the world of WoT, each adapter is connected toa new com-
munication device, which can be further open for attack by hackers. 
Use of various protocols such as BLE, Thread and ZigBee in a single 
system increases the complexity of communication. Standardizing 
the protocols is a notified requirement in WoT-enabled communica-
tion. Identifying constraints on protocols during communication like 
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congestion, missing packets, buffer overflow, wireless attack, slow 
processing and issues related to delivery of packets is key challenge.

 7. Software Attacks
  Web-enabled retail management can be easily attacked by any 

software malware, such as viruses or worms. Software attacks also 
include SQL injections for theft and to gain access to data. For rescue 
from such attack, management should validate the code and use pre-
pared SQL statements. A denial of service (DoS) attack is a kind of 
attack to prevent authorized users from using services. For example, 
attackers may flood the network with large volumes of data. Data 
can be stolen by attackers as they may break cryptography tech-
niques which are applied for data encryption.

 8. Lack of Updates
  Web-enabled management systems require automatic upgrad-

ing of devices regularly, which is again a big challenge for users and 
manufacturers. Lack of software updates has led to serious attacks 
by hackers [19]. Not applying regular software updates to a system 
leaves critical holes for attackers to steal private data. Additionally, 
software upgrading fixes security issues, enhances features, provides 
more protection from threats, and offers more compatibility with 
other devices. It should be applied on all devices including comput-
ers or cell phones. Therefore, it is necessary to upgrade the complete 
system in a timely manner to protect it from hackers.

 9. Raw Storage of Data
  Web-enabled retail management is mandatorily required for 

knowing the flow of data in the system, which is again a big security 
issue. It is very difficult to know how the data is created, the location 
of generation of data and the number of devices creating the data 
[20]. It is a laborious task to get the knowledge to capture data in 
real time for analysis and prediction. Usually, there is crude submis-
sion of data. That crude data is most vulnerable for attacks and theft. 
Modification in even small amount of data may impact the entire 
transferred information, which may be a further crucial loss.

8.6  Challenges Raised in WoT-Enabled Retail Management

The Web of Things is facing a lot of challenges in terms of infrastructure, 
security, competitors and data management [21].
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 1. Infrastructure
  Designing and updating the infrastructure for the WoT-enabled 

retail management is the key challenge. Many retailers and orga-
nizations lack the techniques required to design the infrastructure 
which is needed by the Web of Things. The Web of Things neces-
sitates regular investment in digitizing by retailers such as RFID, 
tablets, networking devices and applications and data management 
tools [22]. Nowadays, new techniques are arriving fast, so it is a 
necessity to update existing ones. If retailers fail to update resources, 
they may lag behind their competitors.

 2. Data Management
  To overcome this challenge requires applying techniques and 

software tools to analyze gathered data for improving the perfor-
mance of the organization [16]. It is necessary to implement better 
techniques to collect, manage and analyze data for prediction and 
investigation for getting knowledge of future trends.

 3. Security
  A long-term challenge for the Web of Things in retail manage-

ment is handling security issues to protect the complete system. As 
numerous devices of both consumers and suppliers are linked to 
same system, security threats include theft of private data, breaking 
of encryption techniques, manipulation of information and hack-
ing devices [23]. To cater to the challenge means applying intelligent 
techniques, not only for detecting security issues, but also predict-
ing security threats in advance.

 4. Threats to Competitors
  The Web of Things impacts the retail industry in various ways, 

such as reducing supplier bargaining power, which in turn increases 
threats to competitors [24]. Those retailers who are lacking in new 
technologies are facing the biggest challenge to remain in the mar-
ket. Consumers’ nature of purchasing and intensity of purchasing 
affect the supplier market.

 5. Timely Service
  The goal of initiating the Web of Things in retail management 

is to improve timely and managed service. Service may be receiv-
ing products, resolving customer issues, backing up data, provid-
ing product reviews, accurate data searching so that customers can 
make timely decisions, etc.
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8.7  Conclusion and Future Scope

Applying the Web of Things in retail can offer precious awareness to retail-
ers in terms of profits and customers. It creates new opportunities and inno-
vations in industries. Web-enabled retail management has designed new 
processes for customers for purchasing goods at their ease. This area has 
been enhanced a lot in terms of technology by including the functionalities 
of machine learning, artificial intelligence, data analysis and Web of Things. 
Still, it is facing a lot of challenges, both regarding customers and retailers, 
as it has not yet completely created by technologies. Security during a finan-
cial breach is the main concern while doing transactions. There should be 
robust systems to manage data privacy. It requires more robust techniques 
of encryption and security. Currently, there are various companies that have 
adopted WoT in their infrastructure to function smoothly and be on top of 
their competitors. Following this, it can be stated that the Web of Things has 
improved customer experiences as well as profits of retailers while improv-
ing retail management. With changing times and evolving newer technolo-
gies it is almost mandatory for entrepreneurs to have an edge over the others. 
So, to remain on customers’ horizons and in vogue, WoT is truly indispens-
able for both sellers and buyers.
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WoT-Enabled Banking Sector Modernization

9.1  Introduction

The banking sector, which is the core of financial services, is a necessity for 
the socio-economic growth of any country. The banking sector has existed in 
every country for ages, doing its work to boost the economy. But in this era of 
digitization and internet, the banking sector is constantly challenged by the 
GAFAs (Google, Apple, Facebook and Amazon) and by the companies offer-
ing/developing the various financial software applications [1].

As indicated by Capgemini’s World Fintech Report of 2017, 50.2% of clients 
state that they preferred digitization and automation and have thus started 
opting for the banks with more IT-enabled facilities [2]. Thus, for any bank, 
in order to keep itself alive in the financial market, there is a requirement to 
endorse the upcoming technologies so that it can be more client-driven and 
create more advanced facilities to its customers [3].

The fundamental task of any banking sector in an economy is to play its 
part in the growth of the financial service sector by transferring the money 
from the bodies with surplus capital to those bodies who need these funds. 
Most of the decisions about lending money by banking sector are based on 
the assumption that borrower will pay back the loan amount with interest. 
For the individuals who deposit their money in the banks, banks facilitate 
them with easy deposit policies, security in respect of their money, interest 
on the deposited money and easy access to the deposited money [4,5].

WoT or the Web of Things is no longer a matter of research only; it is now 
implementable. WoT is changing the manner in which we perform certain 
tasks and its availability is making businesses smart, cheaper and more and 
more customer friendly. WoT mainly works on the principle of using data 
analytics to automate the tasks which were initially tedious for humans to do 
efficiently [6]. For core banking requirements, such as Know Your Customers 
(KYC) norms fulfilment, credit lending, risk management, non-performing 
asset calculations, recovery, collateral management, finance trade and various 
types of insurance, WoT has smart solutions to deal with them. Combined 
with other developing advances, for example, digitization of the whole work, 
WoT can make new peer-to-peer (P2P) plans of action that can possibly 
improve banking in a couple of zones. WoT is the interconnection of remark-
ably recognizable inserted registering gadgets inside the current internet 
framework. WoT is relied upon to offer availability of gadgets, frameworks 
and administration that goes past machine-to-machine (M2M) interchanges 
and covers an assortment of conventions, areas and applications [7]. In the 
banking sector, the interconnection of these WoT-enabled services with digi-
tization will introduce automation in many banking-related services.

WoT has the potential to completely modify the way the banking sectors 
are working. As the banking sector mainly deals with huge money transac-
tions, these money transactions generate huge amounts of data, which is col-
lected and analyzed for various banking sector-related operations. WoT has 
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a strong grip on this data, which in turn can benefit both the banking sector 
and the customer [8]. WoT is the biggest technological evolution which is 
claiming the biggest ever digital revolution in future. WoT technology in the 
banking sector will help customers save time, investing smarter and plan-
ning a more appropriate lifestyle, and to the banking sector to increase its 
revenue by offering better customer services. WoT in the banking sector is 
still in its infancy, but there is huge scope for its growth and further innova-
tion in the WoT-enabled banking sector.

This chapter is organized as follows: Benefits of WoT in the banking sector; 
examples of WoT in banking and financial services; challenges and design 
issues with WoT-enabled banking services; and growth rate of WoT-enabled 
banking services.

9.2  Benefits of WoT in the Banking Sector

The banking sector is moving toward the digitized world to avail of, as well 
as offer, numerous better approaches to serve its customers and to gather 
significant information of customers through various sensor-based gadgets. 
By adopting digitization through the means of WoT, the banking sector has 
effectively implemented M2M communications to users’ screens and remote 
frameworks. Here, the remote framework implies CCTV, digital signage and 
ATMs. WoT innovation has also enabled the banking and funding industries 
to help their customers innovatively and help them accomplish superior busi-
ness results [9]. Thus, WoT has turned out to be a significant advancement 
leading to banking innovation. Directly from upgrading client experience, 
streamlining activity to set up computerized banking machines to diminish 
line time, acquiring adaptability administration and increasing the efficiency 
of representatives, WoT has turned into a piece of “things to come in bank-
ing.” The next section presents the benefits of WoT in the banking sector.

9.2.1  WoT-Enabled Product Planning and Customized Marketing

With the WoT innovation, banks can launch better services and help centers 
for its customers. With the help of information gathered by WoT, the banking 
sector can plan what service or offer can benefit both the customer as well as 
the banking sector. Furthermore, it will help the banking sector to choose the 
perfect time for launching new services [10]. Customized marketing is the 
most ideal approach to hold the client in an aggressive market. WoT innova-
tion has made it feasible for the bank to monitor all customer exercises and 
offer items and administration according to their necessity.

WoT can assist the banking sector in understanding the present economic 
situation of the customer and accordingly the banks can plan to offer various 
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services and investment schemes to its selected customers. This will guar-
antee keeping up a solid association with their client and a better client 
experience.

Today, the banking sector is investing more and more into reliable services, 
promoting its business, offering better services to its clients and automating 
various approvals and verifications for fast delivery of banking services. This 
vision of today’s banking sector can be formalized by using cloud services. 
In cloud-based services, banks are required to store their clients’ information 
on the cloud and can utilize this information to offer fast and better services. 
One such example of cloud-based banking is by using customer relationship 
management (CRM) programming, which is a client relationship with the 
board and CMS, which is a content administration framework. Using these 
two frameworks and some decision rules, the customer archives are stored 
on to the cloud in such a way such that they are secure and easily available 
to banking system. All this data and its implications can be used to improve 
business tasks and secure customers’ recent financial transactions [11].

9.2.2  WoT-Enabled Proactive and Prediction-Based Banking

WoT-enabled banking services have made it feasible for the banking sec-
tor administration to identify any kind of administration or financial issue. 
Also WoT-enabled banking services bring notice of any discrepancy and for-
ward it to the concerned in good time, such that the bank can easily resolve 
the issue. With WoT innovation, the bank can follow and check past data 
and client conduct before offering any banking-related service. This way, 
any unusual activity or action in the client’s record can be identified and 
analyzed. This client-related information in WoT-enabled banking can be 
obtained from social media, e-commerce websites and through portable 
applications and advanced technology. Today, every bank has portable and 
sensor-based applications for banking like ATMs and pay-in slip generators 
that also give information about the client. This information can also help 
the banking sector analyze client conduct and prerequisites and helps in 
automating and reliable banking transactions [12].

9.2.3  WoT-Enabled Credit Credibility

The profit earned by banks is based on the credit-related services, such as 
loans like home loans, motor-vehicle loans, gold loans and personal loans, 
which it offers to its customers. For banks, these services need a guarantee 
that the borrower will not be a defaulter. Often banks take special measures 
to check the client’s capability to repay the loan, but even then, many of the 
loans are not paid back and result in losses to the banks. The creditor data/
information assessment via social media, ecommerce websites and a wide 
range of sensor-based gadgets have a lot of effect on the reliable credit busi-
ness of banks and will have to continue to aid the bank throughout the loan 



167WoT-Enabled Banking Sector Modernization 

period for timely repayment of loan. The sensor-based gadgets which are the 
gadgets perceiving the present business status of customer, medical cover-
age and living style, the bank can approve the credits/loans to its customers 
in a hassle-free manner. With the help of these gadgets, the bank can also 
decide on the backup plans, in case of any default by creditors, and improve 
strategic approaches. This backup plan basically focuses on the customer’s 
actual wealth, spending behavior and possible income increments to assess 
the customer’s hazard [13].

9.2.4  WoT-Enabled Bank Data Management

Banks have to process a large set of data and investigations on a regular basis 
and they need to screen every one of the money exchanges to maintain a 
strategic prevention from any unethical services. With the help of WoT, data 
can be made accessible to the bank and can be utilized by various frame-
works and systems of banking. For example, a customer who is using its 
banking app on mobile has an alternative to click a snapshot of the required 
document and upload it onto banks server by using mobile services. These 
user-friendly services will increase profit and productivity and improve the 
customer’s trust and relationship with the bank.

From the bank’s perspective, for example, the bank advances home loans 
to its customers after proper verification and documentation. On these home 
loans, the banks can also extend maintenance loans after a few years if 
required by borrower. However, for disbursing the maintenance loan, physi-
cal verification of the required maintenance has to be done by the bank. For 
automating this service, banks which are utilizing WoT innovation can give 
their borrowers a choice to install sensors in their new house. These sensors 
provide reports to the bank in advance about any required home improve-
ment or maintenance. These installed sensors can also help in expediting the 
approval process and will reduce desk work and fieldwork [14].

9.2.5  WoT-Enabled Credit Card Facilities

A reliable network connectivity can give important client data and information 
to banking-related administrations. After analyzing customer data like shop-
ping choices, love of gadgets and travel choices, the banking administration 
can then inform its selected customers about new offers in a shopping mall, 
travel locations, credit quantification, things to buy from nearby places, places 
to visit nearby, and so on, by using the client’s current location. Generally, low-
range communication, such as Bluetooth or Wi-Fi technology, is preferred for 
sending notifications to these selected customers. This is a very innovative way 
to advertise for people who are really interested in a particular product [15].

Because of the advent of WoT-enabled services in banking sector, it offers 
customized, solid and fast services to their clients. This has been possible 
due to the data which has been collected and analyzed when it is required. 
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WoT has the capacity to accelerate the setting of the interface between the 
banking sector and its clients and enables them to address the client’s issues 
in a fast and reliable manner.

9.2.6  WoT-Enabled Banking-Related Information 
Dissemination to Customers

WoT can help banks in educating its customers about various customer-
related banking practices. For instance, when people need a loan for a 
vehicle or house, utilizing WoT, they can check the up-to-date informa-
tion regarding the procedure to be followed for obtaining the loan and 
loan repayment schedule. If their loan is approved, the customer can check 
their credit balance, premium paid, principal paid, prepayment if done, 
current interest rates from any point without physically visiting the bank. 
This example is only one facility which can be linked with WoT-enabled 
banking services [16].

9.2.7  WoT-Enabled Personalized Customer Services

Taking into account that inclinations and choices of the client are dynamic 
in nature, banking organizations focusing on development in differ-
ent financial solutions and banking innovation cannot disregard new 
advanced digital developments and hence are required to participate in the 
improvement of the new digitized world. With the advancement of tech-
nology, clients today keep contact with their bank by using mobile phones, 
a tablets or personal computer. This accessibility of banking services to 
the client through digital technology, through which banks are collecting 
information about clients, their conduct and inclinations aids the banks to 
observe and propose further improvements required in WoT applications. 
The association of banking services with WoT has enabled the gathering of 
large amounts of information on the client’s conduct as well as their future 
financial interests. This information about clients enables banks to serve 
its clients in a more professional way and offer them more specific and 
customized services thereby developing a fruitful bond for both. Hence, 
it enhances a new level of understanding and connection between bank 
and its customers, which further leads to business enhancement and fur-
ther innovation. For example, imagine a client enters a bank branch from 
the main entrance gate. The bank’s WoT-enabled system can utilize vari-
ous biometric sensors and programming to validate the client’s identity 
with the help of face recognition. Similarly, a client may usually withdraw 
money from the ATMs of your bank. In this case, WoT-enabled services can 
guide the ATM to get the cash ready for the client and also guide the cus-
tomer in its preferred way of withdrawal like denominations and amount. 
Furthermore, banks can offer various face-recognition-based security ser-
vices to its customers [17].
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9.2.8  WoT-Enabled Customer Smart Interaction

For now, capacities of the WoT in the banking sector are not being fully 
explored. WoT has initialized its first step into the financial sector. 
However, it is evident that WoT will play a significant role in banking 
methodologies. Specialists have foreseen the added specialties of WoT-
enabled banking services where clients will have access to the option to 
link their bank-related services to its personalized gadgets. For instance, 
smart devices like watches can raise an alert to its owners, when they spend 
more than an amount predefined by the customer. Today, apps developed 
for the banking sector send an SMS/alert to the customer, whenever the 
customer spends money on a service or product. However, with the advent 
of WoT, these banking applications will also suggest a better alternative 
spending plan.

Banks throughout the world are attempting to utilize WoT abilities in 
their industry to include more clients. Beginning from portable banking 
applications that are utilized today by almost every bank in the world, since 
applications help in monitoring the interest of clients, to the scope of sen-
sors that make it workable for banking sector to assemble data from their 
branches and sensors in wearables that can monitor how clients use bank-
ing items [18].

Example: With the different types of sensors and programming techniques, 
cashless payments can be by customers without contacting client’s mobile 
phone or any banking card. For instance, clients may simply enter into the 
sales section of a store, and sensors implemented there will automatically 
identify the type and quantity of items in the basket. Based on the type of 
items, the total cost of the items is calculated and payment is made through a 
customer mobile wallet. This mobile wallet may use face-recognition sensors 
to verify the client’s identity.

9.3  Real Applications of WoT in the Banking Sector

There are numerous WoT-enabled applications, which are made available by 
several banks to its customers. A few of these applications are as follows.

9.3.1  Banking on Wearable Devices

Due to low-cost wearable devices, many banks have started offering their 
services by developing applications for the same. Smart watches like Apple 
Watch have already been in use under the banking system of Bank of 
America. Banks have also started launching their own wearable gadgets 
for smart banking like “pay with BPAY” by Barclays [19]. Other banks that 
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have  started offering their services on wearables are Hellenic Bank and 
Australia’s WestPac.

9.3.2  Chatbots

Chatbots have some appropriate uses in retail banking. Chatbots are a simple 
and generally moderate method for mechanizing client assistance enquiries. 
Some new businesses have pushed on this open door as well; for example, 
the Cleo application interfaces with your bank and Facebook’s chatbot to 
assist customers with their queries. Also, there are other chatbot-based mod-
els from the Royal Bank of Scotland, such as RBS Assist chatbot for bank-
ing. This chatbot answers FAQs to RBS utilizing Kasisto’s Kai AI stage and 
enables clients to directly exchange their views and take care of payments. 
Swedbank, in the interim, propelled Nuance’s “NINA” on its site, a versatile 
application to help answer client requests all the more rapidly by sourcing 
the pertinent data [20].

9.3.3  Alfa-Bank-Sense

This is a WoT-enabled bank application which predicts regular client 
finance-related conduct and offers the item or administration the client may 
require around then. This WoT application is more customized than some 
other versatile banking application and conveys information like Facebook 
Messenger does [21].

9.3.4  ATMs on the Move

With the advent of digitization and WoT, banks have come out with unique 
solutions, which are ATMs on the move. Recently, Idea Bank launched ATMs 
on the move services by running a fleet of cars, each occupied with a secu-
rity system and an ATM. These cars visit the client, instead of the other way 
around. The bank’s information indicates that with these ATMs on the move, 
the average deposit rate is three times higher than the traditional style of 
depositing. In the interim, in Canada, the credit association Blueshore is 
investigating the possibility of displaying banking-related app notifications 
and information on vehicle windshields, for travelers to audit their portfo-
lios while traveling [22].

9.3.5  Blockchain and WoT-Based Banking

Blockchain technology, which has the capability of maintaining a secured 
and protected record of confirmed exchanges is being abundantly talked 
about, in the banking sector and beyond. A few banks are, as of now, trialing 
the innovation. These include the Commonwealth Bank of Australia, Wells 
Fargo and the trading firm “Brighann Cotton,” which have guaranteed to 
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complete a main worldwide exchange between two banks utilizing block-
chain, smart communication and WoT [23].

9.3.6  Voice-Assisted Banking

Voice-assisted banking is one of biggest advancement in banking systems. 
Recently, Capital One, a US-based bank, made it feasible for clients to take 
care of their payments by means of Amazon’s Alexa. Similarly, a UK chal-
lenger bank Starling, for instance, has tried different things with Google 
Home Assistant. It has coordinated its APIs with the speaker, which empow-
ers the clients to ask questions about instalments through voice directions.

9.4  The Challenges Associated with WoT-
Enabled Banking Services

In this section, we will discuss the other side of WoT-enabled banking ser-
vices, such as the challenges associated with the WoT-enabled banking ser-
vices. The biggest potential challenges with WoT-enabled banking services 
are accuracy and security of data collected by WoT devices. The banking 
sector which is using WoT should ensure the security and privacy of indi-
viduals’ information for their clients. A few of the potential challenges are 
discussed in detail as below.

9.4.1  Data Privacy and Security

With the developing web-based banking, data security and data privacy are 
the noteworthy challenge for any banking sector. Since WoT is a network 
made up of different types of gadgets, which are further using different 
programming platforms, WoT-enabled banking services are prone to data 
hacking and data manipulation. Further, wireless communication and long-
distance communication made WoT-enabled banking services more vulner-
able for data hacking. Moreover, this issue of data privacy and data-hacking 
is riskier for banking services as it deals directly with financial transactions. 
Thus, for implementing WoT-enabled banking services, data privacy should 
be of high concern. Thus, WoT innovation ought to guarantee that the entire 
banking system is protected and secure.

For instance, when a client associates their groceries intake with WoT-
enabled bank services, the WoT-enabled pantry system automatically senses 
whenever any grocery item falls low. In response to that, the WoT-enabled 
pantry orders that grocery item from the local market. In respect to this pur-
chase, the WoT application for a money transfer to the local grocery store 
owner runs in the background. As here we are dealing with a client’s bank 
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account, the client must have some safety measures to evade any deceitful 
exchanges.

Within a few years, WoT will control all money transactions and end cli-
ents will have the option to do nearly everything whenever it might suit 
them, from any place and whenever through the web. It offers new chances 
to take care of issues and increase the value of monetary administration to 
its clients.

9.4.2  Standards and Protocols

Various gadgets require different types of support systems. Unfortunately, 
there are no common standards, or even architecture, for developing hard-
ware as well software for WoT-enabled services. The main reason behind this 
issue is that there are number of manufacturers and developers working in 
this WoT area and they have their own specified protocols and standards for 
WoT. Moreover, if all WoT device manufacturers in the world agreed by con-
sensus to utilize one explicit protocol/standard, technical issues would still 
exist. The only solution is that, for one kind of service, only one manufacturer 
should be there, which is practically and financially unrealistic. Hence the 
lack of common standards will hamper the growth of WoT.

9.4.3  System Complexity

WoT-enabled services are the Web of Things that are communicating with 
each other. The number of such devices is very high and the system they are 
dealing with is very complex, too. Moreover, WoT-enabled banking services 
have direct connections with the economy and financial stature of any coun-
try and thus failure of this system will result in huge losses.

WoT is basically a chain of devices, applications and software, where 
each connection assumes a significant part of completing the task assigned. 
For successful implementation of WoT-enabled banking services, there is 
requirement of high-quality hardware manufacturers and brilliant software 
developing companies. Hence, though WoT in the banking sector is advanta-
geous, it is still a challenging task for proper implementation.

9.4.4  Higher Unemployment Rate

WoT has mechanized the working procedures that required human brains. 
It implies that for a given specific job, lower numbers of people are required 
than before. Consequently, some employees will lose their jobs, especially 
younger employees and the one who are not specialists. Banks will elimi-
nate more positions as WoT advances in the financial sector. This decrease 
in employment rate will harm the social and economic prosperity of any 
nation, as well as of the entire world.
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9.5  Conclusion

From the discussion, it has been proven that WoT has the potential to mod-
ify the banking sector. In order to enjoy the benefits of WoT, it is now the 
sole responsibility of the banking organizations to come forward, adopt 
this emerging technology and accept it with full confidence. WoT has the 
capability with which the banking sector can be expanded globally and 
can benefit different countries with their mutual financial growth. WoT is 
an emerging and powerful area, but before adopting any technology for 
implementing WoT, it is mandatory to invest a lot in security systems to 
protect financial data.

The data collected after adopting the WoT technologies will add value to 
the financial sector and will help in implementing globally accepted stan-
dards. WoT will help the banking sector to look ahead and predict various 
financial aspects beforehand. It is now up to the banking sector whether they 
accept the growing WoT technologies to take a step forward in the financial 
world or want to pause its evolution.
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Future Impact of WoT in Retail

10.1  Introduction

10.1.1  Retail Management

Retail management is one of the latest parts of sales management. It is for 
the most part centered around upgrading the client’s experience through 
various procedures to make all boosts imaginable for making a purchase. 
Retail managers center around building up an engaging environment using 
color, assortment, sizes, room temperature, shelf height and width, product 
position or group contributions among numerous different systems are uti-
lized to set up the most ideal stage for more deals to happen. Accessibility is 
likewise a pivotal component tended to by retail management.

Stores should put in a lot of effort to ensure that everything the customer 
needs is appropriately shown and customer support agents ought to be able 
to rapidly provide whatever the customer is requesting. This training has 
been demonstrated to be entirely productive for organizations and it is pres-
ently generally actualized. Huge brands that sell retail products arrange 
certain spaces with retail foundations to show signs of improvements in vis-
ibility and enough space to show the product appealingly. Additionally, they 
utilize individuals to direct the manner in which products are set, to ensure 
they look as engaging as possible to fill in as components of influence for 
customers passing by.

10.1.2  Digital Technology

The most recent 30 years of innovative improvement has brought people and 
social orders into the digital age. The internet, and the ensuing reception of 
mobile technologies and gadgets, has influenced all domains of our every-
day lives. The entrance to learning has multiplied through the presentation 
of new channels, similar to social network sites. On the one side, this ought 
to help people settle on better educated choices. However, on the other, it has 
created a condition of entropy, with a lot of market decisions and little to pick 
between the competitors.

In this condition of entropy, sentiments, rationale and qualities – the 
human angles – utilize the gigantic amount of digitally created information 
to settle on decisions and activities. In any case, digital innovations don’t 
simply open unlimited sources of knowledge.

Perhaps, in the coming future, these digital technologies may even make 
decisions using artificial intelligence. When we look at the effect that com-
puterized innovations have had on our lives, and our everyday basic deci-
sion-making process, shopping is a fine example of exactly how things have 
changed in recent years. In the pre-internet period, the buying of garments 
was fundamentally the same for practically all buyers. They could peruse 
design magazines, decide on a thing they loved and afterward share their 
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perspectives with their family and companions. They would then go to the 
store, where they would try on various things with the assistance of a shop 
collaborator. Purchasers could then purchase the item or leave the store to 
go to another. Today, be that as it may, utilization of the internet and smart-
phones has opened up new information channels for buyers. Purchasers 
presently end up looking at an assorted, rich and prompt progression of 
data about the items of attire they need to purchase. This flow of data tails 
them any place they go. Utilizing their smartphone, they can see items, read 
reviews, share conclusions, start with one online shop then move onto the 
next and buy the item. What’s more, they can do this any place they are, and 
at whatever point they like.

With digital advances, shoppers become progressively mindful of their 
potential outcomes. Thus, they need to customize their shopping back-
ground. They need to stand out from the group. Yet, they additionally need 
to use the power and pervasiveness of innovation for increasingly conve-
nient and engaging methods for shopping.

10.1.3  Customer Experience in Retail

Desires concerning customer experience, administration, speed and pro-
ficiency play an unmistakably increasingly significant job for the pres-
ent channel-rationalist and associated portable buyer. While logistics can 
assume a key job in gathering these requests and giving a better customer 
experience and administration (for example, by utilizing track and follow 
with full perceivability for the anxious shopper), there are numerous dif-
ferent regions where the Web of Things (WoT) can help improve customer 
experience as we will cover. From computerized signage and self-checkout 
to savvy mirrors, they all can assume a task.

According to a published report in 2016 [1] on IoT (Internet of Things) ven-
ture information, IDC Ltd. stated that in-store logical showcasing will be 
one of the quickest developing cross-industry WoT use cases somewhere 
between the year 2017 and 2021 with a 20.2% Compound Annual Growth 
Rate (CAGR). It clearly will assume a noteworthy job in retail too.

10.1.4  A New Age of Retail Management

To understand the revolution in the retail sector let us consider a scenario. 
A customer strolls into a store looking for newly launched cell phones. As 
he enters, his existing cell phone pings, and he open it to discover a guide, 
demonstrating where the new range of cell phones are placed in the store. 
He strolls over to them, give them a shot and put them in his basket. A 
robot moves up to him and engages him, inquiring as to whether he needs 
assistance discovering anything else. The robot takes him to a power bank 
showcase, as he has mentioned, and discovers his choice. When he has fin-
ished shopping, he leaves the store right away. His items are then scanned by 
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sensors as he leaves and the final cost is then taken from his mobile payment 
application or his Wi-Fi debit card. Since he has shopped there recently, he 
receives an automatic discount. The rack where he got the power bank, in 
the meantime, observes the purchase and sends that data to a back-end stock 
framework, so the retail location’s director knows to re-stock.

Sound excessively like a smart home? Possibly; however, this experience 
is nearer than one might suspect, because of the ascent of WoT, which makes 
a system between web-associated physical gadgets. In the following couple 
of years, physical gadgets fit to be associated with the web will keep on 
rising. The situation above is clarified from a client’s point of view; how-
ever, it’s imperative to observe exactly how profoundly WoT can influence 
retail location proprietors and representatives. As per Manyika et al. in 2016, 
McKinsey & Company [2] gauges that the potential monetary effect of IoT 
in retail situations will run from $410 billion to $1.2 trillion every year by 
2025. WoT can diminish stock mistakes, upgrade the retailer’s inventory, 
network the executives and reduce work costs. At last, WoT can support 
their conventional physical shop in contending with the present online-
first shopping world, by exponentially improving the client experience and 
diminishing superfluous costs.

10.1.5  Motivation

The fundamental objective of this chapter is to present the connection 
between the Web of Things and retail businesses. The general objective is to 
break down the job of the Web of Things in the enhancement of business and 
to investigate how WoT innovation can positively affect e-retailing as well 
as negative reaction to WoT. This examination recognizes the opportunities 
and the difficulties of WoT in retail organizations.

10.2  Literature Review

10.2.1  Technology and the Retail Business

As revealed by Grewal et al. [3], electronic development can engage pur-
chasers to get increasingly engaged and supportive shopping offers, secure 
speedier organization and at long last, make increasingly educated decisions. 
Then again, because of imaginatively made efficiencies, retailers accomplish 
reasonable purchases at discounted costs. The two groupings have profited 
at the same time, which finally improves the organization’s advantage. All 
these innovative advances have as an objective increasing the client conduct, 
and also consumer loyalty. Receiving electronic trade methods and consoli-
dating them with investigation, a retail location can quicken its presentation 
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and reinforce the client commitment. On the off-chance that a retailer incor-
porates these advancements with modern rising forces, it can accomplish a 
high evaluation of intensity. One of these forces is the Internet of Things. 
In a “smart world,” IoT has the main job permitting clients and retailers to 
coincide agreeably behind a cloak of robotization and furthermore, shrewd-
ness. So as to be increasingly explicit, Grewal et al. [3] complies with the 
last-mentioned idea, showing the “smart homes” which are furnished with 
insightful machines that can see the amount of goods they have and solicit 
another order when it’s beneath the typical level.

As indicated by Abazi [4], the last innovation presents us with another sort 
of information use through which organizations accumulate data and use 
them to inspect, measure what has increased and wrap up a specific issue 
which affects their business. There is an incredible association among IoT 
and clients. The more the SMEs are related with this innovation, the more 
possibilities they have to get data about clients their clients and increase 
their satisfaction. However, Abazi [4] states that the primary concern that 
leads associations to have an aggressive edge is the change for development. 
Not every one of the organizations have grasped this new technological pat-
tern, giving a head start to different organizations that have involved it in its 
activity. Those organizations that have learned to be creative and versatile 
with the new computerized changes have increased incomes in comparison 
with organizations that have faded into still using out-of-date innovations. 
At long last, as per Abazi [4], IoT will impact distinctive business zones, 
while around 25% are starting at now using the Internet of Things advance-
ments and have an incredible effect chiefly on the assembling divisions. 
Notwithstanding this, one of the basic guideline concentrations for an asso-
ciation is to extend its abilities concerning data for the Web of Things.

Singh and Singh [5] predicted that by 2020 in excess of 30 billion machines 
would be associated with the web and enabled by sensors. Organizations will 
take advantage of the interconnected gadgets by opening new ways to its 
activities and using all the significant information that they offer. Altogether, 
IoT gadgets suggest an extended capability and the upsides of this can be 
firmly connected to the business. The above authors note that through this 
innovation organizations can use the information that is created from the 
gadgets and have valuable insights of knowledge through the analytics 
which can prompt high purchaser fulfillment and streamlining of business 
procedures. Moreover, the brilliant devices can help with efficiency by mak-
ing requesting without anyone else being involved, and along these lines save 
time and use these advantages in the best conceivable way. IoT can likewise 
improve the stock system and the inventory network by coordinating them 
and giving constant detectable quality. At long last, one of the fundamental 
advantages of IoT is the improvement of well-being and security which can be 
accomplished through recognition systems and smart sensing.

Iansiti and Lakhani [6], alluding to the GE case, show that organizations 
can completely change their plan of action because of the advancement of the 
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Internet of Things and the entire digitization process. The digitized transfor-
mation can influence the plan of action in two ways: On the formation of sig-
nificant worth to the customers, and on the way, they benefit from that. The 
availability of the articles can change the organizations from multiple points 
of view. The adjustment of advanced sensors to the enterprise’s products, 
their relationship to a cloud programming stage, the allotment of cash-flow 
to new programming applications and the improvement of their examina-
tion limits could bring about an expansion in the company’s incomes because 
of their items’ expanded proficiency. In addition, this change can lead to high 
aggressiveness which can be obvious on exchange forms, on the investiga-
tion and the social event of information just as on the correspondence among 
individuals, products and activities.

10.3  Challenges in Retail Management

10.3.1  Retailers Need to Contribute More for the Workforce

As indicated by the US Agency of Labor Statistics, starting in 2016, more than 
15 million individuals are employed in the US retail industry. Likewise, the 
activity of a retail partner calls for something beyond accomplishing sales 
and being the administrator of the store. With the consistently evolving situ-
ation, retail associates nowadays should advance from being only “sales-
men” to being “specialists and experts.” In spite of innovation progressing at 
a rate of knots, retailers won’t depend on the most recent circulation models, 
varied methodologies or mechanical advances to win the market. The ones 
who are triumphant in the market will accomplish it by conveying an impor-
tant human communication that will offer confidence to shoppers in what to 
buy. This requires an expanded responsibility in employing, preparing and 
enabling the business partners to consistently put client cooperation first. In 
more straightforward words, a retailer planning to remain focused in the 
present market needs to bring its A-game with regard to employing staff and 
building up the staff’s range of abilities. Gone are those occasions when pre-
paring a worker on products and store strategies were sufficient. The need to 
prepare the staff to relate better to the customers is crucial. Connecting with 
the customers is basic, if any retail business is to grow.

10.3.2  A Siloed Showcasing Framework Makes It Costly 
and Inconvenient to Get Message Across

Engaging with clients crosswise over various channels is necessary for 
organizations in today’s advertising world. From messages, to SMS, to web-
based life, the multichannel interchanges are fundamental for engaging 
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with clients, as this is the thing that drives the production of an excellent 
client experience. Nonetheless, with such huge numbers of isolated chan-
nels, it isn’t so uncommon for client information to move toward becoming 
siloed. In the event that all the moving pieces of an advertising division are 
not successfully conveying and working together, clients can move toward 
becoming overpowered with clashing or rehashed messages. This flood of 
advertising interchanges can, without much of a stretch, have something 
contrary to the expected impact on clients and result in clients moving to 
competitors with a far clearer message.

The best way to handle this issue is to guarantee that one has the correct 
innovation and correspondence methods set up. All arms of an advertising 
group must be in agreement and have an unmistakable procedure for what 
they need to accomplish. A reasonable procedure will enable the retailers to 
set up every one of the channels in cooperation, instead of neutralizing each 
other. This won’t just guarantee that the retailer arrives at the client with an 
unmistakable message, however; it will likewise save money and time.

10.3.3  Keeping Up Customer Loyalty

One of the fundamental factors in creating brand devotion is guarantee-
ing a good client experience. A 5% increase in client retention can expand 
a company’s profitability by 70%. Retention is an immediate consequence 
of a faultless client experience, as both are characteristically connected. The 
most widely recognized missteps that retailers make are losing their cur-
rent clients and imagining that they can be effectively replaced by the new 
ones. In the event that a retail business keeps this mentality, it will discover 
extraordinary trouble in continuing its business development. While offers 
and promotions contribute to helping clients feel like they are extraordinary, 
the most significant viewpoint to a complex background is personalization. 
Becoming acquainted with clients based on their interests and past buys can 
enable retailers to drive faithfulness. These bits of knowledge can be har-
vested from information, or even a straightforward discussion. In spite of the 
fact that most aspects of harvesting these pieces of knowledge will rely upon 
the size of the business, nobody ought to be too enormous for a quick talk 
with a standard client. A basic customized message and offers can be con-
veyed to the clients through their favored method for contact. Indeed, even a 
straightforward customized email can improve things greatly. Envisioning 
what the client needs ought to be the bleeding edge of a business, as it will 
assist the business with ushering the clients down the business conduit 
toward their next buy.

10.3.4  Clients Moving to Multichannel Purchasing Encounters

Innovation has been a noteworthy boon to retailers, and to clients as well; 
in any case, they additionally assume a noteworthy job in pushing the 
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difficulties in the retail industry. Keeping pace with innovation will be 
perhaps the best challenge for retailers in the near future. With innovation 
quickening at a cosmic rate, retailers must keep pace if they are to remain 
important. Customers need an encounter to match that of Amazon and 
Alibaba – one that is fueled by Artificial Intelligence (AI), Machine Learning 
(ML) and huge amounts of information.

With more e-retail encounters accessible and delivery times decreased 
radically, it isn’t that difficult to think why over 90% of Americans utilize 
internet shopping somehow or another. Online retail increased 300% some-
where in the range of 2000 and 2018, as indicated by the US International 
Trade Commission. Retail establishment deals dropped practically half dur-
ing a similar period. In the initial three months of 2019, 5,994 stores closed 
their activities, contrasted with 5,864 during the entire year of 2018. Be that 
as it may, these are similar Americans who still spend a noteworthy segment 
of their allover shopping spending plan in the customary brick-and-mortar 
areas. In other words, despite the fact that everybody is shopping on the web, 
they are still making the greater part of their buys in person.

As customers are seamlessly moving along on the web and disconnected 
stages for shopping, they are ending up progressively open to retailers which 
can best encourage these exchanges. With the explosion in versatile retailing, 
in-store research and showrooming are more typical than at any time in recent 
memory. On the other side of the coin, online shipments can be conveyed to 
a nearby store, further closing the gap among disconnected and online retail.

The solution here is to focus on providing an unparalleled experience for 
clients over all of the channels. Clients are consistently in the lookout for 
retailers they can trust to convey unmatchable service on numerous occa-
sions. Just having the correct client information can help the retailers in mak-
ing an omnichannel experience for the clients, enabling them to associate 
any place and any way they wish.

10.4  WoT Applications in Retail

10.4.1  Automated Checkout

Retailers have likely perceived to what extent lines dissuade their customers 
from buying items. Also, as an administrator, it can feel unprofitable to pay 
various staff members to work during quieter shopping times. With WoT, 
a retailer can set up a framework to read the labels on everything when a 
customer leaves the store. A checkout framework would then count the items 
up and consequently deduct that cost from the customer’s mobile payment 
application. Making a computerized checkout framework utilizing WoT 
would make retail industry customers more pleased and all the more ready 
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to enter the store, particularly in the event that they are on a time crunch. 
According to Manyika et al. in 2016, McKinsey & Company [2] showed auto-
mated checkout can decrease clerk staff necessities by up to 75%, bringing 
about reserve funds of $150 billion to $380 billion per year in 2025.

10.4.2  Personalized Discounts

In the event that a retailer often has returning customers, they would like to 
reward them for their loyalty. With WoT, they can set up sensors around the 
store that send discounts to specific customers when they remain close to the 
product with their cell phones, if those customers pursue a loyalty program 
ahead of time. Also, they can utilize WoT to track the status of a product a 
customer has been looking at on the web, and send that customer a custom-
ized rebate when they are coming up. Envision in the event that customers 
examined a bathing product on the web, and afterward, coming up, received 
a discount on their preferred bathing product. As opposed to offering gen-
eral discount on a wide assortment of products, the retailer can tailor each 
limit utilizing WoT to boost their transformation rates. Eventually, discover-
ing approaches to consolidate WoT technology into their everyday business 
requires imagination and foreknowledge, yet the advantages of WoT in retail 
as sketched out above can assist a retailer’s business to find creative arrange-
ments with attracting important and loyal long-term customers.

10.4.3  Smart Shelves

A lot of retailer staff time and vitality is centered around monitoring the 
products to guarantee that they will never be out-of-stock, and watching 
that products will not be lost on different racks. A retailer can utilize smart 
shelves to automate both of those tasks, while at the same time preventing 
potential theft. Smart shelves are fitted with weight sensors and use RFID 
labels and tag scanners to filter the items on both presentation and stock 
racks. Smart shelves notify the retailer when items are running low or when 
they are inaccurately put on a rack, which makes their stock procedure 
savvy and increasingly exact. Moreover, each RFID tag is associated with 
a tag scanner, so smart shelves can identify in-store theft, saving money on 
security staff and cameras.

10.4.4  In-Store Layout Optimization

A retailer may be shocked to discover his retail space is not upgraded for 
their customers’ behavior – possibly their least well-known products are 
in the front, or customers would lean toward more space around the love-
seats in the back. By utilizing passageway examination software with 
infrared sensors, a retailer can utilize WoT innovation to improve their 
retail format.
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Maybe the retailer discovers the majority of their customers invest most 
of their energy looking at TVs, yet those TVs have been placed in the back 
of the store, behind seldom-sought DVD players. This data arms the retailer 
with significant customer behavior learning, so they can put things custom-
ers care about most, such as TVs, in the front of the store.

10.4.5  Optimizing Supply Chain Management

While retail stores can already track products without the assistance of WoT 
technology, the data following it is really restricted. With RFID and GPS sen-
sors, retailers can utilize WoT to receive progressively exact information, 
such as the temperature at which an item is being put away, or the amount of 
time it spends traveling. Retailers can utilize that information to improve the 
nature of transportation pushing ahead – and, even better, they can likewise 
act progressively if an item is being kept at temperatures that are excessively 
low or excessively high, avoiding a considerable misfortune.

According to a TATA Consultancy Survey and Business Insider, producers 
using IoT arrangements in 2014 saw a normal 28.5% expansion in incomes 
between the years 2013 and 2014. In the event that they have a long queue of 
providers, truck drivers and merchants dealing with their items, it is basic 
for them to precisely monitor how their item is taken care of and where it is 
situated in the store network. This data encourages them to guarantee their 
procedure is running as effectively as could be expected under the circum-
stances, and can help retailers to get their item into their customers’ hands 
as quickly as possible.

10.5  Challenges in Retail Management for 
Implementing WoT Technology

10.5.1  Infrastructure

Most retailers do not have the infrastructure and system segments that 
immense volumes of IoT data require. With the end goal for traders being 
to digitize their retail locations, they would need to have a strong system, 
cloud solutions and end-user solutions, for example, standardized QR/bar-
code scanners, tablets and mobile point of sale (mPOS). Those things would 
require impressive investment.

The solution here is that there is no compelling reason to overinvest in 
infrastructure at the same time with regard to actualizing another innova-
tion. You can begin with little infrastructure changes, for example, utilizing 
IoT to manage AC or the lighting, which will bring an increasingly prompt 
ROI. You can, bit by bit, get increasingly advanced with your IoT solutions.
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10.5.2  Security and Privacy Issues

Numerous retailers are careful about the security and privacy issues related 
with IoT. These worries have been intensified by the presentation of GDPR 
(General Data Protection Regulation). Access to the client’s information gives 
retailers different chances and yet opens the entryway to digital assault dan-
gers and legitimate difficulties.

Retailers should work intimately with IoT programming engineers to 
ensure that the gadgets and sensors they use are structured in light of solid 
security instruments, including essentials like secure passwords, and fur-
ther developed security framework like start-to-finish encryption, standard 
programming updates and an IT foundation that effectively filters for bugs 
and vulnerabilities.

10.5.3  Data Management

Completing IoT data analysis in a timely and relevant way speaks to a huge 
challenge for retail businesses because of an absence of pertinent capabili-
ties and skills. There isn’t sufficient specialized and scientific expertise close 
by to increase profitable experiences from the enormous measure of data 
gathered from IoT.

Retail organizations can contract area specialists or rely upon outsiders 
with the applicable IoT capabilities and preparation, who can assume con-
trol over information the business gathers. By addressing those difficulties, 
retailers get an opportunity to make their IoT investment productive, while 
increasing their focused edge in the market.

10.6  Conclusion

Each and every day retailers are discovering new techniques to attract cus-
tomers to buy their products and make more profit. In this article, we have 
addressed the advantages of WoT in the retail sector, along with explaining 
how technology can play an important role in the retail sector by making 
retail management easier. Currently, numerous retail companies are adopting 
WoT technology to better serve their customers along with strongly compet-
ing with their market competitors. Case studies showed in this article have 
proved that WoT has not only improved the buying experience of customers 
but also gives good growth in retailer businesses in terms of time, money, 
and so on. Today, with the use of machine learning and artificial intelligence 
technology, WoT devices can demonstrate the products, and can also per-
form comparisons to similar products along with suggesting what kind of 
products a customer will need in the future based on their shopping habits.
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AndroSet: An Automated Tool to 
Create Datasets for Android Malware 
Detection and Functioning with WoT

Manju Khari, Renu Dalal, Udit Misra and Ashish Kumar

Alarming growth rates of malicious applications pose a grave issue that has 
set back the robust mobile ecological community. A novel study analyzed 
that every 10 seconds, a new malware application is introduced in Android. 
To counter this serious malware campaign, we require a scalable malware 
detection approach that can efficiently identify malicious apps from a pool of 
both harmful and benign apps. Innumerable amounts of tools for malware 
identification have been introduced at system level as well as network layer. 
But here in this work we have proposed an automated tool that would extract 
features from the Application Package Kit (APK) files and form a dataset of 
it, which would then be used for static analysis of the data. All the research 
papers based on Android malware detection claim to have made a dataset of 
various features like permissions, intents, API calls, and so on, but none of 
them categorically state the procedure to form a dataset from the APK files. 
In our work, we focus mainly on the proposed automated tool that would 
create a dataset by reading the APK files and extracting features mainly 
from two files, for example, Manifest.XML and Classes.dex. After having 
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AndroSet

this tool, researchers can create their own dataset and they won’t have to 
rely only on few datasets available in the market for analysis. The only thing 
required for our tool is an APK file. The whole extraction process to forming 
a proper dataset in a Comma-Separated Value (CSV) file would be done by 
this proposed automated tool. The tool is created in the Python language.

11.1  Introduction to Android

Smartphones, e-books and most mobile platforms extended their over-
taking wings so rapidly that they have become pervasive because of their 
immensely personal and dynamic qualities. The current trend shows that 
mobile shipments had surpassed personal computers in 2010 [1], which 
thereby stimulated an advance of sophisticated malware mobile applica-
tions. In 2014, McAfee acquired 6 million mobile malware samples and 
approximately 98% of them were based on Android devices primarily [2]. 
Due to Android’s ubiquitous performance and the susceptibility to haz-
ards of the mobile Operating System (OS), it must have effective approach 
to support the development of identification and analysis of malware 
applications.

To showcase market security issues, the two most predominantly used 
mobile platforms (Google Android and Apple iOS) use different approaches. 
On the one hand, Apple undergoes a method of manual inspection of all 
the applications submitted to the App Store before they are published. This 
intervention allows the Apple employee to read the description of the appli-
cation and ascertain whether the resources and information used by the 
application are appropriate. On the other side, Google does not perform any 
inspection before adding the application to the Play Store. It mainly depends 
on a permission-based system for security purposes. Application developers 
must request the permissions from the individual users to access secure and 
private information and resources. However, at the time of installation, the 
whole permission list is displayed to the end user with the assumption that 
the user is able to figure out the listed permissions are appropriate.

There are three major reasons found for the rapid increase of malware 
applications in the Android market, which includes unsatisfactory documen-
tation, substandard developers and malicious nature [3]. Moreover, a study 
also showed that the number of permissions in the application increased 
rapidly in the years between 2009 to 2011, and mainly in malicious categories 
[4]. Various studies have been undergone and in many, it has been found out 
that malicious applications tend to ask for more permissions than benign 
applications. From the million apps received by Androids [5], between 2010 
to 2014, it was found that malicious applications needed approximately 12.99 
permissions, while reliable applications required only 4.5 permissions.
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According to a report by Gartner, nearly 86% of smartphones have Android 
as the operating system, as shown in Table 11.1 [6]. Dependency on Android 
has risen rapidly and thus there is a need to protect users’ interests by pro-
viding a secure application free from malware or any form of threats.

Recently, more efforts have been put toward analyzing behavioral data of 
Android applications and other online data processing systems [7–9]. The 
apps requested permissions that to some extent help to indicate its function-
alities as well as its behavior during its runtime. So the machine learning 
approach and the data analysis approach have started pervasively to find 
out the malicious application. DREBIN [10] became one of the most preva-
lent tools which used machine learning algorithms with static data analy-
sis to predict malware applications. It showed that the result can be further 
increased by incorporating more features if possible to aid detection. So our 
proposed tool is capable of automated extraction of all the permissions and 
features of each application and making a dataset. It does this by extracting 
the APK file, which is used for the distribution of Android applications as a 
standalone package. The APK is an archive that contains the source code for 
that specific Android application, so the features can only be extracted by 
deciphering this file. After extracting the features, we can then apply differ-
ent Data Analytic techniques to the dataset generated by the proposed tool, 
to predict malicious applications [11–14].

In 2008, the Android freeware operating system was released and was 
known as Android. It is built on the topmost layer of a Linux kernel. Mostly, 
Android applications are based on the Java programming language and also 
on the recently released Kotlin language by JetBrains. The source code for 
these applications is run on Dalvik Virtual Machines. The Android architec-
ture as shown in Figure 11.1 can be divided into six major layers: the kernel 
at the bottom layer, low-level tools, the hardware abstraction layer, C/C++ 
libraries, the Android Runtime and the framework of Java API and all appli-
cations on the top layer. For core system utilities like management of memory 
and process, security, network stack and driver model, Linux version 2.6 is 
used for Android. Between the hardware and software stack, the kernel layer 
works as an abstraction layer [15]. A standard interface provides the hardware 
abstraction layer (HAL) which reveals the capabilities of a hardware device 

TABLE 11.1

In 2017, Sales of Operating Systems in Smartphones Worldwide (Thousands 
of Items)

Operating 
System 2017 Items

2017 Market 
Share (%) 2016 Items

2016 Market 
Share (%)

Android 1,320,117.1 85.93 1,268,562.73 84.78
iOS 214,923.5 14.03 216,064.04 14.38
Other OS 1,494.01 0.10 11,332.22 0.82
Total 1,536,536.3 100.6 1,495,959.12 100.01
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to the upper-level Java API framework. Each application works in their own 
process and their own instance of Android Runtime (ART), when running 
in Android version 5.0 with API level 21 or above. DEX files are executed on 
virtual machines with minimum memory devices; these files use a byte code 
format for the Android which optimized the minimum memory footprint. 

FIGURE 11.1
Android architecture.
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Services and components, like ART and HAL, are used in the core Android 
system; they are created from novel code which needs native libraries that are 
using in C and C++ language. Java framework APIs provide the Android plat-
form to reveal the utility of a few native libraries to applications. Due to the 
Java language, the Android OS is easy to access for end users by using API. 
Android has the features of core application for SMS end users, email, internet 
browsing, calendars, contacts and many more. The platform included many 
apps which have no significance between the apps the end user chooses to 
install. These are the six layers which form the core of Android.

An Android application consists of four major components, that is, activi-
ties, broadcast receivers, services and content providers. An activity is a sin-
gle screen of an application like a settings page or a browser window [16]. 
Activities are the actual visible components of Android. Broadcast receiv-
ers are used to send or receive messages between various components. The 
broadcast receivers are initiated through the onReceive() method and are 
invalidated on return from this method. Services are used to run background 
tasks in Android. A service permits an application to execute long-running 
tasks in the background and allow some of the application’s functionalities 
to other applications in the system. Content providers are used to manage 
structured data stored in a local database powered by SQLite. These provid-
ers can be used to share data among multiple applications, provided that the 
involved applications have the correct permissions to access data. All these 
components are using intents which are used as a medium of communica-
tion between various components. Every Android application is distributed 
in a package known as APK. These APK consists of the source code and vari-
ous resources required by the application. There are basically two types of 
analysis possible for malware detection in Android.

• Static analysis
• Dynamic analysis

Static Analysis: Static analysis is used to analyze the source code of the appli-
cation without actually executing the code. There are two types of static 
analysis possible, namely [17], signature-based and anomaly-based detection. 
Signature-based is used to determine the SHA associated with the application 
and to determine if the application has the same SHA. Signature-based detec-
tion can be easily bypassed by changing only a small subset of code and is 
thus not very effective. Anomaly-based detection is used to detect anomalies 
in the source code of the application. The actual source code of Android appli-
cations is not readily available and thus we need to extract all the code from 
APK files. The APK files in Android consist of the following components.

 1. META-INF: This contains various pieces of meta-data associ-
ated with the Android application like RSA, SHA-1 digests, list of 
resources, etc.
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 2. Assets folder: Ts used to hold files which can be retrieved by the 
Android application.

 3. AndroidManifest.xml: This is used to keep the references to the 
major components used in the application like activities, services, 
broadcast receivers and content providers along with their intents. It 
also contains the permissions asked for by the application.

 4. Classes.dex: These are the dex files which contain the actual source 
code of the application. It contains the various API calls performed 
by the application from the Android SDK.

 5. Lib folder: This contains the compiled code which is specific to the 
hardware, that is, the processor implementation of the Android 
device.

 6. Res folder: This contains the resources for the Android application 
which are not compiled.

The main files to consider in the APK for static analysis are AndroidManifest.
xml and Classes.dex. The AndroidManifest.xml contains the permissions 
asked for by the applications which are the key component in detecting the 
malicious applications. It also contains various intents which can be used 
to determine if the specific component performs any malicious operations. 
Classes.dex contains the actual compiled code which is run on the Dalvik 
Virtual Machine. Thus, we have to first decompile it and then look for any 
API calls which point to the application being malicious.

Dynamic analysis: Dynamic analysis requires the code to be executed and then 
it observes the results obtained from it. It only shows one path per execution, 
but this can be improved by simulation. There can be many triggers which 
execute a service, or send an intent because of highly interactive nature of 
Android, and thus a new layer of complexity is added, because of the mal-
ware being “live” interacting with the environment. The two approaches for 
analysis can be combined so that the malware detection is enhanced even 
more. This approach is known as hybrid analysis. The approach is quite 
robust and can increase code coverage to find vulnerabilities.

11.2  Components of AndroidManifest

 1. Permissions: Permissions are an important feature for the detec-
tion of malware in Android systems. For example, if the Android 
application wants to read data from the device’s external storage, 
then it has to specify that it needs permission by mentioning it in 
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AndroidManifest.xml. The framework checks if the specific permis-
sion is there or not and only then will it grant the application access 
to the external storage. There are two types of permissions:
• Normal permissions
• Dangerous permissions

– Normal permissions: These are the permissions which are 
granted by the system by default as these permissions do not 
cause harm to the user’s privacy.

– Dangerous permissions: These are the permissions for which 
the user is asked at runtime, as these permissions can cause 
harm to the user’s privacy.

 2. Intents: Intents are used to communicate between the components of 
Android and are thus important for the analysis of malicious appli-
cations. The private data of the user can be leaked using intents. The 
intents of an application need to be declared in the manifest and 
hence we can perform a static analysis over the intents.

 3. Hardware components: Hardware components also require per-
mission from the user. For example, if the application needs to 
use GPS, then this permission also has to be specified inside the 
AndroidManifest.xml by the developer and thus we can also make 
use of this as a feature in our dataset. For example, a calculator appli-
cation would not need to use GPS or 3G.

11.3  Use of Android in WoT

It was once a concept considered to be in the realm of science fiction. Instead, 
the “Web of Things” (WoT) is already right here and increasing at a fast rate. 
WoT refers to the growing interconnectedness of various smart gadgets on 
the internet. All these gadgets have characteristic sensors and the net con-
nection allows the devices to collect and send data. Extensive types of gad-
gets already exist in the market and lots of others are ready to be launched 
as developers move toward expanded connection of electronic gadget in 
houses and workplaces. Now, without difficulty, one may manipulate the 
refrigerator, treadmill, smart TV or toaster by using a smartphone [18].

WoT is most viable as an outcome of the existing platform on which gad-
gets can perform. Android plays an important role at the back of WoT. A brief 
study of the marketplace shows that most smart gadgets function on Google’s 
operating system, Android. If the user is familiar with Android phones, they 
are likewise acquainted with the working of the gadget. Presently, the sec-
tor is dealing with the Android operating system gadgets edging out iOS. In 
2013, Android smartphones sold at a 4:1 ratio compared to Apple’s iPhones. 
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The battle didn’t stop with smartphones. The struggle for the pinnacle is now 
being fueled by means of the growing demand of interconnected gadgets. This 
charge is led by Android. The global WoT has been developed and controlled 
for the Android platform. Android are at the frontend due to various reasons:

 1. Developers can create new developments for Android which work 
at the front end: Use of Android is increasing fast as a software 
program platform in general due to the fact Google chose to offer it 
away to builders and tool manufactures. Linux is freeware software, 
consequently allowing anyone to use its supply code and manipu-
late it for use in pretty much any device they can desire. The range 
of gadgets that rely upon Android to work nowadays are numerous. 
With these huge quantities of gadgets working on the Android OS, 
it is simple to see how Android works as a front end for WoT. It is 
simple and costs little to create gadgets for WoT, which makes them 
more affordable to purchasers.

 2. WoT Apps drive: A device is only a device. Integration of the right 
app and the software program to assist it to function and perform 
unique responsibilities, gives it much better results. Apps are a pro-
gram that makes it feasible to apply WoT gadgets. Presently Android 
is the biggest app platform application. In December 2016, more than 
2.6 million applications were hosted by the Google Play Store. The 
Android platform provides WoT as the leading technology.

 3. WoT is based on Java language: WoT gadgets work on the Java lan-
guage. The WoT market is used by the Android platform that conse-
quently provides an opportunity for improving software applications. 
Android permits Java language to be used in a way that allows 
improvements instead of using embedded Java-devoted gadgets.

11.4  Utility of Android in WoT

To recognize the utility of Android in WoT, it is important to recognize the 
WoT atmosphere and Android’s role in it. Some important terms are:

 1. Sensors: Sensors hit upon bodily houses together with tempera-
ture and transmit virtual signals. The majority of hardware ven-
dors depend upon particular domain names together with Linux, 
Android and Windows OS. The recognition and accessibility 
of Android OS make it an easy winner in this region. The truth is 
that Android is freeware and may be used to make any tool, making 
it a famous preference for tool developers.
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 2. Transfers of data: There is a component which supports the switch 
of data from the sensor devices. MQTT and XMPP are the only two 
options available. Android helps each freeware application for sim-
ulation. Use of libraries is done through the Windows, Linux and 
Android operating systems.

 3. Devices: A processor with a running device which is adaptable with 
components of WoT ecosystem. This can be a small and transport-
able gadget that does not use high energy, but can, however, provide 
uninterrupted connectivity. In most cases, cheaper Android gadgets 
are selected for this work. Android gadgets meet the necessities to 
assist various types of sensors. Many tutorials are available to assist 
developers to work in Android.

 4. Programs: There is a need for an application which accepts the 
records and develops them. It should take the form of a widespread 
Linux Server. Information is accepted by the server, which decodes 
the data and makes the procedures for this. This information may be 
useful for next analysis.

There is not any confusion that Android OS is the primary riding pressure 
in back of WoT gadgets. The Android OS is necessary if a user wants to con-
struct WoT applications.

11.5  Need for Android to Work with WoT

The “Web of Things” (WoT) are elementary regular objects which have the con-
nectivity to the internet and device sensors which can acquire, send and accept 
information. Ubiquitous functionality has an effect on the Android developer, 
the same as smartphones which are based around an increasing number of 
sensors – for the entirety, like mobility, audio, temperature and contact – there-
fore gadgets around the house will work. A refrigerator might also have a scan-
ner for barcodes so it knows when the user runs out of milk. These gadgets can 
remind the car, in a case when the user is close to a supermarket, to pick up 
some 2%. The Android developer must have knowledge about coding for an 
WoT-enabled smartphone; however, there are a few reasons to have Android 
software developers for developing the code for the Internet of Things:

 1. Affects the job: Android packages don’t do a lot without outside con-
tact; they are required to speak to items. Gadgets must be highly 
linked with internet applications developed by users to speak with 
WoT devices. Users would possibly assume this and get away with 
it, due to the gadgets’ communication with the server and also the 
user only obeys the server. Safety and overall performance are the 



196  Smart Innovation of WoT

valuable necessities for smartphone Android software apps com-
municating with WoT gadgets with neighborhood networks or con-
nected to WoT devices with one or more than one fairly vital features.

 2. Skills needed to work as an Android developer: In the past, to start 
out with Internet of Things, sufficient information was required 
about protocols of hardware, networking and huge manipulation, 
among other matters. Instead of this information remaining trea-
sured, tutorials and documentation exist created particularly for 
new beginners that are intended to take away a variety of boundar-
ies. New developers of WoT have created groups to assist this. Now 
there is a tremendous array of guidance, blog posts and videos to 
be had on the internet to fall back upon. WoT kits are easily avail-
able which also have beginner guides and walkthroughs permitting 
users to develop global Morse code flashing LEDs in no time.

 3. Acceptance of Android permits to mold: Understanding an era early 
helps to result in the “visit” man or woman in workplace; there is 
massive impact on the enterprise generation. Adoption may be dif-
ficult in the early stages, but more suitable within the final aspects. 
This acceptance is greater in terms of organizations (or the user may 
master it for their personal career). Learning the tough manner gives 
solid basis of understanding to grow from while the technology 
evolves and enhances users. The user has an immediate impact on 
the route and approach and WoT technology which is used.

 4. Use of WoT in Google: As in the old adage, “a person wouldn’t leap 
off a cliff simply because everyone is doing it,” but Google using a 
WoT approach is accepted as right, as there may be a product space. 
Brillo and Weave – minimum degree technologies for interaction 
between gadgets and sensors – were introduced by Google. They 
provide a standard for WoT. Instead, most producers are develop-
ing WoT gadgets with their own protocols and stacks, which may 
imply gadgets are not capable of interaction. Google is allowing 
Weave (and Brillo as a standard) to be an upgradable protocol to 
permit verbal exchange and data sharing throughout developers. It 
provides a unique platform, better enjoyment for the purchaser and, 
optimistically, higher adoption. For a developer, it means an enjoy-
able, doubtlessly beneficial, new product space.

 5. New software learning is always gaining: Knowing what’s around 
the corner keeps the user on top of their game. If the Internet of 
Things does not work out user can at least have learned something. 
Even if the developer is on a project like Ara1, the developer must 
be able to observe what users have learnt about dispersed verbal 
exchange in WoT with Ara modules. For a developer, mastering 
something novel is in no way a bad thing and can most effectively 
increase activity.
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11.5.1  Steps to Work with Android in WoT

 1. At first users will want a PC to code, collect and install software to a WoT 
tool. For special WoT gadgets, a super-computer and operating system 
must be the suggested machine to apply (i.e. Windows, Mac and Linux 
OS). Linux machine has the most compatibility throughout WoT [18].

 2. Next, the user can select their desired platform. It is the underlying 
hardware with a view to running sensors and gathering the infor-
mation. This chapter is not comparing these items, so the following 
is a listing of five options:
• Board of Intel Edison

– Brillo C++
• Board of Qualcom Dragon

– Brillo C++
• Board of Arduino

– C++
• Raspberry Pi

– Scratch, Python (many other languages supported)
• BBC Micro

– Python, JavaScript, drag & drop

  After the selection of platform, the user will want to connect with a 
computer (that will use code for this). A few boards come with some 
constructed sensors devices, but the user furthermore may want a 
way of connecting greater sensor gadgets to the platform. There are 
five important things commonly required:

• Power cable
• USB cable
• Breadboard
• Breadboard wires
• Sensors, LEDs, resistors and buttons

11.6  Proposed Tool for Android Security

Our proposed tool can be used to automate data extraction from APKs that 
may be further used to perform analysis using machine learning algorithms. 
The tool is made in the Python language. AndroZoo [19] has provided a list 
of APKs on their website, which can be downloaded only by getting the 
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Application Program Interface (API) key from their owner. First, one by one, 
the APKs are downloaded by the tool. Each APK is then extracted using 
APKTool which is available for different platforms. Mainly the extracted 
file, namely Android Manifest.XML, is traversed and the features like per-
missions and intents are saved into a CSV file. For features like Restricted 
API Calls, the Classes.dex file is extracted using JADX Tool. After extracting 
the Classes.dex file, we get .java files of the Android application. From these 
classes, restricted API calls can be examined to see if they are present or not 
and they can be added to the dataset. Now the dataset formed after perform-
ing the above task can be used to apply various machine learning algorithms 
for malicious application detection. The methodology followed for dataset 
creation is explained below with the help of a diagram in Figure 11.2:

APK Downloading: The dataset of APKs from AndroZoo is a labeled data 
which consists of nearly 5 lacs of malicious as well as benign applications. 
The APKs can be accessed only with the help of an API Key, which would 
be provided by its owner. Once the API Key is obtained, we can download 
each of the APKs from their server. The description of all the APKs is given 
in a Descriptor.csv file which is available on their website and it contains the 
following columns:

 1. SHA256
 2. SHA1
 3. MD5
 4. Apk_size
 5. Dex_size
 6. Dex_date
 7. Pkg_name, vercode
 8. Vt_detection, vt_scan_date

The columns which are useful for our analysis are SHA256, which uniquely 
identify each of the application, and vt_detection, which provides a number, 
stating the total of antiviruses that have marked the application as malicious. 
Simply, if vt_detection value is 0, then it is a benign application; otherwise 
any value greater than 0 makes it a malicious application. The APKs can be 
downloaded by sending a request to the following URL:

https://androzoo.uni.lu/api_doc

Here ${APIKEY} is the API Key, which is provided by the owner of AndroZoo, 
and ${SHA256} is the specified SHA256 id obtained from the CSV file of all 
the APKs description. Thus, we can repeatedly go over the list and down-
load each of the APKs with their unique SHA256 id. If the value of vt_detec-
tion is greater than 0, then we can mark the specific application as malicious 

https://androzoo.uni.lu/
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and if it is equal to 0 then we can mark the specific application as benign. 
Figure 11.3 depicts a snapshot of the actual tool where the user has to men-
tion the following things:

 1. API Key provided by AndroZoo
 2. Total APKs to be taken for formation of dataset

FIGURE 11.2
Process for data extraction from APK.
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 3. Path of Descriptor.csv
 4. Path where dataset has to be saved

When the user clicks on the start button, the Tool goes through the steps 
given in Figure 11.2. The dataset will be created when the process terminates.

An APK being downloaded is shown in Figure 11.4 which would be run-
ning in the background.

Android Manifest Extraction: After we successfully download the APK 
file, AndroidManifest.xml is extracted from it using a tool called APKTool 
[20,21]. This tool can easily extract the files stored in the APK with the com-
mands available for it. Once we have extracted the AndroidManifest.xml 
we use the inbuilt Python library called xml.etree.ElementTree to parse 
AndroidManifest.xml. Each of the feature sets, mainly permissions and vari-
ous intents, are extracted and stored using the Pandas [22] library, available 
in Python, in a CSV file as dataset. This dataset can actually be used for 
analysis afterward.

The main process of adding features like permissions and intents is done 
by first initializing the CSV file. Each column represents a unique feature 
like permissions and intents whereas each tuple represents a particular APK. 
The table comprises two values, that is, 0 and 1, where 0 represents a particu-
lar feature being absent in that APK, whereas 1 represents a particular APK 
containing that feature. If a particular feature obtained is not present in the 
table, a new column is created for that feature with all previous tuples valued 
as 0 and 1 for the present APK in consideration. This process continues for 
the total number of APKs considered by the user (Figure 11.5).

FIGURE 11.3
Snapshot of the actual tool.
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Decompiling DEX code to Java: DEX files are files which contain the actual 
source code for the application. These are stored inside the Classes.dex file 
and thus we have to decompile it to get the source code. We can then perform 
a sweep over the various source files to determine if a particular application 
calls an API of Android which is suspicious or restricted. We can also deter-
mine all the network addresses which are used to communicate over the 
internet and determine if a particular application sends data to an unknown 
server.

The APK is extracted using Python’s inbuilt library zipfile. Once the APK 
file is extracted, a small Java decompiler is run to decompile the .dex file into 
.java files. The decompiler is called JADX [23]. It first extracts the .class files 
inside the .dex file and then decompiles them into .java. Once the decompila-
tion is over the features are extracted from the decompiled .java. The main 
feature set consists of API calls which are suspicious such as:

 1. API calls which are used for accessing sensitive data, such as getDe-
viceId() and getSubscriberId()

 2. API calls that can communicate over the network, for example set-
WifiEnabled() and execHttpRequest()

 3. API calls for sending and receiving SMS messages, such as 
sendTextMessage()

 4. API calls frequently used for obfuscation, such as Cipher.
getInstance()

All these API calls along with network addresses are extracted from the dex 
file and converted into a feature inside the CSV being built. Now this CSV 

FIGURE 11.4
Downloading the APK file.
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FIGURE 11.6
Decompiling DEX code to Java.

file can be used as an input to perform the various machine learning algo-
rithms, as this contains all the features extracted from the APKs (Figure 11.6).

11.7  Results

After performing the above steps we will have a dataset of the total num-
ber of applications that we had applied the above process on. The dataset 
would appear somewhat like Figure 11.7. Actually, the figure shown is just a 

FIGURE 11.5
APK extraction using the APKTool.
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snapshot of 957 rows and 1,927 columns. The database would be collection of 
0s and 1s as the permission, or any feature, would either be present in a par-
ticular application or not. Each row denotes an application and each column 
is a particular feature which would be used during the analysis phase. It is 
a type of binary output as the result can be either 0 or 1. Now this dataset 
would vary on how many applications are considered for analysis. After get-
ting this dataset, researchers interested in malware analysis can use various 
methods and strategies to predict whether an application is malicious or not.

11.8  Conclusion

Android malware is a very fast-growing threat. Classic defenses such as 
ant viruses have failed to cope with the amount and diversity of malware 
spreading in the application market. Thus, here is a very effective method 
to counter the malicious applications. And it makes use of data analysis 
techniques and machine learning. These techniques have been very effi-
cient and useful with respect to malicious app detection. Some famous tools 
like DREBIN and DroidMat have been very effective and scalable for the 
detection process. But the scope for more productive and efficient tools is 
still demanding. The proposed tool thus will provide every researcher with 
their own custom-made dataset having the features they want to study for 
the applications. All they want is the APK file of an application and after 
that the whole work would be performed by this automated tool until the 

FIGURE 11.7
Snapshot of the dataset showcasing features of the applications.
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formation of a dataset in the form of CSV file. After the dataset’s creation, 
the researcher can perform the study of analyzing in whatever way he/she 
wishes. The tool just requires four things to be provided at the start. After 
that, the CSV file would be created with the permissions in the column list 
and each tuple denoting an APK file. All the remaining cells would be the 
value, none other than 0 and 1. This dataset then could be easily used for the 
analysis using different approaches.
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