
�

� �

�

Spectrum Sharing



�

� �

�

Spectrum Sharing

The Next Frontier in Wireless Networks

Edited by

Constantinos B. Papadias
The American College of Greece
Athens
Greece

Tharmalingam Ratnarajah
University of Edinburgh
Edinburgh
UK

Dirk T.M. Slock
EURECOM
Sophia Antipolis
France



�

� �

�

This edition first published 2020
© 2020 John Wiley & Sons Ltd

All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or
transmitted, in any form or by any means, electronic, mechanical, photocopying, recording or otherwise,
except as permitted by law. Advice on how to obtain permission to reuse material from this title is available
at http://www.wiley.com/go/permissions.

The right of Constantinos B. Papadias, Tharmalingam Ratnarajah and Dirk T.M. Slock to be identified as
the authors of the editorial material in this work has been asserted in accordance with law.

Registered Offices
John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030, USA
John Wiley & Sons Ltd, The Atrium, Southern Gate, Chichester, West Sussex, PO19 8SQ, UK

Editorial Office
The Atrium, Southern Gate, Chichester, West Sussex, PO19 8SQ, UK

For details of our global editorial offices, customer services, and more information about Wiley products
visit us at www.wiley.com.

Wiley also publishes its books in a variety of electronic formats and by print-on-demand. Some content that
appears in standard print versions of this book may not be available in other formats.

Limit of Liability/Disclaimer of Warranty
While the publisher and authors have used their best efforts in preparing this work, they make no
representations or warranties with respect to the accuracy or completeness of the contents of this work and
specifically disclaim all warranties, including without limitation any implied warranties of merchantability
or fitness for a particular purpose. No warranty may be created or extended by sales representatives, written
sales materials or promotional statements for this work. The fact that an organization, website, or product
is referred to in this work as a citation and/or potential source of further information does not mean that
the publisher and authors endorse the information or services the organization, website, or product may
provide or recommendations it may make. This work is sold with the understanding that the publisher is
not engaged in rendering professional services. The advice and strategies contained herein may not be
suitable for your situation. You should consult with a specialist where appropriate. Further, readers should
be aware that websites listed in this work may have changed or disappeared between when this work was
written and when it is read. Neither the publisher nor authors shall be liable for any loss of profit or any
other commercial damages, including but not limited to special, incidental, consequential, or other
damages.

Library of Congress Cataloging-in-Publication Data applied for

Hardback ISBN: 9781119551492

Cover Design: Wiley
Cover Image: © Ivision 2u/Shutterstock

Set in 9.5/12.5pt STIXTwoText by SPi Global, Chennai, India

Printed and bound by CPI Group (UK) Ltd, Croydon, CR0 4YY

10 9 8 7 6 5 4 3 2 1



�

� �

�

For Maria-Anna, Anna, Billy and Dimitri, C.B.P.
For the memory of my father, Dr. D. Tharmalingam and brother, D. Varatharajah, T.R.
For Aida, my parents, our families, and my students, D.T.M.S.



�

� �

�

vii

Contents

About the Editors xvii
List of Contributors xxi
Preface xxv
Abbreviations xxix

1 Introduction: From Cognitive Radio to Modern Spectrum Sharing 1
Constantinos B. Papadias, Tharmalingam Ratnarajah, and Dirk T.M. Slock

1.1 A Brief History of Spectrum Sharing 1
1.2 Background 3
1.3 Book overview 5
1.4 Summary 14

2 Regulation and Standardization Activities Related to Spectrum
Sharing 17
Markus Mueck, María Dolores (Lola) Pérez Guirao, Rao Yallapragada, and
Srikathyayani Srikanteswara

2.1 Introduction 17
2.2 Standardization 19
2.2.1 Licensed Shared Access 19
2.2.2 Evolved Licensed Shared Access 21
2.2.3 Citizen Broadband Radio System 24
2.2.4 CBRS Alliance 25
2.3 Regulation 28
2.3.1 European Conference of Postal and Telecommunications Administrations 28
2.3.2 Federal Communications Commission 29
2.3.3 A Comparison: (e)LSA vs CBRS Regulation Framework 30
2.3.4 Conclusion 31

References 32

3 White Spaces and Database-assisted Spectrum Sharing 35
Andrew Stirling

3.1 Introduction 35
3.2 Demand for Spectrum Outstrips Supply 36



�

� �

�

viii Contents

3.2.1 Making Room for New Wireless Technology 36
3.2.2 Unused Spectrum 37
3.3 Three-tier Access Model 38
3.3.1 Secondary Users: Exploiting Gaps left by Primary Users 39
3.3.2 Passive Users: Vulnerable to Transmissions in White Space Frequencies 39
3.3.3 Opportunistic Spectrum Users 40
3.4 What is Efficient Use of Spectrum? 40
3.4.1 Broadcasters prefer Large Coverage Areas with Lower Spectrum Reuse 41
3.4.2 ISPs Respond to Growing Bandwidth Demand from Subscribers 41
3.4.3 Protection of Primary Users Defines the Scope for Sharing 42
3.5 Tapping Unused Capacity: the Evolution of Spectrum Sharing 43
3.5.1 Traditional Coordination is a Slow and Expensive Process 44
3.5.2 License-exempt Access as the Default Spectrum Sharing Mechanism 44
3.5.3 DSA offers Lower Friction and more Scalability 45
3.5.3.1 Early days of DSA 46
3.5.3.2 CR: Towards Flexible, Adaptive, Ad Hoc Access 46
3.5.4 Spectrum Databases are Preferred by Regulators 47
3.6 Determining which Frequencies are Available to Share: Technology 48
3.6.1 CR: Its Original Sense 48
3.6.2 DSA is more Pragmatic and Immediately Applicable 48
3.6.3 Spectrum Sensing 48
3.6.3.1 Hidden Nodes: Limiting the Scope/Certainty of Sensing 49
3.6.3.2 Overcoming the Hidden Node Problem: a Cooperative Approach 49
3.6.4 Beacons 50
3.6.5 Spectrum Databases used with Device Geolocation 51
3.7 Implementing Flexible Spectrum Access 53
3.7.1 Software-defined Radio Underpins Flexibility 53
3.7.2 Regulation Needs to Adapt to the New Flexibility in Radio Devices 54
3.8 Foundations for More Flexible Access in the Future 54
3.8.1 Finer-grained Spectrum Access Management 54
3.8.2 More Flexible License Exemption 54
3.8.2.1 Towards a UHF Spectrum Commons or Superhighway 55

References 56
Further Reading 57

4 Evolving Spectrum Sharing Methods, Standards and Trials: TVWS,
CBRS, MulteFire and More 59
Dani Anderson, K.A. Shruthi, David Crawford, and Robert W. Stewart

4.1 Introduction 59
4.2 TV White Space 59
4.2.1 Overview 59
4.2.2 Operating Standards 61
4.2.3 Overview of TVWS Trials and Projects 63
4.3 Emerging Shared Spectrum Technologies 66
4.3.1 Introduction 66



�

� �

�

Contents ix

4.3.2 CBRS 67
4.3.3 Other Shared Spectrum LTE Solutions 70
4.4 Conclusion 73

References 73

5 Spectrum Above Radio Bands 75
Abhishek K. Gupta and Adrish Banerjee

5.1 Introduction and Motivation for mmWave 75
5.2 mmWave Communication: What is Different? 76
5.2.1 Distinguishing Features 76
5.2.2 Implications 76
5.2.3 Opportunity and Need for Sharing 77
5.3 Bands in Above-6 GHz Spectrum 78
5.3.1 26-GHz band: 24.25–27.5 GHz 79
5.3.2 28-GHz band: 27.5–29.5 GHz 79
5.3.3 32-GHz band: 31.8–33.4 GHz 79
5.3.4 40-GHz band: 37–43.5 GHz 79
5.3.4.1 40-GHz lower band 80
5.3.4.2 40-GHz upper band 80
5.3.5 64–71-GHz band 80
5.4 Spectrum Sharing over mmWave Bands 80
5.4.1 Factors Determining Sharing vs No Sharing 80
5.4.1.1 Directionality 81
5.4.1.2 Deployment and Blockage Density 81
5.4.1.3 Traffic Characteristics 82
5.4.1.4 Amount of Sharing 82
5.4.1.5 Inter-operator Coordination 82
5.4.1.6 Sharing of Other Resources 83
5.4.1.7 Multi-user Communication 84
5.4.1.8 Technical vs Financial Gains 84
5.5 Spectrum Sharing Options for mmWave Bands 84
5.5.1 Exclusive Licensing 84
5.5.2 Unlicensed Spectrum 85
5.5.2.1 Hybrid Spectrum Access 86
5.5.3 Spectrum License Sharing 87
5.5.3.1 Uncoordinated Sharing of Spectrum Licenses 87
5.5.3.2 Restricted Sharing of Spectrum Licenses 88
5.5.4 Shared Licenses 90
5.5.4.1 Spectrum Pooling 90
5.5.4.2 Partial or Fully Coordinated 90
5.5.4.3 Common Database 91
5.5.4.4 Sensing/D2D Communication-based Coordination 91
5.5.5 Secondary Licenses and Markets 91
5.5.5.1 Primary/Secondary Markets 92
5.5.5.2 Third-party Markets 92



�

� �

�

x Contents

5.5.6 Increasing the utilization of spectrum 92
5.6 Conclusions 93

References 93

6 The Licensed Shared Access Approach 97
António J. Morgado

6.1 Introduction to Spectrum Management 97
6.2 The Dawn of Licensed Shared Access 98
6.2.1 The LSA Regulatory Environment 99
6.2.2 LSA/ASA in the 2300–2400 MHz band 101
6.3 An Improved LSA Network Architecture 103
6.4 Operation of the Improved Architecture in Dynamic LSA Use Cases 106
6.4.1 Railway Scenario 107
6.4.2 Macro-cellular Scenario 109
6.4.3 Small Cell Scenario 112
6.5 Summary 115

References 116

7 Collaborative Sensing Techniques 121
Christian Steffens and Marius Pesavento

7.1 Sparse Signal Representation 123
7.2 Sparse Sensing 125
7.3 Collaborative Sparse Sensing 128
7.3.1 Coherent Sparse Reconstruction 129
7.3.2 Non-Coherent Sparse Reconstruction 131
7.4 Estimation Performance 134
7.4.1 Comparison of Centralized, Distributed, and Collaborative Sensing 134
7.4.2 Source Localization 136
7.5 Concluding Remarks 138

References 139

8 Cooperative Communication Techniques for Spectrum Sharing 147
Faheem Khan, Miltiades C. Filippou, and Mathini Sellathurai

8.1 Introduction 147
8.2 Distributed Precoding Exploiting Commonly Available Statistical CSIT for

Efficient Coordination 149
8.2.1 Problem Formulation 150
8.2.2 Distributed Statistically Coordinated Precoding 151
8.2.3 Performance Evaluation 153
8.3 A Statistical Channel and Primary Traffic-aware Cooperation Framework for

Optimal Service Coexistence 155
8.3.1 Joint Design of Spectrum Sensing and Reception for a SIMO Hybrid CR

System 156
8.3.1.1 Problem Formulation and Solution Framework 158
8.3.1.2 Performance Evaluation 159
8.3.2 Throughput Performance of Sensing-optimized Hybrid MIMO CR Systems 161



�

� �

�

Contents xi

8.3.2.1 Problem Formulation and Solution Framework 161
8.3.2.2 Performance Evaluation 162
8.4 Summary 164

References 165

9 Reciprocity-Based Beamforming Techniques for Spectrum Sharing in
MIMO Networks 169
Kalyana Gopala and Dirk T.M. Slock

9.1 Multi-antenna Cognitive Radio Paradigms 169
9.1.1 Spatial Overlay: MISO/MIMO Interference Channel 170
9.1.2 Spatial Underlay 170
9.1.3 Spatial Interweave 170
9.2 From Multi-antenna Underlay to LSA Coordinated Beamforming 171
9.2.1 CoBF and CSIT Discussion 171
9.2.2 Some LoS Results 173
9.2.3 Noncoherent Multi-user MIMO Communications using Covariance CSIT 174
9.3 TDD Reciprocity Calibration 175
9.3.1 Fundamentals 175
9.3.2 Diagonality of the Calibration Matrix 178
9.3.3 Coherent and Non-coherent Calibration Scheme 178
9.3.4 UE-aided vs Internal Calibration 179
9.3.5 Group Calibration System Model 179
9.3.6 Least-squares Solution 181
9.3.7 A Bilinear Model 181
9.4 MIMO IBC Beamformer Design 182
9.4.1 System Model 182
9.4.2 WSR Optimization via WSMSE 182
9.4.3 Naive UL/DL Duality-based Beamformer Exploiting Reciprocity 183
9.5 Experimental Validation 184
9.6 Conclusions 188

References 188

10 Spectrum Sharing with Full Duplex 191
Sudip Biswas, Ali Cagatay Cirik, Miltiades C. Filippou, and Tharmalingam Ratnarajah

10.1 Introduction 191
10.2 Transceiver Design for an FD MIMO CR Cellular Network 192
10.2.1 System Model 192
10.2.1.1 Signal and Channel Model 192
10.2.1.2 SI Cancellation 194
10.2.1.3 MSE of the Received Data Stream 195
10.2.2 Joint Transceiver Design 196
10.2.3 Imperfect CSI and Robust Design 197
10.2.3.1 CSI Acquisition 197
10.2.3.2 CSI Modeling 198
10.2.3.3 Robust Transceiver Design 198
10.2.4 Numerical Results 200



�

� �

�

xii Contents

10.3 Transceiver Design for an FD MIMO IoT Network 203
10.3.1 System Model 204
10.3.1.1 Signal and Channel Model 204
10.3.1.2 SI Cancellation 205
10.3.1.3 MSE of the Received Data Stream 206
10.3.2 Joint Transceiver Design 206
10.3.3 Imperfect CSI and Robust Design 207
10.3.4 Numerical Results 208
10.4 Summary 209

References 210
Appendix for Chapter 10 211

10.A.1 Useful lemmas 211

11 Communication and Radar Systems: Spectral Coexistence and
Beyond 213
Fan Liu and Christos Masouros

11.1 Background and Applications 213
11.1.1 Civilian Applications 213
11.1.2 Military Applications 214
11.2 Radar Basics 214
11.3 Radar Communication Coexistence 216
11.3.1 Opportunistic Access 216
11.3.2 Precoding Designs 216
11.3.2.1 Interfering Channel Estimation 216
11.3.2.2 Closed-form Precoding 218
11.3.2.3 Optimization-based Precoding 219
11.4 Dual-functional Radar Communication Systems 221
11.4.1 Temporal and Spectral Processing 221
11.4.2 Spatial Processing 222
11.5 Summary and Open Problems 225

References 226

12 The Role of Antenna Arrays in Spectrum Sharing 229
Constantinos B. Papadias, Konstantinos Ntougias, and Georgios K. Papageorgiou

12.1 Introduction 229
12.2 Spectrum Sharing 229
12.2.1 Spectrum Sharing from a Physical Viewpoint 229
12.2.2 Spectrum Sharing from a Regulatory Viewpoint 231
12.3 Attributes of Antenna Arrays 233
12.4 Impact of Arrays on Spectrum Sharing 234
12.4.1 Spectrum Sensing 234
12.4.2 Shared Spectrum Access 234
12.5 Antenna-Array-Aided Spectrum Sharing 235
12.5.1 System Setup 235
12.5.2 Assumptions 236



�

� �

�

Contents xiii

12.5.3 System Model 237
12.5.3.1 Secondary System 237
12.5.3.2 Primary System 238
12.5.4 Problem Formulation 238
12.5.4.1 Sum-SE, SE, and SINR 238
12.5.4.2 Transmission Constraints 239
12.5.4.3 Original Optimization Problem 239
12.5.4.4 Relaxed Optimization Problem 240
12.5.5 Solution and Algorithm 242
12.5.5.1 Solution for Other Linear Precoding Schemes 242
12.5.6 Performance Evaluation via Numerical Simulations 243
12.6 Antenna-Array-Aided Spectrum Sensing 245
12.6.1 Printed Yagi–Uda Arrays and Hex-Antenna Nodes 246
12.6.2 Test Setup 248
12.6.3 Collaborative Spectrum Sensing Techniques 249
12.6.4 Experimental Results 250
12.6.4.1 Detection in High SNR 253
12.6.4.2 Detection in Low SNR 253
12.7 Summary and Conclusions 253

Acknowledgments 253
References 254

13 Resource Allocation for Shared Spectrum Networks 257
Eduard A. Jorswieck and M. Majid Butt

13.1 Introduction 257
13.2 Information-theoretic Background 259
13.3 Types of Spectrum Sharing 261
13.4 Resource Allocation for Efficient Spectrum Sharing 263
13.4.1 Multi-objective Programming 263
13.4.2 Resource Allocation Games 265
13.4.3 Resource Matching for Spectrum Sharing 267
13.5 Resource and Spectrum Trading 270
13.6 Conclusions and Future Work 275

References 275

14 Unlicensed Spectrum Access in 3GPP 279
Daniela Laselva, David López Pérez, Mika Rinne, Tero Henttonen, Claudio Rosa,
Markku Kuusela

14.1 Introduction 279
14.2 LTE-WLAN Aggregation at the PDCP Layer 280
14.2.1 User Plane Radio Protocol Architecture 281
14.2.2 Bearer Type and Aggregation 282
14.2.3 Flow Control Schemes 283
14.3 LTE-WLAN Integration at IP Layer 284
14.3.1 User Plane Radio Protocol Architecture 284



�

� �

�

xiv Contents

14.3.2 Flow Control Schemes 286
14.4 LTE in Unlicensed Band 287
14.4.1 Spectrum and Regulations 287
14.4.2 Channel Access 288
14.4.3 Frame Structure 289
14.4.4 Discovery Reference Signal and RRM 290
14.4.5 Uplink Enhancements 291
14.5 Performance Evaluation 294
14.5.1 Aggregation Gains of LWA and LWIP 294
14.5.2 Performance Advantages of LAA 298
14.6 Future Technologies 301
14.6.1 5G New Radio in Unlicensed Band 301
14.6.2 The Role of WLAN in the 5G System 302
14.7 Conclusions 302

References 303

15 Performance Analysis of Spatial Spectrum Reuse in Ultradense
Networks 305
Youjia Chen, Ming Ding, and David López-Pérez

15.1 Introduction 305
15.2 Network Scenario and System Model 306
15.2.1 Network Scenario 306
15.2.2 Wireless System Model 307
15.3 Performance Analysis of Full Spectrum Reuse Network 308
15.3.1 The Coverage Probability 308
15.3.2 The Area Spectral Efficiency 311
15.4 Performance with Multi-channel Spectrum Reuse 312
15.5 Simulation and Discussion 312
15.5.1 Performance with Full Spectrum Reuse Strategy 313
15.5.2 Performance with Multi-channel Spectrum Reuse Strategy 314
15.6 Conclusion 316

Appendix for Chapter 15 316
15.A.1 Proof of Lemma 15.1 316
15.A.2 Proof of Lemma 15.2 317
15.A.3 Proof of Theorem 15.1 318

References 318

16 Large-scale Wireless Spectrum Monitoring: Challenges and Solutions
based on Machine Learning 321
Sreeraj Rajendran and Sofie Pollin

16.1 Challenges 321
16.2 Crowdsourcing 323
16.3 Wireless Spectrum Analysis 324
16.3.1 Anomaly Detection 324
16.3.2 Performance Comparisons 328



�

� �

�

Contents xv

16.3.3 Wireless Signal Classification 331
16.3.3.1 Fully Supervised Models 331
16.3.3.2 Semi-supervised Models 332
16.3.3.3 Performance-friendly Models 333
16.4 Future Research Directions 335
16.4.1 Machine Learning 336
16.4.2 Anomaly Geo-localization 336
16.4.3 Crowd Engagement and Sustainability 336
16.5 Conclusion 337

References 337

17 Policy Enforcement in Dynamic Spectrum Sharing 341
Jung-Min (Jerry) Park, Vireshwar Kumar, and Taiwo Oyedare

17.1 Introduction 341
17.2 Technical Background 342
17.3 Security and Privacy Threats 343
17.3.1 Sensing-driven Spectrum Sharing 343
17.3.1.1 PHY-layer Threats 344
17.3.1.2 MAC-layer Threats 344
17.3.1.3 Cross-layer Threats 345
17.3.2 Database-driven Spectrum Sharing 345
17.3.2.1 PHY-layer Threats 346
17.3.2.2 Threats to the Database Access Protocol 346
17.3.2.3 Threats to the Privacy of Users 346
17.4 Enforcement Approaches 347
17.4.1 Ex Ante (Preventive) Approaches 348
17.4.1.1 Device Hardening 348
17.4.1.2 Network Hardening 350
17.4.1.3 Privacy Preservation 351
17.4.2 Ex Post (Punitive) Approaches 352
17.4.2.1 Spectrum Monitoring 352
17.4.2.2 Spectrum Forensics 352
17.4.2.3 Localization 353
17.4.2.4 Punishment 353
17.5 Open Problems 354
17.5.1 Research Challenges 354
17.5.2 Regulatory Challenges 354
17.6 Summary 355

References 355

18 Economics of Spectrum Sharing, Valuation, and Secondary
Markets 361
William Lehr

18.1 Introduction 361
18.2 Spectrum Scarcity, Regulation, and Market Trends 363



�

� �

�

xvi Contents

18.3 Estimating Spectrum Values 370
18.4 Growing Demand for Spectrum 373
18.5 5G Future and Spectrum Economics 375
18.6 Secondary Markets and Sharing 381
18.7 Conclusion 384

References 385

19 The Future Outlook for Spectrum Sharing 389
Richard Womersley

19.1 Introduction 389
19.2 Share and Share Alike 390
19.3 Regulators Recognize the Value of Shared Access 393
19.4 The True Demand for Spectrum 395
19.5 The Impact of Sharing on Spectrum Demand 397
19.6 General Authorization needed to Encourage Sharing 399
19.7 The Long-term Outlook for Spectrum Sharing 401

References 403

Index 405



�

� �

�

xvii

About the Editors

Constantinos B. Papadias is the Executive Director of the
Research, Technology and Innovation Network (RTIN) of The
American College of Greece, where he is also a faculty mem-
ber, since Feb. 1, 2020. Prior to that, he was the Scientific Direc-
tor / Dean of Athens Information Technology (AIT), in Athens,
Greece, where he was also Head of the Broadband Wireless and
Sensor Networks (B-WiSE) Research Group. He is currently an
Adjunct Professor at Aalborg University and at the University of
Cyprus. He received the Diploma of Electrical Engineering from
the National Technical University of Athens (NTUA) in 1991 and
the Doctorate degree in Signal Processing (highest honors) from

the Ecole Nationale Supérieure des Télécommunications (ENST), Paris, France, in 1995.
He was a researcher at Institut Eurécom (1992–1995), Stanford University (1995–1997) and
Lucent Bell Labs (as Member of Technical Staff from 1997–2001 and as Technical Man-
ager from 2001–2006). He was Adjunct Professor at Columbia University (2004–2005) and
Carnegie Mellon University (2006–2011). He has published over 200 papers and 4 books
and has received over 9000 citations for his work, with an h-index of 43. He has also made
standards contributions and holds 12 patents. He was a member of the Steering Board of the
Wireless World Research Forum (WWRF) from 2002–2006, a member and industrial liaison
of the IEEE’s Signal Processing for Communications Technical Committee from 2003–2008
and a National Representative of Greece to the European Research Council’s IDEAS pro-
gram from 2007–2008. He has served as member of the IEEE Communications Society’s
Fellow Evaluation and Awards Committees, as well as an Associate Editor for various jour-
nals. He has contributed to the organization of several conferences, including, as General
Chair, the IEEE CTW 2016 and the IEEE SPAWC 2018 workshops. He has acted as Technical
Coordinator in several EU projects such as: CROWN in the area of cognitive radio; HIATUS
in the area of interference alignment; HARP in the area of remote radio heads and ADEL in
the area of licensed shared access. He is currently the Research Coordinator of the European
Training Network project PAINLESS on the topic of energy autonomous infrastructure-less
wireless networks as well as the Technical Coordinator of the EU CHIST-ERA project FIRE-
MAN on the topic of predictive maintenance via machine learning empowered wireless
communication networks. His distinctions include the Bell Labs President’s Award (2002),
the IEEE Signal Processing Society’s Young Author Best Paper Award (2003), a Bell Labs



�

� �

�

xviii About the Editors

Teamwork Award (2004), his recognition as a “Highly Cited Greek Scientist” (2011), two
IEEE conference paper awards (2013, 2014) and a “Best Booth” Award at EUCNC (2016).
He was a Distinguished Lecturer of the IEEE Communications Society for 2012–2013. He
was appointed Fellow of IEEE in 2013 and Fellow of the European Alliance of Innovation
(EAI) in 2019.

Tharmalingam Ratnarajah is currently with the Institute
for Digital Communications, the University of Edinburgh,
Edinburgh, UK, as a Professor in Digital Communications and
Signal Processing. He was a Head of the Institute for Digital
Communications during 2016–2018. Prior to this, he was with
McMaster University, Hamilton, Canada, (1997–1998), Nortel
Networks (1998–2002), Ottawa, Canada, University of Ottawa,
Canada, (2002–2004), Queen’s University of Belfast, UK,
(2004–2012). His research interests include signal processing
and information theoretic aspects of 5G and beyond wireless
networks, full-duplex radio, mmWave communications, ran-

dom matrices theory, interference alignment, statistical and array signal processing and
quantum information theory. He has published over 400 publications in these areas and
holds four U.S. patents. He has supervised 15 PhD students and 20 post-doctoral research
fellows, and raised $11 million+ USD of research funding. He was the coordinator of
the EU projects ADEL in the area of licensed shared access for 5G wireless networks,
HARP in the area of highly distributed MIMO, as well as EU Future and Emerging
Technologies projects HIATUS in the area of interference alignment and CROWN in the
area of cognitive radio networks. Dr Ratnarajah was an associate editor IEEE Transactions
on Signal Processing, 2015–2017 and Technical co-chair, The 17th IEEE International
workshop on Signal Processing advances in Wireless Communications, Edinburgh, UK,
3–6, July, 2016. Dr Ratnarajah is a member of the American Mathematical Society and
Information Theory Society and Fellow of Higher Education Academy (FHEA).

Dirk T.M. Slock received an electronics engineering degree
from Ghent University, Belgium in 1982. In 1984 he was
awarded a Fulbright scholarship for Stanford University, USA,
where he received the MSEE, MS in Statistics, and PhD in EE in
1986, 1989 and 1989 resp. While at Stanford, he developed new
fast recursive least-squares algorithms for adaptive filtering. In
1989–91, he was a member of the research staff at the Philips
Research Laboratory Belgium. In 1991, he joined EURECOM
where he is now professor. At EURECOM, he teaches statistical
signal processing (SSP) and signal processing techniques for
wireless communications. His research interests include SSP

for wireless communications (antenna arrays for (semi-blind) equalization/interference
cancellation and spatial division multiple access (SDMA), space-time processing and
coding, channel estimation, diversity analysis, information-theoretic capacity analysis,
relaying, cognitive radio, geolocation), and SSP techniques for audio processing. He



�

� �

�

About the Editors xix

invented semi-blind channel estimation, the chip equalizer-correlator receiver used by 3G
HSDPA mobile terminals, spatial multiplexing cyclic delay diversity (MIMO-CDD) now
part of LTE, and his work led to the Single Antenna Interference Cancellation (SAIC)
integrated in the GSM standard in 2006. Recent research keywords are MIMO interference
channel, multi-cell, distributed resource allocation, variational and empirical Bayesian
techniques, large random matrices, stochastic geometry, audio source separation, location
estimation and exploitation.

In 25 years, he has graduated over 35 PhD students, 9 of which are in academia
(6 professors), and about 10 others are in research in industry. His research led to: h-index:
41, total citations: 8800, 10 book chapters, 50 journal papers, 500 conference papers. In 1992
he received one best journal paper award from IEEE-SPS and one from EURASIP. He is
the coauthor of two IEEE Globecom’98, one IEEE SIU’04, one IEEE SPAWC’05, one IEEE
WPNC’16 and one IEEE SPAWC’18 best student paper award, and an honorary mention
(finalist in best student paper contest) at IEEE SSP’05, IWAENC’06, IEEE Asilomar’06
and IEEE ICASSP’17. He has been an associate editor for various journals, and conference
organizer of SPAWC’06, IWAENC’14, EUSIPCO’15. He was a member of the IEEE-SPS
Awards Board 2011–13 and of the EURASIP JWCN Awards Committee. Over the past
10 years he has participated in the French projects ERMITAGES, ANTIPODE, PLATON,
SEMAFOR, APOGEE, SESAME, DIONISOS, and DUPLEX (which he coordinated),
MASS-START and GEOLOC, summing to over 2M€ in funding, and in the European
projects K-SPACE, Newcom/++/#, WHERE(2), CROWN, SACRA, ADEL and HIGHTS
summing up to over 2.5M€ in funding. He has also had a number of direct research
contracts with Orange (6), Philips, NXP, STEricsson, Infineon, and Intel, and scholarships
for 10 PhD students. He cofounded in 2000 SigTone, a start-up developing music signal
processing products, and in 2014 Nestwave, a start-up developing Ultra Low-Power Indoor
and Outdoor Mobile Positioning. He has also been active as a consultant on xDSL, DVB-T
and 3G systems. He is a Fellow of IEEE and EURASIP. In 2018 he received the URSI
France medal.



�

� �

�

xxi

List of Contributors

Dani Anderson
Department of Electronic and Electrical
Engineering
University of Strathclyde
Glasgow
United Kingdom

Adrish Banerjee
Department of Electrical Engineering
Indian Institute of Technology Kanpur
Kanpur
India

Sudip Biswas
Indian Institute of Information Technology
Guwahati
India

M. Majid Butt
Nokia Bell Labs
Paris-Saclay
France

Ali Cagatay Cirik
Ofinno Technologies
USA

Youjia Chen
Fuzhou University
Fuzhou
P.R. China

David Crawford
Department of Electronic and Electrical
Engineering
University of Strathclyde
Glasgow
United Kingdom

Ming Ding
Commonwealth Scientific and Industrial
Research Organisation (CSIRO)
Eveleigh
Australia

María Dolores (Lola) Pérez Guirao
Sennheiser Electronic GmbH & Co. KG
Wedemark
Germany

Miltiades C. Filippou
Intel Deutschland GmbH
Neubiberg
Germany

Kalyana Gopala
Institut Eurecom
Communication Systems Department
Biot Sophia Antipolis
France

Abhishek K. Gupta
Department of Electrical Engineering
Indian Institute of Technology Kanpur
Kanpur
India



�

� �

�

xxii List of Contributors

Tero Henttonen
Nokia Bell Labs CTO
Espoo
Finland

Eduard A. Jorswieck
TU Braunschweig
Braunschweig
Germany

Faheem Khan
School of Computing and Engineering
University of Huddersfield
Queensgate
Huddersfield
United Kingdom

Vireshwar Kumar
Virginia Tech
Arlington
USA

Markku Kuusela
Nokia CSD Digital Automation
Lahti
Finland

Daniela Laselva
Nokia Bell Labs
Aalborg
Denmark

William Lehr
Massachussetts Institute of Technology
Cambridge
USA

Fan Liu
Department of Electronic & Electrical
Engineering
University College London
London
United Kingdom

David Lópéz-Pérez
Nokia Bell Labs
Dublin
Ireland

Christos Masouros
Department of Electronic & Electrical
Engineering
University College London
London
United Kingdom

António J. Morgado
Instituto de Telecomunicações
Aveiro
Portugal

Markus Mueck
Intel Deutschland GmbH
Neubiberg
Germany

Konstantinos Ntougias
University of Cyprus
Nicosia
Cyprus

Taiwo Oyedare
Virginia Tech
Arlington
USA

Constantinos B. Papadias
Research, Technology and Innovation
Network
The American College of Greece
Athens
Greece

Georgios K. Papageorgiou
Heriot-Watt University
Edinburgh
United Kingdom



�

� �

�

List of Contributors xxiii

Jung-Min (Jerry) Park
Virginia Tech
Arlington
USA

David Lópéz-Pérez
Nokia Bell Labs
Dublin
Ireland

Marius Pesavento
Darmstadt University of Technology
Darmstadt
Germany

Sofie Pollin
KU Leuven
Heverlee
Belgium

Sreeraj Rajendran
KU Leuven
Heverlee
Belgium

Rao Yallapragada
Intel Corp.
San Diego
USA

Tharmalingam Ratnarajah
University of Edinburgh
Edinburgh
United Kingdom

Mika Rinne
Nokia Technologies
Espoo
Finland

Claudio Rosa
Nokia Bell Labs
Randers
Denmark

Mathini Sellathurai
School of Engineering & Physical Sciences
Heriot-Watt University
Edinburgh
United Kingdom

K.A. Shruthi
Department of Electronic and Electrical
Engineering
University of Strathclyde
Glasgow
United Kingdom

Dirk T.M. Slock
EURECOM
Communication Systems Department
Biot Sophia Antipolis
France

Srikathyayani Srikanteswara
Intel Corp.
OR
USA

Christian Steffens
Hyundai Mobis
Frankfurt
Germany

Robert W. Stewart
Department of Electronic and Electrical
Engineering
University of Strathclyde
Glasgow
United Kingdom

Andrew Stirling
Larkhill Consultancy
Surrey
United Kingdom

Richard Womersley
LS Telcom
Germany



�

� �

�

xxv

Preface

Our efforts over the years to tame the air as a communication medium have been hampered
by the electromagnetic spectrum’s limiting nature since the early days of radio. Unlike wired
communication over, for example, copper wires or fiber, where new channels can be added
simply by using more cables, wireless communication systems and networks have always
had to struggle to fit as many communication links as possible into a given geographic area
through the same medium. Given the finite available spectrum (due to nature, regulation
and to the transmitter and receivers’ capabilities) and Shannon’s fundamental law of chan-
nel capacity, electromagnetic spectrum management has become a crucial ongoing need
that accompanys all types and generations of wireless systems and networks.

The canonical paradigm in spectrum allocation has been to provide orthogonal channels
to the different users in a given geographic area – and then of course to reuse the same
spectrum in other geographic areas. This simple principle, including a careful frequency
planning and dimensioning of the resulting interference, has allowed cellular networks to
develop rapidly since the late 1980s all the way to today’s phenomenal success of 4G and
emerging 5G networks, which have impacted all types of human activity and have changed
the way we interact, do business, and provide various services to citizens. In order to meet
the cellular networks’ growing demands in data rates, capacity, and quality-of-service
(QoS) requirements, more and more spectrum keeps being allocated, typically through
government-based licensing that provides exclusive (often national level) rights of use
to a number of operators, usually for a high fee, following the orthogonal allocation
paradigm mentioned earlier. The orthogonal model has permitted operators to provide
QoS guarantees to their users.

However, in parallel with the strict paid licensing model mentioned above, unlicensed
use of the spectrum has been also allowed for a number of applications that do not need to
provide QoS guarantees to their users and whose range and user density are smaller than
that of cellular networks. Such applications included, in the early years, amateur radio,
cordless phones, and even non-communication uses such as microwave ovens and other
appliances. A big boost to the unlicensed use of spectrum was undoubtedly given by the
proliferation of wireless local area networks (LANs) that rely on Wi-Fi-type systems. In spite
of the lack of QoS guarantees (and benefiting from continuously improved protocols), Wi-Fi
has become a huge success, largely due to its fee-free use and little interference in several,
typically static, environments (such as the home or the office). As a result, these networks
carry an amount of wireless data that is comparable to that of their cellular counterparts.
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In parallel with the above core models of spectrum usage (licensed and unlicensed), a
third paradigm has emerged over the last two decades, wherein unlicensed operators would
make use of licensed spectrum. This concept originated with the advent of cognitive radio
and has gone through various phases since. It relies on the key requirement that the oper-
ator who does not hold a license should not interfere with the ones who do. This may be
easier in cases of sparse usage as well as when the licensed spectrum is largely unused, but
is much more challenging in dense usage and crowded spectrum situations; hence, in order
to succeed, this model requires a very good awareness of the spectrum activity in a given
area (attained via either spectrum sensing or geolocation databases, or both), as well as of
course a careful design of the wireless communication protocol used.

Collectively called “spectrum sharing,” these techniques are gaining increased traction
and have evolved significantly over the last decade. This is largely due to the continued
(exponential-like) growth of wireless service demands, the “addiction” of users to unli-
censed broadband access, the saturation of existing licensed spectrum usage in many areas,
the emergence of new types of operators and service models, the proliferation of research
activity in spectrally efficient technologies, and the rather slow and bureaucratic nature of
spectrum auctioning.

The purpose of this book has been to collect, in a single volume, the key technologies
and approaches related to spectrum sharing, dating back to the inception of the cognitive
radio concept and going all the way to today’s novel approaches and emerging research
concepts. Our goal has been to capture all the related dimensions, including the technical,
key regulatory, standardization, and financial aspects.

We have been privileged to collaborate in the context of two important collaborative
research projects that have received funding from the European Commission (under its 7th
Framework Program), whose generous support is herein gratefully acknowledged. These
projects are FET Open project CROWN (Cognitive Radio Oriented Wireless Networks)
which ran from 2009 to 2012, and Future Networks project ADEL (Advanced Dynamic
spectrum 5G mobile networks Employing Licensed shared access), which ran from 2013
to 2016. Key spectrum sharing concepts were introduced in these projects ahead of their
time (such as that of horizontal sharing even within the same operator suggested in
CROWN, now used in LTE Licensed Assisted Access (LAA), and sensing-assisted Licensed
Shared Access proposed in ADEL, now used in the Spectrum Access System (SAS) in
the USA). These projects allowed us not only to participate in the fascinating research on
spectrum sharing, introducing to it several PhD students and young researchers, but also
to stay in touch with the most current trends, interact with all types of stakeholders (from
industrial to regulatory to end users), and contribute to exciting proof-of-concept demos
of emerging solutions. They also helped us to establish numerous research collaborations
with a growing number of research teams that have continued and expanded beyond these
projects and due to which this endeavor is largely owed.

Given the spurt of activity in spectrum sharing and our personal involvement and inter-
actions, we felt that the time was right for a comprehensive edited volume on the topic,
written by some of the top experts in all related areas. We were highly encouraged by the
many positive responses for chapter contributions and are grateful to all the authors for
their inputs and for allowing us to cover all the topics that we deemed important, includ-
ing very recent ones such as full duplex-based spectrum sharing, communication-radar
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coexistence, mmWave, massive MIMO, and machine learning-based spectrum monitoring,
among others.

Our addressable audience includes readers from the academic (students, professors),
industrial (engineers, practitioners), as well as regulatory/standardization sectors, who
share an interest on how spectrum has been used to date and how it can be best used and
shared in the coming years.

To the extent that the interested reader will find the answers they are looking for and
acquire a well-rounded knowledge of spectrum sharing technology and its surrounding
ecosystem, our goal will have been met. We hope that all readers will do so and that this
book becomes a useful item of their library and a reference for years to come!

Constantinos B. Papadias
Athens, Greece
Tharmalingam Ratnarajah
Edinburgh, United Kingdom
Dirk T.M. Slock
Sophia Antipolis, France

Dedicated to the many researchers and engineers whose contributions over the years have
made this book possible.
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Abbreviations

3D three-dimensional
3G third generation
3GPP 3rd Generation Partnership Project
4G fourth generation
5G fifth generation
5GS 5G system
AAE adversarial autoencoder
ADC analog-to-digital converter
ADEL advanced dynamic spectrum 5G mobile networks employing licensed

shared access
AI artificial intelligence
AMC automatic modulation classification
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APT Asia Pacific Telecommunity
ASA authorized shared access
ASE area spectral efficiency
ATC air traffic control
AUL autonomous uplink transmission
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BC broadcast channel
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BF beamformer/beamforming
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BSS basic service set
BWA broadband wireless access
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Cat2 Category 2 LBT
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DSP digital signal processing
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Introduction: From Cognitive Radio to Modern Spectrum Sharing
Constantinos B. Papadias1*, Tharmalingam Ratnarajah2, and Dirk T.M. Slock3

1The American College of Greece, Greece
2University of Edinburgh, UK
3Institut Eurecom, France

1.1 A Brief History of Spectrum Sharing

Limited spectrum availability is a real constraint for existing and future wireless systems.
Spectrum scarcity is one key factor that prevents operators from meeting the increasing
user demands in capacity and quality of service (QoS) and induces additional expenditures
(capital expenditure and operating expenditure) that network operators reflect in the
service prices to their customers. The introduction of novel spectrum management
paradigms can address the spectrum crunch issue. Furthermore, it allows new types of
players (operators, also called “users”) who might not otherwise be able to afford or wish
to have an exclusive/national-level license to provide service with QoS guarantees to their
clients through a substantially smaller investment.

The use of the spectrum in commercial applications is typically either licensed or
license-exempt. Spectrum sharing, wherein both licensed and license-exempt (or other
types of non-exclusively licensed) users co-exist within the same frequency bands in a
given geographic location, first explored via the concept of cognitive radio (CR), is an
alternative approach in spectrum usage. CR is traditionally thought of as a technology
that enables non-licensed secondary users (SUs) to make use of idle spectrum without
causing harmful interference to licensed primary users (PUs). As such, it was regarded
with suspicion by mobile broadband operators, who were reluctant to allow the use
of their expensively acquired spectrum by any SU that claimed they would respect the
regulatory CR policies. This reluctance on the side of legacy operators was accentuated by
the fact that, in its original form, CR, which was first considered for the so-called TV white
space (TVWS) spectrum freed by former analog TV providers, relied heavily on spectrum
sensing in order to avoid causing interference to PUs. This was clearly insufficient due
to the low levels of sensing sensitivity, the well-known hidden node problem, etc. The
architectural (supported by regulation) addition of using a spectrum registry (database)
in order to better/further prevent harmful interference to the PUs improved the situation,

*This work was performed when Dr. Papadias was with Athens Information Technology.

Spectrum Sharing: The Next Frontier in Wireless Networks, First Edition.
Edited by Constantinos B. Papadias, Tharmalingam Ratnarajah, and Dirk T.M. Slock.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
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but was still insufficient to make CR take off as a service paradigm. Traditional CR was
also problematic from the SUs viewpoint, as it could only guarantee a QoS level similar
(at best) to unlicensed access, i.e., with no guarantees.

The next important milestone emerged in early 2011, when Nokia and Qualcomm for-
mally introduced the concept of authorised shared access (ASA), also known as licensed
shared access (LSA), which is described by the EU Radio Spectrum Policy Group (RSPG) as,
“An individual licensed regime of a limited number of licensees in a frequency band, already
allocated to one or more incumbent users, for which the additional users are allowed to use
the spectrum (or part of the spectrum) in accordance with sharing rules included in the rights
of use of spectrum granted to the licensees, thereby allowing all the licensees to provide a cer-
tain level of QoS.” By establishing formal contractual agreements between license holders
and “licensees” (amounting to some type of spectrum leasing), the first step of bringing
incumbent operators and new entrants closer together was achieved, with the latter no
longer considered as unreliable or “rogue.” On the technical front, the LSA system archi-
tecture relies on both a spectrum registry (LSA repository) where incumbents declare their
spectrum occupancy, and a control unit (LSA controller) that handles the spectrum man-
agement and compliance. On the legal front, a legal framework was postulated in order
to handle any kind of misbehavior of the licensees. Furthermore, it was the first time that
QoS guarantees were given to the licensee. The introduction of ASA/LSA can therefore be
viewed as an important breakthrough to make spectrum sharing a commercial reality.

As could be expected of course, the initial adoption of LSA was rather limited. For
example, the initial version of LSA adopted by the European Conference of Postal and
Telecommunication Administration (EC/CEPT) excluded concepts such as opportunistic
spectrum access (OSA), typically secondary use or secondary service where the applicant
has no protection from the PU. Moreover, according to this version, LSA applies only when
the incumbent user(s) and the LSA licensees are of different natures (e.g., governmental
versus commercial), operate different types of applications, and are subject to different
regulatory constraints. Furthermore, the original version of LSA was geared mostly towards
traditional mobile network operators (MNOs) as typical licensees, neglecting the various
emerging vertical applications and new types of networks prescribed in fifth-generation
(5G) technology. This was later improved by the introduction of evolved LSA (eLSA), which
prescribes local area networks for use in cases such as industrial automation, e-health, and
emergency services, among others (see Chapter 2).

The next important step came with the opening of the Citizens Broadband Radio Service
(CBRS) in the frequency band 3.55–3.7 GHz by the Federal Communications Commission
(FCC) in the USA, intended for spectrum sharing via a combination of licensed and unli-
censed spectrum use. The corresponding system, pushed by both the Wireless Innovation
Forum (WInnForum) and 3rd Generation Partnership Project (3GPP), is called the spec-
trum access system (SAS) and prescribes three tiers of users (operators): incumbents (such
as radar systems), who enjoy exclusive spectrum usage, priority access license (PAL) users,
who have exclusive access in the absence of the incumbent, and general authorized access
(GAA) users, who have sensing-assisted unlicensed access in the absence of the incumbent
(similar to traditional CR users). The availability of the released spectrum, backing from
FCC, and inclusion of all three tiers of users make the use of SAS in the CBRS spectrum
a strong contender for spectrum sharing-based access, in spite of the various remaining
challenges and specifications that need to be met.
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A brief comparison of the two dominant emerging types of spectrum sharing described
above can be found below:

● LSA (EU version)
– Pushed by CEPT, ETSI, 3GPP
– Two-tier model: incumbents, licensees
– Spectrum sensing is country-wide
– Incumbent protection through database

● SAS (USA)
– Pushed by FCC, 3GPP, WInnForum
– Three-tier model: incumbents, PAL, GAA
– Spectrum sensing in reduced areas (e.g., census tracks of 4000 people)
– Interference mitigation across census tracts
– Sensing-based protection of incumbents

More recently, another important trend arose: the coexistence of long-term evolution
(LTE) and Wi-Fi. Trying to solve this and other important challenges, there has been
a recent explosion of spectrum-sharing concepts: LTE in unlicensed bands (LTE-U),
license-assisted access (LAA) in LTE advanced (LTE-A), LTE wireless local area network
(WLAN) aggregation (LWA), LTE-WLAN radio level integration with Internet protocol
security tunnel (LWIP), MulteFire, Wi-Fi in licensed band (Wi-Fi-Lic), Wi-Fi Boost, etc. (see
Chapters 4 and 14). Given the availability of the corresponding LTE and Wi-Fi technologies,
this approach is also well poised to affect spectrum access in the immediate future.

The culmination of these trends over the last decade constitutes a significant technol-
ogy evolution (or possibly revolution) which we believe will affect the way the spectrum
is accessed and used for a variety of applications and players in the forthcoming years,
affecting both the economy and society. This edited volume is our attempt to collect the key
concepts and emerging approaches, as well as to hint at the future impact of the important
emerging field of spectrum sharing.

1.2 Background

The editors’ joint involvement with spectrum sharing started with our collaboration in the
context of the European Commission’s (EC) Future and Emerging Technologies collabo-
rative project, entitled Cognitive Radio Oriented Wireless Networks (CROWN, see https://
cordis.europa.eu/project/rcn/90432/factsheet/en), which ran from 2009 to 2012 under the
EC’s 7th Framework Program (FP7). In CROWN we explored heavily, among others, the use
of the spatial dimension (enabled by antenna arrays) in various cognitive radio setups, with
contributions at both the physical (PHY) layer and the media access control (MAC) layer,
introducing probably one of the first directional-based MAC protocols. The project was one
of the first to propose horizontal spectrum sharing (i.e., between the same type of users)
with joint spectrum access (i.e., without any operator vacating the band for another) and
encompassed the emerging (at the time) concept of database-assisted sharing. It also intro-
duced collaborative/distributed sensing and provided proof-of-concept experimentation in
an over-the-air LTE demo.
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Our next collaboration was in the context of another FP7 collaborative project called
Advanced Dynamic Spectrum 5G Mobile Networks Employing Licensed Shared access
(ADEL, see https://cordis.europa.eu/project/rcn/189128/factsheet/en), which ran from
2013 to 2016. In ADEL, we studied, along with other partners, an enhanced LSA system
that incorporates an opportunistic spectrum access in order to radically improve the
capacity of the system by exploiting as much unused bandwidth as possible, and we
investigated additional business cases, such as the scenario where both the incumbent and
the LSA licensee are MNOs. ADEL aimed to overcome one of the main challenges of such
an enhanced LSA system, that is, to make the sharing conditions sufficiently attractive and
predictable (spectrum without unacceptable interference, enough spectrum availability,
etc.) to enable the LSA licensee to invest in network equipment and licensing fees. As stated
earlier, although the concept of flexible spectrum access has been researched and developed
for quite some time, its adoption by the wireless industry and regulators is still timid (and
was even more so when the ADEL project started). This is due to several reasons, including
a number of technical barriers but most importantly the lack of an attractive business
case. As we believed that the business need for additional wireless network capacity was
increasingly making LSA-type spectrum sharing a necessity, our work in ADEL aimed
to demonstrate the feasibility of QoS provisioning in dynamic spectrum access under an
enhanced LSA regime, for a number of practical scenarios, thus contributing to setting the
path for standardization and regulatory adoption of enhanced LSA paradigms (a trend that
was soon after adopted in practice with the emergence of eLSA).

As part of ADEL’s dissemination activities, we also organized a project booth at the
EuCNC2016 conference in Athens, Greece, with an intermediate version of the LSA
Proof of Concept demo. The ADEL booth won the Best Booth Award, as voted for by the
conference participants. This was another confirmation of the mounting awareness of the
importance of spectrum sharing by the telecom community. We also organized the ADEL
Indian Summer School on Spectrum Aggregation and Sharing for 5G Networks (SS-SAS5G)
at EURECOM, France, in October 2016 (see http://www.euracon.org/index.php/2013-02-
12-09-41-49/sssas5g). This successful event also contributed to the widening perception
that the CR concept has given way to more advanced spectrum sharing paradigms that are
likely to affect the spectrum landscape in the near future.

Our joint involvement in the above research and dissemination activities, which allowed
us to become exposed to the key facets of spectrum sharing technology (ranging from
hands-on research to prototyping/demonstration to regulation), as well as the realization
that a collection of all these aspects and recent technology components lack a single
volume in the literature, is what prompted us to put together this book. Our desire to do so
was further enhanced by the frenzy of activity in the area of spectrum sharing described in
the previous section. Our intention was to collect the key attributes of spectrum sharing,
including both its early beginnings and historical evolution, the state-of-the-art, and
the key emerging trends. As stated above, we aim to capture both the key technological
components, and also the evolving regulatory and business environment. On the tech-
nology front, we include theoretical techniques, as well as trials, demos, prototypes, and
performance analysis studies, whereas on the regulatory and business front we address
both the evolution of standards and inputs on the current market and its future outlook.
We have tried our best to provide the interested reader with a collection of contributions
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and trends from numerous sources. We believe that this will be a valuable reference for
state-of-the-art and emerging technologies in the area of spectrum sharing for graduate
students and researchers working in the areas of wireless communications and signal
processing engineering. It will also be an important reference for radio communications
engineers and practitioners, especially all those who deal with spectrum management
aspects, including not only designers of radio communication systems, but also spectrum
owners and policy regulators. In the following, we provide a brief description of the
contents of the remainder of the book.

1.3 Book overview

The continuing story of the evolution of spectrum sharing is developed in the chapters that
follow this introductory chapter.

2 Regulation and Standardization Activities Related to Spectrum Sharing

Markus Mueck1, María Dolores (Lola) Pérez Guirao2, Rao Yallapragada3, and
Srikathyayani Srikanteswara3

1Intel Deutschland GmbH, Germany
2Sennheiser, Germany
3Intel Corporation, USA

This chapter focuses on the standardization and regulatory landscape of spectrum sharing.
A historical perspective is provided, starting with the early days of CR and TVWS and mov-
ing onto the more recent trends of LSA and CBRS, which are both described in detail. The
emphasis then shifts to the current status, including 5G and Wi-Fi evolution standards.
The discussion throughout the chapter is cast in a regulatory framework, referring to the
latest trends in the US (FCC), Europe (Ofcom and national telecom authorities), and other
regions.

3 White Spaces and Database-assisted Spectrum Sharing

Andrew Stirling
Larkhill Consultancy, UK

This chapter provides an overview of the evolution of electromagnetic spectrum sharing,
building on the emergence of the cognitive radio concept, to enable more efficient access to
the spectrum without the need for conventional licensing. The role of regulation is empha-
sized and the key concept of white space spectrum is discussed. The chapter continues
with a presentation of the three-tier access model and introduces the opportunistic spec-
trum access and margins of protected service. It then discusses the basics of license-exempt
access and dynamic spectrum access (DSA)/CR, including the key aspects of receiver sens-
ing sensitivity, the hidden node problem, and the geolocation/spectrum database, for which
a detailed architecture and spectrum-sharing options are provided. The main techniques for
spectrum sensing are also described, followed by the presentation of cooperative sensing as
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a way to avoid the hidden node problem, as well as the use of dedicated beacons for spectrum
awareness. The chapter also discusses software-defined radio (SDR) as an implementation
approach and concludes with some suggestions on how to use the spectrum more flexibly
in the future.

4 Evolving Spectrum-sharing Methods, Standards, and Trials: TVWS, CBRS,
MulteFire, and more

David Crawford, Dani Anderson, K.A. Shruthi, and Robert W. Stewart
University of Strathclyde, UK

This chapter stems from the University of Strathclyde’s Centre for White Space Commu-
nications (CWSC) involvement in numerous spectrum-sharing trials and testbeds over the
last decade. It presents a selection of developing spectrum-sharing technologies and pro-
vides key outcomes from shared spectrum trials that have been carried out across the UK.
The evolution of shared spectrum is presented, including developing and emerging tech-
nologies, across multiple operating frequency bands. Beginning with TVWS, as discussed
in Chapter 3, it provides details of several UK-based TVWS projects and trials, completed by
the CWSC and various partners, as tangible examples of shared spectrum implementation.
The chapter goes on to provide a survey of emerging technologies in the 3.5-GHz (with
emphasis on CBRS) and 5-GHz bands, including LTE in unlicensed spectrum (LTE-U),
LWA, LWIP, LAA, and MulteFire; a cellular technology developed by an international con-
sortium in early 2017.

5 The Spectrum Landscape above Radio and up to mmWave Bands

Abhishek K. Gupta and Adrish Banerjee
Indian Institute of Technology (IIT), Kanpur, India

This chapter is devoted to the spectrum landscape above radio bands, up to millimeter-wave
(mmWave), where several target bands are currently being studied for service. These bands
are expected to become increasingly important in the future given the upcoming spec-
trum crunch, which will eventually limit the continued growth of wireless services and
applications. The chapter starts with the key differentiators of these bands with respect
to sub-6 GHz bands, i.e., their sensitivity to blockages, which affect the interference envi-
ronment, and their use of highly directional antennas, which are needed to compensate
for the path loss at these frequencies. The benefits of the spectrum-sharing approach
over the conventional exclusive licensing model are then presented in this context, with
emphasis on the key observation that spectrum sharing may provide gains over exclusive
spectrum usage even without interference coordination (a requirement that cannot be
relaxed as easily in the sub-6 GHz bands). The authors go on to provide details about
several bands above 6 GHz [namely, 24 GHz, local multipoint distribution service (LMDS),
and 37/39-, 42-, 57/64-, and 70/80-GHz bands], preceded by a discussion of the radio
spectrum regions as defined by the International Telecommunications Union (ITU) and
the mmWave allocations given by the various relevant regulating authorities across the
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globe [e.g., the RSPG, CEPT, the World Radiocommunication Conference (WRC), Asia
Pacific Telecommunity (APT), Inter-American Telecommunication Commission (CITEL)
and Regional Commonwealth in the Field of Communications (RCC)]. A discussion on
whether to share or not to share in mmWave bands is presented, taking into account sev-
eral factors. The conventional approaches of exclusive licensing and unlicensed spectrum
access are contrasted to three key models for spectrum sharing in mmWave (uncoordi-
nated, static, and dynamic), for which some performance results are also provided. The
chapter continues with a description of various shared licensing approaches and ends with
a discussion of secondary licenses and markets.

6 The Licensed Shared Access Approach

António J. Morgado
Instituto de Telecomunicações, Aveiro, Portugal

Licensed (or authorized) shared access is one of the most recent trends of spectrum shar-
ing and constitutes an important milestone in that it provides certain guarantees of QoS to
the users of both incumbent and licensee operators. After a brief historical review of spec-
trum sharing, this chapter presents the basics of the licensed/authorized (shared) access
approach, including key definitions, early regulatory actions and system architectures, with
emphasis on the key network architectural elements required to support these types of spec-
trum sharing. It also presents in some detail the corresponding standardization actions in
Europe, as promoted by the Electronic Communications Committee (ECC) of CEPT, includ-
ing the definition of the designated bands in Europe for LSA, with emphasis on mobile
broadband licensee operators (first targeting the 2.3–2.4-GHz band and more recently the
3.6–3.8-GHz band). The chapter then goes on to describe a new proposed system archi-
tecture for LSA that stemmed from the EU project ADEL, whose purpose has been to offer
more dynamic spectrum sharing to potentially several licensee users that may belong either
to the same or to different service classes. The suggested architecture includes, among oth-
ers, an LSA band manager for handling the resource allocation actions with QoS guarantees
to all users, a number of sensing networks for better spectrum awareness, and a radio envi-
ronment map to assist the band manager in implementing the dynamic spectrum sharing.
The chapter then provides a detailed discussion on how the ADEL system can provide
dynamic LSA to three key spectrum sharing scenarios and concludes with a summary of
the key benefits of the approach.

7 Collaborative Sensing Techniques

Christian Steffens1 and Marius Pesavento2

1Hyundai Mobis, Frankfurt, Germany
2Darmstadt University of Technology, Darmstadt, Germany

Spectrum sensing is a key technology in order to allow spectrum sharing and was in fact
a key ingredient of cognitive radio in its early days. While the evolved spectrum-sharing
technologies no longer rely solely on spectrum sensing, the latter remains an important
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ingredient that can further improve performance (e.g., on top of database-assisted or
regulation-based sharing). In certain systems it is even prescribed by the current regulation.
After presenting an overview of the key conventional spectrum-sensing signal processing
techniques (i.e., energy detection, matched filtering, and cyclostationarity-based, see also
Chapter 3), the authors bring our attention to the key ingredients of advanced spectrum
sensing: (i) multi-antenna receivers, (ii) collaborative sensing, and (iii) techniques based
on sparse signal reconstruction. Then they go on to present their novel approach that
combines all these three elements, wherein the collaborative sparse sensing takes place
at a fusion center after being fed measurements collected from the sensing nodes. Their
approach is evaluated via numerical simulations and compared against both centralized
and distributed sensing. Finally, the technique’s ability to estimate node location is
demonstrated.

8 Cooperative Communication Techniques

Faheem Khan1, Miltiades C. Filippou2, and Mathini Sellathurai3
1University of Huddersfield, UK
2Intel Deutschland GmbH, Germany
3Heriot-Watt University, UK

This chapter focuses on cooperative communication techniques for spectrum sharing
that aim to fully exploit the sensing information available from the sensing stage, such
as described in Chapter 7. The chapter starts with an overview of cooperative techniques
that are relevant for spectrum sharing and a discussion on how they relate to the sensing
process. It presents the three key spectrum-sharing categories (interleave, underlay,
and overlay communication) and then describes in detail two techniques for underlay
downlink communication. In the first one, a multiple input single output (MISO) primary
transmitter/receiver pair shares its spectrum with a MISO secondary pair with the goal
of maximizing the secondary user’s average data right, subject to a corresponding data
rate constraint for the primary user. The considered scenario would be applicable to an
enhanced mobile broadband (eMBB) class of service for both primary and secondary
transmission. Each transmitter knows perfectly its own channel and has only statistical
knowledge of the other channels involved (in terms of channel covariance). A distributed
cooperative technique is derived under the above assumptions and its performance is
demonstrated to be far superior to the standard interference temperature-based approach.
Then, a single input multiple output (SIMO) uplink scenario is considered with similar
channel knowledge assumptions, targeting a primary link with a requirement for high
reliability, assuming that the secondary system is provided with the primary system’s traffic
statistics. A hybrid interweave/underlay scheme is adopted and a joint optimized sensing
and reception scheme is developed. Its performance is evaluated, showing its superiority
over either standalone underlay or interweave communication in terms of the average
rate achieved by the secondary system, both as a function of the primary user’s occupancy
and its outage performance. The chapter concludes with a summary of the open research
challenges in this area.
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9 Reciprocity-based Beamforming Techniques for Spectrum Sharing in MIMO
Networks

Kalyana Gopala and Dirk T.M. Slock
Institut Eurecom, France

The effectiveness of several spectrum sharing techniques, especially those used for hori-
zontal sharing (i.e., between users of the same type, in the same band, at the same time),
relies heavily on the accurate and timely knowledge of the involved user and interference
channels. These techniques are often based on beamforming by multiple antennas to sep-
arate users by exploiting the spatial dimension (see also Chapter 12). The requirements for
channel state knowledge at the transmitter (CSIT) become crucial in massive multiple input
multiple output (MaMIMO), which is a key ingredient of 5G and is also well suited for LSA
as it offers higher spatial resolution. However, MaMIMO is hard to implement in frequency
division duplex (FDD) systems due to the complications imposed by the feedback channel.
An alternative approach is to consider time division duplex (TDD) systems, where, in theory
at least, the forward and reverse channels are equal, hence not requiring a feedback chan-
nel. This chapter deals with the actual case in which reciprocity is only obtained after cali-
bration of the radio frequency (RF) parts in the transmitter and receiver chains. An overview
of the state of the art in reciprocity calibration techniques is first provided, with an empha-
sis on internal calibration usable in MaMIMO. A number of promising reciprocity-based
techniques are then presented for the design of transmit precoders for spectrum sharing
between incumbents and licensees. In particular, the concept of naive uplink/downlink
duality is presented, which allows the additional information exchange required for utility
optimization or to deal with non-cooperative nodes to be reduced further.

10 Spectrum Sharing with Full Duplex

Sudip Biswas1, Ali Cagatay Cirik2, Miltiades C. Filippou3, and
Tharmalingam Ratnarajah4

1Indian Institute of Information Technology Guwahati, India
2Ofinno Technologies, USA
3Intel Deutschland GmbH, Germany
4University of Edinburgh, UK

This chapter focuses on the advantages of using full duplex (FD) in spectrum sharing
technologies such as CR. By transmitting in FD mode, a CR can simultaneously transmit
and sense the transmission status of other nodes (refer to Chapter 8 for joint sensing
and reception in non-FD mode), which makes it suitable to combat numerous issues at
the medium access control layer, such as hidden terminals, large delays, and congestion.
Starting by introducing the motivation for using FD in CRs from the perspective of
both cellular systems (CS) and the Internet of Things (IoT), this chapter overviews the
design of FD transceivers and accordingly analyses the fundamental requirements for the
co-implementation of the two technologies and the corresponding benefits obtained over
transmission through traditional half duplex. It then postulates the necessary mathemat-
ical framework, including the optimization problems associated with both CS and IoT.
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Next, detailed steps for the conversion of the problems into tractable form are illustrated
along with efficient transceiver design algorithms. Finally, comprehensive numerical
results are provided to justify the use of FD in CRs and open problems in the field of CRs
transmitting in FD mode are presented to summarize the chapter.

11 Communication and Radar Systems: Spectral Coexistence and Beyond

Fan Liu and Christos Masouros
University College London, UK

This chapter focuses on recent progress in the area of communication and radar spec-
trum sharing (CRSS), which not only presents advantages in enabling the efficient usage
of the spectrum, but also provides a new way to design novel systems that can benefit from
the cooperation of radar and communications, thus introducing a new spectrum sharing
paradigm. Starting by introducing the motivation for CRSS from both civilian and mili-
tary perspectives, this chapter overviews the applicable scenarios and analyses the funda-
mental requirements for sharing the spectrum between the two systems. It then provides
general definitions and mathematical models, and further introduces the associated key
performance metrics for radar and communication systems. As a step further, the chapter
provides an overview of the state of the art for CRSS, from the coexistence of individual
radar and communication devices, to the design of the dual-functional system that enables
simultaneous communication and remote sensing (a topic also dealt with, in different con-
texts, in Chapters 8 and 10). Finally, the discussion is summarized by reviewing the open
problems in the research field of CRSS.

12 The Role of Antenna Arrays in Spectrum Sharing

Constantinos B. Papadias1, Konstantinos Ntougias2, and Georgios K. Papageorgiou3

1The American College of Greece, Greece
2University of Cyprus, Cyprus
3Heriot-Watt University, UK

By offering the so-called spatial dimension, antenna arrays are an important enabler of
spectrum sharing for all types of wireless systems. This chapter reviews the basic attributes
of antenna arrays that allow them to reuse the spectrum efficiently, handle the interference
environment, and even aid spectrum policy enforcement. Emphasis is placed on antenna
array-based spectrum sharing that is applicable to the technologies in current wireless
standards [such as the use of multiple input multiple output (MIMO) and coordinated
multi-point (CoMP) in fourth-generation (4G) devices] or has the potential of impacting
spectrum sharing networks in the near future. The chapter starts with a review of the
key attributes of spectrum sharing, both from a physical and a regulatory viewpoint, and
continues with an overview of the key attributes of antenna arrays and a discussion on the
beneficial synergy of the two technologies. It then goes on to present a novel technique for
antenna-array-aided spectrum sharing, based on coordinated linear precoding, as well as a
new approach to spectrum sensing that relies on low complexity (parasitic) antenna arrays,
for which over-the-air results are presented. The chapter concludes with a summary of its
key findings, pointing to the continued beneficial use of antenna arrays in future spectrum
sharing systems.
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13 Resource Allocation for Shared Spectrum Networks

Eduard A. Jorswieck1 and M. Majid Butt2

1TU Braunschweig, Germany
2Nokia Bell Labs, France

The coexistence of devices in dense wireless networks requires careful design resource
allocation algorithms for spectrum sharing. In particular, the conflicting interests of
heterogeneous devices and their service level requirements in terms of data rate, reliability,
latency, security, and energy efficiency lead to complicated resource assignment and
allocation problems. In this chapter, some recent resource assignment and trading algo-
rithms for spectrum sharing are reviewed and their properties in terms of computational
and implementation complexity are analyzed. The chapter begins with the observation
that the key limiting factor in spectrum sharing is the interference observed at the
physical layer and proposes corresponding resource allocation remedies. It then goes on
to provide an information-theoretic background that allows the achievable rate regions
of the underlying interference channel model to be quantified. After presenting a brief
classification of the main considered types of spectrum sharing in terms of operators and
radio access technology (RAT), the resource allocation problem is introduced and the
key targeted challenges are defined. These three challenges (regarding multi-objectives,
conflicting utilities, and distributed implementation) are explained and approached by a
multi-objective programming (MOP) problem framework, game theoretic approaches, and
stable matching-based resource allocation. The resource trading approach to spectrum
sharing is then reviewed (see also Chapter 18) and the chapter concludes with a summary
of its findings and the future outlook.

14 Unlicensed Spectrum Access in 3GPP

Daniela Laselva1, David Lópéz-Pérez2, Mika Rinne3, Tero Henttonen4, Claudio Rosa1,
and Markku Kuusela5

1Nokia Bell Labs Aalborg, Denmark
2Nokia Bell Labs Dublin, Ireland
3Nokia Technologies, Finland
4Nokia Bell Labs CTO, Finland
5Nokia CSD Digital Automation, Finland

With the emergence of spectrum sharing techniques that may operate in an unlicensed
spectrum, there has been an increased interest in providing access in such a spectrum via
existing wireless protocols (see also the discussion in section 1.1). This chapter reviews
some important recent advances of this type, focusing on unlicensed spectrum access from
the 3GPP standard viewpoint, namely LWA, LWIP, and LAA. In a comparative manner,
the chapter reviews how each of these technologies, with the design choices of protocol
architectures, procedures, mobility, and security provisioning, enables flexible usage of both
licensed and unlicensed spectra as well as fair coexistence in the unlicensed spectrum with
other wireless systems. It first describes LTE-WLAN aggregation (LWA), focusing on how
WLAN (with emphasis on the current 802.11ac version) can be aggregated to operate under
the control of LTE and how the aggregation of traffic flows works for the radio bearers
in the LTE convergence protocol. The necessary network interfaces are described in detail.
The alternative of LWIP (LTE-WLAN over an IP secured tunnel) is then presented, followed
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by a description of the LTE LAA (License-Assisted Access) mode, including a discussion
on the changes required in order to enable its operation in an unlicensed band. These
three technologies are then evaluated via a performance analysis, which also addresses
their coexistence. The chapter concludes with an outlook of the anticipated research and
standardization directions in the context of new radio (NR) operations in the unlicensed
spectrum before summarizing its key findings.

15 Performance Analysis of Spatial Spectrum Reuse in Ultradense Networks

Youjia Chen1, Ming Ding2, and David Lópéz-Pérez3

1Fuzhou University, P.R. China
2Commonwealth Scientific and Industrial Research Organisation (CSIRO), Eveleigh, Australia
3Nokia Bell Labs, Dublin, Ireland

Aggressive spatial spectrum reuse (SSR) by network densification using smaller cells has
successfully driven the wireless communication industry onward in the past decades. In
our future journey toward ultra-dense networks (UDNs), a fundamental question needs to
be answered. Is there a limit to SSR? In other words, is activating all base stations (BSs) on
the same frequency spectrum always the best strategy? Chapter 15 presents a theoretical
analysis to answer this question. It starts with a definition of the network scenario and sys-
tem model, including line-of-sight (LoS) and non-LoS transmission, antenna heights, user
equipment (UE) densities, and active/sleep BSs. It continues with an analytical derivation
of the coverage probability and the area spectral efficiency (ASE) expressions for the con-
sidered UDNs, based on stochastic geometry theory. While studying how aggressive the
SSR approach can be (i.e., activating as many BSs as possible in the same time/frequency
resource), a milder approach (called multi-channel spectrum sharing) is also considered,
wherein BSs are uniformly allocated to a given number of channels. The two approaches
are then compared numerically, leading to the conclusion that multi-channel spectrum
sharing strategy can greatly boost coverage probability and the ASE due to the enhanced
signal-to-interference-plus-noise ratio (SINR) when the network is ultradense, and there
is a channelization that optimizes the ASE. Since the study points to the existence of an
optimal SSR density that can maximize the network capacity, it is hence suggested that this
limitation should be considered in the operation of future UDNs.

16 Large-scale Wireless Spectrum Monitoring: Challenges and Solutions Based
on Machine Learning

Sreeraj Rajendran and Sofie Pollin
KU Leuven, Belgium

This chapter focuses on the need for large-scale spectrum monitoring to enable spectrum
sharing. Manual wireless spectrum management and analysis will be inefficient and subop-
timal in the dense and heterogeneous wireless environments that are encountered in today’s
(e.g., 5G) and future generations of wireless networks (see also Chapter 15). Furthermore,
unauthorized wireless spectrum usages and anomalies are increasing every year in the
form of uncertified wireless devices, fake BSs, unintentional transmitter leakages, and eas-
ily available spectrum jammers. It is hence becoming clear that the monitoring of this
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complex and dense electromagnetic environment will have to be automated, reliable, and
cost-efficient. Automated monitoring of wireless spectrum over frequency, time, and space
is, however, still challenging. Some approaches to address the key challenges of large-scale
wireless spectrum monitoring are proposed, starting with an architecture for large-scale
crowd-sourced data collection. New machine learning models are then presented which
can be used to interpret sensed spectrum data effectively in terms of anomaly detection
and signal classification. A semi-supervised deep learning setup is then presented that is
based on the latest deep learning research and achieves performance close to fully super-
vised models with only 20% of the labeled samples. The performance of quantized models
is analyzed and it is shown that, in principle, considerable computational performance
reduction can be achieved at a cost of 10% classification accuracy loss. These findings under-
line the emerging importance of deep learning methods for wireless applications, which are
expected to become much more prominent in the forthcoming years and for which some
future research directions are suggested.

17 Policy Enforcement in Dynamic Spectrum Sharing

Jung-Min (Jerry) Park, Vireshwar Kumar, and Taiwo Oyedare
Virginia Tech, USA

To ensure the viability of the spectrum sharing paradigm, it is critical to identify potential
threats and security vulnerabilities that may undermine the harmonious operation of a
spectrum sharing ecosystem and adopt effective measures to counter them. A framework
and mechanisms for enforcing spectrum sharing policies and/or rules which have been
prescribed by the relevant regulator is hence required (see, for example, Chapters 2 and 6).
Policy enforcement is needed to thwart noncompliant (or rogue) transmitters and to
minimize the probability of potential harm to compliant users of a spectrum sharing
ecosystem. For example, policy enforcement is particularly important when sharing
government (including military) spectrum with non-government (commercial) systems
(as considered in Chapter 11). This chapter discusses, with representative examples,
security and policy violation threats that impact the stakeholders of a spectrum sharing
ecosystem, with a focus on the spectrum sharing environment of the USA. A taxonomy for
classifying the threats is first presented, considering fundamental mechanisms for enabling
coexistence, as well as the points of attack with respect to the five-layer protocol stack.
Policy enforcement mechanisms are discussed in the context of two categories: ex ante
(preventive) and ex post (punitive) enforcement. The chapter concludes by discussing the
research and regulatory challenges that need to be addressed to ensure policy enforcement
in dynamic spectrum sharing.

18 Economics of Spectrum Sharing, Valuation, and Secondary Markets

William Lehr
Massachusetts Institute of Technology, USA

Advances in wireless technology that increase spectrum agility provide much of the techni-
cal foundation needed for spectrum sharing among heterogeneous networks, as described
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in earlier chapters. New technology gives rise to new market opportunities and business
models, which in the case of wireless requires new spectrum management frameworks.
Ensuring that the valuable resource of spectrum is used efficiently and directed toward
its highest value uses for society will require the co-evolution of technology, wireless mar-
kets, and regulatory policies. The focus of this chapter is understanding what advances in
information, computing and telecommunications (ICT) technologies, leading us toward
5G, imply for the economics and future of spectrum management. The chapter reviews
the basic economics of spectrum as a resource and explains how regulatory and technical
trends have increased both the need and opportunities for sharing spectrum more inten-
sively. It provides a review of the different ways in which spectrum may be valued in dollar
terms, the challenges to using such estimates, and the factors that contribute to making
some spectrum usage rights more valuable than others. When viewed as an economic asset,
spectrum is best understood as a bundle of property or usage rights that establish the terms
under which potential users of the spectrum may use it. These usage rights are given form
by the technologies, regulatory policies, and markets that comprise the wireless ecosystem.
They may be altered and transferred by changes in technology, regulatory policies, or mar-
kets. Altering these rights and managing how they are used is central to understanding how
spectrum may be shared. The chapter discusses the need for and some of the challenges
associated with the rise of more robust markets for secondary spectrum trading.

19 The Future Outlook of Spectrum Sharing

Richard Womersley
LS Telcom, Germany

This final chapter of the book provides a number of conclusions and forecasts regarding the
evolution of today’s spectrum sharing landscape. In this sense it can be seen as complemen-
tary to Chapter 2. The provided outlook focuses mostly on commercially available systems
and their anticipated evolution, taking into account the current regulatory and standard-
ization trends. The chapter starts with a brief overview of spectrum sharing in practice from
an operator’s viewpoint and continues with a description of how regulatory agencies have
been warming up to spectrum sharing recently. It continues with a factual discussion on
spectrum demand, as well as a discussion on the impact of sharing on spectrum demand. It
then brings up the important issue of the need for authorization for spectrum sharing and
concludes with an outlook and some predictions for the future of spectrum sharing.

1.4 Summary

As indicated by the summary of chapter contributions described above, this book consti-
tutes an ambitious endeavor to showcase, within a single volume, all the critical aspects
of the spectrum sharing paradigm. Starting with a description of the spectrum sharing
landscape as it looks today and a historical yet detailed review of the key technologies and
their evolution in time, reaching up to mmWave frequencies, it then moves towards the
most recent spectrum sharing paradigms, such as LSA, and promising technology enablers,
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such as collaborative sensing and cooperative communication. A number of advanced
upcoming technologies that can further assist spectrum sharing are then described,
including reciprocity-based transmission, full duplex communication, coexistence of
communication and radar systems, antenna arrays, and advanced resource allocation. The
paradigm of unlicensed spectrum access is then discussed in the context of 3GPP, capturing
a key emerging standardization trend. The role of spatial spectrum reuse in ultra dense
networks is then analyzed. The importance of machine learning is highlighted in terms
of its ability to improve large-scale spectrum monitoring. The key regulatory aspect of
policy enforcement is then discussed along with an analysis of the economics of spectrum
sharing, with emphasis on secondary markets. The book concludes with a description of
the future outlook of spectrum sharing. We feel strongly that by bringing all these aspects
together, legacy and emerging approaches, promising technologies, standardization, regu-
lation and economics, as well as by capturing some key trends in both wireless technology
(e.g., mmWave, full duplex, ultradense networks) and ICT overall (e.g., sparse modelling,
machine learning, security), this volume will provide to the interested reader a picture
of this fascinating emerging technology that is as comprehensive as possible, explaining
where it has come from, where it stands today, and where it is likely to be going. We hope
that our effort in putting this book together, with the invaluable help of the individual
chapters’ highly qualified authors, who come from all corners of the globe, will serve its
purpose of providing a well-rounded view of spectrum sharing to the interested reader. In
this way, it could become a useful reference for this emerging technology that is poised to
affect the way spectrum is accessed in the future.
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Regulation and Standardization Activities Related to Spectrum
Sharing
Markus Mueck1, María Dolores (Lola) Pérez Guirao2, Rao Yallapragada3, and
Srikathyayani Srikanteswara3

1Intel Deutschland GmbH, Germany
2 Sennheiser, Germany
3Intel Corporation, USA

2.1 Introduction

Fifth-generation (5G) communication systems are designed to provide a 1000× to 10 000×
capacity increase compared to legacy fourth-generation (4G) technology. Such objectives
imply the need for substantial additional spectral resources which are made available
through multiple strategies. First, the usage of spectrum is investigated in upper frequency
bands, typically centimeter-wave and millimeter-wave bands (typically, 10 GHz and above).
In particular in the high gigahertz (or even terahertz) region, bands are available or can
be repurposed at reasonable expenditure. While this approach may be useful for some
applications, not all applications are compatible with technology characteristics (such
as wireless propagation properties) in high gigahertz bands. Because of this, a second
direction is investigated in parallel: enabling more efficient usage of spectrum below 6 GHz.
Indeed, traditional cellular spectrum below 6 GHz is likely to still play a key role in the
future 5G ecosystem and beyond. In recent years, a new technology has been introduced
targeting shared exploitation of television broadcast bands, also known as TV white spaces
(TVWSs). In particular the US [1] and UK [2] administrations have driven the introduction
of a suitable regulation framework. The basic principle relates to the idea of allowing
secondary devices to access spectrum at specific geographic locations and during specific
time intervals when the spectrum is not occupied by the incumbent (primary user), i.e.,
TV broadcast services in the TVWS case. While TVWS systems sufficiently protect incum-
bents, a suitable level of quality of service (QoS) typically cannot be guaranteed, mainly
because management mechanisms between secondary systems themselves are lacking.
Furthermore, the actual availability of TVWS spectrum is uncertain, particularly in densely
populated areas. These issues have hindered the commercial success of TVWS technology
until recently. With the lessons learned from the definition, deployment, and operation
of TVWS systems, a second-generation spectrum sharing technology is being developed
in Europe and the USA with the objective of eventually providing global coverage in
applicable bands. The European Telecommunications Standards Institute (ETSI) and the
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European Conference of Postal and Telecommunication Administration (CEPT) have
developed a number of deliverables enabling the usage of the so-called licensed shared
access (LSA) scheme in Europe in the 2.3–2.4 GHz long-term evolution (LTE) time division
duplex (TDD) band 40 [3]. The actual deployment of LSA, however, is still at an early
stage in Europe. One reason for this may be the fact that the solution has been designed
specifically for usage by mobile network operators (MNOs) and their investment strategy
is typically focused on dedicated licensed spectrum for cellular deployment and, to some
extent, to fully unlicensed bands for systems such as Wi-Fi. The Federal Communications
Commission (FCC) issued a report and order enabling the operation of the so-called
Citizen Broadband Radio System (CBRS) in the USA in frequency band 3.55–3.7 GHz (LTE
TDD bands 42 and 43) [4] on 17 April 2015. Rules governing the CBRS are found in Part
96 of the Commission’s rules. These systems are expected to provide a key component for
future generation spectrum management. Interestingly, the CBRS solution is not limited
to a single stakeholder group, but targets established players (classical MNOs) as well as
new entrants (such as small business owners, factory sites, etc.). The roll-out of CBRS is
ongoing in the USA and is currently attracting more substantial investment compared
to LSA. Following the growing market acceptance of CBRS in the USA and taking the
learnings from the earlier LSA activity, ETSI has started to develop the so-called “evolved
licensed shared access (eLSA)” concept [5] with the objective of providing solutions that
are designed for user groups beyond the classical stakeholders. eLSA is indeed suited to
meet the requirements of an announced new spectrum regulation regime in 3.7–3.8 GHz
as proposed by the German Regulation Administration (BNetzA, [6]) and which targets the
needs of professional stakeholders [including the industrial automation industry, program
making and special events (PMSE) industry, etc.] in particular. Other administrations are
expected to follow the approach taken by BNetzA. A brief overview on LSA, eLSA, and
CBRS is given in Figure 2.1.

The following sections give an overview of the above-mentioned standards and regulation
activities. In particular, it is explained how ETSI and CEPT collaborate in order to ensure
that the LSA standardization output and the regulation framework are well aligned and
suitably complement each other. Today, corresponding standards are indeed readily avail-
able for applying spectrum sharing in the 2.3–2.4 GHz band which can be rapidly applied
by European Regulation Administrations in their respective countries at any time. The fea-
sibility has repeatedly been demonstrated through trials, as reported, for example, by the

Enable license-by-rule usage of spectrum, e.g. for
cellular off-loading

Provide capacity extension to carriers on co-primary 
basis (quasi-licensed)

LSA eLSA CBRS

Enable new business cases, e.g. local businesses,
industrial sites, etc. owning spectrum in a limited
geographic area

Figure 2.1 A high-level comparison of LSA, eLSA, and CBRS.
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Joint Research Center of the European Commission in 2016 [7]. The US flavor of spectrum
sharing, CBRS, is defined by the Wireless Innovation Forum (WInnForum) and the CBRS
Alliance. The split of activities between the two organizations is further outlined in the
sections below. Finally, an overview of the regulation framework in Europe and the USA is
given, provided by CEPT and the FCC, respectively.

2.2 Standardization

2.2.1 Licensed Shared Access

The LSA system is designed to meet the needs of the following stakeholders:

● incumbent user(s): primary users with the ability to sub-license spectrum to LSA
licensees under certain conditions

● LSA licensee(s): operating a wireless system under a sharing agreement, typically a
MNO providing 3GPP LTE services

● national regulation administrations (NRAs): control and monitor spectrum sharing
activities.

In comparison to legacy TVWS communication systems, the upper guidelines imply a
substantial change. The LSA approach establishes a clear business case: a long-term rental
relationship is established between incumbents and LSA licensees which leads to a defined
money flow and LSA licensees obtaining guaranteed QoS conditions in a given geographic
area, frequency band, and time period. At the same time, the operation of incumbent sys-
tems is equally protected such that their respective QoS requirements are fulfilled. TVWS
solutions offer neither a comparable clear business model for all stakeholders nor a guar-
anteed level of QoS, which may at least partly give some indications for the technology’s
limited (commercial) success. In Europe, the 2.3–2.4 GHz band has been selected for an ini-
tial deployment of LSA [3], as illustrated by Figure 2.2. This band corresponds to LTE TDD
band 40 and is used in other regions as dedicated licensed LTE spectrum. ETSI’s Recon-
figurable Radio Systems (RRS) Technical Committee has developed corresponding system
requirements [8] and system architecture [9] documents, defining the key building blocks
and interfaces related to the upper framework. Although the original specifications are
defined for a given band, the inherent solutions are rather frequency agnostic and generally
applicable to any target bands. Corresponding revisions of the standards may be imple-
mented at any suitable time.

The LSA repository is an entity comprising database and other functionalities; further
details are given below. In the European LSA context, the LSA repository takes an impor-
tant role because essential information related to expected future spectrum occupancy is
provided by the incumbent(s) to the database. The US model follows a different strategy for
users entering coastal protection zones: all such information needs to be derived by an envi-
ronmental sensing capability (ESC) and needs to meet strict confidentiality requirements,
as detailed later in this in chapter. In this context, the European Horizon 2020 project ADEL
(Advanced Dynamic Spectrum 5G Mobile Networks Employing Licensed Shared Access)
[10] made a substantial contribution. Indeed, an explicit sensing reasoning module was pro-
posed which relies on (possibly dedicated) sensing networks and cooperated with a database
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Figure 2.3 Mapping of high-level functions and function groups to logical elements.

(repository). In this sense, it encompasses both the (e)LSA and the CBRS approaches. The
LSA controller provides processing and decision-making capabilities building on the data
elements made available by the LSA repository. The LSA controller will exchange informa-
tion with an MNO’s operations, administration, and management (OA&M) framework in
order to indicate spectrum availability, and request short-term vacating of the spectrum and
other functions as illustrated in Figure 2.3. In accordance to the definitions in [9], the LSA
repository and LSA controller components are also detailed in Figure 2.3.

Figure 2.3 introduces high-level functions that are derived from the ETSI requirements
specification [8]:

● The entry and storage of information is managed by the information entry function; this
is essential for the operation of the LSA system.

● The derivation of LSA spectrum resource availability information for each licensee is
managed by the information processing function and is provided to the information
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exchange function to be further forwarded to the respective information mapping
function of the LSA licensee. The information entry function provides corresponding
input data for this function. It furthermore provides support for multiple incumbents
and multiple LSA licensees, scheduled and on-demand modes of operation, and logging
of processing information.

● LSA spectrum resource availability information is received by the information mapping
function, its reception is confirmed, and respective operations are initiated in the
mobile/fixed communications network (MFCN). Furthermore, an acknowledgment
is provided to the information exchange function (for forwarding to the information
processing function) when changes in the MFCN are processed.

● Creating and providing reports regarding the LSA system operation are managed by the
reporting function and forwarded to administration/NRA, incumbent(s), LSA licensee(s),
and possibly other relevant stakeholders.

● Communication mechanisms, internal to the LSA system, are provided by the LSA infor-
mation with the capability to exchange LSA spectrum resource availability and related
acknowledgement information.

● The system support functions group provides functions such as authentication and
authorization, failure detection, etc.

● The system management functions group includes OA&M features in the LSA system.

It is expected that this system approach is able to meet the needs of concerned stakehold-
ers, such as incumbents, LSA licensees, NRAs, and others such that:

● the incumbent(s) will have the potential to monetize spectrum which is available for
secondary usage in a specific geographic area, a specific frequency band, and during a
specific time period

● the LSA licensee will have the potential to access additional spectrum enjoying guaran-
teed QoS conditions

● the NRAs can monitor and possibly interfere in order to ensure the best possible usage of
previously allocated spectrum.

Due to the extended feature set over legacy TVWS systems, a clearer business case and
thus broad commercial success is expected for the LSA approach.

2.2.2 Evolved Licensed Shared Access

The ETSI Technical Committee (TC) RRS is currently working on an evolved version of the
ETSI LSA framework (eLSA). The objective of this work is to facilitate spectrum access to
local high-quality wireless networks operated by verticals. The concept of local high-quality
wireless networks was introduced in ETSI Technical Report (TR) 103 588 [11] and describes
local area networks serving applications that require predictable levels of QoS, such as
those typical in the industrial automation, audio-visual content production, public pro-
tection and disaster relief (PPDR), and e-health vertical sectors. A similar term to refer
to local high-quality wireless networks has been coined in the research community: the
micro-operator concept [11]. While the ETSI TC RRS definition of local high-quality wire-
less networks is technology and frequency agnostic, the micro-operator concept has a focus
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on 5G technology and its frequency ranges. Although LSA did not explicitly exclude ver-
ticals in its role model, use cases were not foreseen. In that case, LSA overlooked a large
stakeholder group that will be willing to rely on licensed shared spectrum to secure their
businesses, since they typically are not able to afford exclusive spectrum under the current
individual authorization regime. TR 103 588 [11] identified several high-level use cases
in the scope of local high-quality wireless networks and three feasible spectrum access
schemes. Common to all use cases is their demand for predictable QoS levels at all oper-
ation times in local environments within short-term to long-term deployments (i.e., from
days to years).

The three spectrum access schemes identified in TR 103 588 can be summarized:

● local licensing: i.e., spectrum can be locally licensed to local high-quality wireless net-
works

● leasing/subleasing: i.e., incumbents and/or eLSA licensees (e.g., MNOs) can lease/
sublease out part of their spectrum to local high-quality wireless networks

● spectrum as a service: an MNO is willing to provide both spectrum access and auto-
matic interference management services to local high-quality wireless networks deployed
by vertical sector operators.

Table 2.1 provides a comparison of the three spectrum sharing schemes identified in [11].
Depending on the use case, local high-quality wireless networks might require the paral-
lel use of these different spectrum access schemes. For eLSA to facilitate those spectrum
access schemes, the following functional enhancements with regards to LSA need to be
introduced, at a minimum:

● eLSA explicity extends the scope of the LSA licensee role to include vertical sector
operators

● eLSA expands the temporal and spatial granularity of LSA enabling licensed spectrum
sharing relationships covering short-term to long-term periods (e.g., from days to years)
in locally confined areas such as factories, campuses, theaters, sport arenas, etc.

● eLSA allows for additional licensed sharing methods like local licensing and leas-
ing/subleasing of spectrum resources. For instance, in the leasing/subleasing case an
incumbent and/or an eLSA licensee (e.g., an MNO) may be allowed to lease/sublease
spectrum resources to a vertical sector operator running a local high-quality wireless
network or to a third party acting on behalf of a vertical sector operator.

● eLSA provides a general automated technical approach for licensed spectrum sharing
applicable under any feasible national spectrum regulatory framework.

Note that the upper functionality extensions imply a substantial change over the exist-
ing LSA business case with a focus on MNOs as LSA licensees and long-term nationwide
rental relationships. The eLSA scheme aims to open a path for verticals to access afford-
able spectrum with QoS guarantees while keeping their ability to deploy their own network
infrastructure. To this end, eLSA represents a technical development to facilitate automated
licensed spectrum sharing, including local site licensing and leasing agreements, between
vertical sector operators and incumbents, in both international mobile telecommunications
(IMT) and non-IMT bands – and/or between vertical sector operators and the NRA, for
instance in those bands where no incumbents exist. It should be noted that the interest
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on IMT bands from the vertical sector operators side is motivated by the wide availability
of wireless equipment in those bands and their economies of scale. In particular for 5G,
an important obstacle to the successful integration of vertical industries use cases into the
ecosystem is currently the lack of viable and sustainable business models. In this sense,
eLSA could help to lower the entry level in the business model development process and
speed up the deployment of 5G technology for vertical use cases. Here, it is important to
stress that verticals, with their professional applications, would expand the customer basis
of 5G significantly. However, this will only be the case if the necessary adaptations of 5G
technologies to meet the requirements of vertical use cases are implemented, and specific
interfaces and chipsets are available for the vertical industries. ETSI TC RRS is working on
eLSA as a frequency agnostic technological approach, meaning that ETSI TC RRS is not
targeting a concrete frequency band, as it did with LSA in the 2.3–2.4 GHz band. While at
this point Germany and Sweden have recently announced their plans to make available fre-
quencies in the range 3.7–3.8 GHz for local and regional allocations, other countries could
follow with different frequency ranges [6]. eLSA should be applicable independently to the
targeted frequency range. An comparative overview is given in Table 2.1.

Local licensing Leasing/subleasing Spectrum as a service

Spectrum Granted by LSA repository Leased from incumbent Granted by MNO
to the vertical operator (e.g., MNO) to the to the vertical

vertical operator operator
Network Private to vertical Private to vertical From public MNO
infrastructure operator operator (e.g., network slicing)

Private to vertical operator
(MNO network densification)

Radio access Any, following Any, following Used by MNO
technology harmonized standards harmonized standards (e.g., NG-5G)

(e.g., HEN) (e.g., HEN)
Network Local stand-alone Local stand-alone MNO supported
management

Today, eLSA is still at an early standardization stage. Currently, ETSI TC RRS is finalizing
stage 1 of a three-phase normative standardization process by defining the eLSA system
requirements [12]. During stage 1, ETSI TC RRS seeks to answer following questions:

● What are the general working assumptions for eLSA?
● What are the new requirements and amendments to the LSA spectrum sharing concept

to enable eLSA?

New requirements and amendments to LSA include:

● facilitation of further appropriate licensed frequency bands to be shared via eLSA
methods

● extension of the LSA role concept to include vertical sector operators
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● adaptation of the LSA role concept to allow a more flexible mapping of roles to the respec-
tive operation options of the evolved LSA system (i.e., evolved LSA controller and evolved
LSA repository) according to the needs of vertical sector operators, for example an MNO
may act as a third party to provide a repository service of its spectrum resources to a local
high-quality wireless network operated by a vertical sector operator

● the spectrum sharing arrangement may contain respective practical details for a given
eLSA spectrum resource when used by a local high-quality wireless network in a detached
mode, i.e., without having a permanent connection to the eLSA system

● facilitation of the handling of a high number of neighboring local high-quality wire-
less networks, i.e., the eLSA system has to provide means to secure coexistence between
incumbents and a potentially high number of eLSA licensees according to the agreed
sharing conditions.

Based on the system requirements identified in Stage 1, system architecture and
high-level procedures (in stage 2) as well as protocols and information elements (in stage
3) will follow.

2.2.3 Citizen Broadband Radio System

Initially, the innovative shared spectrum model adopted by the US FCC for the CBRS made
a bold and historic shift in spectrum allocation. The FCC originally finalized the rules for
spectrum sharing in the CBRS band in April 2016, making 150 MHz available for mobile
broadband and other commercial applications. The FCC created a unique sharing paradigm
for the CBRS 3.5 GHz band in the USA that builds on a combination of licensed and unli-
censed spectrum called general authorized access (GAA)-designated spectrum. A seem-
ingly complex framework needs to be put into place that includes three tiers: a tier for
incumbents, a priority access license (PAL) tier, and a GAA tier. The incumbents get the
top priority on the spectrum and the lower tiers are required to vacate the spectrum as soon
as the incumbents start accessing them. The second tier or the PAL can use the spectrum
exclusively, similar to licensed access. However, this can happen only when the spectrum is
temporarily unused by incumbents. The third tier or GAA operates in a similar way to unli-
censed spectrum users with the caveat that operations need to cease when an incumbent
starts accessing the spectrum. The three tiers are coordinated through dynamic spectrum
access system (SAS) administrators that allocate spectrum to the PALs and GAAs. ESC oper-
ators provide essential information on the actual availability of the band to the SAS, who in
turn will inform the PAL and GAA base stations or access points to cease operation. The PAL
part of the band has yet to be fully addressed by the FCC as it considers new rules; industry
stakeholders are currently in the process of launching commercial services in the GAA por-
tion. There is indeed an increasing need for innovative wireless spectrum access solutions to
make new bands available which would otherwise be reserved for other applications. How-
ever, there numerous challenges, technical and political, that still need to be overcome. In
its Report and Order [4], the FCC provides high-level functionalities of the CBRS, including
the SAS entity (the SAS coordinates and authorizes access across users) and the ESC that is
needed for transmitting inside an exclusion/protection zone (where incumbents needs to be
protected). The WInnForum has published corresponding specifications with the support of
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its members from industry (equipment and device manufacturers, and service providers)
and the Department of Defense (DoD). The latter is required since the target frequency
band, 3.55–3.7 GHz, is used in particular by naval radar systems. A possible approach for
the architecture and interface definition is shown in Figure 2.4.

The SAS interfaces with other SASs, with the ESC, and with the FCC’s databases. Addi-
tionally, incumbents are able to report their band usage either directly to the SAS or via a
database. This requires interfaces between SAS entities and registered citizens broadband
radio service devices (CBSDs). Additionally, special types of SASs may be introduced that
serve the needs of the service provider and additionally have to interface with other SASs for
interference and incumbent protection. The industry consortium WInnForum is currently
defining and developing the requirements and technical specifications to enable the foun-
dational CBRS framework for SAS-to-CBSD communications, ESC sensing, etc. The Forum
completed the CBRS baseline industry standards in 2018 [13, 14]. WInnForum’s Spectrum
Sharing Committee (SSC) handles FCC Part 96 rules related to CBRS and has close inter-
actions with the US Government. The first set of FCC-certified devices were made avail-
able by Ericsson, Nokia, Sercomm, and Ruckus networks. WInnForum’s work products are
intended to be agnostic of the specific radio access technology (WIMAX, LTE, CDMA, etc.)
that might be implemented; however, challenges related to controversial topics include, for
example, specific scenarios such as coexistence of LTE deployments and users. The 3GPP
standards body and the processes are typically restricted and broader in scope. The FCC
issued a public notice in July 2018 seeking proposals for initial commercial deployment
(ICD) by conditionally approved SAS administrator(s) [15]. ICDs are short-term, limited
geographic commercial deployments prior to full-scale deployment of these systems. The
purpose of an ICD is to prove the ability of SASs and CBSDs to perform properly in the
field. The FCC is also considering appeals that request licenses to be renewed every 3 years
instead of being re-auctioned.

2.2.4 CBRS Alliance

The CBRS Alliance is devoted to introducing specific LTE-based solutions in USA which
will be optimized for operation in the 3.5 GHz band, utilizing shared spectrum to enable
capacity expansion and coverage both indoors and outdoors on a massive scale. In order to
maximize the full potential of spectrum sharing, the CBRS Alliance enables a robust ecosys-
tem through development of standards specifications, testing, and certification programs.
The essential purpose of the CBRS Alliance is to drive momentum in creating standards,
overcoming regulatory hurdles, and enabling deployments in the 3.5 GHz CBRS band. The
work of the CBRS Alliance was defined to be complementary to and an extension of WInn-
Forum’s activities. The CBRS Alliance was aimed at enabling and optimizing LTE operation
in the CBRS band while leveraging the work of WInnForum and other organizations such as
3GPP. In parallel, WInnforum continues its work on developing standards primarily in the
area of specification of SAS. The LTE standard in 3GPP is designed for mobile network oper-
ators deploying in exclusively licensed spectrum whereas CBRS is lightly licensed shared
spectrum that provides opportunities for new use cases not addressed by 3GPP (e.g., neutral
host networks). The CBRS Alliance was formally unveiled in August 2016 by six companies:
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Google, Federated Wireless, Nokia, Qualcomm, Intel, and Ruckus Wireless. As of Septem-
ber 2018, the organization has grown to include more than 100 companies, including all
four nationwide US wireless operators. The CBRS Alliance came together with the basic
objective of providing a forum to support the common interests of members, developers,
and users in the application of innovative technology solutions and to address LTE-specific
deployment issues in the US 3.5 GHz shared spectrum band. The CBRS Alliance has become
an industry forum to champion LTE in the CBRS band (3.55–3.7 GHz) in accordance with
FCC Part 96 Rules. The issue at hand was to find a way out of the shortcomings in existing
standards which did not necessarily identify the intricacies in handling shared spectrum.
With various factions and different interests, the CBRS Alliance has tasked itself to build
consensus on technical solutions and eventually to develop a standardization strategy with
an underlying plan to collaborate with other standards bodies (3GPP, WInnForum, ATIS,
MuLTEfire etc.). The CBRS Alliance identified the need to drive the technology develop-
ments necessary to fulfill the mission, including multi-operator LTE capabilities. It should
be noted that CBRS networks must comply with WInnForum requirements (which include
FCC rules) and 3GPP standards as the CBRS Alliance defines new specifications. One of
the key tasks of the CBRS Alliance is to evangelize LTE-based CBRS technology, use cases,
and business opportunities, and to identify required advocacy steps related to marketing,
promotion, certification, branding, regulation, etc., catalyzing action in these areas. On the
other hand, there were multiple companies already trialing their products using LTE tech-
nology in 3.5 GHz as early as 2016 in multiple venues and waiting for industry and regulator
guidance. The CBRS Alliance decided to establish an effective product certification program
for LTE devices in the US 3.5 GHz band ensuring multi-vendor interoperability, an enter-
prise similar to that of Wi-Fi certification in the WiFi Alliance. The underlying theme is
that such an experiment is first carried out in the USA. Primarily the vision of the CBRS
Alliance was put into action realizing the full market potential of 3.5 GHz CBRS for the
benefit of:

● augmenting traditional MNO networks
● enabling enterprises and other new entrants to build their own neutral host or private

LTE networks
● “enabling last mile” connectivity via fixed wireless applications.

If the USA is successful in deploying spectrum-sharing technologies in the 3.5 GHz band,
this effort could set a global precedent and have a huge impact in other parts of the world.

CBRS-specific Spectrum Issues
It is important to note that the US 3.5 GHz band falls right in between 3GPP bands 42 and
43. There was an immediate need to redefine the US 3.5 GHz band such that it would be
consistent with FCC requirements, which are much stricter than existing 3GPP band 42/43
definitions. One of the first initiatives of the CBRS Alliance member companies was to drive
a consensus across other players to define a new band in 3GPP keeping in mind channel
capability, possible channel assignment modes, and carrier aggregation modes. There are
also operational aspects that need to be considered in defining the new band, for example
avoiding unnecessary random access channeling by band 42/43 user equipment (UE) that
does not support US 3.5 GHz. CBRS Alliance members lead the initiative in 3GPP standards
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for a new band 48; further work was completed in December 2016 as part of Release 14 for
PAL and GAA operation that covers the full range of spectrum from 3.55 to 3.7 GHz, com-
pliant with FCC emissions requirements. 3GPP subsequently defined supporting channel
bandwidth of 5, 10, 15, and 20 MHz and necessary signaling to indicate UE should meet
additional FCC requirements, particularly with respect to UE power reduction for 15 and
20 MHz channel bandwidth. Also, all 3GPP base station classes classified by the output
power supported by band 48 were defined and the UE Conformance Test Specs (RAN5)
approved in June 2017.

Technical Objectives for CBRS Alliance
The main objective of the CBRS Alliance was not to reinvent the wheel in any manner but
simply to address technical issues that are not or cannot be addressed effectively or in a
timely manner by existing bodies like WInnForum, 3GPP, and other forums, and to build
technical consensus among CBRS proponents quickly. The objective was to develop con-
tributions in technical reports, recommendations, guidelines, and specifications pertaining
to CBRS agreements and cosigned by many advocates as inputs to various relevant stan-
dard bodies. The technical objectives of the CBRS Alliance were mainly concerned with
the following:

● to develop LTE-specific solutions to meet the challenges involved in CBRS spectrum
sharing challenges, particularly with respect to defining the CBSD LTE-specific measure-
ments and mechanisms in reporting to SAS

● to develop technical enhancements to mitigate incumbent interference
● to address LTE configuration issues primarily in terms of determining a common tim-

ing source for synchronization between CBSDs in the same cluster and across different
clusters (with and without GPS availability)

● to address LTE TDD configuration parameter alignment across different deployments to
minimize guard band requirement and synchronize silence intervals to aid in received
signal strength indicator (RSSI) measurements.

The CBRS Alliance marked a major milestone in December 2017 by publishing the Net-
work and Coexistence Baseline Specifications that will enable deployment and coexistence
of LTE in the 3.5 GHz CBRS band. The networking and coexistence specifications are a criti-
cal foundation to ensure seamless interoperability between CBRS Alliance-certified CBSDs
when operating in CBRS.

2.3 Regulation

2.3.1 European Conference of Postal and Telecommunications
Administrations

From a regulatory perspective for LSA, the European CEPT organization has acted follow-
ing investigations and a corresponding mandate by the European Commission [10–12]. In
this process, CEPT and ETSI have closely collaborated; in particular, ETSI has established a
so-called System Reference Document [3] which is the official vehicle for providing indus-
try agreed requirements to CEPT for further consideration. CEPT has received the ETSI
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inputs and subsequently produced a number of Reports, Recommendations and Decisions
[13–17], and has finally closed the corresponding working groups. From a CEPT perspec-
tive, the work is complete and the actual usage of the LSA band in Europe now depends
on NRAs to enable the usage of spectrum sharing in national territories. Concerning the
evolution of LSA, i.e., eLSA, the regulation framework is currently under development in
Europe. The German Administration, BNetzA, has recently taken the initiative to provide a
regulation proposal for the 3.7–3.8 GHz band [6] that specifically addresses the needs of ver-
tical stakeholders, such as industrial automation, the PMSE industry, etc. It is expected that
the novel framework will serve as an example that is taken up by further administrations
and will finally be available across Europe. Its exact regulation framework is currently still
under debate; it is closely monitored by all involved stakeholders since the allocation of spe-
cific bands to vertical stakeholders will certainly impact the business models of MNOs who
intend to compete in this field with specific tailored services for verticals through network
slices.

2.3.2 Federal Communications Commission

Following an Notice of Inquiry (NOI) and a Notice of Proposed Rulemaking (NPRM), the
FCC formally released the Report and Order (R&O) to the CBRS 3.5 GHz band in April 2015
[4]. The FCC outlined a three-priority access system for sharing the band with incumbents.
It requires protection of incumbent military radar and fixed satellite services.

● Incumbents: These are the current users of the spectrum. They can use the spectrum
that they have been hereto using without any limitations. The main incumbent is the DoD
with naval shipborne radars. Other incumbents include fixed satellite systems, radio loca-
tion services, and terrestrial wireless systems. The incumbents get interference protection
from the lower two tiers.

● Priority access (PA): This is similar to a licensed spectrum that can be won in an auc-
tion. However, PA users have to vacate the spectrum for an incumbent should they need to
use it. PA operations receive protection from GAA operations. PALs, defined as an autho-
rization to use a 10 MHz channel in a single census tract for 3 years, will be assigned in
up to 70 MHz of the 3.55–3.65 GHz portion of the band [4].

● GAA: GAA is allowed throughout the 3.55–3.7 GHz band but gets no interference pro-
tection from other CBRS users (PA and incumbent). It is guaranteed at least 80 MHz of
spectrum.

The deployment of systems is divided into two phases with the first phase using the SAS
to coordinate spectrum access outside the specific zones in which incumbents needs to be
protected. In phase two, the ESC coordinates transmissions inside the exclusion/protection
zones (where incumbents need to be protected). The ESC is expected to be a form of sen-
sor network. The FCC outlined the high-level SAS architecture in the R&O, as shown in
Figure 2.5.

The main functions of the SAS include incumbent protection and protection of PALs from
GAA following a hierarchical approach. Comparing SAS and LSA, the SAS entity can be
interpreted to be the LSA controller counterpart. However, ETSI defined in ETSI TS 103 235
[9] that this entity must be within the MNO network. In SAS, the interference coordination
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Figure 2.5 The FCC’s CBRS architecture.

across multiple networks is expected to require a SAS entity that is at least partly located
outside a specific MNO network domain. The FCC defines three types of devices categories:
Category A with a maximum EIRP of 30 dBm/10 MHz, a slightly higher power Category B
(non-rural) with an EIRP of 40 dBm/10 MHz, and a Category B device with an EIRP of
47 dBm/10 MHz. The emission mask itself is specified as shown in Figure 2.6, where the
out of band emissions are limited to –13 dBm at the adjacent channel and –25 dBm at the
alternate adjacent channel. There is a special requirement of –40 dBm (20 MHz away) at
the two edges of the 3.5 GHz band.

2.3.3 A Comparison: (e)LSA vs CBRS Regulation Framework

From a use and business case perspective, LSA targets a straightforward application of
shared bands to classical MNO services based, for example, on 3GPP LTE technology. CBRS
includes similar possibilities but also allows an extended application to new stakeholder
groups; the underlying system concept is thus more complex but also allows more flex-
ibility. Due to the recent success of CBRS in the USA, ETSI has been evolving the LSA
framework towards eLSA, which addresses the specific needs of vertical industries such as
industrial automation, PMSE, etc. Technically speaking, the LSA system is based on two
tiers—, incumbents and LSA licensees, —which each get exclusive use of the spectrum
while they are using it. Furthermore, the incumbent populates a database indicating when
the LSA licensee can access the spectrum in a given geographic area, a given frequency
band, and a given period of time. The 3.5 GHz spectrum has three tiers with a (modified)
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Figure 2.6 3.5 GHz emission mask.

unlicensed component to it (requiring communication capabilities with the SAS entities for
interference mitigation, etc.) which does not exist in the LSA system. However, the most
notable difference is probably the fact that the DoD will not populate any databases giv-
ing usage information and it has to be entirely determined by sensing. It puts accurate and
reliable sensing technologies at the forefront, unlike LSA, where sensing could be used to
improve network performance but is not essential for accessing the band. The interference
mitigation problem is also enhanced in the 3.5 GHz system for two reasons. First, the size
of a census tract (i.e., the minimum geographic area which can be auctioned/used indepen-
dently for each 10 MHz band) is based on population and not area. As a result, in densely
populated urban areas these census tracts could be as small as a few blocks and greatly
increase the coordination needed for interference mitigation along each of these bound-
aries. Second, GAA users need to be actively managed to prevent interference to PAL users;
something that is not needed in LSA.

2.3.4 Conclusion

In this chapter we have outlined the second generation of spectrum sharing technology
after a previous but commercially unsuccessful initiative in the context of TVWS technol-
ogy. The industry and regulation administrations have indeed learnt from that experience
and developed new regulation rules as well as a technological framework that overcomes
the insufficiencies of TVWS technology, in particular in terms of a clear business model
and service provision with guaranteed QoS. The technological solutions have taken differ-
ent paths in the USA and Europe. Europe initiated the rally with the development of LSA
technology; unlike the US solution, CBRS, LSA is not yet fully deployed and operational
despite the availability of ETSI standards and clear regulation rules. One reason for this is
that the target stakeholder of LSA is still focused on dedicated licensed spectrum. CBRS, on
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the other hand, addresses a broader group of potential addressees and enjoys a wider accep-
tance and proliferation across the USA. ETSI has recently developed LSA further towards
eLSA in order to extend its customer base to vertical industries, such as industrial automa-
tion, PMSE, etc. At the same time, new regulations are under discussion to specifically meet
the demands of such user groups [6]. It is expected that the new framework will finally
trigger a more active usage of spectrum sharing in Europe.

Despite all this progress, spectrum sharing technology is still in its early stages. The cor-
responding roll-out is just beginning in the USA and still pending in Europe, as explained
above. It will be important to observe the acceptance of the new services by the concerned
stakeholder groups and to openly address the insufficiencies that will likely arise. A close
interaction between standards bodies, fora, and regulation administrations will be required
to adapt the sharing framework in accordance with this knowledge. Work remains to be
done, but we are certain that spectrum sharing will see a bright future, not only in the USA
and Europe, but world-wide.
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3

White Spaces and Database-assisted Spectrum Sharing
Andrew Stirling

Larkhill Consultancy, UK

This chapter provides an overview of the evolution of electromagnetic spectrum sharing,
building on the emergence of the cognitive radio (CR) concept, to enable more efficient
access to spectrum without the need for conventional licensing. The key concepts of white
space spectrum and database-assisted spectrum sharing systems will be presented and
discussed.

3.1 Introduction

Across industry sectors, companies are looking to use data to reach new levels of pro-
ductivity and maintain their competitive edge. As a key enabler of the data economy, the
communications industry is focused on provisioning ever-greater network capacity to meet
the growing demand. Spectrum has a vital role in enabling this performance to be delivered
cost effectively and flexibly.

As the worldwide race to deploy 5G continues, there is a desire to deliver more seamless
and higher performance connectivity to user devices which are increasingly tetherless and
mobile. This inevitably leads to increasing integration of wireless with other networking
technologies in the communication infrastructure, with wireless links bridging (and some-
times even replacing) the gap between end-user devices and fiber access points, as well as
directly between end-user devices.

However, the electromagnetic spectrum, which is a fundamental resource for commu-
nications, is still managed in a bureaucratic way, limiting how quickly innovative services
and technologies can be brought to market.

The system is based on issuing licenses (permissions) to users who have been approved
or selected (in the case of competition). It can require considerable investment to acquire
spectrum rights, well before revenues from operating wireless services can start to flow.

Spectrum sharing has traditionally been heavily constrained, with major established
wireless applications (such as TV broadcasting and mobile communications) enjoying
their own dedicated frequencies within internationally agreed frameworks. With an

Spectrum Sharing: The Next Frontier in Wireless Networks, First Edition.
Edited by Constantinos B. Papadias, Tharmalingam Ratnarajah, and Dirk T.M. Slock.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
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increasing number of applications benefiting from the flexibility that wireless connectivity
delivers, dedicated spectrum is gradually giving way to a more open, application-agnostic
approach to spectrum allocation.

The scope for spectrum sharing, and speed of innovation, has been determined by
regulation as much as by technology capability, linked to the need to reach sharing
arrangements which are acceptable to established spectrum users such as broadcasters
and mobile operators.

3.2 Demand for Spectrum Outstrips Supply

Many applications across industry sectors are embracing the freedom that wireless flexibil-
ity provides. Some already have spectrum dedicated to them (including broadcasting and
mobile communications) whilst others are looking for spectrum. In general, even appli-
cations that already have spectrum allocations are seeking more capacity, for example to
support a move to using broadband data streams (including images) from narrow band
data and voice channels that were previously the norm.

Since there is little unassigned spectrum to share between all the potential applications,
it is necessary to make more efficient use of spectrum which already has been allocated and
assigned. This is where dynamic spectrum sharing comes in, building on CR technology
capabilities.

3.2.1 Making Room for New Wireless Technology

Governments have managed national spectrum use and coordinated with each other for
many years. Historically and for simplicity, particular bands were allocated to particular
applications. Services and applications could be grouped in such a way as to make it easier
to determine the technical parameters required for coexistence.

Rapid advances in wireless networking technology and developments in applications
using wireless connectivity, however, have challenged the rigid dedicated allocations of the
past. Now, regulators have come to see that there is greater economic and social value to be
gained by allowing more flexible use of spectrum [1], such that users/licensees can deter-
mine how best to use available capacity. The more successful applications and services are,
the more capacity they should be able to access to meet their growing needs.

To encourage spectrum users to innovate and drive more economic value from their spec-
trum holdings, European regulators introduced the Wireless Access Policy for Electronic
Communications Services (WAPECS) in the 2000s, under which EU national regulators
were expected to award spectrum on a technology and service neutral basis [2].

Under this policy, promoting application and technology neutrality, only the minimum
technical coexistence requirements to prevent harmful interference were to be laid down
in new spectrum regulation.

A key requirement for spectrum efficiency is the emission mask of transmitting devices,
as this determines how much of the transmitted energy leaks into adjacent channels and
therefore how much impact there might be on reception of signals in those adjacent chan-
nels, in frequency and geographic terms.
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Receiver sensitivities are also now of interest because the more effectively receivers can
filter out adjacent received signals, the more efficiently the band can be shared. This is the
reasoning behind the recently introduced European Radio Equipment Directive [3], which
requires receiver devices (such as TVs) to meet more stringent selectivity requirements.
It means that receivers need to be better at rejecting signals in channels neighboring the
ones of interest to them. The better the receiver selectivity, the more tightly services can be
packed together.

Studies on the coexistence of long-term evolution (LTE) with broadcast [and program
making and special events (PMSE1)] in the ultra high frequency (UHF) bands and for TV
white space (TVWS) in the same bands have helped regulators evolve their methods for
determining the coexistence rules that will facilitate more intensive spectrum sharing.
Differences in network density add to the complexity of sharing, alongside differences in
signal modulation, encoding etc. For example, the LTE networks in cleared bands tend to
have more dense deployments of base stations than are used (for transmitters) in the more
sparsely served TV networks. This is because TV network planners can generally use much
higher transmission power and can assume that receivers are more sensitive than, for
example, the mobile device clients that would typically be connected to an LTE network.

At the edge of coverage for a TV transmitter, reception is at risk from nearby LTE base
stations, as, for example, in a crowded restaurant where someone talking on the same table
can disrupt other table occupants’ ability to listen to a more distant speaker.

3.2.2 Unused Spectrum

Although empty bands ready for new applications are scarce, there is a considerable
amount of spectrum that lies unused. This spare capacity is the basis for new forms
of shared access and is vital for enabling the future innovation and growth of wireless
connectivity in general.

Spare capacity arises because licensees generally deploy and operate infrastructure only
in locations where it is commercially viable, or where regulation insists that they do so.

White spaces are geographic regions where a particular band (range of frequencies) is not
used by a recognized/licensed service or application. In the case of bands used for terrestrial
TV broadcasting, this might be a single 8-MHz-wide channel in the UHF bands (IV and V),
which forms the basic unit of assignment for digital terrestrial television broadcasting mul-
tiplexes. The term “white spaces” may also be used to refer to the blocks of frequencies
which are available at any given location. It can additionally have a temporal dimension,
if frequencies are only left unused for a portion of the time. Figure 3.1 shows an imagined
small country with three frequencies in use (A, B, and C) for TV transmission. Shaded cir-
cles indicate the areas of coverage and the remaining white represents white space across
all three frequencies.

There may be a wide frequency range available for opportunistic use (multiple consecu-
tive channels) or it might be that unused channels are scattered across the band in question.

In Europe, because television broadcasting tends to be organized into regional and
national networks, there is a high degree of reuse of broadcast spectrum across the

1 PMSE covers communication links for equipment such as wireless microphones, in-ear monitors etc.
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TV coverage involves the reuse of multiple frequencies – especially for national/regional services.
Transmitters using the same frequency (e.g. A) need to be spaced to avoid overlap. This leaves

white spaces – geographic areas where frequencies are unused e.g. frequency A is unused
outside the (blue) coverage areas.

A

A

B

C

Figure 3.1 An illustration of white space.

continent. This is needed to accommodate the multiplicity of terrestrial stations and results
in fragmented white spaces. Exceptions can be found in rural fringes of the continent, such
as the Western Isles of Scotland, where the prime limit on spectrum use is the commercial
viability of TV broadcast infrastructure rather than the need to leave gaps between
transmitters operating on the same frequency, as happens in more densely populated areas.

The fragmented nature of white spaces has been a deterrent to commercial applications.
Major network operators have preferred the simplicity and lower infrastructure costs that
come with deploying networks in contiguous (licensed) spectrum across large geographic
regions. However, technology for aggregating bands has been developing as radio develop-
ers seek to support ever greater throughput, and now offers the possibility of commercial
use of this “leftover” spectrum.

Spectral fragments are also more complex and costly for regulators to make available for
other users, even if there is a clear demand for the capacity.

3.3 Three-tier Access Model

Access can be modeled as a pyramid, with the highest priority users at the top as the
prime users. Lower priority users can make use of remaining spectrum capacity in the
band provided that they do not cause harmful interference to higher priority users. Lower
priority users cannot seek protection from harmful interference caused by higher priority
users (assuming that higher priority user is operating within the terms of its license) (see
Figure 3.2).

Prime users of the UHF bands include terrestrial broadcasters and, more recently, mobile
operators (co-prime users), who moved into the top of the original broadcast band (700 MHz
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Figure 3.2 Spectrum usage pyramid: primary, secondary, and tertiary.

and above in Europe) from the mid-2000s onwards. The licenses they hold are exclusive and
highly valuable, especially given the favorable coverage that can be achieved cost-effectively
with this range of frequencies. As primary users, they enjoy protection against harmful
interference from other primary users and lower tiers of users.

The rights awarded to secondary and tertiary users are illustrative. Since only the pri-
mary users are recognized in major international spectrum agreements, it is up to national
administrations to manage the use of capacity left over by the prime users.

3.3.1 Secondary Users: Exploiting Gaps left by Primary Users

The spectral fragments left over from primary users (particularly terrestrial TV broadcast-
ers) do not lie completely unused, at least in certain locations. Although TV broadcasting
is internationally recognized as the primary use of the broadcast band (currently
470–790 MHz in the UK and soon to be 470–690 MHz), secondary uses are also permitted.

Secondary applications include wireless microphone links and other links supporting
events, live performances, and studio productions offering performers untethered mobility.
These applications are referred to collectively as PMSE. PMSE applications tend to be most
intense around broadcast studios and major theatres during rehearsal and performances
times.

In many countries, such secondary use for professional applications is license-exempt
and it is uncertain where, how, and when the white spaces are being used. In the UK, this
use is licensed through Ofcom, to whom users pay an administration fee.

Although secondary use is very intensive in major cities around TV studios and theatres,
for example, it can also occur, occasionally, in more remote and rural locations such as golf
courses and outdoor performance stages at certain times of the year.

The number of secondary users is large compared to the number of primary users (broad-
casters), with cost and complexity implications for regulators such as Ofcom, particularly
in providing protection to these users (mainly from each other).

3.3.2 Passive Users: Vulnerable to Transmissions in White Space Frequencies

As well as services and applications which actively use white space spectrum to transmit
signals under a license or through license exemption, there are others whose operations
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assume that usage of white spaces remains below certain thresholds. These passive users
fall into two groups:

● incumbent licensed wireless users who benefit from increased market access (e.g., areas
outside planned/licensed wireless network coverage)

● others who might not need a license, but whose infrastructure is vulnerable to wireless
transmissions.

Incumbent users include broadcasters whose market reach is increased by reception in
areas beyond what was expected when their license was acquired. This might be through
increased sensitivity of receiving installations. For example, an “out-of-area” consumer
might choose to fit a taller, higher gain antenna to receive services from a TV transmitter
that was not intended to serve them. The motivation for this could be to receive a wider
selection of TV channels or different content (regional variations). Out-of-area usage is not
protected by the regulator, so increased spectrum sharing might disrupt reception.

Other types of passive user include cable TV operators, whose infrastructure might have
weaknesses, particularly in the region of customer premises, where cable screening weak-
nesses and poor termination issues might arise. New shared users of spectrum might inter-
fere with services carried over such vulnerable infrastructure. Since the cable operator does
not typically have a wireless license for the spectrum in question, it does not qualify for
regulatory protection from licensed or license-exempt services and applications.

Regulators have looked at offering spectrum usage rights to passive users to enable their
reliance to be recognized and protected. However, this concept has not advanced much
beyond the discussion stage [4].

Meanwhile, passive users contribute to the friction against moving towards more inten-
sive spectrum sharing because of the risk of losing benefits that they enjoy, which lack
regulatory protection.

3.3.3 Opportunistic Spectrum Users

Aside from primary users, who are the concern of international agreements, and secondary
users whose access is usually managed nationally, there are other, opportunistic users. They
form the bottom of the access pyramid (shown in Figure 3.2), having the lowest priority and
lacking any legal protection against other users.

The latest form of opportunistic access in the UHF is through license-exempt TV white
space devices (WSDs). In general, these can make use of approved/validated geolocation
databases to discover which channels are available in a particular location. However, there
is no guarantee of continuity of access to spectrum for these devices. It depends on what
licensed applications are present and the level of protection they are entitled to.

3.4 What is Efficient Use of Spectrum?

Given the growing importance of spectrum to national economies, regulators around the
world have been pondering how to use it more efficiently. Related to this is the question of
how efficiency can be defined and measured.
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Efficiency of use can be defined in different ways, depending on whether you are looking
at it as a user or as a regulator. The former seeks to maximize its own economic benefits,
whilst the regulator needs to take a much broader view (the common good).

Signals are transmitted and received in support of an application which has economic
or social value. Some bands, such as those supporting mobile broadband and mobile voice
services, are intensively used in urban areas and less often in remote rural and marine areas.

Spectrum occupancy does not mean efficient use – the mere presence of a signal is of
no value if there are no receivers capable of receiving it (e.g., if the signal is too weak for
reliable reception) in a given area. For a broadcaster, it may be more cost-effective to have
a transmitter reaching more homes, even if its coverage happens to include areas where
no receivers are present/usable. However, that coverage overspill would not assist the
wider economy if it displaced other applications (such as rural broadband) that could have
exploited the spare spectrum in those areas.

If the transmission (and regulatory protection thereof) can be confined to a more focused
coverage area (ideally a cable/waveguide) between the transmitter and the location of the
intended receiver or receivers, then there is greater scope for other, non-conflicting, appli-
cations to share the spectrum in that location and thereby increase the efficiency of use.

3.4.1 Broadcasters prefer Large Coverage Areas with Lower Spectrum Reuse

Regulatory requirements ensuring the widespread availability of TV services and afford-
ability of access (i.e., low-cost reception equipment) have led public broadcasters to evolve
their distribution platforms around sparse networks of high-tower, high power transmitters.
This network configuration meets coverage requirements in a cost-effective way. Coverage
is easier to achieve when fixed receivers are the target, with simple roof-mounted antennae.

In broadcast services, the size of a coverage cell does not impact the bandwidth that can be
delivered to each user. Since broadcast services are primarily receive-only (i.e., without an
integrated return channel), the ideal distribution platform would use a single transmitter,
visible from everywhere. Ultimately, this is what satellites provide,2 offering far cheaper
national distribution than typical multi-transmitter regional and national terrestrial net-
works [5].

However, if the reception requirements are more complex, then satellite may not be as
good a fit as a terrestrial network. Examples include supporting reception on mobile devices
indoors or dense urban areas, where satellite dishes might be shaded by neighboring build-
ings. Broadcast services may also need to partition their coverage geographically to enable
local content variations, such as for advertising and news.

3.4.2 ISPs Respond to Growing Bandwidth Demand from Subscribers

User bandwidth expectations continue to rise as richer content and more capable personal
devices offer greater value to consumers. Internet service providers (ISPs) need to keep
evolving their infrastructure to accommodate the market expectations on broadband access

2 Some areas will be shaded from view of the satellite by mountains/high hills or buildings, especially at
higher latitudes, assuming that the broadcast satellite is in the usual geostationary orbit.
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speeds. From an ISP’s perspective, smaller cell sizes/coverage areas can enable greater
reuse of spectrum, offering more bandwidth to be shared with end-users, assuming that
high-capacity backhaul, such as optical fiber, is available to feed differentiated content to
each cell base station. For a given spectrum capacity, finer partitioning of the coverage area
(smaller cell sizes) reduces the number of users sharing the capacity of each cell, enabling
greater performance to be delivered to each. This higher density coverage, more suitable
for mobile devices, costs considerably more than the broadcast distribution models, scaling
with the number of users. However, the fixed/mobile operators’ income also scales (from
subscribers paying significant monthly fees).

3.4.3 Protection of Primary Users Defines the Scope for Sharing

Over many decades, across the world, television stations have made use of UHF bands
(between 400 and 900 MHz) for terrestrial broadcasting to provide convenient cost-effective
distribution to viewers’ homes. Early transmissions used very high frequency (VHF) bands
(between 100 and 300 MHz), but this lower frequency range did not have sufficient capacity
to support the increases in picture quality and the introduction of color, alongside increas-
ing station choice.

When TV broadcasting started, there was little other commercial demand for the bands
they were assigned (which had been previously been reserved for military applications).
Broadcast transmitter antennae are often mounted as high as possible, coupled to a
high-power transmitter, e.g., 10–100 kW, to ensure coverage for as many homes as possible.

Service planners, together with regulators, determined what coverage could reasonably
be assumed (and required to be maintained). Since coverage is a trade-off between trans-
mission power output (including transmission antenna gain) and receiver system sensi-
tivity, certain assumptions were made regarding the typical home receiver antenna height
and gain.

Service planning assumptions on coverage in the UK were based on a receiver antenna
with 10-dB gain mounted at a height of 10 m, corresponding to the roof level of a typi-
cal two-story house. In areas where the received TV signal strength is higher than the
established minimum for reliable reception, generally closer to the transmitter, consumers
enjoy extra flexibility in antenna arrangements, such as the ability to use a portable indoor
antenna. This has been assisted by the use of orthogonal frequency division multiplexing
(OFDM) and forward error correction techniques in the digital television transmission stan-
dards, which reduce the criticality of antenna gain and direction.

However, on the fringes of the covered area, where received signal level falls below the
minimum, reception may still be possible, but is not guaranteed, for example:

● areas lying outside the area of intended coverage: this could work if viewers have
increased the sensitivity of their receiver installation compared to the characteristics
assumed by the planners,

● areas lying within the notional area of coverage, but where the received signal is dimin-
ished either by an external obstruction, e.g., a skyscraper, or by internal walls when using
an internal/portable receiver antenna.

Figure 3.3 shows an imagined TV transmitter coverage (darker), with the fringes of cov-
erage in a lighter shade, both external (A) and internal (B).
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Transmitter
location

A is an example location outside
the intended area of coverage

A

B
B is an example location which is inside the
intended area of coverage, but whose ability to
detect the wanted transmissions is impaired e.g.
by adjacent clutter 

Figure 3.3 On the margins of a protected service.

In protecting TV broadcast services, it is the receiver end of the transmission chain where
the vulnerability is found. The lower the minimum threshold signal level assumed by the
regulator, the greater the effective TV coverage will be and the lower the spectrum capacity
available for sharing. Depending on assumptions about the likely separation of TV WSDs
from TV receivers, the transmission power of the sharing device will be constrained to
ensure that when a TV receiver is receiving at or above the minimum wanted TV signal
level, its reception will be unimpaired by any sharing of the band by TV WSDs in the vicinity.

Due to their ubiquity, it is not easy to determine where every TV receiver is located,
nor how close a given WSD might be to the TV’s antenna. Although it can be reasonably
assumed that TV receivers are not present in unpopulated areas, in other areas the regula-
tor uses cautious assumptions on the distance between a WSD and a TV receiver antenna,
as well as the effective gain of the TV antenna.

Fringe areas are places where reception is most vulnerable, if it is possible at all. They are
therefore places that would cause the greatest constraints on spectrum sharing if regulators
choose to protect reception there.

3.5 Tapping Unused Capacity: the Evolution of Spectrum
Sharing

Spectrum sharing requires coordination between the users of a particular band to ensure
that co-habiting applications do not disrupt each other, which we refer to as harmful inter-
ference.

Such coordination might draw on a combination of:

● quasi-static elements, which include assumed features of the coexisting services, such
as the wireless communication technologies on which they are based (e.g., modulation
characteristics, receiver sensitivities, etc.)

● dynamic elements, which could include receiver and transmitter locations, particularly
in mobile/portable applications.
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3.5.1 Traditional Coordination is a Slow and Expensive Process

For licensed applications, frequency coordination is typically a manual process, where
different stakeholders have a chance to input their requirements to the regulators who
lay down and enforce the rules. The rules would often be enshrined in the technical
conditions which are required by the spectrum license. In the first place, it is necessary
for governments to coordinate the use of spectrum with each other. This requirement
is laid down in international treaties, which are administered through the International
Telecommunications Union (ITU). Conferences are held periodically under ITU auspices
to agree any proposed allocation changes such as increasing spectrum for mobile telecom-
munications. The most significant changes need to wait for the 4-yearly World Radio
Conference and, in principle at least, need to be already on the agenda at the preceding
conference. Thus, 8 years can elapse between raising an issue to be addressed and the issue
being resolved. Further time is then needed to implement any agreed change at regional
and national levels.

More detailed arrangements for implementing changes happen at regional conferences
of the ITU. For example, the switchover from analogue terrestrial television to digital terres-
trial television (in the UHF bands) was dealt with at a special ITU Region 1 conference for
national administrations from Europe, the Middle East and Africa. Parallel regional con-
ferences developed the switchover plans for Asia/Pacific and the Americas. In the Region 1
conference, a digital broadcast plan was developed that gave each country around seven to
eight frequencies, but only covered transmitters of around 300 W and above. Finer grained
coordination, involving lower power transmitters, was handled through bilateral discus-
sions between adjacent countries.

It is ultimately the national governments which bear responsibility for making sure that
any licenses they award do not lead to infringement of international agreements and will not
cause any harmful interference to other licensees within their jurisdiction. This is managed
through technical conditions imposed as part of the spectrum licenses.

In the case of license-exemption, the required technical conditions are imposed on equip-
ment which is to be provided in their national market. Once the devices have entered the
market, it is not normally possible to vary the technical conditions until the devices are no
longer in use, which could be a decade or more after their introduction.

Whilst coordination on a national level can be handled more speedily than inter-
national coordination, it can still take days or weeks to respond to a new situation or
requirement.

3.5.2 License-exempt Access as the Default Spectrum Sharing Mechanism

A long-established method of enabling open spectrum sharing has been through license
exemption of certain spectrum bands. License-exempt use is permitted provided that the
equipment meets technical conditions specified by the regulator. This approach is useful for
spectrum sharing as it places the responsibility for meeting technical sharing requirements
on the manufacturer/distributor of end devices (rather than their users). This enables new
wireless technologies to reach a mass market and economies of scale to be realized quickly.
Recent examples include IEEE 802.11ax (Wi-Fi 6) and Bluetooth Low Energy.
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Such blanket power limitations have been characteristic of license-exempt applications,
which have therefore often been referred to as short range.

However, the technical constraints typically imposed on license-exempt access have
severely limited the applications that can be supported, e.g., in terms of the range that
can be provided for wireless communication between devices. The reason for the severity
of technical constraints (particularly on transmission power) is that under conventional
license exemption, regulators have assumed that license-exempt devices might be used
in the worst possible places (i.e., those where adjacent licensed applications are at their
most vulnerable). For example, in city-centers, high housing density tends to reduce the
distance between home Wi-Fi routers and therefore suggests a lower transmission power
limit should apply. In rural settings, on the other hand, higher power could be safely used
and would often be beneficial, but equipment has to conform with national requirements,
which are determined to be safe in urban settings.

The power limitations can be an advantage for applications that only need short range
(such as wireless car door locking or contactless card payments). However, this lack of flex-
ibility has traditionally precluded wide area applications from benefiting from this means
of spectrum sharing. An example would be delivering broadband access to homes and busi-
nesses in rural communities, where license-exempt access might be the only option for a
small local ISP. The power restriction on license-exempt access results in denser infrastruc-
ture deployment being required to cover a given area and thus a higher cost per end user in
areas where affordability is often a critical issue.

3.5.3 DSA offers Lower Friction and more Scalability

With CR, artificial intelligence (AI), and supporting technologies, it has become possible
and necessary to make coordination much more responsive and efficient, serving the needs
of a new generation of wireless applications.

If the spectrum coordination task is moved into the cloud or even down to the end user
device, then access permissions can be granted far more quickly and even fleeting oppor-
tunities to apply the spectrum can be enjoyed.

● Spectrum access can become available opportunistically, on demand, e.g., facilitating
temporary links between devices which might be mobile.

● Technical constraints on use of the spectrum can be varied within a timescale of hours
or even minutes to manage the risk of harmful interference. Local spectrum congestion
and changes in atmospheric conditions might feed into the process for determining the
constraints.

Regulators still need to decide on the rules for coordination, implementing the policies
which have been agreed between governments, e.g., giving one service priority over
another service and the extent to which coverage is permitted to spill over an international
border. The rules would be a framework for the operation of dynamic spectrum access
(DSA), implemented through spectrum databases etc. By decoupling the slow, painstaking
process of traditional rule development from the process of gaining access to spec-
trum, the new DSA technology enables finer grained and more timely adaptation than
regulators/spectrum managers could currently handle.
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3.5.3.1 Early days of DSA
In the late 1990s, an early form of DSA was used in the 5-GHz band, U-NII, to enable
Wi-Fi to have access to frequencies which had been reserved for radar systems. The spec-
trum access was conditional on the license-exempt Wi-Fi devices vacating the specified
band whenever a radar signal was detected. The method to achieve this, based on spectrum
sensing, is called dynamic frequency selection (DFS). Although the intention behind the
introduction of DFS was to improve capacity when the band was not required for radar, it
has not been a great success.

Essentially DFS works as follows. Before using any of the affected 5-GHz channels, a
Wi-Fi access point (AP) must check its availability (i.e., absence of radar signals) for a period
of 60 s. If the channel is found to be available, then the AP may use it but has to check con-
tinuously for radar signals, and vacate the channel within 10 s if any are detected (UK/EU
requirements).

This mechanism works, but because radar is much harder to detect than Wi-Fi emissions,
it is common for APs with DFS to detect radar even when it is not present, defined as a false
positive.

Broadband/Wi-Fi service providers report that there are too many false positives: Wi-Fi
routers equipped with DFS often avoid use of the band even when radar is not present.
This impacts Wi-Fi performance in a way which is hard to explain to end-users. Although
in many cases end-users may not notice an impact, certain latency-sensitive applications,
such as real-time voice and video links, are affected in a noticeable way.

3.5.3.2 CR: Towards Flexible, Adaptive, Ad Hoc Access
Over recent years, technology has evolved to provide license-exempt (or lightly licensed)
access to unused spectrum in a more dynamic and flexible way, supporting regulatory goals
of more efficient and safe sharing of available capacity.

The generic term for such technology is cognitive radio (CR), which has been referred to
under the more recent collective term, DSA. CR/DSA technology enables devices to deter-
mine which frequencies might be available in their location at a time when they need to
create a wireless link.

Although the name suggests that devices could make their own decisions about which
frequencies would be safe to use, this has generally not been allowed by regulators. A CR
device, using in-built sensing capabilities, could have a much more detailed perception of
local spectrum occupancy – in a geographic and temporal sense – than would be possible
using monitoring tools presently available at national administration level. Results of tri-
als by the Federal Communications Commission (FCC) as part of opening up TVWS also
demonstrated that spectrum sensing had sufficient sensitivity to determine which frequen-
cies would be safe to use [6].

To facilitate license-exempt access to TVWS spectrum, technology was developed with the
capability of detecting TV signals over 1000 times (30 dB) weaker than the minimum level
needed for reliable reception. The threshold for reliable reception is just below –80 dBm
for digital terrestrial TV receivers, so this sensing equipment was able to detect broadcast
signal presence at below –110 dBm.

However, concerns remained about the possibility of CR devices being shadowed by local
clutter (see section 3.6.3.1), leading to possible requirements to sense even lower levels than
were being demonstrated by technology developers. Increasing the spectrum sensitivity is
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costly, including in terms of energy usage, and also risks increasing the number of false
positives, where the device wrongly concludes that a channel is occupied. In addition, a
device cannot know how close it is to a potentially vulnerable receiver. Nor can it, by itself,
know whether or not any signals it detects are those of services which are protected by the
regulator in that location.

The FCC’s regulations, issued in 2010, made provision for future introduction of
sensing-only devices, but required their capability to be demonstrated first [7]. Sensing
has been permitted within specified shared bands, such as in the 5-GHz band B (channels
100–140), where DFS is a condition of access to channels.

3.5.4 Spectrum Databases are Preferred by Regulators

Driven largely by broadcaster concerns, regulators have preferred to use a combination of
device geolocation and spectrum databases to ensure that broadcast services are protected
from the new WSDs. The regulator approved database does not depend on the spectrum
sensing capabilities of the WSD or the nature of its location (e.g., hidden in clutter or in
plain view) and provides certainty for both incumbents and new (WSD) spectrum users.
In a similar way, the database protects licensed wireless microphone users in registered
locations.

The regulator requirements vary from band to band and the type of service being per-
mitted access. If a band is licensed, then a licensee may be allowed to deploy technology
(including CR technology) to facilitate spectrum sharing between its users in the band. For
example, a mobile broadband service may be in use by thousands of users at any given time,
all of them sharing the spectrum that has been licensed by the mobile network operator. If,
on the other hand, the band is to be shared with users of services other than those operated
by the licensee(s), then the sharing mechanism needs to provide sufficient reassurance to
incumbents.

Taking the specific case of TVWS, we will elaborate below on how what started as an
autonomous mechanism, based on spectrum sensing, has evolved towards more centrally
managed access using permitted spectrum databases to determine which frequencies are
available in a given location, with defined constraints. This evolution towards centralized
access control was required by regulators to address concerns of the licensed users of the
TV band.

The US and UK approaches to developing the enabling regulation for effective sharing of
the TV band differ in a way that reflects the way that broadcasting and its accompanying reg-
ulation and business models have developed in those countries (and the spectrum admin-
istrative regions they belong to) [8, 9]. In the USA, broadcasting tends to be city-centered,
whereas in the UK (and other parts of Europe), broadcast services are licensed for regions
or entire nations. This means that white spaces tend to be scarcer in US cities than they are
in UK cities (except in the vicinity of studios and theatres where PMSE equipment is used
intensively).

The models used for TV service planning also differ correspondingly, leading to dif-
ferent criteria for protecting the TV services from harmful interference. In Europe, the
coexistence rules were developed by the Electronic Communications Committee, which
is the association of European communication regulators tasked with preparing technical
guidelines for implementing spectrum policy decisions across the region [10, 11].
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3.6 Determining which Frequencies are Available to Share:
Technology

3.6.1 CR: Its Original Sense

CR was a radical step forward, providing a vision for the future of devices which could safely
determine which frequencies would be available in their location [12]. The concept origi-
nally applied to a much broader device awareness of resources, users’ needs etc. However,
the issue of spectrum resources has taken prime place in recent years as existing spectrum
management mechanisms struggle to meet the growing demand for wireless communica-
tion bandwidth.

In the context of spectrum use, CR originally referred to devices making use of spectrum
sensing to detect occupation, but it is now used to refer to a broad range of mechanisms
(including spectrum databases) for DSA, enabling devices to find out which frequencies
are available for their use and under what conditions (principally emission power limit).

3.6.2 DSA is more Pragmatic and Immediately Applicable

DSA is opportunistic access to available spectrum that can be handled directly and quickly
by devices rather than waiting for human-mediated access (license applications etc.). As the
name suggests, DSA is not fixed but can vary with time and place according to the regulatory
priorities given to other entities which may be sharing the band(s) in question.

Three principal techniques have so far been considered by regulators for enabling access
to unused or underused spectrum:

1. spectrum sensing, by which a device could determine whether a signal is present at a
given frequency or not

2. beacons transmitting on agreed frequencies to provide a local information service on
spectrum available to share

3. spectrum database, which is a key part of a spectrum authorization service (SAS).

3.6.3 Spectrum Sensing

Spectrum sensing is key to greater efficiency of spectrum use in the future. It enables much
finer grained access and sharing to be facilitated, with fast adaptation to local conditions.
Such micro-coordination is well beyond the scope of current regulator predictive models,
which take a highly simplified and fairly static view of the world. It is at the core of coordi-
nation between license-exempt devices sharing a band, which often use a protocol referred
to as “listen before talk” to avoid conflicting with one another.

Sensing technology has developed rapidly, with a range of techniques being applied to
determine whether a signal is present and what type of signal it is. Since the signal of a
service to be protected might be present only intermittently, spectrum sensing needs to
be repeated at intervals to ensure that frequency availability is not assumed incorrectly or
indefinitely.

Sensing techniques range from energy detection, where knowing the type of signal or its
application is not important, to signal matching (correlation), where a particular type of
signal can be positively identified (e.g., TV broadcast signals).
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Energy detection, where the received energy in a given band (power spectral density) is
measured and compared with a threshold, is the simplest approach. This method is agnostic
to the application and does not protect any particular type of signal (e.g., TV transmissions).
It means that signals which would not otherwise need protection from a regulatory point
of view are included in the measurement and could therefore prevent other applications
sharing the spectrum.

Energy detection is also vulnerable to uncertainty about noise levels, which can lead to
false positives in which the device concludes incorrectly that the frequency is occupied.
However, the simplicity of the energy detection method has favored its use in cooperative
sensing in which multiple, distributed sensors pool the results of their individual measure-
ments. Eigenvalue detection improves on the detection performance compared with energy
detection, particularly with low signal to noise + interference ratio environments [13].

Cyclostationary feature detection looks at periodicity of signal statistics and is a compro-
mise between the simpler energy detection techniques and full signal matching, where a
particular signal type can be identified, such as digital video broadcasting — terrestrial
(DVB-T), for TV broadcasting.

The more sophisticated techniques enable detection of the target signal type, even below
the prevailing noise and interference level.

Further details on sensing methods can be found in [14].

3.6.3.1 Hidden Nodes: Limiting the Scope/Certainty of Sensing
A device may have very sensitive spectrum sensing capabilities, but these are not guaranteed
to protect other users in the same band by themselves. The issue is that whilst it is possible
to detect transmissions, the vulnerability of a service/application to spectrum sharing lies
at the receiver end. In the case of broadcast services, the receiver is silent and therefore not
intrinsically detectable. Therefore, it is also possible that a device that wants to start shar-
ing could conclude from sensing that a particular frequency is available (e.g., if the device
is shaded due to obstructions on the path between it and the transmitter of a protected ser-
vice), but this may nonetheless cause problems for a protected service receiver which may
be in its vicinity.

3.6.3.2 Overcoming the Hidden Node Problem: a Cooperative Approach
A single sensing device may have its ability to detect a protected service impaired due
to obstructions between the device and the protected signal source, as explained above.
However, if multiple sensing devices cooperate by sharing their data, then it is possible to
mitigate the effect of obstacles. This can translate into sensing gain, in other words the sen-
sitivity of each device may be lower because their results are combined. There has been
considerable research into the “sensing gain” which can be achieved with multiple spec-
trum sensors instead of just a single one [14]. Figure 3.4 illustrates the advantages of a
cooperative approach to spectrum sensing.

There are a few challenges with this approach. In the first instance, the cooperating
devices need to be able to communicate with each other. This is straightforward when
there is a wired/fiber connection between the devices, such as with remote radio heads.
In the absence of a wire, the devices must communicate wirelessly in order to cooperate
so must already know a frequency (or set of frequencies) that they may use legally. This
requires spectrum capacity to be dedicated for administrative purposes, reducing the
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Figure 3.4 Hidden node: solo versus cooperative sensing.

available capacity for application. A similar limitation is faced by operators of beacons (see
section 3.6.4).

The other issue is that regulators find it difficult to decide what allowance could be made
for the use of cooperative sensing as part of a regime to protect an incumbent service. For
example, if it were decided that a single spectrum sensing device would need to be able to
detect signal strengths of –x dBm or lower then what threshold sensing level would apply
in a cooperative sensing application?

It would be logical to accept lower sensitivity, say -y dBm, where y < x, due to the coop-
erative gain. However, regulators have been reluctant to enumerate what “gain” might be
allowed from this advancement of the sensing capability. They would first need to develop
reference scenarios that could be agreed between incumbent user and (new) sharing user
communities alike, with sufficient added capacity bonus for device manufacturers to be
able to justify the extra implementation costs that cooperative mechanisms might bring.

3.6.4 Beacons

Beacons are signals that are broadcast, usually at pre-determined frequencies. Beacon
broadcasts contain lists of frequencies (and possibly other data, such as the allowed power
levels at the listed frequencies). This allows receiving devices to “know” which frequencies
are allowed in that area.

Whilst beacons offer a potential solution to signposting unused spectrum, they have not
found favor with implementors. The key problems include the following:

● The need to pay for a beacon network to be constructed and operated. Multiple beacon
transmitting stations are likely be needed to achieve near-geographically comprehensive
coverage.

● Beacon coverage would not be perfect: in some areas a beacon signal might not be avail-
able, in others a beacon might be detected and its data used outside of the area of its
validity.

● Beacons would require a dedicated frequency or set of frequencies, which would then be
denied to other wireless applications.
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3.6.5 Spectrum Databases used with Device Geolocation

As an alternative to devices sensing spectrum directly to determine which frequencies are
unused, the availability of spectrum in each location can be pre-calculated/determined by
a spectrum administrator and held in a database. These databases can be approved by reg-
ulators and made accessible to end-user devices.

As Figure 3.5 illustrates, the basic sharing protection data (relating to TV broadcast ser-
vices) could be provided or validated by regulators as an input to spectrum database services
(via interface A). The database service may be permitted to “add value” through further pro-
cessing (perhaps for PMSE registrations) before passing the data, on request, to end-user
devices (via interface B).

In order to retrieve the correct frequency availability information, it is necessary for
end-user devices to know where they are, i.e., they need to be able to detect their position
using satellite positioning systems [such as a global positioning system (GPS)] or some
other method. The database will also need to know the type of device and application that
will be using the spectrum to make sure that the frequency and power limit data it supplies
will be compliant with the spectrum coexistence requirements laid down by the regulator.

Use of a spectrum database requires the end-user device to connect to the database
(normally via the Internet). Thus, it can work well in an Internet service provision role,
for example, where Internet connectivity can be assumed. However, the requirement for a
continuous connection is less helpful in remote areas, where there might be no wide-area
network coverage. On the other hand, there is often abundant unused spectrum in such
remote areas, which could still have a valuable role in facilitating local area connectivity.
For example, such unused spectrum could be applied in precision agriculture and smart
fishing to allow local communication networks to be formed. In such “off-grid” cases,
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a combination of cached database and spectrum sensing could be sufficient to meet
regulatory concerns if not compliant with the current regulations as framed.

The clear advantage of databases over autonomous spectrum sensing by single devices is
that it provides certainty for incumbent spectrum users and control to regulators, who can
more quickly diagnose causes of harmful interference and adjust the spectrum database
contents appropriately. Databases also provide more certainty in terms of the capacity
available for users of applications that are facilitated by dynamic sharing techniques. Users
can check likely communications performance by entering the coordinates where they
might want to use their devices and seeing what spectrum capacity is available at that
location, at that time.

Advance retrieval of information from a spectrum database could streamline the process
of ascertaining spectrum availability for particular applications. For example, on a journey
by car or train, the available frequencies might change many times along the route. In this
case, being able to prefetch frequency availability along a planned route might bring some
connection continuity advantages within the time validity of the pre-fetched data.

Figure 3.6 illustrates the issue of spectrum data validity, which is a function of device
position (x, y) (z is not shown) as well as time. The time validity for TVWS data is driven by
PMSE requirements. Broadcast spectrum users are effectively static and therefore easy to
plan around. However, licensed wireless microphone users (PMSE) are less predictable and
stable in their spectrum needs, potentially requiring access at short notice3 and receiving
priority over license-exempt users.

In the case of TV spectrum, it is the secondary applications which are the limiting factor in
time validity for any frequency availability information provided by a geolocation database.

Currently, spectrum databases are populated by calculations based on geographical
factors, mature (simplistic) propagation models, and coexistence parameters specified by
regulators and using algorithms, whose results have been validated. Spectrum databases

time
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channel availability 
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Figure 3.6 Spectrum data validity.

3 One of the main drivers for very short notice PMSE reservations (e.g. with 15 min notice to spectrum
databases) is illegal use of the spectrum, resulting in potential conflict with an event reservation, might not
be detected until just before the event goes live.
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are thus currently stocked with data predicted from a regulatory model, rather than the
real spectrum conditions pertaining at each location.

In the future, spectrum databases would be able to make use of widely distributed
low-cost spectrum sensors, which report back to a cloud-based data hosting platform,
as explored in the European Electrosense project [15]. Sensing could also be performed
by devices which are clients of the database and the results could form the basis for
coordination between secondary devices and between secondary and primary users to
optimize the spectrum sharing potential [16]. The extent of cooperation between primary
and secondary users will depend on how the secondary access is authorized. If the latter
is on an opportunistic basis facilitated by regulators then any coordination with primary
users will be driven entirely by what the regulators require, if anything. If the secondary
access is arranged through commercial agreement (such as sub-licensing) then trust will
be greater and so closer cooperation is more likely to be possible, accompanied by more
detailed and efficient coordination.

Coupling the raw data from distributed sensing with AI tools would allow the calculations
of spectrum database contents to be adapted dynamically to the radio environment and able
to cope with variations in atmospheric conditions, local interference issues, etc.

3.7 Implementing Flexible Spectrum Access

3.7.1 Software-defined Radio Underpins Flexibility

In the early days of radio communications, the transmitter and receiver technology were
limited in their capabilities. Radio equipment needed to be designed around specific bands
so that filters and tuning components etc. could be optimized with reasonable cost and
complexity. Early equipment tended to be bulky and expensive, being largely intended for
professional/expert use and requiring a skilled operator.

Over the decades since its introduction, radio technology has advanced radically, enabling
compact and low-cost implementations that can be integrated into other devices, such as
mobile phones. Mobile phone technology has driven the development of highly sophisti-
cated and compact two-way communications technology, with an increasing proportion of
the functionality being implemented in software and reaching new heights of flexibility.

Instead of radios needing to be designed with fixed band and modulation standards, it
is now possible to use software to provide adaptability over an increasing range of operat-
ing characteristics. This also provides scope for later upgrading, bug-fixing etc., extending
device life in a rapidly changing service world.

The term software defined radio (SDR) has been used to define a new generation of
wireless communication devices in which hardware is a minor part of the device implemen-
tation, with an ever more marginal role. The advantage of this approach is that new com-
munication standards can be implemented flexibly and rapidly, with the ability to upgrade
and patch devices to suit emerging application and location requirements.

Software can also enable more effective sharing of spectrum by allowing radio systems to
coordinate with each other and adapt their behavior as market requirements evolve.
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3.7.2 Regulation Needs to Adapt to the New Flexibility in Radio Devices

Device radio characteristics used to remain largely constant through their lifetime, resulting
from their design and verified after production. For such “fixed” devices, the key character-
istics can be verified through testing (e.g. during type approval) and can then be assumed
for calculating coexistence criteria when sharing spectrum with other applications.

However, with software taking over an increasing share of device functionality, leading
ultimately to SDRs, it has become possible to change the device behavior when the device is
in the field and therefore subvert the regulator’s requirements. The regulator can lay down
ranges within which the key parameters should be set, but the device manufacturer would
need to provide security measures to ensure that only regulator approved updates would be
possible. Such measures might also raise competition issues by restricting the software that
an end-user might wish to buy from other parties.

3.8 Foundations for More Flexible Access in the Future

3.8.1 Finer-grained Spectrum Access Management

Whereas regulators have traditionally followed a “manual” licensing process, whose
complexity and duration varies with the value of the spectrum and degree of exclusiv-
ity required, cognitive access can be automated and very rapid. It can also be much
finer-grained (in geographic terms) than is practical with the tools and techniques cur-
rently in use for licensing spectrum. This broadens the base of potential applications and
ensures that spectrum can be used more fully. Applications for this flexibility include rural
broadband and extension of mobile coverage [17].

The automation of access, using a combination of sensing and database technologies
together with AI techniques, could be very helpful for supporting near-instantaneous spec-
trum allowance for ad hoc, mobile access requirements, such as might be needed for Inter-
net of Things (IoT) applications.

Technical operating parameters, such as power limits, could be varied dynamically, for
example to manage interference and offer emergency services priority.

Connectivity could be provided on demand, as and where needed. Imagine a fire crew
fighting a major forest fire: there may be multiple vehicles at the scene and the crew mem-
bers need to be able to stay in touch with each other. There might not be any networks
(commercial or even public service) covering that area. Even if there is an emergency ser-
vices network in place, it may be restricted to voice or narrowband data.

If a sufficiently wide band or collection of bands were available to access opportunistically,
then the fire-fighting units could establish a network covering the area of operations (e.g.,
using mesh technology). An example of such a network was demonstrated by the Dutch
Fire Service based on peer-to-peer and mesh networking techniques, using license-exempt
spectrum [18].

3.8.2 More Flexible License Exemption

To improve the flexibility of license exemption it is necessary for regulators to know more
about where and how license-exempt devices will be used and be able to track this over
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time for a potentially large, widely distributed, device population (such as in consumer
applications). Conventional regulatory approaches, such as used for spectrum licensing,
could not easily support this. The task would require significant data gathering and pro-
cessing abilities, more like those of a large network operator than a rule-setting public body.

With the arrival of the Internet and particularly the IoT, such information as device
location and other key properties can be readily harvested at consumer market scale and in
much greater detail than was possible before. By enabling end-user devices to gather and
communicate key parameters about spectrum occupancy, it becomes possible to manage
interference better between adjacent users sharing the same frequency range and thus
achieve greater efficiency.

The emerging ability to source such richly detailed data about spectrum usage fortu-
nately coincides with the growing power of highly scalable cloud-based data hosting and
processing platforms where AI tools could be deployed. AI could be harnessed to identify
significant features from the potentially vast streams of data that comprise a live national or
even international frequency occupation map. The results could be used to drive spectrum
database updates, so that application demands can be met to the greatest extent possible at
a given time in any location covered by the database.

The need for more rapid access to additional spectrum capacity, coupled with the slow
pace of clearing older technologies out of the spectrum, has led even licensed operators
to start factoring license-exempt bands into their network upgrade plans. Regulators
have simply not been able to liberate spectrum quickly enough from older technolo-
gies/applications to meet market demands so the importance of license-exempt access has
grown rapidly, particularly at the dense end of the network densification scale, represented
by the millions of home network (Wi-Fi) APs using license exemption in the 2.4- and
5-GHz bands.

Chapter 19 looks in more detail at the potential for more sophisticated and efficient meth-
ods of sharing in the coming years.

3.8.2.1 Towards a UHF Spectrum Commons or Superhighway
Since the early 2000s there has been a progressive reduction in the span of UHF frequen-
cies used for terrestrial television broadcasting. This has been in response to the growing
demand for mobile data capacity. Since TVWS arises largely from the interleaved nature
of TV coverage, rolling back spectrum used for broadcasting inevitably reduces the TVWS
capacity too. However, the process of clearing out terrestrial broadcasting is politically sen-
sitive and expensive, so we can expect TVWS capacity to remain significant for many years
to come. When the point is reached where broadcasting no longer uses the UHF bands,
it may be necessary to reserve part of these bands for opportunistic, flexible, shared use.
If a sufficient capacity were reserved in this way, it could serve the needs of a wide range
of applications, including rural broadband and IoT applications such as remote imaging
and PMSE. Such a spectrum common (or superhighway, as some have termed it [19]) would
also leave space for applications that are still to emerge, much as the Wi-Fi bands have been
doing over the last couple of decades. The difference with UHF is that the applications using
such spectrum commons could enjoy a much wider reach than is possible with the 2.4-GHz
band for a given transmission power limit.

Providing the capacity and coverage continuity that wireless application users will
expect in the future will require flexible access to a diverse range of frequencies, with
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lower frequencies providing reach and higher frequencies providing capacity uplift. With
many different applications and their users competing for access there is scope for future
advances in dynamic sharing to help make the best possible use of available spectrum.
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Evolving Spectrum Sharing Methods, Standards and Trials:
TVWS, CBRS, MulteFire and More
Dani Anderson , K.A. Shruthi , David Crawford , and Robert W. Stewart
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4.1 Introduction

As discussed throughout this book, there are a number of techniques and technologies
that can be used to deploy spectrum sharing. Although these implementations continue
to evolve and improve, and are expected to contribute eventually to the operation of
fifth-generation (5G) networks and beyond, the concept has been discussed for a number
of years.

The University of Strathclyde’s Centre for White Space Communications (CWSC)
has been involved in the development of spectrum sharing through numerous projects,
testbeds, and trials since 2011.

This chapter explores the evolution of the shared spectrum, including developing and
emerging technologies, across multiple different operating frequency bands. Beginning
with TV white space, as discussed in Chapter 3, details of several UK-based TVWS projects
and trials, completed by the CWSC and various partners, will provide tangible examples of
shared spectrum implementation.

Following the discussion on practical shared spectrum implementation, the remainder
of the chapter will survey emerging technologies across licensed and unlicensed spectrum
bands. This includes the US Citizens Broadband Radio Service (CBRS), long-term evolution
(LTE) in unlicensed spectrum (LTE-U), LTE wireless local access network (WLAN) aggre-
gation (LWA), LTE-WLAN integration with Internet protocol (IP) security tunnel (LWIP),
licensed assisted access (LAA), and MulteFire.

4.2 TV White Space

4.2.1 Overview

Terrestrial, or broadcast, television transmissions have undergone a number of develop-
ments since their establishment. Most recently this has been the use of digital encoding to
greatly improve spectral efficiency.

Spectrum Sharing: The Next Frontier in Wireless Networks, First Edition.
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Using these techniques, multiple transmissions can occur within the same bandwidth of
one analogue channel. These developments also allow for high-definition quality images
and additional services such as multimedia, leading to a global digital television transition,
also referred to as the digital switchover.

The majority of these digital television (DTV) transmissions occur within the ultrahigh
frequency (UHF) band. Because of the increase in spectral efficiency, adoption of digital
transmission will lead to reduced utilization of the spectrum. In addition, developments in
digital signal processing (DSP) techniques, specifically in frequency shaping filters, greatly
reduces the probability of causing interference to local operations in nearby spectrum.

Frequency bands that are not being used for services provided by licensed TV spectrum
holders are known as white spaces. Such unoccupied spectrum slots could be licensed but
geographically unused, or be assigned as guard bands for technology implementations. In
areas with lower spectrum utilization, these TV band white spaces, collectively referred
to as TV white space (TVWS), could be used for additional licensed-exempt connectivity
services.

National and international regulatory bodies have developed a number of regulations to
facilitate shared access to these vacant frequency bands. These regulations are designed to
protect the transmissions of spectrum license holders, referred to as primary or incumbent
users, from interference caused by licensed-exempt, or secondary, spectrum users. This “pri-
mary vs. secondary” categorization has dominated the spectrum sharing literature since the
early days of TVWS and cognitive radio, and has only started being enriched recently with
the emergence of other types of players [such as the three tiers of users defined in CBRS
(see below) or the licensee users who enjoy quality of service (QoS) guarantees under the
licensed shared access (LSA) paradigm (see Chapter 6)].

As the available TVWS varies geographically, the allocation of frequency bands to sec-
ondary users must also be dynamic. There are a number of techniques that could potentially
be used to carry out this process, including the use of cognitive radios to perform spectrum
sensing.

The most commonly implemented method involves a centralized database of primary
users and their operating parameters. White space devices (WSDs) looking to access the
spectrum for license-exempt transmission must coordinate with a regulator-approved white
space database (WSDB) using the protocol to access white space (PAWS). This standard,
developed by the Internet Engineering Task Force (IETF), defines the message format for
all communication between the WSD and the WSDB [1].

On receiving a WSD request, the WSDB will calculate which transmission channels
can be used and the accompanying transmit power restrictions for each. These operating
parameters minimize the potential for interference to the incumbent users and allow
for location-specific allocation of vacant channels to the secondary users. This process
is generally referred to as dynamic spectrum allocation (DSA) through a geolocation
database.

There are a number of TVWS spectrum databases, from a variety of providers, currently
serving networks across the world. While the exact method required for calculating oper-
ating parameters varies according to the rules of the local spectrum regulator, the general
process involves combining the supplied WSD details with known information on the spec-
trum license holders operating in the requested location.
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In addition to complying with local regulator conditions, each WSDB should be
product-agnostic to the requesting WSD. This means that the process of supplying the
response should not differ among requesting hardware platforms or air interface used by
the WSD (this is discussed further in section 4.2.2).

The CWSC at the University of Strathclyde has worked with many such technology
providers, delivering shared spectrum projects across Scotland for a number of years. The
implemented networks cover a range of different applications in both rural and urban
environments, and were part of developing initial TVWS regulations for the UK. More
information on the installations in Glasgow, on the Isle of Bute, and in the Orkney Islands
can be found in section 4.2.3.

4.2.2 Operating Standards

The two most common standards implemented for TVWS device air interface were
developed by the Institute of Electronic and Electrical Engineers (IEEE) and are described
below. Both support methods of spectrum sharing through implementations of geolocation
database requests and cognitive sensing techniques.

IEEE 802.22
The IEEE 802.22 standard was published in 2011, and defines media access control (MAC)
and physical (PHY) layer specifications for wireless regional area (WRAN) network oper-
ation in the frequency range of 56–806 MHz. The intended topology is cellular point to
multi-point (P2MP), with a single base station (BS) connected to multiple customer premise
equipment (CPE) units within an operating cell.

As a WRAN, the maximum achievable coverage area is relatively large compared to a
WLAN standard, such as those in the 802.11 family, even though they are intended for use
in similar applications. For 802.22 implementation typical distances between BS and CPE
are in the range of 17–33 km, but up to 100 km is supported [2], while a WLAN is better
optimized for distances of up to 1 km, as discussed later.

The MAC and PHY layer were both designed to fully accommodate spectrum sharing.
The standard adopts an orthogonal frequency division multiple access (OFDMA) transport
scheme using time-division duplexing (TDD), enabling the fast channel adaptation needed
for operation in shared spectrum, and supports quadrature phase shift keying (QPSK),
16 quadrature amplitude modulation (QAM) or 64-QAM modulation schemes. Bandwidths
of 6, 7 or 8 MHz can be implemented. Contiguous channel bonding is supported to improve
achievable bandwidth and performance, similar to the carrier aggregation techniques used
in LTE systems [3]. With channel bonding the combined system must be in spectrally
adjacent channels, while carrier aggregation allows for use of non-contiguous spectrum,
potentially in different operating bands to form larger bandwidths [4].

The BS and CPE are capable of performing cognitive sensing both in-band, i.e., in the
current channel being used by the device, and out-band, i.e., in the remaining channels.
These processes occur during transmission breaks and determine local incumbent
information that is then fed back to the BS. While this could impact the achievable
QoS, techniques such as dynamic frequency hopping (DFH) can be used to mitigate
this [5].
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Two methods of spectrum sensing are implemented. Fast, or blind, sensing typically
involves an energy detection method not particular to any signal properties [6]. The
outcome of fast sensing is used to determine if further information is required. In that
case, fine, also referred to as feature or signal-specific, sensing is used, which leads to a
higher success rate in determining channel occupation but is slower and requires use of
prior information [2].

Each CPE will feedback its sensing data to the BS, which will combine it with data from
the geolocation database to determine spectrum information for the whole network and
adjust operating channels accordingly. To ensure incumbent protection the BS cannot con-
tinually broadcast pilot signals. Unused channels are initially identified by the database
then used to transmit superframes, which are defined structures containing a superframe
control header (SCH) and potentially multiple data frames. At initialization stage, the CPE
must first determine any channel occupancy through sensing before scanning the vacant
frequencies for superframes and the information contained within the SCH regarding estab-
lishing connection to the BS.

IEEE 802.11af
The IEEE802.11 family of standards defines the implementation of WLAN. The operations
for the use of TVWS frequencies are detailed in IEEE802.11af, which defines an updated
PHY layer and the necessary MAC modifications required to accommodate this.

The implemented television very high throughput (TVHT) PHY layer is OFDM based,
and supports multiple modulation schemes from binary phase shift keying (BPSK) up to
256-QAM [3]. It is extremely similar to the 802.11ac implementation, down-clocked to sup-
port channel bandwidths of 6, 7 or 8 MHz in accommodation with local regulations. This
design was intentional, as it would aid manufacturers of chipsets in the adaptation of their
existing products [2].

Unlike IEEE 802.22, which use a cell-based architecture, IEEE 802.11af networks com-
prise multiple stations (STAs), or nodes, typically arranged in an infrastructure deployment.
The 802.11af nodes are categorized as either access points (APs), which bridge connection
to a wired network that is typically internet enabled, or clients, which are devices seeking
access to the wired connection. Each AP might be connected to multiple client nodes, col-
lectively referred to as its basic service set (BSS), and is responsible for routing traffic to each
of them [2].

The standard allows for up to four spatial streams and simultaneous operation in up to
four TVWS channels for connection between a client and an AP, which can be completed
in multiple different ways [4]. Devices can choose to operate in a single channel, TVHT_W ,
or in two non-adjacent channels, TVHT_W+W . Alternatively, bonding can be applied to
two or four adjacent channels, TVHT_2W and TVHT_4W , respectively, to form a single
contiguous channel [4]. Finally, a device can use two non-contiguous pairs of bonded chan-
nels, TVHT_2W+2W . Overall, the standard allows for up to 35.6 Mbps per spatial stream
per 8 MHz channel. Therefore, with four bonded channels and four spatial streams, the
maximum peak data rate is 568.9 Mbps [2].

MAC layer functionality is based on carrier sense multiple access with collision avoid-
ance (CSMA/CA), as is common among 802.11 standards. When a device wants to transmit,
it will first listen to the desired operating channel for a set time. If there is contention, the
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device will wait a random amount of time before trying again. If the channel is available,
transmission will begin on pre-determined slot boundaries. When a device is transmitting,
it cannot simultaneously listen for others. If two devices end up operating in the same chan-
nel, a collision will occur and the resulting interference will likely cause reception of the
signals to fail [2].

Transmission slot boundaries and time spent listening to channels is dependent on a
number of factors. One of these is the propagation delay of the signal; the time taken for
a transmission to reach the defined furthest away receiver. For IEEE802.11af the default
propagation time allows for a maximum distance of roughly 900 m, giving an AP BSS operat-
ing range of 450 m. This propagation delay, combined with the CSMA/CA based scheduler,
exacerbates the well-known issue referred to as the hidden node problem [2].

IEEE 802.11af doesn’t specify any support for spectrum sensing-based feedback, and
relies solely on information from the WSDB in order to enable shared spectrum. Any
network STA transmitting in TVWS is described as a geolocation database dependent
(GDD) entity, and must have its operation coordinated through a WSDB.

Client nodes are referred to as GDD-dependent stations, as their operation is completely
controlled and reliant on their serving AP to allocate appropriate operating parameters for
incumbent protection. An AP, referred to as a GDD-enabling STA, will consult a WSDB for
every node within its BSS and has the authority to control operation of any client under its
service [2].

4.2.3 Overview of TVWS Trials and Projects

Isle of Bute
In 2011 a TVWS trial network was established on the Isle of Bute, in the West of Scotland,
by a six-partner consortium including BT, BBC R&D, and the University of Strathclyde.
This 18-month project investigated various aspects of early TVWS implementation, with the
intention of aiding and informing Ofcom’s decisions in the development of UK regulations.

The project aimed to assess the overall technology performance as an alternative
to copper-based infrastructure. It was also important to assess the impact of TVWS
transmissions on the DTV reception in the network vicinity. This assessment included
measurements of co-channel and adjacent-channel interference, as well as a validation
of the UK Prediction Model (UKPM) before future use in the calculations performed by
TVWS geolocation databases.

Eight trialist premises were connected to the local telephone exchange in a P2MP archi-
tecture using custom devices operating in the TV band, 470–790 MHz. One system was
based on 802.11 Wi-Fi and another on the IEEE 802.16e Worldwide Interoperability for
Microwave Access (WiMAX) standard, since formal TVWS standards, such as those dis-
cussed in section 4.2.2, had not been ratified at the time. A high-capacity microwave link
was established as a backhaul connection from the island’s exchange to BT’s infrastructure
on the Scottish mainland.

Following network deployment, in-field measurements were performed to ensure pro-
tection of DTV services. No co-channel or adjacent-channel interference was recorded, and
no disruption was reported by trialists. At the time of the trial, the digital TV switchover
had not been completed so non-interfering operating parameters were defined by project
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partner BBC R&D, accounting for terrain information, details on nearby DTV transmit-
ters, and measurements taken around the island. In addition, received power levels were
found to be in alignment with predictions obtained using the UKPM. These tests indicated
that, even at this early development stage, TVWS technology with shared spectrum was a
candidate solution for the provision of rural connectivity.

Glasgow
After the completion of the Bute trial, the analogue-to-digital TV switchover was completed
in the UK. During the same period, Ofcom published two calls for consultation as prepara-
tion for the introduction of TVWS regulations and licensed the installation and operation
of 11 trial networks.

These trials were established to test the proposed frameworks, gauge stakeholder interest,
and validate the use of WSDB for spectrum access as part of in-field deployments. One of
the established networks was in Glasgow, on the University of Strathclyde campus, which
served as an urban technology testbed and demonstrator. One of the key objectives of the
project was to assess the implementation and compliance of WSD and WSDB with the
Ofcom framework, and to identify areas of improvement.

The installed network was designed to function either as a P2MP topology or a collec-
tion of individual point-to-point (P2P) links. Four client stations were installed at locations
around the campus: three on top of nearby university buildings and one in a communal gar-
den area. Each unit connected over TVWS to a single base station unit installed on the roof
of a central building, which had a wired connection to the university network to provide
client connectivity.

Distances covered by the TVWS links ranged from 150 to 400 m with varying line-of-sight
(LoS) conditions. Some client sites also had to contend with additional interference from
nearby vehicular traffic.

The network was established for two urban use cases: to provide backhaul for a public
external Wi-Fi AP in the communal garden, and to support real-time video-streaming from
IP cameras installed at each of the client locations. This application dictated the minimum
QoS provided by the network.

A combination of antenna configurations were used in the network, as requirements dif-
fered for each installation. Implemented antenna heights were varied to ensure that the
received signal strength was sufficient to maintain the throughput and latency required.
These parameters were verified through simulation of the P2P links prior to installation.

Following completion of the network Ofcom performed several measurements to assess
the coexistence of TVWS traffic and the incumbent transmissions under their outlined
framework. Ofcom’s results from this and other pilot projects can be found in [7].

This project helped validate the operation of TVWS and shared spectrum in an urban
environment. As with the Bute trial, devices operating in TV spectrum were able to coexist
with neighboring DTV transmissions. However, unlike on Bute, device operating parame-
ters were determined dynamically by a WSDB.

Orkney Islands
In 2015, the CWSC and a number of project partners, including BAE Systems, the Scottish
Futures Trust, and CloudNet IT Solutions, began the development of a trial network in the
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Orkney Islands. The project, funded by the Scottish Government, looked to build on existing
installations to create a rural TVWS testbed, and validate the use of TVWS and spectrum
sharing techniques in deep rural locations.

As a remote archipelago, providing connectivity in Orkney is geographically challenging.
This is exacerbated by the mountainous terrain, significant coverage area size, and long
distance to the Scottish mainland, which all impact the installation of backhaul networks.

The project aimed to demonstrate the commercial viability, reliability, and overall perfor-
mance of TVWS and shared spectrum as a backhaul for two applications, described below,
and to assess if similar solutions could be used to support the Government’s connectivity
initiatives.

TVWS was used to provide broadband connectivity to passengers and crew on three fer-
ries during voyages between islands. The same network installation was also used to simul-
taneously provide connectivity to six fixed premises, located in rural locations around the
Orkney mainland.

The installed topology can be seen in Figure 4.1. The main network node was located at
Wideford Hill, near the ferry port at Kirkwall harbor. This multi-use tower was equipped
with two TVWS base station units with multiple microwave radios connecting via P2P links
to other network sites and the island’s point of presence (PoP) at Ayre of Cara. Every WSD
in the network was connected to an Ofcom approved WSDB, provided by Fairspectrum Oy.

In addition to routing the entire backhaul for the network, the TVWS radios at Wideford
also provided connectivity directly to three of the fixed premises and over the routes of the
three ferries.

Four other TVWS base station sites were established at various locations around the
islands. Two of these, at Sanday and Westray Pier, were used to provide additional coverage
over the ferry routes, providing connectivity at distances of up to 19 miles. The remaining
two sites, at Sandy Hill and Power Station, were used to supply broadband access to three
additional fixed premises. Each site was established with both TVWS and microwave radios,
for coverage and additional backhaul, respectively.

Each of the ferries was provided with a client unit, connected to a Wi-Fi AP in the pas-
senger lounge. A TVWS radio and omnidirectional antenna were pole-mounted externally
with a power over Ethernet (POE) connection to a network switch below deck. A similar
configuration was used at each of the fixed premise sites, except since location and orien-
tation are constant, directional antennas could be used to facilitate larger antenna gains.
Unlike the generations of radio equipment devices used in previous projects, the TVWS
units employed in this project were able to make use of techniques such as channel bonding
to increase achievable data rates.

Following installation, information from the three Wi-Fi APs on board the ferries was
used to assess demand for the services. Over a 1-month period, over 1000 unique clients
were recorded on the network, with an average of 70–80 devices connected per day.

A survey of connected residents was carried out to determine the main applications. In
addition to personal and recreational usage, residents took advantage of the internet con-
nectivity to create new online businesses and increase their working efficiency through
improved access to services. PoP provider Faroese Telecom was also able to use the increased
bandwidth from the TVWS network to improve the radar monitoring application for its
subsea fibre link.
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Figure 4.1 Network diagram for the Orkney nomadic TVWS installation. The PoP for the island is
located at the Ayre of Cara location.

This project demonstrates the technical and commercial viability of TVWS and shared
spectrum to enhance broadband coverage in remote rural locations, and to provide connec-
tivity to non-stationary clients in addition to rural premises.

4.3 Emerging Shared Spectrum Technologies

4.3.1 Introduction

There have been a number of standards released in recent years that either support
or directly enable use of shared spectrum. Technology standards, typically based on
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or contributing to existing frameworks developed by the 3rd Generation Partnership
Project (3GPP), have defined hardware and software operational requirements. These
include systems such as Multefire, LTE-U/LAA, and LWA/LWIP. These technologies cover
operations in both licensed and unlicensed spectrum.

Other standards, such as the CBRS, define regulations for the allocation of operating
channels within shared frequency bands. CBRS targets the 3.5-GHz band, in the frequency
range 3.55–3.76 GHz, and is described below.

4.3.2 CBRS

Creation of the CBRS standard was proposed initially in 2012 by the Federal Commu-
nication Commission (FCC) in the USA as a potential enabler for the deployment of
shared spectrum and small cell networks. Rules were outlined initially in April 2014
before being formally adopted in 2015 [8]. CBRS uses a multi-tiered authorization frame-
work for frequency allocation, where three levels of priority for spectrum access are
defined.

The users in the highest tier, those with incumbent access, are protected from any interfer-
ence caused by those with lower level access. In CBRS, this authorization is given to federal
government transmissions and fixed satellite services.

A user (operator) with priority access will receive a license, referred to as a priority access
license (PAL). Following a to-be-completed bidding process, a PAL will be allocated to par-
ticipating operators for a portion of spectrum, which is valid for a defined licensing period.
The PAL allows for protected operation within a specific geographic area, referred to as the
PAL protection area (PPA). There is no guarantee of access to specific operating frequencies
following the expiry of this license agreement.

The lowest spectrum access tier defined in CBRS is general authorised access (GAA). GAA
users can operate in any portion of the 3.55–3.7-GHz band that has not been assigned to the
higher tier users, but must obey specifically calculated operating parameters and receive no
interference protection or QoS guarantees.

Initial CBRS regulations defined the PPA for a PAL as the size of a census tract, which
include on average 4000 people, of which the USA has around 74 000. The use of Census
tracts as PPA boundaries is beneficial to local Internet service providers (ISPs) since the
reduced coverage area leads to lower capital- and operating expenditure (CAPEX and
OPEX).

Following discussions with various stakeholders, on 23 October 2018 FCC modified
the rules and settled for an intermediary solution which looked to benefit both local and
national ISPs. Specifically, the license duration of PALs was extended to 10 years, from 3,
and the size of a PPA was changed from census tract to that of a county area [9]. The FCC
felt that dynamically managing spectrum in 3242 counties was a more practical option
than the significantly larger number of census tracts.

Local ISPs believe that the increase in size of PPAs, and associated financial investment,
could lead to reduced competition, resulting in slower rural and industrial deployments.
However, the increase in PAL duration and probability of license renewal following expiry,
rather than a new PAL auction, is consider to benefit local ISPs.
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Operation and System Architecture
The functional architecture of the CBRS is shown in Figure 4.2. The allocation of PAL and
the management of opportunistic spectrum users is carried out by a spectrum access sys-
tem (SAS). The SAS accounts for information received from an FCC database of currently
valid PALs, the incumbent informer, the environmental sensing capability (ESC) entity, and
details on local terrain, among other parameters, to calculate operating conditions for a
requesting Citizens Broadband Radio Service Device (CBSD).

All CBSDs must be certified and registered with a SAS before being authorized for oper-
ation in the spectrum band [10]. A SAS will store information from all registered users,
including device license and certification details [11]. Although this process is similar to
that used by a TVWS geolocation database, the exact procedure for the request and alloca-
tion of channels has not been fully standardized yet. In addition to protocols for commu-
nication between SAS and CBSD, there is also a protocol for SAS-to-SAS communication
which enables exchange of spectrum usage data to further manage interference.

The ESC uses cognitive spectrum sensing to detect the presence of incumbents and PAL
holders within the serving PPA, and communicate this information to a SAS [12] (see also
Chapter 6, in particular the sensing reasoning module and dedicated sensing networks
proposed for LSA in Figure 6.5). The SAS then ensures that appropriate protection is estab-
lished, including sending requests to CBSDs to vacate operating channels. The ESC provides
the SAS with information on the frequencies that require the highest level of protection.

Additional sensing information from these entities is fed back to the SAS to be accounted
for as part of the CBSD frequency allocation. Information on the frequency bands allocated
to secondary users is stored in the incumbent informer, and is used to monitor the net-
work utilization and authenticate users. Even though the SAS receives information from
the FCC database, for security reasons it does not include sensitive details on incumbent
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transmissions. Therefore, the ESC and incumbent informer are required to ensure the accu-
racy of incumbent information.

As a technology designed to enhance and enable small cell deployments, the expected
use cases will be for private LTE networks. These could be for providing enterprise solu-
tions, enabling last mile connectivity via fixed wireless applications, or as supplementary
networks targeting coverage “not-spots”. Development of the CBRS also enables the net-
work as a service (NaaS) provision paradigm as an alternative to fixed service traditional
licensed network models.

Practical implementations of CBRS-based systems will require connection to wider net-
works, including those of major mobile network operators (MNO). This interoperability
will most likely be handled through use of neutral host networks (NHN). A neutral host
architecture comprises a single network infrastructure shared on an open access basis with
collaborating MNOs. Deployments of this style are used to consolidate user traffic, bridge
connection to larger service providers, and resolve capacity issues inside large venues or
other busy locations [13].

Some of the expected benefits of implementing the CBRS in network deployments are:

1. Improved interference management for provision of indoor coverage, leading to higher
capacity and better throughout.

2. Simplification of the process of coordinating multiple wireless access points.
3. Reduced cost in the deployment of radio access networks (RAN) through use of NHN.

(A RAN describes the parts of a telecommunications system that enables connection
between individual devices and the service provider’s core network [13]).

4. Significant reduction in the financial constraint associated with access to spectrum,
compared to the costs of a traditional spectrum license.

As we move towards full development, commercialization and implementation of CBRS,
there are a number of challenges to be addressed:

1. Uncertainty in the overall demand for the technology.
2. Lack of practical coexistence management system for operators within the same access

tier, particularly among GAA users.
3. Deployments making use of PAL and GAA have yet to produce fully proven and devel-

oped business models that take advantage of the implementation of CBRS.
4. Uncertainty on the impact that spectrum sharing and NHN will have on competition

between service providers.

The CBRS Alliance and Early Technology Trials
There have been a number of trials and research deployments of CBRS systems and tech-
nologies. The majority of these have taken place in the USA and have involved members of
the CBRS Alliance, which was established in August 2016 [14].

This industry organization began with a small number of charter members, including
Google, Intel, Ericsson, Nokia, Qualcomm, Ruckus Wireless, and Federated Wireless.
Since then, the institution has grown to include more than 100 member organizations [14],
who together support the common interest of developing the CBRS ecosystem towards the
commercialization and adoption of the technology.
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The consortium has adopted the OnGo name as their consumer-facing brand of LTE
using CBRS [15], and have outlined a set of specifications, certifications, and standards
for compliant products. Five working groups have been formed, each focusing on a sepa-
rate aspect of development [14]. The most recently established deployment and operations
group focuses on implementing models for deployment and operational best practices [14].

Verizon, the second largest American wireless service provider, has a long history of
engaging in CBRS trials. Throughout 2018 end-to-end system tests were completed at
their test facility in Irving, Texas [16, 17] and as part of a live network in Fort Lauderdale,
Florida [18]. The main research outcomes for these trials were:

1. Validate the interoperability between equipment vendors.
2. Evaluate the performance and data throughput of LTE.
3. Assess the customer experience.
4. Test the mobility handoffs.
5. Verify the algorithms used by the SAS for channel allocation provide optimal results

[17, 18].

Both of these tests were completed in collaboration with various CBRS Alliance members.
Google and Federated Wireless both provided SAS and ESC capabilities. Base station equip-
ment from Nokia, Ericsson, and Corning was used for both indoor and outdoor deployment
testing. User equipment (UE) was supplied by Qualcomm Technologies in the form of a
Snapdragon 845 test device, which used the X20 LTE modem [19].

In 2017, this same chipset was used as part of the equipment involved in a live CBRS
demonstration at Qualcomm’s headquarters during an event in San Diego. This demon-
stration was completed using an indoor small cell solution from AirSpan [20].

A private LTE network, enabled by CBRS, was deployed at the Las Vegas Motor Speedway
at the beginning of 2017 [21]. Stock cars were set-up with Qualcomm modems connecting to
Nokia base stations under authorization from the Google SAS to enable 4K video streaming
with 360∘ visibility from the inside of vehicles moving in excess of 180 mph. Mobile edge
computing and smart scheduler capabilities were built into the Nokia equipment to meet
the low latency and high mobility requirements [22].

4.3.3 Other Shared Spectrum LTE Solutions

The previous section discussed the technologies and spectrum access procedures associated
with the CBRS band. However, there are a number of other possible implementations of
LTE using shared spectrum.

LSA offers another approach to the sharing of licensed spectrum, and is currently being
researched widely in Europe (see also Chapter 2 and 6). The incumbent users in this band
are typically either government or broadcasters, which tend to be using highly localized
deployments. The plan is to allow secondary users, either local ISPs or MNOs, to use the
band via geolocation databases as a complementary technology to their existing broadband
services. LSA is discussed in depth in Chapter 6.

For deployments with a large number of simultaneous users, implementation of LTE
is very appealing as it can efficiently manage high user densities and aspects of network
security. However, there are significant costs associated with the requirements of traditional
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spectrum licenses. While an unlicensed spectrum technology, such as Wi-Fi, does not come
with this additional CAPEX, the cost of managing a highly dense network with guaran-
teed QoS is very high. A possible solution is to develop technologies that integrate the
features of LTE in unlicensed spectrum, such as in the industrial, scientific and medical
(ISM) band. This section will look at some technologies designed for that purpose, includ-
ing LAA/LTE-U, LWA/LWIP, and MulteFire.

The development of LTE-U/LAA and LWIP/LWA is discussed further in Chapter 14.

MulteFire
MulteFire is an LTE-based technology that can operate in both licensed spectrum and
the 5-GHz band. It was designed to allow enterprise stakeholders to deploy private
LTE networks, and supports the use of a neutral host architecture [23, 24]. It operates
as a stand-alone technology in unlicensed spectrum, which means that there are no
dependencies on access to licensed spectrum.

The MulteFire alliance is a consortium formed to develop and drive the MulteFire ecosys-
tem by defining the technology specification, testing the hardware and software designs,
and assessing the interoperability between various equipment manufacturers.

MulteFire can fairly coexist with other technologies operating in the same band and sup-
ports the listen before talk (LBT) protocol for deployments where there is a requirement for
over-the-air spectrum contention management. Using LBT, a radio will first sense its oper-
ating environment before it starts transmitting in order to determine which channels are
unused and available. This method of uncoordinated spectrum sharing is part of a feature
set which also enables the use of channel aggregation techniques.

The architecture of a MulteFire supporting network is shown in Figure 4.3. This archi-
tecture is similar to that used in a typical 3GPP-defined LTE network deployment. In fact
the evolved packet core (EPC), UE, the corresponding interoperability signals such as the
S1 and X2 interface, and the network discovery and selection mechanisms all follow 3GPP
standards [25].

The only non-3GPP defined network element is the MulteFire AP, the equivalent of an
evolved NodeB (eNodeB) unit, which collectively makes up the MulteFire RAN. As the
interconnectivity between MulteFire APs use the 3GPP X2 interface, there can be handover
and mobility between a MulteFire RAN and a 3GPP-based RAN.

3GPP RAN

3GPP EPC

MulteFire RAN MNO IP Services

Uu

Uu-M

X2
S1

UE

Figure 4.3 MulteFire architecture.
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Network operators can differentiate between their MulteFire RAN and 3GPP RAN
deployments by assigning different tracking area code values to their operating cells [25].

The first public test of MulteFire technology was completed by MulteFire Alliance
founding member Nokia, and the Saudi Telecom Company (STC) in 2016 [26, 27]. The
deployment used 5-GHz-enabled FlexiZone equipment to conduct coexistence tests with
surrounding Wi-Fi networks, assess the achievable range and coverage, and demonstrate
neutral hosting capabilities. Results indicated harmonious coexistence with co-channel
Wi-Fi deployments and significant coverage improvements [26].

LAA/LTE-U
LAA is a 3GPP standardized LTE implementation that uses carrier aggregation techniques
across a combination of licensed spectrum for the primary carrier and the unlicensed 5-GHz
band for a supplementary downlink carrier [28]. The initial LAA specification was included
in Release 13 with enhanced LAA (eLAA) defined in Release 14, which included additional
uplink support.

Under an LAA implementation, the base station will assign a higher priority to some
traffic, which is then transmitted alongside the control and signaling information using
the licensed “anchor” channel. The unlicensed carrier is then used to increase the avail-
able capacity, with LBT again implemented to enable shared spectrum in the 5-GHz band.
Both TDD and frequency-division duplex (FDD) implementations of carrier aggregation
are supported.

With the supplementary downlink enabled, and at least 20 MHz of licensed anchor
channel, an LAA deployment can deliver peak downlink speeds of 1000 Mbps gigabit LTE
service.

The world’s first LAA over-the-air trial was carried out by Qualcomm and Deutsche Tele-
com in Nurember, Germany on 20 November 2015 for both indoor and outdoor deployment
scenarios [29]. Qualcomm also produced the world’s first gigabit class LTE modem, the
Snapdragon X16 [30], which supports both 3.5- and 5-GHz operations.

LTE-U was standardized as part of 3GPP Release 12 [28]. Similar to LAA, a licensed
anchor channel is required for the control and signaling information, with carrier aggrega-
tion techniques used to combine a data channel in unlicensed spectrum. Unlike LAA, the
LTE-U standard uses dynamic channel selection and carrier sense adaptive transmission to
maintain coexistence in the unlicensed band.

Ericsson were involved in a number of early LTE-U trials throughout 2016, collaborat-
ing with telecommunication companies Telefónica [31] and MTN [32] for over-the-air
demonstrations.

LWA/LWIP
LWA was defined as part of 3GPP Release 13 to enable integration between LTE and Wi-Fi
technologies as part of the RAN functionality, expanding on the existing core-level interop-
erability services.

LWA enables packet routing between LTE and Wi-Fi networks, for compliant UEs,
through the packet data convergence protocol as part of the eNodeB deployment [33].
This means the activation and deactivation of LWA techniques is at the sole discretion of



�

� �

�

References 73

eNodeB. Both 2.4- and 5-GHz Wi-Fi bands are supported [34], with LBT used to enable
coexistence with the shared unlicensed spectrum [28].

For the UE’s uplink transmission, only LTE channels are used, while the downlink can
make use of both LTE and Wi-Fi. LTE data is transported using the 802.11 MAC, which
reduces the required changes to the Wi-Fi air interface [34].

The specifications for enhanced LWA were included as part of 3GPP Release 14, which
enabled operation in the 60-GHz band, with 2.16 GHz of bandwidth, and the ability to per-
form uplink aggregation.

LWIP is also a 3GPP Release 13 feature set. Operation is similar to LWA, but aggregation
between LTE and WLAN traffic is completed at the IP layer [28], with both uplink and
downlink aggregation supported.

4.4 Conclusion

This chapter has outlined several technologies that can be used to deploy spectrum
sharing: TVWS, CBRS, MulteFire, LWA/LWIP, LAA/LTE-U, and LSA. Each of these shared
spectrum implementations are expected to be deployed in use-case areas such private LTE
networks.

Although we have seen a number of trials for these technologies, they continue to
improve and develop, and are expected to contribute to the operation of 5G networks and
beyond.
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Due to the scarcity of available spectrum at traditional cellular frequencies (often known
as sub-6 GHz), the use of higher frequency bands has been proposed for upcoming gener-
ations of cellular networks. These bands are collectively known as “above-6 GHz bands”
and include 24–30 GHz bands and millimeter-wave (mmWave) (30–300 GHz) bands.
Although mmWave bands have been used in the past for various non-communication and
non-commercial communication applications, recently using mmWave as cellular and
commercial communication applications has gained growing interest and push. In this
chapter, we will talk about different subbands in the above-6 GHz band that have been
identified for communication. It is worth noting that the communication in these bands
is significantly different to communication in traditional sub-6 GHz bands owing to their
sensitivity with blockages and highly directional antennas. These differences also indicate
that spectrum sharing approaches and mechanisms should be different in the context
of these bands. Various spectrum license sharing mechanisms such as uncoordinated,
static and dynamic sharing can be seen as viable options in these bands. In comparison to
the exclusive licenses, shared licenses and secondary licenses can also be considered via
centralized, secondary or third-party markets.

5.1 Introduction and Motivation for mmWave

Up to the fourth generation, most commercial communication, including cellular services
and Wi-Fi, has been limited to sub-6 GHz bands owing to their favorable channel condi-
tions and ease of commercialization. To increase the data rate in these bands, the current
generation has focused on deriving techniques for better utilization of spectrum, higher
spectral efficiency, and densification [1]. However, in recent years these techniques have
reached a level of maturity leading to saturation of performance. One way to increase the
performance manifold, as required in the 5G standards, is to acquire larger bandwidth,
which is possible by going up in the spectrum. These proposed bands are collectively known
as above-6 GHz bands and include mmWave (24–300 GHz) bands. Note that (24–30 GHz)
bands, which are technically centimeter-wave bands, are typically studied with mmWave
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bands owing to their similarity in propagation and communication characteristics. Hence,
they are included in mmWave bands for notation ease in the literature [2]. In this chapter,
we will discuss mmWave bands with a focus on their characteristics and spectrum sharing
options.

5.2 mmWave Communication: What is Different?

Recent studies have shown that communication in mmWave bands is significantly differ-
ent to communication in traditional sub-6 GHz bands [3, 4] as highlighted in Figure 5.1.
In this section, we will discuss the distinguishing features of communication at mmWave
frequencies and their implications from the perspective of spectrum sharing.

5.2.1 Distinguishing Features

One of the important features of mmWave communication is its sensitivity to blocking.
Measurement studies for mmWave channels [4–6] have shown that blocking affects
mmWave communication severely and propagation via line-of-sight (LoS) links is signif-
icantly different than that via non-LoS (NLoS) links [7]. mmWave signals can be blocked
by buildings, foliage, humans, and even the user’s body, and a single blockage can lead
to loss of 20–40 dB [6, 7]. It has been shown that the probability of blockage increases
exponentially as the distance from the receiver increases [3]. Therefore, access points
(APs) which are located at far distances are less likely to interfere, reducing the resulting
interference significantly.

A second important feature of mmWave communication is its high directivity. In order to
overcome the severe path loss at mmWave frequencies, it is necessary to use a large number
of antennas at the transmitter and/or receiver side. Fortunately, it is possible to accommo-
date a large number of antennas in the same area. This is because antennas at mmWave
frequencies are smaller than those at traditional frequencies due to the smaller wavelength.
The use of a large number of antennas results in highly directional communication. High
beam-forming gain with small beam width increases the signal strength of the serving links
and reduces the average interference at receivers.

The amount of available spectrum at mmWave frequencies is very large when compared
to sub-6 GHz frequencies (∼ 50–100 times). As the bandwidth appears in the pre-log fac-
tor of the achievable data-rate, mmWave communication can potentially give an order of
magnitude higher data rates, which is the prime reason for the popularity of mmWave for
cellular and other wireless applications.

5.2.2 Implications

As discussed in the previous section, the inter-cell interference in mmWave communication
is significantly less when compared to that in sub-6 GHz frequencies. For a typical deploy-
ment of 30 base stations per km2, mmWave systems are noise-limited [3, 8] which provides
transmission opportunities to other transmitters, including other operators and services.
Due to high blockage losses, the range of mmWave communication is expected to be small,
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Figure 5.1 Two distinguishing features of mmWave frequencies. (a) mmWave communication is
severely impacted by blockages, including blockages by buildings, foliage, and human bodies.
(b) mmWave communication is highly directional owing to the use of large antenna arrays.

with cell radius in the order of 50–150 m [3, 9]. This localization of deployment opens up
the possibility of less complicated and distributed inter-cell coordination. On the one hand,
directional beams help increase the serving signal strength and reduce the interference. On
the other hand, they make initial access, including cell discovery, very difficult. Similarly,
dynamic blocking [10, 11] caused by humans, moving vehicles, and self-body blockages can
impact the reliability of connections. To tackle these problems, macro-diversity in the form
of either using multiple mmWave base stations (BSs) [12] or using macro-BSs coexisting
with mmWave base stations (BSs) [9] can be leveraged. It is expected that mmWave net-
works will be deployed with a macro-BS network to provide a reliable control channel and
fail-safe mechanisms resulting in dual-band operations [7]. These differences indicate that
spectrum sharing approaches and mechanisms should be different in mmWave bands from
those suitable for traditional frequency bands.

5.2.3 Opportunity and Need for Sharing

Most spectrum bands require the operator/customer to buy a license from a competent
authority, e.g., the Federal Communications Commission (FCC) in the USA, the Offce of
Communications (Ofcom) in the UK or the Telecom Regulatory Authority of India (TRAI)
in India. Licenses may be awarded for a specific band and may be limited to a particu-
lar geographical area or time. In conventional licensing for cellular networks, commercial
operators buy exclusive licenses to get an exclusive and complete control over a spectrum
band and restrict others to use or interfere in these bands. Exclusive licenses improve the
reliability and quality of service (QoS) of the providers.

There are some drawbacks associated with exclusive licensing. For example, it may result
in the under-utilization of the spectrum at specific locations or time. Even in conventional
bands, it has been reported [13] that the spectrum remains highly under-utilized when
exclusive licensing is used. Since license costs are extremely high, exclusive licensing
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schemes lead to a high entry barrier for new service providers, thus reducing competition
and innovations. High licensing cost also promotes higher utilization of the spectrum to
maximize the revenue of an operator.

In spite of the above drawbacks, most of the traditional sub-6 GHz bands have followed
an exclusive licensing approach where licenses are allocated based on a spectrum auction,
with the prime reason being the high level of interference at these frequencies and large
overhead requirement for coordination. However, this observation may not be true for
operations in mmWave bands owing to the reduced level of interference. As discussed
above, mmWave communication causes less interference to neighboring BSs compared to
sub-6 GHz frequencies [3]. Preliminary work has shown that even without any coordina-
tion, sharing the spectrum is beneficial compared to exclusive licenses in mmWave under
specific scenarios from the perspective of the median rate achievable by users [8]. It is
therefore expected that conventional exclusive licensing may not be efficient for mmWave
frequencies.

Along with the opportunity of sharing, the efficient utilization of spectrum is always
desired [14, 15], even for mmWave bands. This can help in meeting the increasing demand
for data, making ultra-latency applications (including time-critical medical applications)
a reality [16], promoting market competition and bringing benefits to both operators and
users. We should remember that there are many incumbent services already present in these
bands (which will be discussed in the next section). Any communication service allowed in
these bands has to share the spectrum with the incumbent services. The above discussion
makes it clear that there is a certain need and opportunity for spectrum sharing at mmWave
frequencies and spectrum sharing is a potential way forward for mmWave systems.

5.3 Bands in Above-6 GHz Spectrum

Since different operators operating in the same band cause interference to each other, the
transmission of data using radio waves is strictly regulated by national laws. Wireless tech-
nologies, devices architecture, target applications, and physical layer transmission tech-
niques depend on the identified radio spectrum band. To homogenize devices across the
globe, avoid interference across borders in neighboring regions or countries, and facilitate
global use of any radio spectrum, different countries need to come to an agreement. To
coordinate such agreements, an international body, the International Telecommunications
Union (ITU), came into existence. To manage the global radio spectrum, ITU has split the
world into three ITU regions:

● Region 1 covers Europe, including the UK, Russia, and African countries
● Region 2 covers America, including the USA and the Pacific islands
● Region 3 covers the Oceanian countries, including Australia, and Asian countries, includ-

ing China, India, Korea, and Japan.

Along with the ITU, there are other groups and efforts such as the Radio Spectrum Pol-
icy Group (RSPG), the European Conference of Postal and Telecommunication Admin-
istration (CEPT), the World Radiocommunication Conferences (WRC), the Asia Pacific
Telecommunity (APT), the Inter-American Telecommunication Commission (CITEL), and
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the Regional Commonwealth in the Field of Communications (RCC). These cooperate with
the national regulatory bodies (such as the FCC and Ofcom) which facilitate discussions in
order to arrive at a common agreement regarding spectrum usage. A number of bands in the
mmWave regime are proposed for further study or use (most of these are agreed in Resolu-
tion 238 of WRC-15, which was held in 2015). The selection of these bands was dependent
on many factors, including channel propagation characteristics, incumbent services, global
agreement, and availability of contagious bandwidth. A description of these target mmWave
bands follows.

5.3.1 26-GHz band: 24.25–27.5 GHz

The 24.25–27.5-GHz band, collectively known as the 26 GHz band, is identified as the
pioneer band across Europe to give ultrahigh capacity for innovative new services within
next-generation wireless standards [15, 17]. In ITU Region 1, this band is occupied by earth
exploration satellites and space research expeditions, inter-satellites, fixed services (fixed
services refer to point-to-point wireless links between specific geographic locations for
various applications, including backhaul, TV broadcast distribution etc.) and fixed satellite
Earth-to-space services. In the UK, this band is further divided into two parts: (i) the upper
26-GHz band (26.5–27.5 GHz), which is lightly used by the UK Ministry of Defence, and
(ii) the lower 26-GHz band (24.25–26.5 GHz), which is managed by Ofcom and is currently
used by fixed link services, satellite Earth station services (receiving links of Earth data,
including imagery and weather data), and short-range devices [15]. In India and China,
this band is being studied for future spectrum needs. However, the FCC has shown less
interest in this band for mobile allocation in the USA [18].

5.3.2 28-GHz band: 27.5–29.5 GHz

The 27.5–29.5 GHz band has been identified as a potential band in the USA
(27.5–28.35 GHz), Korea (26.5–29.5 GHz), and Japan (27.5–28.28 GHz). In the USA,
the 27.5–28.35-GHz band is also known as the local multipoint distribution service
(LMDS) band. There are no primary federal allocations in this band and there is a sec-
ondary allocation for an Earth-to-space fixed satellite services (FSS). The FCC has proposed
allowing mobile communication in this band [18]. In Europe, this band is split into several
sub-bands that allow either exclusive satellite or terrestrial communications [19].

5.3.3 32-GHz band: 31.8–33.4 GHz

The 32-GHz (31.8–33.4 GHz) band has been highlighted as a promising band across Europe
as per recommendation of both RSPG and CEPT. In the USA, the FCC found this band chal-
lenging for mobile use. There are a few federal and non-federal allocations, a co-primary
allocation, and an inter-satellite service (ISS) allocation in this band in the USA [18].

5.3.4 40-GHz band: 37–43.5 GHz

The 40-GHz (37–43.5 GHz) band is identified for priority study and seen as a potential band
for harmonization of equipment.



�

� �

�

80 5 Spectrum Above Radio Bands

5.3.4.1 40-GHz lower band
The 37–38.6- and 38.6–40-GHz bands have been identified in the USA as potential
bands. Mobile operations are proposed in the 38.6–40-GHz band [18]. The 37.5–40.5-GHz
band is generally allocated to fixed, mobile, and fixed satellite (space-to-Earth), Earth
exploration satellite (space-to-Earth and Earth-to-space), space research (space-to-Earth
and Earth-to-space) and mobile satellite (space-to-Earth) services. In the USA, there are
co-primary non-Federal FSS (space-to-Earth) allocations in the 37–38.6-GHz band and
no Federal allocations in the 38.6–39.5-GHz band, but FSS (space-to-Earth) and mobile
satellite services (space-to-Earth) are allocated in the 39.5–40-GHz band [18].

5.3.4.2 40-GHz upper band
The 40-GHz upper (40.5–43.5 GHz) band has been highlighted as promising across Europe
as per the recommendation of both RSPG and CEPT. Compared to the 32-GHz band,
the UK believes this band to be a better candidate for global harmonization owing to its
lightly loaded incumbent service status [15]. 40.5–42.5 GHz is generally used by fixed,
fixed-satellite (space-to-Earth), broadcasting, and broadcasting satellite services. In ITU
Region 2, 40.5–41 GHz is allocated to mobile satellite services. 42.5–43.5 GHz is allocated
to fixed, fixed satellite (Earth-to-space), mobile services, and radio astronomy.

5.3.5 64–71-GHz band

WRC-15 has identified 66–71 GHz as a potential band for upcoming generations of mobile
standards agreed by the UK and Europe. In the USA, the 64–71-GHz band is proposed to be
used with unlicensed status. There are co-primary mobile allocations and ISS link autho-
rizations on these bands as incumbent services in the USA [18].

5.4 Spectrum Sharing over mmWave Bands

Given the vast spectrum available in mmWave bands, reduced interference, and the
plethora of spatial and time gaps in the spectrum, there is an ongoing debate on whether
to allow spectrum sharing in the mmWave spectrum or go for exclusive licenses for
commercial and non-commercial services. Since various bands available in the mmWave
range may differ in their propagation characteristics, usage, and incumbent services, the
answer ‘to share or not to share’ is not straightforward as it depends on many factors and
deployment scenarios [20]. In this section, we will discuss factors which play a role in
determining the answer to this question, while keeping mmWave in mind.

5.4.1 Factors Determining Sharing vs No Sharing

A wireless system’s performance is primarily measured in terms of achievable
data rate, which is linked to two important metrics – available spectrum and the
signal-to-interference-plus-noise ratio (SINR) – via the capacity expression of the system.
When two operators decide to share spectrum, available spectrum adds up, and it can
naively be assumed that data rate will also increase. However, there are two negative
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consequences arising from spectrum sharing: (i) sharing may require some overhead,
which eats away a part of the available spectrum, and (ii) the transmitters of the other
operator cause additional interference, which degrades the SINR. These factors together
determine whether or not spectrum sharing is beneficial for a particular network. The
extent of the impact of these ramifications on a mmWave system depends on various
characteristics of the system as discussed below.

5.4.1.1 Directionality
As discussed above, mmWave beams are narrow owing to the use of a large number of
antennas [21]. This has two primary advantages: (i) the signal strength is boosted by the
antenna gain as beams are steered to point towards desired users and (ii) for a typical
receiver, there are fewer interferers which have their main lobes pointed towards the
receiver (these interferers are termed aligned interferers) and the rest of the interferers
have their side lobes (or perhaps nulls) pointing towards the receiver (these interferers are
termed unaligned interferers), which reduces the average interference at this receiver. It
has been shown that the beam width plays a crucial role in determining the feasibility of
spectrum sharing [8, 21]. Narrowing antenna beams reduces the probability of falling into
the main lobe of an interfering beam and thus is an effective way to boost the signal power
without increasing interference. On the other hand, increasing the width of transmission
beams can increase the inter-operator interference so severely that the gain from spectrum
sharing may vanish or become negative. This is the main reason why uncoordinated
spectrum sharing is not feasible in traditional frequencies. However, with a reasonable
number of antennas at the transmitter (and/or at the receiver side), spectrum sharing is
feasible even without coordination for mmWave communication [8]. Having said that,
we should remember that the above result relies on the assumption of robust and correct
beamforming towards users. If, for example, the beams point in a wrong direction, a
severe loss in the strength of the serving AP’s signal and/or a drastic increase in the sum
interference may occur (perhaps even more than sub-6 GHz communication). Hence, the
whole success relies on the ability to perform successful beamforming, which could be
challenging in some scenarios, including highly dynamic environments.

5.4.1.2 Deployment and Blockage Density
Network deployment density plays a crucial role in determining whether or not a particular
mmWave network can support spectrum sharing. Spectrum sharing with another opera-
tor effectively increases the aggregate BS density. Increasing BS density can increase the
interference in the following two ways:

1. Increasing the BS density of an operator increases the serving power as well as the sum
interference for users of this operator. For systems operating at traditional frequencies
with single slope path loss, these two effects cancel each other out and hence the
signal-to-interference ratio (SIR) is invariant with the BS density [22]. Now consider a
case with multiple operators operating at the same band with closed connection-access
(i.e. a user subscribed to the ith operator can connect to the BSs of the ith operator
only). For users subscribed to an operator, increasing BS densities of other operators
increases the sum interference with no impact on the serving power. Hence, increasing
BS density will increase the interference to the users of other operators.
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2. As explained above, for systems operating at traditional frequencies with single slope
path loss, the SIR is invariant with the BS density. However, systems with multi-slope
path loss functions are not SIR invariant with the BS density [23], which is the case with
mmWave systems [7]. In mmWave systems, increasing BS density reduces the SINR of a
typical user, even when no spectrum sharing is implemented.

Hence, an increase in the BS density may degrade the system’s performance significantly
and can even turn a noise-limited system to an interference limited system. With a practi-
cal density of 30 BS/km2 (this refers to a cell size of ∼100 m), mmWave networks are very
much noise limited. If the effective aggregate density of all sharing operators remains within
critical deployment density, spectrum sharing will work, even without any inter-operator
coordination. By critical density, we mean the BS density at which mmWave systems will
start becoming interference limited.

The critical density here also depends on the blockage density. In cities with higher den-
sity of blockages, including buildings, people, and foliage, a mmWave signal can be blocked
with a higher probability [3]. In such environments even a denser deployment will not have
significant interference and spectrum sharing will give performance gains, provided that a
reasonable probability of finding a LoS-serving BS connection is maintained.

5.4.1.3 Traffic Characteristics
Traffic characteristics such as traffic load, time profile, and burstiness can also affect the
rate gains of spectrum sharing in mmWave bands. Traffic load refers to the average load (in
terms of requested data or total number of users) per BS. Spectrum sharing is shown to be
effective when traffic is light, asymmetric, and inhomogeneous in time (assuming oppor-
tunistic transmission can be implemented) [24]. For example, spectrum sharing techniques
such as sensing-based methods work best when there are frequent spectrum gaps. A bursty
traffic consisting of large bursts and long idling can provide such conditions. In scenarios
where traffic is almost constant over space and time, a static partitioning of the spectrum
may be more efficient and convenient.

5.4.1.4 Amount of Sharing
Keeping in mind that spectrum sharing can improve per-user peak rates at the cost of
degrading the edge users’ performance and the system’s QoS, it is natural to seek midway
solutions. One way is to go for partial sharing of spectrum where licensees or operators keep
some amount of spectrum exclusively for themselves and share the rest of it. It is also pos-
sible to have exclusive and shared spectrum at different frequency bands, for example the
former at 28 GHz and the latter at 70 GHz.

5.4.1.5 Inter-operator Coordination
Inter-operator coordination refers to a variety of techniques, including centralized and dis-
tributed schemes, and dynamic, static, and semi-static approaches to reduce transmission
conflicts among operators and hence inter-operator interference. Inter-operator coordina-
tion can avoid cases where there is significant interference due to other operators and help
improve edge rate of users. The extent of coordination possible among operators may affect
the gains from spectrum sharing.
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Inter-operator coordination requires some amount of information to be exchanged
among operators. Such information exchange (termed feedback overhead), if done via
wireless links, occupies some part of the available spectrum. Feedback overhead increases
with the extent of coordination and thus limits the gains that can be achieved by coordi-
nation. On the other hand, information exchange, if done over a fiber, increases the cost
due to additional infrastructure and operating expenses. It is expected that there should
be an optimal amount of coordination which can achieve the best trade-off between edge
rate and median data rate. We should recall that operators typically dislike a high level of
coordination, not just due to the increase in overheads, but also from a financial risk and
benefit perspective.

5.4.1.6 Sharing of Other Resources
With ultra densification of networks, increasing density of users, growing market fluidity,
and dynamic requirements, service providers are opting to share more resources day by day.
Infrastructure sharing is a reality in modern wireless systems, and a continuous progression
can be observed towards sharing network infrastructure such as tower sites, AP services,
backhaul, and cell towers to reduce operating costs [25]. Infrastructure sharing can be either
passive or active.

In passive sharing, operators choose to share the sites of APs. This is a common prac-
tice where sites are costly and owned by a third party and multiple operators just lease
these sites. When APs of different operators are co-located at the same site, the interference
power from each AP is equal to the serving signal power on average, resulting in the average
SINR being below zero. In such cases, sharing the spectrum is not feasible in general, but
in mmWave systems spectrum sharing may still be feasible while sharing the infrastructure
owing to high directionality of beams [8].

In active sharing, operators choose to share the radio access network (RAN) and network
core, including the connection-access to their APs. Connection-access denotes whether or
not a subscriber is allowed to connect to APs of other operators. Closed connection-access
refers to the case where a user can connect to APs of their own service providers. When
operators with closed connection-access choose to share the spectrum, the APs of other
operators will interfere, including the ones which are closer than the serving AP of the user;
this can degrade the SINR severely (below 0 on average). Open connection-access refers to
the case where a user can connect to the AP of any service provider. When operators with
open connection-access choose to share the spectrum, interfering APs of all operators are
located at a larger distance from the user than the serving AP. This creates an exclusion
region around the user and ensures a decent SINR, promoting sharing [8]. Spectrum shar-
ing with open connection-access is equivalent to a single operator system with aggregate BS
density, aggregate user equipment (UE) density, and aggregate bandwidth. Due to the degra-
dation in SINR with BS density (remember that mmWave communication has dual-slope
path loss, i.e. different pathloss coefficients for LoS and NLoS links), the gain is not exactly
linear but slightly less, depending on the deployment density [8]. In practical systems, it
may happen that a few operators agree to allow open connection-access and some may not.
In these cases, a clear scenario-specific evaluation is needed to decide whether or not to go
with spectrum sharing.
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5.4.1.7 Multi-user Communication
The use of multi-user multiple input multiple output (MIMO) techniques can increase the
system throughput via spatial multiplexing, but it also increases the effective beam width of
interfering BSs. Since directionality plays an important role in determining the feasibility
of spectrum sharing, the use of multi-user transmission techniques impacts the decision
about spectrum sharing for mmWave communication.

5.4.1.8 Technical vs Financial Gains
The pure technological gains offered by spectrum sharing may not be directly proportional
to the net utility/revenue of the operators and users. The coverage and network services
provided by cellular operators to users are considered network-based goods. When there is
a network-based good, there is an extra buying incentive that is proportional to the network
size for users [26]. The financial study presented in [21] shows a revenue-pricing model
for both operators in the presence of a central licensing authority. In [27], it was shown
that in the case of asymmetrical operators, spectrum sharing can provide technical gains
to an operator but may make that operator lose its customer base, resulting in a net loss
in its revenue. The interplay of technical gains, network economics, and market dynamics
can lead to unexpected conclusions. Hence, it is required to include financial aspects when
determining whether or not spectrum sharing is beneficial for an operator.

5.5 Spectrum Sharing Options for mmWave Bands

Since communication at mmWave frequencies is not a new concept, there are already many
incumbent operations in these bands. These include military and research activities, fixed
services, satellite to Earth communication, and unlicensed operations, as discussed previ-
ously. Hence, there is a certain need and opportunity to share mmWave spectrum among
operators and service providers. Although regulatory rules for cellular services are not yet
fixed for mmWave frequencies, various spectrum license sharing mechanisms such as unco-
ordinated, static, and dynamic sharing can be seen as viable options in these bands. In this
section we will discuss multiple potential sharing options that can be considered for ser-
vice providers operating at mmWave frequencies (see Figure 5.2, which summarizes these
sharing options).

5.5.1 Exclusive Licensing

An exclusive license entitles its owner to complete control over a band of spectrum and can
ensure convenient hassle-free operation with a desirable QoS. As we are heading towards
more commercial deployments of mmWave cellular, it is evident that there may be a need
to allow exclusive use of a spectrum band to ensure reliability, allow low latency connec-
tions and provide performance guarantees to time-critical operations. Due to the localized
nature of interference in mmWave systems, it is possible to allow exclusive licensing with
area specific licenses. This approach can be optimal for locations with high traffic demands
such as railway or bus stations, downtown centers, and stadiums [15]. In the USA, for the
37–38.6-GHz band, the FCC has proposed implementing a hybrid licensing scheme that
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Figure 5.2 Potential spectrum sharing options for mmWave bands.

would provide operating rights to property owners, while allowing geographic area licenses
based on counties for outdoor use. Similarly, for the 27.5–28.35-GHz band, it has been pro-
posed to allow mobile operations with county-sized geographic area exclusive licenses [18].

5.5.2 Unlicensed Spectrum

Unlicensed spectrum refers to a part of the spectrum that does not require opera-
tors/users to acquire any operating license from the central authority. One example of
spectrum bands that are suited for unlicensed status are those that have spatially or
temporally rare transmissions leading to negligible transmission conflicts among users
and low-power/short-range communication. The prime purpose is to reduce the entry
barrier for new or small-scale operators and to increase spectrum utilization [28]. Two
of the most popular unlicensed bands at sub-sub-6 GHz frequencies are the 2.4-GHz
industrial, scientific and medical (ISM) and the 5-GHz unlicensed national information
infrastructure (U-NII) bands, which are well known for Wi-Fi operation. Although it has
the advantages of small operating cost and ease of access, the unlicensed spectrum suffers
from unpredictable interference and terrible QoS. The unlicensed spectrum exhibits good
neighbor behavior which means that transmission politeness can help improve everyone’s
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performance. Such transmission politeness can be achieved via various coordination
techniques, including listen before talk (LBT), which can be implemented using cognitive
spectrum sensing techniques [29–33]. One adverse consequence is the need to scan the
shared medium for transmission activity from others before every transmission. One
example of unlicensed access protocol proposed for LTE systems is MulteFire [34]. Multe-
Fire is similar to the long-term evolution licensed assisted access (LTE-LAA) protocol and
uses similar concepts to coexist with other concurrent services.

As discussed in previous sections, mmWave bands are naturally suitable for spectrum
sharing and unlicensed operation can very well work in these bands. Bands above 60 GHz
(specifically 59–64 GHz and 64–71 GHz) have been identified for unlicensed spectrum
operation. For example, Ofcom has proposed the 66–71-GHz band to be a license-exempt
band [15] whereas he FCC has proposed the 64–71-GHz band to be a license-exempt band
[18]. Two of the commercial standard technologies operating over these unlicensed bands
are Wireless Gigabits Alliance (WiGig) [35] and WirelessHD [36]. The WiGig standard
(also known as IEEE 802.11ad) is very similar to the Wi-Fi standard and utilizes directional
beams to reduce interference and improve QoS. Unlicensed mmWave spectrum is also
suited to indoor deployments and systems not requiring certain QoS due to the reduced
risk of inter-cell interference and insensitivity to delays for these systems [15].

5.5.2.1 Hybrid Spectrum Access
As unlicensed spectrum may suffer from poor QoS, there may be cases where an operator
wants to own a licensed band in order to ensure reliability and a minimum level of QoS,
and still wants to use an unlicensed band to increase its data rate in the favorable condi-
tions of this spectrum. Such operation over bands consisting of at least one unlicensed and
one licensed band is termed hybrid spectrum access. LTE-LAA, (LTE wireless-LAN aggrega-
tion (LWA) and LTE wireless-LAN aggregation using IPsec tunnel (LWIP) are key examples
of hybrid spectrum access schemes in traditional frequencies. These schemes come under
the umbrella name LTE-unlicensed (LTE-U) [37, 38]. For example, LTE-LAA works on the
concept of carrier aggregation where licensed carrier frequencies are aggregated with the
unlicensed spectrum. There is another use-case of these schemes where licensed frequen-
cies are used for control signals and data symbols can be transmitted over either licensed
or unlicensed spectrum depending on channel conditions.

Although the schemes discussed above are designed for traditional frequencies, the
underlying spectrum access concepts can be extended to mmWave frequencies as well and
may act as a precursor to those employed in mmWave bands. In [39], a hybrid spectrum
access scheme is proposed where a mmWave band (at 28 GHz) with exclusive access and a
mmWave band (at 73 GHz) with unlicensed operation (which can also be just a spectrum
pool between multiple operators) are used simultaneously. The authors have compared
three sharing mechanisms: (i) fully licensed when both bands have exclusive licensing,
(ii) fully pooled when both bands have unlicensed operations, and (iii) the hybrid spectrum
access scheme. The authors have shown the trade-off between peak, median, and edge
rate by changing sharing mechanisms for the two bands, as summarized in Figure 5.3.
We can observe that the achievable maximum rate is highest in the fully pooled case and
lowest in the fully licensed case. The maximum data rate achievable with hybrid licensing
is between the two cases. On the other hand, from the perspective of edge rates, the fully
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Figure 5.3 Comparison of a hybrid spectrum access scheme with a fully licensed and fully pooled
case in terms of edge rate (5% percentile), median rate (50%), and peak rate (95%) (in Gbps). This
result is taken from [39]. BS density is 30 BS/km2 and there are four cellular operators, each having
250 MHz spectrum at both bands.

licensed case is preferred whereas the fully pooled case performs worst, with the hybrid
spectrum access scheme again performing in between the two [39].

5.5.3 Spectrum License Sharing

Spectrum license sharing refers to the scenario where there are multiple operators each
owning an exclusive license of a different spectrum band and they decide mutually to share
their licenses among each other with or without some predefined rules. Based on these
rules, we can categorize the sharing of spectrum licenses further into different options.

5.5.3.1 Uncoordinated Sharing of Spectrum Licenses
In uncoordinated sharing of spectrum licenses (USSL), each operator is allowed to use the
other bands without any restrictions. Although it may seem that this kind of uncoordi-
nated sharing will lead to severe interference and almost zero data rate, as expected in the
sub-6-GHz bands, this is not the case with mmWave bands. In [8], the authors considered
a system with coexisting mmWave cellular operators with uncoordinated spectrum license
sharing. The considered setup was general enough to allow any arbitrary group granularity
for license sharing and infrastructure access. By comparing license sharing with no shar-
ing of licenses, it was shown that sharing increases the median rate available to each user.
The work identified that the key reason for this feasibility of sharing is highly directional
beams (5–25o). These authors also showed that there is a possibility that sharing licenses
may hurt per-user edge rate in some scenarios, including dense deployments, therefore it
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may not provide any QoS guarantee. Further, [20] showed that uncoordinated sharing of
licenses without any coordination performs better at higher mmWave frequencies (such as
70 GHz) compared to lower mmWave frequencies (such as 28 GHz).

Another important factor which degrades the gain from spectrum sharing in traditional
frequencies is the possibility of infrastructure sharing among operators, for example having
towers at the same location. Such infrastructure sharing helps by increasing coverage and
capacity while reducing capital and operational expenditures. Owing to the highly dense
deployment of mmWave BSs, the operator and site owners may be different and sites can
just be leased by operators. This often leads to the co-location (at least partial) of BSs of
different operators. In [8, 25], it is shown that infrastructure sharing doesn’t significantly
affect the gain provided by spectrum sharing and it is feasible to share the spectrum licenses
and cell towers simultaneously, even without any coordination. In a similar work [40], vari-
ous resource sharing methods were studied to show that a full spectrum and infrastructure
sharing configuration provides significant advantages, even for the scenario in which no
complicated signaling protocols are used to facilitate inter-operator information exchanges.

5.5.3.2 Restricted Sharing of Spectrum Licenses
In [8] a trade-off between median and edge rate is presented and it is shown that there is
a possibility that sharing licenses may hurt per-user edge rate in some scenarios, including
dense deployments. Figure 5.4 compares the per-user edge, median, and peak rate achieved
by the exclusive licensing [8]. It can be observed that the per-user median rate and 95%
percentile rate improve when spectrum is shared even without coordination. However,
the per-user edge rate decreases in comparison to the exclusive licensing. Boccardi et al.
[20] studied the impact of coordination and inaccurate beam-forming, and concluded that
while coordination may not be generally essential for the feasibility of spectrum sharing, it
may certainly help in achieving significant performance gain, especially in real-world sce-
narios. It is also important to remember that an operator willing to share its spectrum or
other resources may still want to distinguish itself as the primary owner of the spectrum

50

100

P
er

 u
se

r 
ra

te
 (

M
bp

s) 150

200

5% 10% 25% 50% 75% 90% 95%

Rate percentile

Exclusive licensing 

Uncoordinated sharing (USSL)

Figure 5.4 Per-user rate achieved by
uncoordinated spectrum sharing vs
exclusive licensing [8]. Median rate and
95% percentile rate increases when
spectrum is shared. The per-user edge rate
degrades with sharing. Number of
operators is two, each owning a 100-MHz
band at 28 GHz frequency. BSs have
directional antennas with 20o beam width
while UEs are assumed to have
omni-directional antennas. BS density is
30 BS/km2 for each operator.



�

� �

�

5.5 Spectrum Sharing Options for mmWave Bands 89

to maintain its brand value and achieve a certain level of quality of service for its own cus-
tomers. In these scenarios, it is intuitive to think of a licensing scheme where the owner
of the spectrum has a higher control of the owned spectrum and can impose some restric-
tions on the other operators while allowing them to use its spectrum. This agreement is
generally mutual and the other participating operators will impose the same restrictions
on this operator when it operates on bands owned by them. For a given band, let us call
the owner of the band the primary licensee and the other licensees using this spectrum
license the secondary licensees. One important thing when imposing such restrictions on
the secondary licensee is that coordination requirements that are too strong may eat away
the gains from spectrum sharing, possibly for both primary and secondary operators. This
makes it important to identify a limit on coordination that should be demanded from the
secondary operators. One practical solution is to demand semi-static coordination that is
based only on large-scale channel or usage statistics and does not require continuous or
dynamic spectrum sensing. Some possible static coordination schemes are as follows.

1. Interference threshold restricted SSL (ITRSSL): In this scheme, the renter operator
has a restriction on the interference it can cause to the closest AP of the owner operator.
Such a system was studied in [21] where it was shown that both operators benefit from
restricted licensing. Figure 5.5 compares edge and peak rate trade-off achieved by USSL
and ITRSSL. It can be observed that by adjusting the interference threshold carefully,
both edge and median rate can be improved with ITRSSL.

2. Power-restricted SSL: In this scheme, the renter license has a restriction on the trans-
mit power. A licensee can transmit with full power in the primary band, but with reduced
power in the secondary bands.
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Figure 5.5 Comparison of trade-off between edge and peak user-rate achieved by USSL and
interference threshold restricted sharing of spectrum licenses (ITRSSL). By adjusting the
interference threshold carefully, both edge and median rate can be improved with ITRSSL. There
are two operators, each having BS density of 30 BS/km2 and user density of 200 UE/km2. BSs have
directional antennas with 20o beam width with 20 dB mainlobe-to-sidelobe gain. Other system
parameters are the same as used in [8].
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3. Restricted deployment SSL: In this scheme, a new secondary AP can only be
deployed after its impact on all the primary APs (and also secondary APs) has been
investigated [15].

In [41], the authors studied uncoordinated ad hoc mmWave networks and showed that
simple scheduling policies without any coordination can achieve similar performance to
more complicated policies requiring full coordination. The authors identified that the main
reason behind this conclusion is that strong interference is only present in a scattered fash-
ion which can be handled on demand only. A similar conclusion was also reached in [42].

5.5.4 Shared Licenses

Shared licensing refers to the scenario where a license of a particular band is jointly bought
by a group of operators primarily to reduce their individual costs and increase spectrum
utilization. Such licenses are generally symmetrical, i.e. they impose the same restrictions
on every operator and may require some kind of coordination (e.g., static, central, or
device-to-device (D2D) communication based, or even uncoordinated). It is assumed that
each entity must have a shared license for the complete spectrum. This type of access may
not guarantee a fixed amount of spectrum all the time and does not give any exclusive right
to any particular participant, but a general level of reliability, QoS, and fairness can be
ensured given that only an exclusive group of “friendly” participants is allowed to access
the spectrum [43]. Based on the coordination requirements, it can be further categorized
as follows.

5.5.4.1 Spectrum Pooling
The spectrum pooling term as defined in [44] refers to the scenario where a group of opera-
tors is granted access to the same spectrum band under a predefined set of rules. Spectrum
pooling is also a potential spectrum access approach for mmWave bands [20], in particu-
lar for cases of networks with low transmission density or low utilization. Technical gains
expected from spectrum pooling with no coordination requirements will be similar to those
obtained in the case of uncoordinated sharing of spectrum licenses. However, to create a
stable system, some more restrictions can be put on each participant (e.g. competitiveness,
service rates, customer shares) to ensure symmetry in their revenues.

5.5.4.2 Partial or Fully Coordinated
Given that the participants form an exclusive group and own a symmetric amount of
spectrum, it is possible to have a moderate or high level of coordination to help get a higher
edge rate for each participant. In [45], the authors studied the impact of cell association,
beam-forming, and coordination on spectrum sharing. It was concluded that although
using a large number of antennas reduces the need for coordination among operators,
some light or on-demand coordination can still help improve the data rates. It was shown
that coordination improves edge rates significantly at lower mmWave frequencies, in
particular at higher density of BSs (see Figure 5.6). It can also observed that higher
mmWave frequencies (e.g., 73 GHz) may not need coordination. There is still a need for
extensive simulation-based studies to understand if coordination can give higher data rates
under various scenarios.
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Figure 5.6 Impact of coordination and optimal association on spectrum sharing for analog (A) and
digital (D) beamforming cases [45]. The y axis shows the multiplicative gain in the edge (5%) and
median (50%) rates offered by spectrum sharing compared to exclusive licenses. Here, BSs have
256 and UEs have 16 antennas. There are four operators with individual density of L BS/km2.
Coordination improves edge rates significantly at lower mmWave frequencies, in particular at
higher density of BSs. On the other hand, higher mmWave frequencies may not need coordination.

5.5.4.3 Common Database
Since transmission conflicts between multiple licensees occur sporadically in mmWave sys-
tems, these conflicts can be resolved by the use of a common database that keeps track
of the transmissions of each licensee [14]. This is a type of semi-static coordination-based
approach. Although it doesn’t require a continuous sensing of spectrum by each participant,
it still creates feedback/transmission overheads and latencies. One example was studied in
[46] for mmWave cellular systems with a central database that collects dynamic informa-
tion about the interference faced by each operator on potential links and then decides which
of the links cannot be scheduled simultaneously. Similarly, [47] proposed a new medium
access control (MAC) layer that can jointly regulate transmissions among operators for
mmWave cellular and back-haul networks.

5.5.4.4 Sensing/D2D Communication-based Coordination
Similar to the previous case, transmission conflicts can be resolved in a distributed manner
also without requiring a central database. In [46], if an AP senses heavy interference from an
AP of a different operator on a potential link it is planning to schedule, it sends a message to
the interfering AP with a proposed coordination policy. The two operators can also perform
sequential negotiations in order to obtain more efficient scheduling.

5.5.5 Secondary Licenses and Markets

Due to the highly dynamic nature of data demands in mmWave systems, it is expected that
licensed spectrum may lie idle for some time or at some locations. In these scenarios, it may
be beneficial for a licensee to rent its spectrum to small operators for specific locations, a
specific time duration or on an opportunistic basis. Such licenses can be termed secondary
licenses. As discussed earlier, a spectrum license owner would want to have privileged rights
as the primary owner of a spectrum in order to maintain a QoS or get significantly better
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performance than the renters in order to avoid losing its customer base and brand value.
Hence, it is intuitive for owners to impose restrictions on spectrum usage while ensuring a
certain level of spectrum usability to secondary licensees.

Such secondary licensing can also be made mandatory to promote an efficient utilization
of the spectrum by central licensing authorities. The FCC [14] proposes market-hybrid
licensing where primary licensees are required to share the unused portions of geographic
areas with others who are interested. Primary owners can sell licenses that allow oppor-
tunistic non-interfering use to secondary users in unused geographical areas with the
understanding that renters will leave if the owner eventually decides to use that area by
deploying its own network. It is also possible to allow consumers to deploy their own APs
as secondary users, possibly for indoor coverage to augment the service provided by the
licensee on a revenue sharing basis.

5.5.5.1 Primary/Secondary Markets
Secondary licenses can be provided by the central authority in a similar fashion as pri-
mary licenses are provided. However, it is also possible that primary licensees can directly
sell secondary licenses to small operators. This will open up decentralized spectrum mar-
kets for secondary licenses. It may be possible to partition the bands according to area and
spectrum resources and rent/sell different partitions to different secondary operators [18].
Matinmikko et al. [48] discussed other potential licensing elements on which licenses can
be further partitioned into smaller chunks. This leads to micro-licensing of the mmWave
spectrum. In particular, there is a possibility of including provisions to grant local rights
to deploy and operate networks in specific places, including stadiums, downtown areas,
academic areas, and malls.

5.5.5.2 Third-party Markets
With increasing requirements of primary/secondary markets, it is highly probable that
third-party entities will come into existence. These entities can coordinate the selling
and buying of secondary licenses or can even act as a middle-entity licensee such that
the primary and secondary licensee don’t see each other. This can guarantee a consistent
revenue to the primary owner regardless of secondary owners and can guarantee a certain
QoS to secondary licensees in the case when a particular primary owner doesn’t wish to
lease its license anymore or is causing significant interference to others.

5.5.6 Increasing the utilization of spectrum

Even with the vast spectrum of mmWave, the increasing requirement of data speed and
exponential growth of devices necessitate an efficient use of the spectrum. To further
increase the spectrum utilization and avoid idling of spectrum, it is possible to frame
policies either via a central authority or on an agreement basis to bring more fluidity to
the licensing, for example through secondary markets, flexibility to trade licenses, and
micro-licensing. The FCC [18] proposes a policy to impose certain usage requirements
on each licensee. The usage of each licensee can be monitored and its licenses can be
canceled if the assigned spectrum resource is found to be under-utilized. In the case where
a long-term primary license is issued, a use-or-share obligation can be enforced which
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forces the owner to rent its licenses (possibly for specific areas or time) to secondary users
[15]. The small coverage area of mmWave makes it an optimal case for licenses based on
area-specific restrictions.

5.6 Conclusions

Due to the reduced level of inter-operator interference, mmWave systems are naturally suit-
able for spectrum sharing, even without any coordination or information exchange. Spec-
trum sharing has been reported to provide significant gains in comparison to the exclusive
licensing. Although inter-operator coordination may not be essential for spectrum sharing,
some small level of coordination may help improve the per-user edge rate. In this chapter,
we have discussed many potential options of spectrum sharing in mmWave bands. Impor-
tant questions to ask here are how much coordination is required and how much gain can be
obtained with sharing, answers to which depend on exact scenario and deployment config-
uration. More extensive evaluations are needed in order to answer these questions precisely
for the various sharing methods discussed.
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The Licensed Shared Access Approach
António J. Morgado

Instituto de Telecomunicações, Aveiro, Portugal

6.1 Introduction to Spectrum Management

Worldwide spectrum regulation has been a competency of the International Telecommuni-
cations Union (ITU) since 1903. Since then, even though the amount of regulated spectrum
has increased significantly, the method used for regulation has not changed.

In the 1927 radio regulations the ITU decreed that several radio services should occupy
different bands, separated from each other by the necessary guard bands in order to avoid
interference. Should interference be noticed among users of the same service, the station
power, antenna, or even frequency should be adjusted and agreed among the parties.

In 1947, the ITU concluded that by proceeding this way many spectrum resources
were being wasted. To make more efficient use of the spectrum, adequate channelization
schemes were proposed and frequency reuse distances were determined, i.e. several net-
works offering the same service were allowed to use the same band by sharing frequency
and geography domains in a coordinated way. These rules became mandatory in ITU
member countries.

As the number of radio services needing spectrum increased, there was a need to allow
several services to be deployed in the same band (i.e., to the pioneer services such as
maritime, fixed, and broadcasting communications, newer services were added, such as
aeronautical, radio navigation, radar, amateur radio, radio astronomy, meteorological aids,
mobile, etc.). The 1959 radio regulations therefore defined, for the first time, the concept
of primary and secondary services:

● Primary services have the highest priority and are protected against interference.
● Secondary services shall not cause interference to primary services, cannot claim protection

from interference from primary services, but can claim protection from interference from
the same or other secondary services.

Abiding by these rules, until a few years ago spectrum management, as performed by the
national regulators, consisted of issuing licenses for deploying specific primary and sec-
ondary services, using specific frequency bands in an exclusive way.

This explains why the radio spectrum between 9 kHz and 300 GHz is now highly frag-
mented. Fragmentation results in a significant waste of spectrum, especially in those bands
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where the incumbent only needs the spectrum during very limited periods or in very limited
areas. If those licensed bands could be shared by other services, particularly those which
use spectrum efficiently and which already face spectrum shortages, as in the case of mobile
network operators, this would allow additional useful services to be deployed without elim-
inating any incumbent.

6.2 The Dawn of Licensed Shared Access

The concept of sharing the same spectrum in the same geography at different time instants
is not new (see, for example, [1]). Yet, as there was no technology to implement it efficiently
until recently, this topic was erased from regulators’ memory, until now.

The huge success of unlicensed Wi-Fi applications deployed in the 2.4-GHz band since
the late 1990s (and later in the 5-GHz band) demonstrated that it was possible to have
reliable communications even when reasonable amounts of interference were present.
About two decades later, in the late 2010s, technology innovations such as spectrum
agility, software-defined radio (SDR), and cognitive radio (CR) started to migrate from
the research labs to the infrastructure of modern cellular networks. As the SDR and CR
technologies are now mature, regulators decided it was time to look into spectrum sharing.

The first idea was to look for new uses of the TV band which was freed by switching off
analogue transmissions. From 2008 to 2012, several countries around the world allowed the
use of these so-called TV white spaces (TVWS) (i.e., the emptied TV bands) by unlicensed
secondary users. However, as the secondary users are not protected against interference
in TVWS, and for this reason it is not possible to guarantee quality of service (QoS) to the
secondary users, the wireless industry, specifically the mobile network operators, were not
attracted by this solution. So in 2011, two manufacturers proposed [2] a sharing scheme
called authorized shared access (ASA) [2]. The main idea behind ASA was that mobile net-
work operators (MNOs) could be allowed to use, on an exclusive basis, the international
mobile telecommunications (IMT) bands that were licensed to the incumbents, as long
as the MNOs knew when and where the incumbents are not using these bands. As each
mobile network uses part of the available spectrum on an exclusive basis, they can benefit
from predictable QoS.

In the European Union (EU), the merits of this sharing scheme were also identified by
the Radio Spectrum Policy Group (RSPG), which extended the ASA concept to any licensed
“secondary” user instead of being only applicable to mobile network operators [3–6] and
IMT bands. This extension was renamed licensed shared access (LSA). According to [6],
LSA is:

“A regulatory approach aiming to facilitate the introduction of radiocommunica-
tion systems operated by a limited number of licensees under an individual licensing
regime in a frequency band already assigned or expected to be assigned to one or more
incumbent users. Under the LSA framework, the additional users are allowed to use
the spectrum (or part of the spectrum) in accordance with sharing rules included in
their rights of use of spectrum, thereby allowing all the authorized users, including
incumbents, to provide a certain QoS.”
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Figure 6.1 Roadmap of LSA in the 2300–2400 MHz band in Europe.

Unlike other spectrum sharing approaches, e.g. TVWS, the additional users that are
allowed to share the band with the incumbent will be protected against interference, both
from the incumbents as well as among themselves. As such, in LSA we may not consider
these additional users as secondary users, and for that reason, instead of the usual primary
and secondary nomenclature, in LSA we talk about incumbents and LSA licensees.

After the definition of the strategy in terms of spectrum policy, LSA development contin-
ued through its standardization and regulation paths in Europe, as depicted in Figure 6.1.

6.2.1 The LSA Regulatory Environment

LSA is a licensing approach that foresees the sharing of underutilized licensed bands by
a limited number of new licensed users called LSA licensees. The individual rights of use
obtained by LSA licensees allows them to request access to this spectrum on an exclusive
basis, as long as they comply with the constraints imposed in a sharing agreement previ-
ously negotiated with the incumbent.

LSA is seen as a step to introduce new services in bands that cannot be immediately
refarmed, since the LSA regulatory framework [6, 7] constrains LSA to vertical sharing
situations, i.e. it imposes that the incumbent and the LSA licensees shall deploy differ-
ent radio services. In addition, currently envisioned LSA implementations are restricted to
long-term sharing arrangements that can be planned well in advance and which do not
change over time.

According to the LSA regulatory framework in Europe [6, 7], LSA requires the involve-
ment of at least three stakeholders:

● the incumbent operator, who has individual rights of use of the band
● the LSA licensee operator, who will agree to the sharing conditions with the incumbent

according to which it will be allowed to use the band, with protection against interference
originating from the incumbents as well as from other LSA licensees

● the national regulatory agency (NRA), which supervises the negotiation of the sharing
agreements between incumbents and prospective LSA licensees, and establishes the
licensing process to which prospective LSA licensees may apply.
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Figure 6.2 Baseline LSA architecture [7].

In LSA, the protection of the LSA licensees against interference originating specifically
from the incumbents is ensured by the sharing agreement negotiated in advance between
these two stakeholders under the supervision of the NRA. This contractual agreement
should establish, among other things, the combination of channels, geographical regions,
and time intervals where the incumbent promises not to cause excessive interference to
the LSA licensees. The sharing agreement should also define the conditions upon which
the LSA licenses may be asked to stop using the band due to an unforeseen need of the
incumbent to use the band again. It should be stressed that when an NRA supervises the
negotiation of the sharing agreement, it should verify if the behavior of the incumbent is
predictable, i.e. whether the unforeseen needs to reclaim the use of the band are rare indeed.
If this is not the case, the NRA should refuse to license that band under the LSA approach.

Regarding the protection of interference among LSA licensees, this is ensured by individ-
ual rights of use of parts of the band, i.e. when the incumbent is not using the spectrum,
only one LSA licensee will be allowed to do so.

The LSA regulatory framework also establishes that at least two additional modules have
to be added to the networks using bands licensed through the LSA approach, shown in
Figure 6.2:

● The LSA repository, a database containing information about which part of the band will
be available for use by the LSA licensees, where it will be available, and when it will be
available. This database should not be owned by the LSA licensee.

● The LSA controller, who will obtain information from the LSA repository and provide to
the LSA licensee information about the available spectrum. The regulatory framework
does not impose any restriction regarding the ownership of the LSA controller.

Although the current LSA sharing scheme seems quite simple and easily understandable,
it requires the establishment of an appropriate regulatory framework whose main distinc-
tive features are:

● LSA consists of the vertical sharing of bands with low incumbent activity.
● A limited number of new licensed users (LSA licensees) may be allowed by the NRA to

use this band when/where the incumbent is not using it.
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● LSA licensees use parts of the band exclusively. They are protected from interference
caused by neighboring LSA licensees and neighboring incumbents so they can benefit
from predictable QoS.

● Implementation of LSA requires the introduction of two network modules: the LSA
repository and the LSA controller.

6.2.2 LSA/ASA in the 2300–2400 MHz band

As mentioned before, the European Commission (EC) did not want to restrict the scope
of the LSA approach to mobile operators. Nevertheless, the Commission also recognized
that LSA would allow mobile operators to have a quicker access to the additional spectrum
needed for deploying mobile broadband services. In other words, the ASA paradigm was
unofficially recognized as the first step towards the broader LSA approach.

The 2300–2400 MHz band, which had already been identified [8] as a band where the
introduction of mobile broadband was feasible, was considered as a potential ASA/LSA
band since it had limited utilization across Europe [9]. Therefore, in April 2014, the EC
issued a mandate to the European Conference of Postal and Telecommunications Admin-
istrations (CEPT) to develop harmonized technical conditions regarding the introduction
of mobile broadband applications in the 2300–2400 MHz band under the LSA approach
[10]. The CEPT answers to this mandate were published in November 2014 [11], March
2015 [12], and July 2015 [13], based on previous studies [8, 14, 15] and the LSA regulatory
framework [6, 7].

The operational LSA parameters for mobile broadband applications in the 2300–2400
MHz band were first described in ECC Decision(14)02 [15] and in the cross-border coordi-
nation procedures recommended in ECC Recommendation (14)04 [14]. These documents
defined the following conditions:

● The mobile broadband applications using LSA in the 2300–2400 MHz band should be
based on 20 5-MHz blocks and time-division duplex (TDD) mode.

● The emissions should be below a specified block-edge mask, as indicated in Figure 6.3.
● For cross-border coordination between mobile/fixed communications network (MFCN)

applications, these applications must not cause signal levels above a pre-defined thresh-
old in the borderline between two neighboring countries. If MFCN is deployed using
long-term evolution (LTE) technology, the systems on each side of the border should
use different physical cell-identity (PCI) groups. When the base stations cause signal
levels above the pre-defined threshold mentioned above, the regulators of the countries
involved should agree on the best way to coordinate MFCN operation in the borderline.

● For cross-border coordination between MFCN and other types of application, the regula-
tors of the countries involved should conduct specific studies to agree on the best way to
coordinate the operation of those systems.

Meanwhile, within the scope of the EC’s standardization mandate to develop techni-
cal specifications of reconfigurable radio systems [16], the European Telecommunications
Standards Institute (ETSI) specified an LSA reference system [17], LSA system require-
ments [18], LSA network architecture [19], and LSA protocol for the interface between the
LSA repository and the LSA controller [20].
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(3) Reduced PMax value for coexistence with systems above 2400 MHz.

Figure 6.3 (a) Block-edge mask for synchronized time division LTE base stations operating in the 2300–2400 MHz band. (b) Block-edge mask for
unsynchronized time division LTE base stations operating in the 2300–2400 MHz band (based on [15]).
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Figure 6.4 Architecture of a baseline LSA/ASA system operating at 2300–2400 MHz.

It should be stressed that, according to the LSA regulatory framework [6, 7], if ETSI
wanted to produce an LSA standard, it would have to be valid for any type of LSA licensee.
However, the companies supporting LSA standardization in ETSI had the aspiration that
the LSA standard would also be a facilitator of the quick and easy deployment of ASA in
the 2300–2400 MHz band using LTE technology. As ETSI assumes that the LSA controller
is within the mobile network domain, the standardization of the interface between the LSA
controller and the LSA licensee, which was still missing, was out of scope of ETSI and had to
be standardized by the 3rd Generation Partnership Project (3GPP) [21–24] (see Figure 6.4).

For completeness, it should also be mentioned that since consideration of LSA in the
2300–2400 MHz band, the adoption of LSA has also been suggested for the 3600–3800 MHz
band [25].

6.3 An Improved LSA Network Architecture

Although LSA regulation constitutes a step forward to improve the efficiency of spectrum
utilization, a weakness of the current LSA standard is that it handles protection from inter-
ference in a static way by considering pre-defined situations where the sharing may occur,
as well as pre-defined methods to overcome harmful interference situations.

By confining LSA to such a static behavior, many sharing opportunities are being missed.
To avoid this, the European Research Project ADEL [26] proposed that LSA support more
dynamic sharing situations, where the number of active incumbents and LSA licensees,
as well as their operating frequencies, may vary over time and geography, and the ‘LSA
system’ will still react adequately to provide the predictable QoS levels envisioned by the
current regulation.

The LSA architecture shown in Figure 6.5 was proposed by ADEL to perform automatic
allocation of radio resources in a multitude of dynamic sharing arrangements involving
multiple LSA licensees and multiple incumbents in any vertical sharing configuration. To
promote a more efficient utilization of the spectrum, the ADEL LSA system contains an
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Figure 6.5 System architecture to support the deployment of LSA in dynamic scenarios [27–30].

LSA band manager, which is a building block responsible for coordinating the access of
multiple LSA licensees to the LSA band, thus avoiding the need to have a fixed band plan
as presumed in the ETSI standard and in Cognitive Radio trial Environment+ (CORE+)
single LSA licensee trials [31].

The basic two-node LSA architecture originally proposed by Qualcomm and Nokia is
complemented in ADEL by one or several collaborative spectrum sensing networks to pro-
vide information about the radio environment, thus allowing quick detection of changes in
the radio environment caused either by the incumbents or the LSA licensees.

The information provided by the LSA repository and the sensing networks is used to
compute, and keep updated, a radio coverage map that reflects the real environment as accu-
rately as possible. When an LSA licensee requests spectrum, the information contained in
this map will be used by the LSA band manager to allocate the most adequate resources
(frequency and power) to this specific LSA licensee.

As shown in Figure 6.5, the ADEL architecture also includes modules dealing with
authentication, storage of the LSA sharing agreement rules, and spectrum usage
accounting.

We have come up with this architecture in order to balance (i) the QoS guarantees offered
to incumbent and licensee users, as per the LSA principle, and (ii) better overall spec-
trum utilization and control, made available through advanced radio resource management
(RRM) and sensing reasoning.

The functional modules of the ADEL LSA-based system architecture are described below.

● LSA repository: A database that stores (and possibly updates) incumbent-specific infor-
mation, that is, it stores information about each incumbent’s:
⚬ carrier frequency and bandwidth
⚬ location and coverage area
⚬ transmitter hardware characteristics (e.g., maximum transmission power level,

antenna height etc.).

In ADEL the modules in charge of processing information are decoupled from the mod-
ules responsible for storing information. Thus, unlike ETSI’s LSA standard, ADEL does not
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include in the LSA repository the identification of the spectrum that each LSA licensee
might use. In ADEL, this is a task for the LSA band manager.

● Radio environment map (REM): This is a representation of the radio environment that is
under the control of the LSA band manager. The information on the radio environment
map may originate from (i) propagation calculations performed using terrain databases
and inputs from the LSA repository/LSA band manager and (ii) measurements performed
by the collaborative spectrum sensing networks. As the main objective of the map is to
assist the LSA band manager to perform RRM tasks, the map sends to the manager a
subset of the information it contains when requested. The radio map is also responsible
for updating itself when necessary.

● LSA sharing agreement: This module is a database under the responsibility of the NRA
that stores the rules that define the sharing agreement (e.g., LSA band, the radio service
of the incumbent/LSA licensee, number of incumbents/LSA licensees, spectrum access
type etc.).

● LSA band manager: This is the entity that implements the resource allocation procedures
and it is key to guaranteeing QoS to all players. It is divided into three different functional
sub-modules: the LSA request manager, the LSA RRM, and the LSA billing modules.
⚬ The LSA request manager requests the authentication of the LSA licensee and performs

priority management according to the LSA sharing agreement.
⚬ The LSA RRM performs the computation of available resources to assign to the

LSA licensee based on the LSA sharing agreement and the radio environment map.
After this has been determined, it implements admission control of the LSA licensee
spectrum requests. If there are available resources, the LSA RRM decides which ones
are the most appropriate to assign to this LSA licensee (e.g., carrier frequency and
transmitter power) and sends the information about the selected resources to the
LSA licensee in question. The LSA licensee may accept or refuse the assignment.
When the LSA licensee accepts the assigned resources, the LSA band manager sends
information about the assigned resources to the radio environment map so the latter
can update itself. Periodically, the LSA band manager analyses the radio environment
map to detect potential policy violations. In such cases, it informs the LSA licensee.

⚬ The LSA billing module is responsible for the financial accounting tasks.
● LSA authentication server: This is a module under the responsibility of the NRA that is

used to store information and perform tasks related to the authentication of all the func-
tional modules.

● Spectrum sensing reasoning: The functions under the responsibility of this module are:
a) defining the sensing requirements for each sensing network
b) detecting faulty measurements
c) computing a sensing map (same format as the REM)
d) updating the map (i.e., deciding which pixels of REM should be updated with the

sensing results)
e) determining which zones of the map need additional sensing. This module is con-

nected to the REM and also assists the policy protection mechanisms.
● LSA controller: This module obtains the spectrum availability information from the LSA

band manager and sends it to the network management system of the mobile network,
where it is translated into radio transmitter configurations.
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Figure 6.6 Exchange of messages when an LSA licensee requests spectrum.

It should be stressed that the sensing networks may contain dedicated sensors or reuse
the measurement capabilities already installed in 3GPP-compatible base stations and
user equipment (UE). The aim of the spectrum sensing networks within the proposed
architecture is four-fold: (i) to fine-tune the propagation models used in the propagation
calculations within the REM, (ii) to collect information not provided by the incumbents
due to privacy concerns, (iii) to detect sharing agreement violations, and (iv) to collect
band usage statistics that may be provided to the band manager in order to improve future
frequency allocation decisions. When there are several collaborating sensing networks,
the higher number and higher diversity of sensors in the field may also allow positioning
algorithms to be deployed with improved accuracy when compared with a single network.

In order to facilitate the understanding of the proposed architecture, Figure 6.6 describes
the sequence of messages exchanged by the LSA system when the LSA licensee requests
spectrum (the LSA repository and spectrum sensing reasoning modules are not shown due
to lack of space).

6.4 Operation of the Improved Architecture in Dynamic LSA
Use Cases

ADEL proposed a system supporting any vertical sharing situations that may arise in
Europe in the future, as it considers that all radio services, i.e. aeronautical, maritime,
broadcasting, military, fixed, land mobile, satellite services, etc., may be involved in spec-
trum sharing. Obviously, such a list of services imposes a large diversity of requirements
in terms of:
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● the required periodicity of assignment of resources
● the bandwidth to be assigned
● the coverage/service area.

The main challenges do not come from the different characteristics of the frequencies
being assigned, but from the temporal and spatial requirements that the resource allo-
cation algorithms must fulfil. Three use cases were selected by ADEL to exemplify those
challenges:

● Scenario 1: LSA for backhaul support in railway communications
● Scenario 2: LSA for macro-cellular mobile communications
● Scenario 3: LSA for additional capacity in small cell mobile communications.

This set of scenarios allows the application of LSA to be exemplified in situations that
range from very short to very long allocation periods, from very confined to very wide ser-
vice areas, and are associated with different bandwidth requirements. They are described
in sections 6.4.1. through 6.4.3.

6.4.1 Railway Scenario

In this scenario, ADEL proposed using LSA to support backhaul links between antennas
located on top of moving trains and fixed base stations placed along railway tracks. Those
external antennas are connected to indoor access points placed inside the train to provide
mobile broadband connectivity to both staff and passenger mobile terminals using Wi-Fi or
4G mobile radio access technology.

In this scenario, LSA is used as a complement (i.e., an add-on) to the current way of
implementing these backhaul links, which traditionally use other licensed spectrum. The
LSA band used is the 2300–2400 MHz band. This band must be shared in time and geogra-
phy with both aeronautical telemetry’s ground stations and military applications that are
deployed along the railway track. This means that, in this scenario, ADEL considers that the
incumbents of the 2300–2400 MHz band are aeronautical telemetry and military services.
Obviously, the incumbent may change when the train moves from location to location, or
from country to country.

With regard to the LSA licensee role in the 2300–2400 MHz band, in this scenario ADEL
considers that it is performed by a railway operator. The reader should recall that in order
to be aligned with CEPT regulations, the use of LSA in the 2300–2400 MHz band by LSA
licensees is constrained to multiples of 5-MHz bandwidths and TDD mode [11]. Therefore,
within this scenario, the railway operator requests from the LSA system in advance (e.g., the
day before or while the train is stopped in a station) access to 20 MHz of spectrum in any part
of the 2300–2400 MHz band. This band is intended to support backhaul links between the
moving train and the fixed infrastructure in a specific portion of the track that is expected
to be crossed by the train according to a specific timetable.

Because ADEL considers moving trains with speeds of up to 360 km/h (i.e., 100 m/s),
ADEL determines that LSA-capable fixed base stations should be placed at least 1 km from
each other in order not to have LSA handovers more often than every 10 s. Link budget
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Table 6.1 LSA allocations in railway scenario

LSA band 2300–2400 MHz

LSA application Backhaul link for mobile broadband applications inside moving trains
Incumbents Aeronautical telemetry ground-stations and military ground stations
LSA licensee Railway operator
LSA bandwidth Multiples of 20 MHz
LSA allocation time period Multiples of 10 s
LSA allocation area 100 m wide by 1 km length along the railway track

considerations at 2300–2400 MHz do not allow these base stations to be spaced much more
than this.

The parameters relevant for LSA operation in the railway scenario are listed in Table 6.1.
From the end-user perspective, this scenario should appear as follows:

1) At least 1 h before the scheduled departure of the train, the railway operator connects
to the LSA band manager to request spectrum along the track that the train will cross.
To deal with train delays, a 5-min safety margin should be included in the spectrum
requests.

2) Some seconds afterwards, the railway operator receives a frequency profile indicating
the LSA frequencies that should be used by the train when it crosses specific places
of the track at specific time instants. If LSA spectrum will be not available on some
parts of the track, this will be immediately known by the railway operator, who should
decide how to solve the problem: will it have to warn end-users some minutes before the
connection breakdown or will it rely on the legacy licensed systems? (Note: Although
it will be possible that LSA spectrum might be unavailable, these situations should not
be frequent. If they are frequent, this means that the band was erroneously assigned to
LSA by the national regulator or that the national regulator has authorized an excessive
number of LSA licensees in that band.)

3) This frequency profile may be immediately used by the railway operator to initiate the
process of informing the base stations along the track that they have to use those fre-
quencies to communicate with trains during those periods. This allows preparation for
the reconfiguration procedure to start in advance.

4) The train is stopped at the departing point. It has two improved performance LTE
UE modules (more transmission power, more sensitive receivers, faster processors),
with 2300–2400 MHz external antennas, one placed on top of the first carriage and
the other placed on top of the last carriage. These two UEs are used to connect to the
fixed infrastructure and provide connectivity to the passengers through several access
points distributed inside the train. While the train is at a stop, the train’s UEs are con-
nected to the fixed infrastructure, using licensed (LTE) or unlicensed (Wi-Fi) spectrum,
depending on the railway operator decision.

5) An end-user arrives at the train station. He/she has a smartphone or other mobile
broadband device that is powered on and registered in a mobile network.
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6) The train arrives at the station. The end-user enters the train. At this instant, the
end-user’s mobile broadband device should detect a stronger signal coming from the
train access points and should warn the end-user that a new network has been found
inside the train. This is the railway operator network. The device should switch to the
railway operator network automatically or manually depending on the network and
device configurations.

7) The train starts its journey. As soon as it leaves the station, the train’s UEs connect to
the base stations placed along the track using LTE and the frequencies described in the
frequency profile obtained from the LSA band manager (step 2).

8) The train position is known accurately using the railway positioning systems. As such,
whenever the train approaches a location where, according to the frequency profile
obtained from the LSA band manager, the trains’ UEs have to switch to a different
LSA carrier frequency, the UEs are required to inform the base stations, which will
then require the train’s UEs to handover to those frequencies. Typical LTE handover
interruption times should be achieved. (Note: ADEL proposes that the switching
among LSA carriers is performed in this way in order to implement this switching in
the same way as regular LTE handovers, i.e. these operations should be UE-assisted
network-controlled operations.)

9) Meanwhile, the LTE measurement gap patterns (6 ms periods repeated every 40 ms)
configured by the base stations along the track are used by the train’s UEs to perform
measurements on most of the LSA carriers in the LSA band. These measurements are
transmitted, like any other LTE measurement, to the base stations along the track.
The base stations then forward this information to the network management system
(i.e., the operations, administration, management and provisioning (OAM&P) system
in 3GPP networks), which processes them and transmits the results to the LSA sys-
tem. The sensing information should be used to both tune the propagation models and
collect spectrum usage statistics that will assist future frequency allocation decisions.
This information is also used immediately when policy violations are detected (e.g.,
unauthorized interference).

10) Inside the train, the use of LSA or any other type of spectrum should be entirely trans-
parent to the end-users, which should use their mobile broadband devices as usual.

11) When the end-user leaves the train, the railway network signal distributed by the access
points inside the train will become weaker. At this point, the user’s device should switch
to another network, automatically or manually, depending on the network and the
device’s configurations.

6.4.2 Macro-cellular Scenario

In the second scenario, ADEL proposes using the LSA band to support links between
macro-cellular fixed base stations and the end-users’ terminals. These terminals may be
portable devices with antennas mounted on the surface of moving vehicles, handheld
mobile devices, or fixed devices.

In this scenario, LSA band is seen as additional spectrum used to provide extra capac-
ity to some macro-cellular networks in a cost-effective way. The LSA band is again
2300–2400 MHz. This band must be shared in time and geography with both aeronautical
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Table 6.2 LSA allocations in macro-cellular scenario

LSA band 2300–2400 MHz

LSA application Link between end-user’s devices and macro-cellular fixed base stations
Incumbents Aeronautical telemetry ground-stations and military ground stations
LSA licensee Mobile network operator
LSA bandwidth Multiples of 5 MHz
LSA allocation time period Multiples of 1 min
LSA allocation area Macro cell with 1.5 km

telemetry’s ground stations and military applications that are deployed within the area
that is served by macro-cellular network(s) belonging to one or more MNOs. This means
that in this scenario, the incumbents of the 2300–2400 MHz band may be aeronautical
telemetry and military services, while the LSA licensees are one or more MNOs. Obviously,
the incumbent may change when the end-user moves from location to location within the
area serviced by the macro-cellular network it is attached to. Likewise, the LSA licensees
may also change from location to location, and/or from time to time, because the national
regulator may have defined geographical areas where, or time periods when, some MNOs
are authorized to use LSA and other MNOs are not.

As in any other LSA scenario, the LSA licensee must request in advance (e.g., in the day
before), from the LSA system, the allocation of LSA spectrum. According to CEPT regu-
lations regarding the 2300–2400 MHz band, LSA licensees should access spectrum in this
LSA band in multiples of 5-MHz channels using TDD [11].

Because it is assumed that mobile terminals can move with speeds of up to 180 km/h
(i.e., 50 m/s) in the aforementioned macro-cellular networks, ADEL determines that
LSA-capable macro-cellular fixed base stations should be placed at least 3 km from each
other in order not to have LSA handovers before 1 min. On the other hand, given that the
selected LSA frequencies are higher than the traditional sub-GHz frequencies used by
macro cells, the size of the cells cannot be much higher than this value.

The parameters relevant for LSA operation in the macro-cellular scenario are summa-
rized in Table 6.2.

From the end-user perspective, this scenario is as follows:

1) When the mobile network operator predicts that it will need LSA spectrum in parts of
the network during the following day, it connects, at least one day in advance, with the
LSA band manager to request spectrum for the macro-cellular base stations where there
is such a need.

2) The LSA band manager contacts the REM to get updated radio environment conditions,
obtained both from static and sensed data. Using this information, and eventually some
historical data stored internally (e.g., number of active LSA licensees on each day of the
week), the LSA band manager determines the frequency profile that the LSA licensee
should use to get the required QoS and minimize the probability of having to reconfigure
unnecessarily. As the number of base stations to analyse might be high, the computa-
tions might take from several minutes to a couple of hours. In principle, some minutes
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after placing the request, the mobile operator receives a frequency profile indicating the
LSA frequencies that should be used by each of its macro-cellular base stations during
the requested time interval. If LSA spectrum may not be available in any base station
locations in the vicinity, this will be immediately known by the network operator, who
should decide how to solve the problem, e.g. by making use of other load balancing
schemes that might be available in the network. (Note: Although it will be possible that
LSA spectrum might be unavailable, these situations should not be frequent. If they are
frequent, this means that the band was erroneously assigned to LSA by the national regu-
lator or that the national regulator has authorized an excessive number of LSA licensees
in that band.)

3) This information may be immediately used by the network operator to initiate the pro-
cess of informing the macro-cellular base stations that they can use the authorized fre-
quencies to communicate with end-users during those periods. This allows preparation
for the reconfiguration procedure to start in advance.

4) End-users have mobile broadband devices (e.g., smartphones) that are powered on and
registered in a mobile network. Some of these devices are capable of operating in the
2300–2400 MHz band using TDD mode (3GPP band 40).

5) The macro-cellular base stations that have been allowed to use LSA frequencies for a spe-
cific time interval may, during that interval and as soon as they are ready, send instruc-
tions to the attached UEs commanding them to perform a reselection or a handover
to the LSA frequencies indicated by the macro-cellular base station. These frequencies
should be in accordance with the frequency profile obtained by the LSA band manager
(step 2).

6) Whenever the end-user moves to another LSA macro-cell:
a) If the end-user terminal is in idle mode, it should camp on the new cell during the res-

election procedure as usual. The information about the target cell carrier frequencies
is obtained by the broadcast channel.

b) If the end-user terminal is in connected mode, the handover also happens in the usual
way, i.e. the original base station gets information about the carrier frequencies in use
on the target cell and sends this information to the mobile, commanding it to switch
to that frequency. The end-user terminal then connects to the target cell and finally
is disconnected from the original one.

7) Meanwhile, assuming the macro-cellular network is deploying any 3GPP standard, the
measurement gap patterns defined by the base stations are used by the end-users’ ter-
minals to perform measurements on most of the LSA carriers in the LSA band. These
measurements are sent to the macro-cellular base station like any other measurement.
LSA measurements provided by the several end-users’ terminals in the macro-cell, are
concentrated on the macro-cellular base station, and sent to the mobile network man-
agement centre (OAM&P), and finally transmitted to the LSA system. This information
should be used to both tune the propagation models and collect spectrum usage statis-
tics that will assist future frequency allocation decisions. This information is also used
immediately when policy violations are detected (e.g., unauthorized interference).

8) When the end-user leaves the macro-cells that are using LSA frequencies, or when the
time period during which those cells are authorized to use LSA expires, the end-users’
terminals should switch to other frequencies automatically, in the same way as indicated
in 6.
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Macro cell: MNO spectrum;
Small cell: LSA spectrum.

Figure 6.7 Indoor-to-outdoor, residential small cells.

6.4.3 Small Cell Scenario

ADEL proposes the deployment of small cells in highly populated areas using LSA bands
in order to increase the network capacity for mobile broadband services when and where
needed.

In this scenario, the links that use the LSA band are the links between the small cell
fixed base stations and the end-users’ mobile terminals. These terminals are typically
handheld mobile devices or laptops. Naturally, before using the LSA small cell, these
end-users’ devices must previously register with a legacy macro/micro cell using the
licensed spectrum. The network will then guide the end-user terminal to the LSA small
cells when an authorized small cell is in range and when the network load requires
offloading some users from the legacy network to the small cells. Although not absolutely
necessary, ADEL proposes that LSA small cells deployment should always be combined
with legacy licensed-spectrum micro and macro cells in order to provide the mobile
terminals with initial LSA configuration, and to guarantee uninterrupted service to the
users moving across the cells with low speed.

In this scenario, the LSA band is seen as additional spectrum used to provide additional
capacity, in a cost-effective way, to dense networks of small cells deployed in urban envi-
ronments.

We should stress that this scenario includes several implementation options, e.g. the small
cell base stations may be (i) indoor, privately owned, residential LSA-capable gateways with
wired connectivity, as depicted in Figure 6.7, or (ii) remote radio heads connected through
fibre to a centralized baseband unit, to mention just a couple of examples. Although the
resource allocation problem remains the same, we stress that these two example options
correspond to different business requirements, especially in terms of initial investment.

Given the expected high demand for spectrum in these highly populated areas, it
was decided to use two LSA bands in this scenario, i.e. the 2300–2400 MHz band is
complemented by the 3500–3600 MHz band. Both these bands must be shared in time
and geography with the respective incumbents. In this scenario, the incumbents in the
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Table 6.3 LSA allocations in small cell scenario

LSA band 2300–2400 and 3500–3600 MHz

LSA application Links between end-user’s devices and small cell fixed base stations
Incumbents 2300–2400 MHz: PMSE operators (fixed/portable/mobile wireless

cameras)
3500–3600 MHz: BWA operators (fixed/portable voice + Internet
services)

LSA licensee Mobile network operators with highly dynamic spectrum needs in
terms of bandwidth, time, or coverage area

LSA bandwidth Multiples of 5 MHz
LSA allocation time period Multiples of 10 min
LSA allocation area Small cell with 20–200 m radius

2300–2400 MHz band are programme making and special events (PMSE) operators that use
the band to support the operation of wireless microphones or cameras, while the incum-
bents in the 3500–3600 MHz band are broadband wireless access (BWA) operators using
the band to provide wireless fixed/portable voice and Internet services to underpopulated
areas.

LSA licensees are one or more mobile network operators willing to add capacity to their
networks by using small cells in densely populated cities at reduced cost.

Obviously, we may have different incumbents from place to place and from time to time.
In addition, the LSA licensee spectrum needs are also expected to change from location to
location and/or from time to time.

As in any other LSA scenario, the LSA licensee must request in advance (e.g., the day
before), to the LSA system, the allocation of LSA spectrum. According to CEPT regulations
regarding the 2300–2400 MHz band, and as mentioned previously, LSA licensees should
access spectrum in this LSA band in multiples of 5-MHz channels using TDD [11]. For the
other LSA band, i.e. 3500–3600 MHz, the same access conditions are assumed. Regarding
the remaining scenario parameters, it was considered that mobile terminals can move with
speeds of up to 30 km/h (i.e., 8.33 m/s) between small cells having a radius from 20 to 200 m.
For these parameters, link-budget considerations do not impose additional constraints.

The parameters describing LSA operation in this scenario are presented in Table 6.3.
From the end-user perspective, this scenario should appear as follows:

1) Because this scenario includes situations where small cell base stations are installed
indoors by their private owners, the places where these base stations are installed might
not be exactly known, but have to be estimated as accurately as possible. 3GPP requires
that the mobile operator must be able to know the location of the small cell transmit-
ter. Depending on the network operator decision, this information might be obtained in
several different ways:
a) The subscriber indicates where they will install the base station when filling out the

contract.
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b) The base station may be required to determine its position when it is powered
on and connected to the operator network. This location might be obtained by
knowing which network node was accessed by the base station when it is powered
on and tries to get configuration parameters, it can be estimated through the IP
address (coarse information), it can be calculated by measuring the observed time
difference with which the signals from the neighbour macro cells arrive (observed
time difference of arrival) at the small cell base station (intermediate accuracy), or it
can be obtained through a GPS reading if possible. The Small Cell Forum [32] states
that other schemes are also possible for the base station to determine its position,
like determining the macro-cellular cell-ID and refining the location information
using signal strength and signal quality radio measurements, or implementing
multi-lateration using other signal sources whose transmitter locations are known
(e.g., TV, FM or Wi-Fi).

The location of the small cell base station will have to be checked periodically by the
network. Several methods are possible, e.g. asking the neighbouring macrocellular base
stations to measure the uplink time difference with which the small cell signals arrive
at their locations (uplink time difference of arrival) or asking the serving macro-cells to
measure the receiver-transmitter time difference and combine this with angle-of-arrival
measurements.
It should be stressed that ADEL’s collaborative sensing networks, either composed of
dedicated sensors or reusing the base station and UE measurement capabilities, can also
be used to determine the position of the small cell base stations. In such cases, the col-
laboration of several LSA sensing networks will increase the number and diversity of
sensors in the field when compared with the situation where each mobile operator per-
forms its own measurements individually. This fact improves the accuracy, reliability,
and robustness of the positioning algorithms and/or reduces the number of measure-
ments that each individual sensing network has to perform.

2) After the location of the small cells has been determined/estimated, the interaction of
the mobile network operator with the LSA system is similar to the macrocellular sce-
nario. Therefore, when the mobile network operator predicts it will need LSA spectrum
in parts of the network during the following day, it connects, at least one day in advance,
with the LSA band manager to request spectrum for the small cell base stations where
there is such need.

3) Some minutes afterwards, the mobile operator receives a frequency profile indicating
the LSA frequencies that should be used by each of its small cell base stations dur-
ing the requested time interval. Some base stations may be allocated frequencies in the
2300–2400 MHz band while others may be allocated frequencies in the 3500–3600 MHz
band. If LSA spectrum is not available in any relevant base station locations, this will
be immediately known by the network operator, who should decide how to solve the
problem making use of other load balancing schemes that might be available in the
network.

4) The frequency profile may be immediately used by the network operator to initiate
the process of informing the small cell base stations that they can use the authorized
2300–2400 or 3500–3600 MHz frequencies to communicate with end-users during those
periods. This allows preparation for the reconfiguration procedure to start in advance.
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5) End-users have smartphones that are powered on and registered in a mobile network.
Some of these phones are capable of operate in the 2300–2400 MHz and/or 3500–3600
MHz band using TDD mode (3GPP bands 40 and 42, respectively).

6) The small cell base stations that have been allowed to use LSA frequencies for a specific
time interval may during that interval, and as soon as they are ready, send instructions
to the attached UEs that can operate in 2300–2400 or 3500–3600 MHz bands to instruct
them to perform reselection/handover to the LSA frequencies indicated by the small
cell base station. These frequencies should be in accordance with the frequency profile
obtained from the LSA band manager (step 3).

7) Whenever the end-user moves to another LSA small cell:
a) If the end-user terminal is in idle mode, it should camp on the new cell during the

reselection procedure as usual. Information about the target cell carrier frequencies
to select is obtained from the broadcast channel.

b) If the end-user terminal is in connected mode, the handover also happens in the usual
way, i.e. the original base station gets information about the carrier frequencies in
use on the target cell, then sends this information to the mobile and commands it to
switch to that frequency. The end-user terminal then connects to the target cell and
finally is disconnected from the original one.

8) Meanwhile, assuming the small cell network is deploying any 3GPP standard, the mea-
surement gap patterns defined by the small cell base stations are used by the end-users’
terminals to perform measurements on most of the LSA carriers in the LSA band(s).
These measurements are sent to the small cell base station like any other measurement.
LSA measurements provided by several end-users’ terminals in the small cell are con-
centrated on the small cell base station, then sent to the mobile network management
centre (OAM&P), and finally transmitted to the LSA system. This information should be
used to both tune the propagation models and collect spectrum usage statistics that will
assist future frequency allocation decisions. This information is also immediately used
when policy violations are detected (e.g., unauthorized interference).

9) When the end-user leaves the small cells that are using LSA frequencies, or when the
time period during which those cells are authorized to use LSA expires, the end-users’
terminals should switch to other frequencies automatically, in the same way as indicated
in step 7.

6.5 Summary

Nowadays, as more and more traffic is delivered wirelessly by mobile networks, the
spectrum available to them risks becoming insufficient. In addition, inspection of the
national frequency allocation tables demonstrates it is difficult to find available spectrum
with desired bandwidth and appropriate propagation characteristics. Policy makers are
thus returning their attention to spectrum sharing as a means of providing spectrum for the
services that need it. This chapter deals with one of the solutions already encountered: LSA.

LSA is a spectrum sharing approach that targets the bands that are rarely utilized, either
in time or geography, by the respective incumbent applications. Instead of refarming these
bands, under LSA they are allowed to be used by a limited number of LSA licensees when
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and where the incumbent is not needing to use them. The conditions under which the LSA
licensee may use part of the band in an exclusive way are defined in a sharing agreement
contracted between the incumbent and the LSA licensee, so when using the spectrum either
the incumbent or the LSA licensee will be protected against excessive interference.

According to the European regulator, the implementation of LSA requires the deploy-
ment of a LSA repository to store the information relative to the incumbent’s spectrum
usage and determine the spectrum available for each LSA licensee, and an LSA controller,
who is in charge of obtaining this information and communicating it to the LSA licensee.
The regulation does also not impose any restriction regarding the ownership of these logi-
cal entities, except that the LSA repository should not be under the jurisdiction of the LSA
licensees.

These two logical entities were also considered in the LSA standard developed by the
European standardization body. The goal of the standard was to define a system which
would allow, as soon as possible, the use of LSA in the 2300–2400 MHz band by mobile net-
works. With this purpose in mind, the standard considers that the LSA controller is under
the domain of the LSA licensee. As current mobile networks still have limited capabilities in
terms of carrier frequency reconfiguration, first LSA deployments are expected to be based
in fixed/static channel plans, being the LSA architecture simply used to determine if the
pre-defined and pre-allocated channels are in use by the respective incumbents.

The European FP7 project ADEL considered that it would be desirable to support more
dynamic sharing situations in which the LSA band is allocated and deallocated with a finer
resolution, both in time or in geography, than what is supported by current LSA standard.
To illustrate this goal, ADEL selected three scenarios where such resolutions range from 10
s to a few hours or from 20 m to 1.5 km. To support these scenarios, ADEL proposed extend-
ing the LSA architecture with several collaborative sensing networks, a radio environment
map, and an entity responsible for coordinating the access of multiple LSA licensees to the
band(s). These additional logical blocks would allow a faster reaction to eventual necessi-
ties to use spectrum, the detection of excessive interference or misconduct, and exploitation
to the maximum extent of the sharing opportunities that arise.

Another aspect that differentiates ADEL architecture from the current LSA standard is
the mapping of LSA functionalities among the logical entities. While in the LSA standard
the storage of information about the incumbent’s spectrum usage and the task of computing
the spectrum available to each LSA licensee are aggregated in the LSA repository, in ADEL
there is a decoupling between storage and processing functions that results in the distribu-
tion of the basic LSA functionality across different indivisible logical entities. This allows
ADEL’s LSA system to be easily adapted to different regulatory frameworks, e.g. when the
regulator imposes that some functionalities are under the jurisdiction of the same, or a
different, stakeholder.
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Since the early days of cognitive radio and up to the advent of licensed/authorized spec-
trum access, spectrum sensing has been at the core of spectrum sharing technologies. The
idea of licensed shared access (LSA) is to make unused spectral resources of the incumbent
network, i.e. the network that owns the spectrum license, available to users of a secondary
licensee network. To this end, it is required that the licensees are able to sense whether
specific spectral resources are used by the incumbent network or if they are free for use
of the licensee network. In the context of cognitive radio under the underlay paradigm
the licensees are requested to limit their interference to the incumbent network, hence
the licensees must sense the presence of an incumbent user reliably, i.e. with low proba-
bility of missed detections. On the other hand, for spectrally efficient LSA operation it is
important that available spectral resources are detected with low latency and with a low
false alarm rate to best utilize the available resources. Today, certain actual systems, such as
IEEE 802.22, IEEE 802.11K, and Bluetooth, prescribe the application of spectrum sensing
by the current regulation [1].

The stand-alone spectrum sensing approaches most commonly considered in the litera-
ture can be classified into three categories: energy detection, matched filtering, and cyclo-
stationary detection. These three categories of spectrum sensing methods mainly differ in
the knowledge of a priori information, detection performance, and computational com-
plexity. Below we provide a short summary of the state-of-the-art methods and refer to the
overview articles, e.g. [1–3], for more details.

Energy detection is considered the most basic approach. It does not require any informa-
tion about the incumbent user signal structure and can be implemented with low complex-
ity. On the other hand, it requires a large number of time samples and a good estimate of the
receiver noise power to provide reliable detection performance [4–7]. In the matched filter
approach it is assumed that part of the incumbent user’s signal structure is known to the
licensees, e.g. some reference or synchronization sequence, which can be used to enhance
signal detection. As compared to energy detection, the matched filter approach does provide
better detection performance at a lower number of time samples due to the coherent pro-
cessing gain. On the other hand, matched filtering requires a priori signal knowledge and
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synchronization to the received signal for coherent processing, hence it is more demanding
in terms of hardware requirements and implementation costs [8]. Cyclostationary detec-
tion is based on some form of periodicity often encountered in the incumbent user sig-
nals, e.g. in radar and communication signals, and provides a compromise between energy
detection and matched filtering in terms of prior knowledge requirements, detection per-
formance, and system complexity. In this context various signal features may be exploited
for cyclostationary detection, as, for example, the signal’s modulation type, symbol rate, car-
rier frequency, and cyclic prefix. Depending on the knowledge of the incumbent network’s
signal structure, the cyclostationary detection approach can be implemented for a specific
cyclic frequency or for a full bank of cyclic frequencies at the expense of complexity. In con-
trast to energy detection, cyclostationary detection is more resilient to noise, which usually
does not exhibit cyclostationary features, and thus cyclostationary detection shows better
detection performance compared to energy detection [9–12].

Most of the literature on spectrum sensing has focused on single antenna devices. In
recent years multi-antenna technology has become much more mature and affordable,
such that it also came into the focus of spectrum sensing applications. Besides the array
gain resulting from the increased number of antennas, multi-antenna sensing devices
can also exploit spatial selectivity and thus provide better spectrum sensing performance
in highly dynamic environments compared to single antenna devices. Multi-antenna
transceiver devices may take further advantage of the spatial domain for spectrum sharing,
e.g. by estimating the direction or spatial signatures of the incumbent users and reducing
the interference to them by application of appropriate transmit beamforming, as discussed
in Chapter 8 in the context of cooperative communication. Motivated by these benefits, the
concepts of energy detection, matched filtering, and cyclostationary detection have been
extended to multi-antenna devices [13–18].

Another aspect that has received a lot of interest is the concept of collaborative spectrum
sensing, where multiple licensees collaborate to jointly detect the presence of incumbent
users [19, 20]. Besides improved detection performance due to the joint detection, this
approach also addresses the hidden node problem, where an incumbent user is hidden
from a licensee due to obstacles in the signal propagation path, such as walls, buildings, and
mountains. By the joint detection approach, the hidden incumbent user can be detected and
reported by other licensees, such that interference to the incumbent network is avoided.
While collaborative methods show better detection performance, a general drawback of
these methods lies in their increased communication and computation complexity. Differ-
ent realizations of collaborative sensing with a fusion center, as well as with fully decen-
tralized processing, have been suggested in the literature [21, 22].

The above-mentioned traditional methods of spectrum sensing have been well inves-
tigated in the signal processing literature. Comparably new in spectrum sensing are the
methods developed under the paradigm of sparse signal reconstruction (SSR), also referred
to as sparse recovery, compressed sensing or compressive sensing. Since SSR provides
many fields of application, such as parameter estimation, image processing, and machine
learning, the research in this field has substantially progressed in recent years [23–30] and
SSR-based methods have made their way into technical realizations [31]. SSR techniques
explore prior knowledge based on which the sensed signals can be expressed by sparse
models in some domain, e.g. the spectral, code, or spatial domain, in order to uniquely
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reconstruct a high-dimensional sparse signal vector from low-dimensional undersampled
measurement vectors [25–30]. The sparsity assumption yields sensing methods that gener-
ally exhibit a number of benefits over conventional detection and estimation techniques,
e.g. they avoid the requirement to define exact detection thresholds and show excellent
detection performance in the low sample size regime and in scenarios with correlated
signals that emerge, e.g. in multi-path propagation [32, 33]. In the context of spectrum
sensing, SSR has been applied in different ways, namely for wideband sensing [34, 35],
signal parameter estimation [32, 36, 37], and radio environment map construction [38].
A recent overview on SSR-based spectrum sensing techniques is provided in [39].

The focus of this chapter is on SSR methods for application in collaborative spatial spec-
trum sensing with multi-antenna devices. We start our discussion by considering a single-
and multi-antenna sensing device, respectively, for which we establish a sparse represen-
tation model for spectral and spatial sensing. Based on this model we present the concept
of SSR based on 𝓁1 norm minimization, which provides a sparse estimate of the signal in
the frequency or spatial domain. The methods designed for a single sensing device are then
extended for collaborative sensing with multiple sensing devices sharing their measure-
ments with a fusion center. In this context we exploit specific block and rank structures in
the sparse signal model to jointly sense the spectrum in the fusion center using measure-
ments that have been coherently or non-coherently recorded in different sensing devices.

The authors would like to acknowledge the financial support of the Seventh Framework
Programme for Research of the European Commission under grant number ADEL-619647
and the EXPRESS project within the DFG priority program CoSIP (DFG-SPP 1798).

7.1 Sparse Signal Representation

In this section we introduce the general signal model for the case of a single sensing device
(SD), which could, for example, be a single licensee, and multiple incumbent users (IUs)
that applies to a variety of sensing problems and we show how this model applies to fre-
quency and directional sensing applications. Both applications exhibit a model with a com-
mon structure for which we illustrate the concept of sparsity and how it can be exploited
for signal detection and signal recovery. Let y(t) ∈ ℂM ,𝝍(t) ∈ ℝL, and n(t) ∈ ℂM denote the
sampled measurement vector, the signal waveform vector, and the additive white Gaussian
noise vector at time instant t, respectively. The sensing model is given by

y(t) = A(𝝁) 𝝍(t) + n(t), (7.1)

where A(𝝁) ∈ ℂM×L denotes the signal response matrix whose 𝓁th column represents the
response corresponding to the 𝓁th signal with frequency 𝜇𝓁 and 𝝁 = [𝜇1,… , 𝜇L]T is the
frequency parameter vector.

Temporal sampling and frequency domain representation

Consider the scenario of an SD with a single antenna and L IUs located in the vicin-
ity of the SD, as depicted in Figure 7.1a. Assume for simplicity of presentation
that the 𝓁th IU emits the narrowband signal 𝜓l(t) with center frequency fl and the
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Figure 7.1 (a) Setup with L = 3 IUs, one single antenna SD, and one SD with an array of M = 4
antennas. (b) Exemplary power spectrum over temporal frequency. (c) Exemplary power spectrum
over angular direction.

frequency bands of different IUs are non-overlapping, as illustrated in Figure 7.1b.
Furthermore, the received signal is sampled at Nyquist rate 1∕Ts and M samples
are aggregated in a vector y(t) = [y(t), y(t + Ts),… , y(t + (M − 1)Ts)]T ∈ ℂM . The vec-
tor 𝝍 (f)(t) = [𝜓 (f)(𝜇(f)

1 ),… , 𝜓
(f)(𝜇(f)

L )]T ∈ ℂL contains the frequency representation of
the IUs’ narrowband signals, where 𝜓

(f)(𝜇𝓁) denotes the complex amplitude of the
signal received from the 𝓁th IU on frequency 𝜇𝓁 . The frequency response matrix
A(f)(𝝁(f)) = [a(f)(𝜇(f)

1 ),… , a(f)(𝜇(f)
L )] ∈ ℂM×L is composed of the frequency response vectors

a(𝜇(f)) = [1, e−j2𝜋𝜇(f)
,… , e−j2𝜋𝜇(f)(M−1)]T ∈ ℂM , with 𝜇

(f)
𝓁 = f𝓁Ts denoting the normalized

signal frequency for IU 𝓁. The signal vector y(t) received by the SD at time instant t can
be expressed by model (7.1) with 𝝁 = 𝝁(f), A(𝝁) = A(f)(𝝁(f)), and 𝝍(t) = 𝝍 (f)(t), and n(t)
containing the aggregated noise samples.

Spatial sampling and angular domain representation

A model very similar to the previous one is obtained when signals are sampled in
space rather than in time. For simplicity, we consider a uniform linear antenna array
of M elements with spacing Δ and assume that L IUs are located in the far field, as
illustrated in Figure 7.1a. In contrast to the previous section, we assume that the IUs
are transmitting narrowband signals with a common center frequency, i.e. f𝓁 = f0, for
𝓁 = 1,… ,L, and we select the spacing Δ as half signal wavelength. The L IUs are located
at angular directions 𝜃1,… , 𝜃L, composed as the vector 𝜽 = [𝜃1,… , 𝜃L]T , as depicted in
Figure 7.1. Define the spatial frequency 𝜇(s)

𝓁 corresponding to the angular direction 𝜃𝓁 as
𝜇
(s)
𝓁 = cos 𝜃𝓁 , for 𝓁 = 1,… ,L, comprising the vector 𝝁(s) = [𝜇(s)

1 ,… , 𝜇
(s)
L ]T . Let 𝝍 (s)(t) ∈ ℂL

denote the IU signal vector and let the array steering matrix A(s)(𝝁(s)) ∈ ℂM×L be given by
A(s)(𝝁(s)) = [a(s)(𝜇(s)

1 ),… , a(s)(𝜇(s)
L )], where a(s)(𝜇(s)) = [1, e−j𝜋𝜇(s)

,… , e−j𝜋(M−1)𝜇(s) ]T denotes
the array steering vector for spatial frequency 𝜇(s) [40, 41]. Then the vector y(t) ∈ ℂM con-
taining the sensor measurements of M sensors recorded at time instant t is characterized
by model (7.1) with 𝝁 = 𝝁(s), A(𝝁) = A(s)(𝝁(s)), and 𝝍(t) = 𝝍 (s)(t).

For the example depicted in Figure 7.1b we observe that most of the spectrum is not used
by the IUs, i.e. the IU signal spectrum is mostly zero or sparse. Similarly, from the example
in Figure 7.1c we observe that the spatial spectrum for the given scenario can also be consid-
ered as sparse. The sparsity of the received signals, in either the spectral or angular domain,
is the main motivation for dynamic spectrum sharing to increase the spectral efficiency. In
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the following we will exploit the sparsity assumption in order to devise advanced sensing
techniques based on SSR. We note that model (7.1) can be extended to consider joint fre-
quency and angular sensing, and it has also been extended to capture additional sensing
domains such as the Doppler frequencies that incorporate the motion of IUs and angles of
departure in the case when the IUs use multiple transmit antennas [42–44].

7.2 Sparse Sensing

One of the main obstacles that complicates sensing under model (7.1) follows from the
nonlinearity of the model. According to the application examples considered in the previ-
ous section, the response matrix A(𝝁) depends on the frequency parameters, i.e. the spectral
or spatial frequencies 𝜇𝓁 , in a highly nonlinear fashion. The idea of sparse representation
techniques is to use prior knowledge regarding the sparsity of the model to avoid the nonlin-
earity in the model by sampling the response matrix over the fine grid of candidate frequen-
cies and/or directions in the frequency band and/or angular field of view. In this context we
define a constant overcomplete (i.e., wide) sensing matrix A(𝝂) = [a(𝜈1),… , a(𝜈K)] ∈ ℂM×K

where the vector 𝝂 = [𝜈1,… , 𝜈K]T is obtained by sampling the frequencies in K ≫ L points
𝜈1,… , 𝜈K , as illustrated in Figure 7.2a. Assuming appropriate frequency sampling as spec-
ified in the following, the sensing model in (7.1) can equivalently be described by a sparse
representation according to

y(t) = A(𝝂) x̌(t) + n(t). (7.2)

For ease of presentation we assume that the frequency grid is sufficiently fine, such that
the true frequencies in 𝝁 are contained in the frequency grid 𝝂, i.e. {𝜇l}L

𝓁=1 ⊂ {𝜈k}K
k=1, and

the sparse signal vector x̌(t) = [x̌1(t),… , x̌K(t)]T in (7.2) contains only L ≪ K non-zero ele-
ments, according to

x̌k(t) =

{
𝜓l(t) if 𝜈k = 𝜇l

0 otherwise,
(7.3)

for k = 1,… ,K and 𝓁 = 1,… ,L, as illustrated in Figure 7.2b for the multiple snapshot case.
The case of sparse recovery under off-grid sources is discussed in [45], for example.
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Figure 7.2 (a) Sampling the field of view of an M = 6 antenna array in K = 15 grid points and
(b) sparse representation of the corresponding sensing model for N = 4 snapshots.
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The problem of recovering the signal vector x̌(t) from the measurement vector y(t)
according to (7.2) occurs in similar form in various applications of signal processing, such
as spectral analysis, direction of arrival (DOA) estimation, image processing, localization
problems in geophysics, tomography and magnetic resonance imaging, and machine
learning. Accordingly, the problem has received considerable research interest in the
past decades and various reconstruction methods as well as theoretical reconstruction
guarantees have been devised [23–30].

Considering the underdetermined system of equations in (7.2), the idea of compressed
sensing is based on the assumption that the “sparsest” representation vector x(t) that
matches the measurements y(t) corresponds to the true model (7.1). A natural approach for
estimating the signal from the measurements is thus to minimize the 𝓁0 quasi-norm of the
representation vector, which counts the number of non-zero elements in x(t), for all signal
reconstructions under model (7.2) that match the measurement vector y(t) sufficiently
well. The 𝓁0 quasi-norm is non-convex and yields a combinatorial problem that becomes
computationally intractable for large problem dimensions, cf. [46], such that numerous
methods to approximately solve the SSR problem have been derived [23, 24, 47–53]. The
different methods vary in computational cost and reconstruction performance. Excellent
overview articles on this subject are given in [46, 54].

One of the most popular strategies to approximate the 𝓁0 minimization problem is to
replace the 𝓁0 quasi-norm by the 𝓁1 norm, as it provides a good tradeoff between complexity
and reconstruction performance. The 𝓁1 norm of a vector x = [x1,… , xK]T is computed as
the absolute sum of the vector elements according to

∥x∥1 =
∑

k
|xk|, (7.4)

and presents a tight convex approximation of the 𝓁0 quasi-norm that is exact if the signal in
model (7.2) is sufficiently sparse and the sensing matrix A(𝝂) exhibits sufficiently different
columns [25]. For the sparse sensing model in (7.2) the corresponding 𝓁1 minimization
problem can be formulated as

min
x

∥x∥1 s.t. ∥y(t) − A(𝝂)x∥2
2≤ 𝛽, (7.5)

where 𝛽 > 0 is a regularization parameter determining the “degree of sparsity” of the mini-
mizer x̂(t), i.e. larger values of 𝛽 will reduce the number of non-zero elements in x̂(t). Under
the assumption of complex white Gaussian noise, the term ∥y(t) − A(𝝂) x̌(t) ∥2

2=∥n(t) ∥ 2
2

follows a 𝜒2 distribution with 2M real degrees of freedom and the regularization parame-
ter 𝛽 can be selected such that the constraint in (7.5) is fulfilled with a desired probability
P(∥n(t)∥2

2≤ 𝛽), where knowledge of the noise power is required for proper computation of
𝛽. Problem (7.5) is commonly referred to as basis pursuit denoising (BPDN) [24] in the liter-
ature. An unconstrained version of 𝓁1 norm minimization is given in form of the so-called
least absolute shrinkage and selection operator (LASSO) formulation [23]. While the 𝓁1 min-
imization problem (7.5) is convex and computationally tractable, the 𝓁1 norm in the objec-
tive of (7.5) is a non-differentiable function at xi = 0, which requires specific consideration
in the optimization [55, 56]. Various customized optimization methods for efficiently solv-
ing the 𝓁1 problem for large dimensions have been presented in the literature [56–63].
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Sparse sensing using multiple snapshots

The SSR approach discussed above considers parameter estimation from a single snapshot
y(t). In the case of multiple snapshots, as common in array processing applications, the
problem provides additional structure that can be exploited.

According to model (7.2), let Y = [y(t1),… , y(tN )] ∈ ℂM×N denote the matrix contain-
ing N snapshots of the sensor measurements, where [Y]m,n denotes the output at sensor
m in time instant tn, for m = 1,… ,M and n = 1,… ,N. The multiple sensor measurement
vectors are modeled in compact notation as

Y = A(𝝂) X̌ + N, (7.6)

where X̌ = [x̌(t1),… , x̌(tN )] ∈ ℂK×N denotes a row-sparse (also referred to as group-sparse)
signal matrix, and the sensing matrix is given by A(𝝂) ∈ ℂM×K . Similar to the single snap-
shot case, the on-grid assumption is expected to hold true for ease of presentation. Corre-
spondingly, the K × N sparse signal matrix X̌ in (7.6) contains the elements

[X̌]k,n =

{
[𝝍(tn)]𝓁 if 𝜈k = 𝜇l

0 otherwise,
(7.7)

for k = 1,… ,K, 𝓁 = 1,… ,L, and n = 1,… ,N, i.e. only L ≪ K rows are non-zero. Thus X̌
exhibits a row-sparse structure, where the elements in a row of X̌ are either jointly zero or
primarily non-zero, as illustrated in Figure 7.2b.

The joint SSR problem can be formulated by the 𝓁2,1 mixed-norm minimization problem
[32, 64–68] according to

min
X

∥x∥2,1 s.t. ‖A(𝝂) X − Y‖2
F ≤ 𝛽 (7.8)

where the 𝓁2,1 mixed-norm is defined as

∥x∥2,1 =
K∑

k=1
‖xk‖2, (7.9)

applying an inner 𝓁2 norm on the rows xk, for k = 1,… ,K, in X = [x1,… , xK]T , and an outer
𝓁1 norm on the 𝓁2 row-norms. The inner 𝓁2 norm provides a nonlinear coupling among
the elements in a row, which, in combination with the outer 𝓁1 norm, leads to the desired
row-sparse structure of the signal matrix X. In this sense the signals are represented by a
Euclidian vector norm evaluated over multiple time samples and sparsity is enforced on
these norms. Another less common approach in the literature also applies a mixed 𝓁∞,1
norm in Problem (7.8).

A major drawback of the mixed-norm minimization problem in (7.8) lies in its computa-
tional cost, which increases with the number of grid points K and the number of snapshots
N, reflected in the source signal matrix X. Different techniques to reduce the computational
cost are discussed in [32, 36, 69].

Benefits of sparse reconstruction

A general advantage of SSR methods over traditional parameter estimation methods, such
as subspace-based parameter estimation techniques [70–72], is that SSR methods show
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good estimation performance even in the small number of snapshots regime [32, 33, 36].
Furthermore, the SSR approach gives flexibility in constructing the overcomplete sensing
matrix A(𝝂), which can either be provided in analytic form or in the form of a dictionary
obtained from calibration measurements. While traditional subspace-based methods rely
on a prior signal detection step, SSR performs signal detection and parameter estimation
simultaneously, given properly chosen regularization parameters.

With regard to the computational complexity, we note that for the convex problem for-
mulations of the SSR problem outlined above, greedy algorithms and customized descent
direction algorithms have been devised that scale well with the number of sensors and the
number of signals. The case of uniform sampling allows for a further simplification in the
form of gridless estimation, as discussed in [36, 73–76].

7.3 Collaborative Sparse Sensing

In Section 7.2 we introduced SSR for temporal and spatial sensing with a single SD. If mul-
tiple SDs are available, the devices can collaborate to improve the sensing performance,
where different forms of collaboration are possible. In the following we consider the applica-
tion of spatial sampling and direction of arrival estimation using multiple SDs with antenna
arrays, as displayed in Figure 7.3, to discuss collaboration under coherent and non-coherent
sampling at the single devices.

In practice it is desired to have sensor arrays with a large aperture and a large number
of sensors to improve the estimation performance in terms of resolution and number of
identifiable signals [40, 41]. It is usually difficult to obtain and maintain exact calibration
of such large arrays, i.e. known phase relations among signals sampled in all sensors of the
array, which generally requires that all sensors have access to a common clock. A practically
more feasible approach is to consider the overall array as being composed of a collection of
smaller subarrays that are exactly calibrated. This setup is referred to as the partly calibrated
array (PCA) [37, 77–81]. For further illustration of this concept, we assume a number of
L IUs located in the far-field region of a sensor array composed of M antennas, with the
IUs transmitting narrowband signals in overlapping frequency bands. The overall sensor
array consists of P SDs, each having a subarray of Mp antennas, for p = 1,… ,P, such that
M =

∑P
p=1 Mp. For ease of presentation we assume that the antennas in each subarray are

arranged in a uniform linear topology with spacing given as half the wavelength of the

SD1 SD2 SD3

θ1

θ2
θ3

IU1IU2IU3

Figure 7.3 PCA of M = 9 antennas partitioned in P = 3 subarrays and L = 3 IUs.
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incoming signals’ carrier frequency. This approach can easily be generalized to wideband
signals that are commonly used in 4G and 5G networks by employing processing either
jointly or disjointly on multiple subbands, cf. Section 7.5.

We consider the case when the relative sensor positions within each SD are precisely
known, i.e. the subarrays are perfectly calibrated, whereas the exact positions of the SDs are
unknown, resulting in direction-dependent phase offsets of the incoming signals for differ-
ent SDs. Furthermore, as each SD gets its timing reference from its own local oscillators,
the signals received in different devices may not be fully synchronized, resulting in a coher-
ence loss across devices. We refer to this scenario as the non-coherent processing scheme.
If a global clock reference of sufficient accuracy is available at the receivers from a com-
mon synchronization source, such as, for example, GPS signals, then the signals received
in different SDs can be synchronized and coherently processed. We refer to this scenario as
coherent processing.

7.3.1 Coherent Sparse Reconstruction

Consider the case when all subarrays of the sensing devices are synchronized in time and
frequency and N signal snapshots are obtained at the output of each subarray p, which
are collected in the subarray measurement matrix Y(p) = [y(p)(t1),… , y(p)(tN )] ∈ ℂMp×N , for
p = 1,… ,P, where [Y(p)]m,n denotes the output of sensor m in subarray p and time instant
tn. The subarray measurement matrices are transmitted to a fusion center and composed
in an M × N array measurement matrix Y = [Y(1)T

,… ,Y(P)T]T ∈ ℂM×N . According to (7.1)
the measurement matrix is modeled as

Y = A(𝝁, 𝜑(𝝁))𝜳 + N, (7.10)

where 𝜳 ∈ ℂL×N is the source signal matrix and N ∈ ℂM×N denotes the sensor noise
matrix, defined in correspondence with the sensor measurements in Y. The M × L matrix
A(𝝁, 𝜑(𝝁)) = [a(𝜇1, 𝜑(𝜇1)),… , a(𝜇L, 𝜑(𝜇L))] represents the steering matrix of the entire
array, where a(𝜇, 𝜑(𝜇)) ∈ ℂM denotes the response of the entire array for spatial frequency
𝜇, and 𝜑(𝜇) ∈ ℂP reflects unknown and possibly direction-dependent gain and phase
offsets between the different subarrays, e.g. phase offsets in the reference clock or unknown
subarray displacements of sensing devices [77, 82–84].

For further discussion, let a(p)(𝜇) denote the subarray response vector of the pth subarray
for p = 1,… ,P, defined with the first sensor of each subarray denoting the subarray phase
reference. Consider the factorization of the array response vector a(𝜇) according to

a(μ, φ (μ )) =
a(1) (μ ) 0 0

0 a(2) (μ ) 0
0 0 a(3) (μ )

B (μ )

φ(μ ),

(7.11)

where the gray blocks illustrate exemplary vector realizations according to the PCA as
illustrated in Figure 7.3. Furthermore, let X = blkdiag(x(1)

,… , x(P)) denote the operator
mapping the vectors x(1)

,… , x(P) to the block-diagonal of the matrix X, and define the
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M × P subarray response matrix B(𝜇) = blkdiag(a(1)(𝜇),… , a(P)(𝜇)). In relation to the
steering matrix A(𝝁, 𝜑(𝝁)) of the entire array given in (7.10), define the M × PL subarray
steering block matrix B(𝝁) = [B(𝜇1),… ,B(𝜇L)] containing all the subarray response
block matrices for the spatial frequencies in 𝝁, and the PL × L block-diagonal matrix
𝜱(𝝁) = blkdiag(𝜑(𝜇1), … , 𝜑(𝜇L)) composed of the subarray shift vectors. Then the overall
array steering matrix in (7.10) can be factorized as

A(𝝁, 𝜑(𝝁)) = B(𝝁) 𝜱(𝝁). (7.12)

Sparse reconstruction problem
Making use of the factorization (7.12), a sparse representation of the signal model in (7.10)
for the PCA case is given as

Y = B(𝝂) 𝜱(𝝂) X̌ + N, (7.13)

where the row-sparse signal matrix X̌ is defined similar to the single SD case in (7.7). The
M × PK subarray sensing block matrix B(𝝂) and the PK × K subarray shift matrix𝜱(𝝂) are
defined for a grid of K ≫ L sampled spatial frequencies 𝝂 = [𝜈1,… , 𝜈K]T .

In the PCA case, the unknown gain and phase offsets in𝜱(𝝂) represent additional estima-
tion variables and hence have to be appropriately included in the SSR problem. To this end, a
model is introduced that couples among the variables x̌k in the rows of X̌ = [x̌1,… , x̌K]T and
the subarray shifts 𝜑(𝜈k) in𝜱(𝝂) = blkdiag(𝜑(𝜈1), … , 𝜑(𝜈K)). Define the KP × N extended
signal matrix Ž as

Ž = 𝜱(𝝂) X̌, (7.14)

containing the products of the subarray shifts and the signal waveforms. As compared to the
total number of K(N + P − 1) complex-valued unknowns in both the signal matrix X̌ and
the block-diagonal subarray shift matrix 𝜱(𝝂) in model (7.13), the number of unknown
complex-valued signal elements in the matrix Ž, as defined in (7.14), is lifted to KPN. The
coherent signal matrix Ž = [ŽT

1 ,… , ŽT
K]

T in (7.14) enjoys a beneficial structure as it is com-
posed of K stacked rank-one matrices

Žk = 𝜑(𝜈k) x̌T
k , (7.15)

of dimensions P × N, for k = 1,… ,K, which follows from the block-diagonal structure
of the subarray shift matrix 𝜱(𝝂) = blkdiag(𝜑(𝜈1), … , 𝜑(𝜈K)). Using the coherent signal
matrix in (7.14), the sparse representation for the PCA case in (7.13) is equivalently
described by

Y = B(𝝂)Ž + N, (7.16)

with the corresponding matrix structures illustrated in Figure 7.4.
An SSR approach to take account of the special low-rank block structure of the coherent

signal matrix Ž in (7.14) can be formulated using the nuclear norm, which has been suc-
cessfully applied in a variety of rank minimization problems [85–88]. The definition of the
nuclear norm is given as

‖Zk‖∗ = tr((ZH
k Zk)1∕2) =

min(P,N)∑
i=1

𝜎k,i, (7.17)
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= ···
... +

Y = B(ν) Φ(ν) X + N

= ···

·

·

·

... +

= B(ν) Z + N

Figure 7.4 Illustration of the matrix structure in the coherent PCA signal model.

where 𝜎k,i is the ith largest singular value of Zk ∈ ℂP×N . To gain intuition for the rank min-
imization properties of the nuclear norm, observe from (7.17) that the nuclear norm can be
interpreted as the 𝓁1 norm applied to the singular values of Zk. Thus, minimization of the
nuclear norm leads to sparsity in the singular values, corresponding to a low matrix rank.

Regarding the rank minimization character of the nuclear norm, it was proposed in [89]
to exploit the special structure of the signal model in (7.16) by the convex minimization
problem

min
Z

‖Z‖∗,1 s.t. ‖B(𝝂)Z − Y‖2
F ≤ 𝛽, (7.18)

where ‖Z‖∗,1 denotes the 𝓁∗,1 mixed-norm, computed as

‖Z‖∗,1 =
K∑

k=1
‖Zk‖∗. (7.19)

The formulation in (7.19) takes twofold advantage of the sparsity assumption. First,
minimization of the nuclear norm terms encourages low-rank blocks Ẑ1,… , ẐK in the
minimizer Ẑ. Second, minimizing the sum of nuclear norms provides a block-sparse
structure of Ẑ = [ẐT

1 ,… , ẐT
K]

T , i.e. the elements in each block Ẑk, for k = 1,… ,K, are
either jointly zero or primarily non-zero. Given the estimated signal matrix blocks Ẑk, the
subarray shifts 𝜑(𝜈k) and signal vectors xk can be reconstructed from the principal singular
vectors, as can be observed from (7.15) and explained in more detail in [37, 89]. Note that
the PCA formulation for coherent processing in (7.18) reduces to the single sensing device
formulation in (7.8) in the case of a single subarray, i.e. P = 1.

For implementation of the SSR problem in (7.18) by standard convex solvers, such as
SeDuMi [90] or MOSEK [91], the semidefinite characterization of the nuclear norm dis-
cussed in [85] can be applied. Tailored implementations in form of the coordinate descent
and the STELA method have been presented in [44, 89]. For means of complexity reduction
the methods in [32, 37, 69] can be applied, and gridless implementations under uniform
and shift invariant sampling have been proposed in [37, 80, 84].

7.3.2 Non-Coherent Sparse Reconstruction

We mentioned above that proper synchronization in time and frequency among the subar-
rays is difficult to achieve in practical applications. The resulting offsets in sampling lead
to the effect that all subarrays seemingly observe the same source signal as different, inde-
pendent source waveforms. We refer to this case as non-coherent processing among the
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subarrays, which stands in contrast to the coherent processing approach discussed in the
previous section, where all subarrays observe scaled versions of the same source signals.
In this context, an effect that is related to improper synchronization is that the increased
size of the aperture in large PCAs might lead to a violation of the narrowband assumption,
hence to a decorrelation of the signals received at the different subarrays, such that coherent
processing cannot be applied.

For further discussion, consider the case of a partly calibrated array with imperfect timing
synchronization among the different subarrays, where t(p)1 ,… , t(p)N denote the N sampling
instants of subarray p, for p = 1,… ,P. Similar to the previous section, the matrix Ỹ(p) =
[y(p)(t(p)1 ),… , y(p)(t(p)N )] ∈ ℂMp×N contains the sensor measurements of subarray p and can
be modeled as [92–94]

Ỹ(p) = A(p)(𝝁) diag(𝜑(p)(𝝁)) 𝜳̃ (p) + Ñ(p)
, (7.20)

where A(p)(𝝁) = [a(p)(𝜇1),… , a(p)(𝜇L)] denotes the steering matrix of subarray p, com-
posed of the subarray steering vectors a(p)(𝜇) and 𝜑

(p)(𝝁) = [𝜑(p)(𝜇1),… , 𝜑
(p)(𝜇L)]T ,

and contains the unknown subarray shifts 𝜑(p)(𝜇l) due to the subarray displacement.
The source signal matrix 𝜳̃

(p) = [𝝍̃ (p)T
1 ,… , 𝝍̃

(p)T
L ]T is composed of the signal vectors

𝝍̃
(p)
l = [𝜓l(t

(p)
1 ), … , 𝜓l(t

(p)
N )]T , denoting the signal transmitted by IU 𝓁 as observed and

sampled by the reference sensor in subarray p, for p = 1,… ,P and 𝓁 = 1,… ,L. The matrix
Ñ(p) represents the sensor noise matrix under non-coherent processing and is defined in
correspondence with the subarray measurements in Ỹ(p).

Comparing the signal models for coherent processing and non-coherent processing in
(7.20) and (7.10), it can be observed that the major difference in the two models lies in
the representation of the source signals. In the coherent model, the same source signal
matrix 𝜳 is used to describe the measurements in Y(p) for the different subarrays, while
for non-coherent processing a different source signal matrix 𝜳̃ (p) is used to model the mea-
surements Ỹ(p) for each subarray p = 1,… ,P.

Sparse reconstruction problem
In relation to sparse representation for a single array in (7.6), we formulate a sparse repre-
sentation for the subarray signal model in (7.20) according to

Ỹ(p) = A(p)(𝝁) ̌̃X
(p)

+ Ñ(p)
, (7.21)

where the sparse source signal representation under the on-grid assumption is given as

[ ̌̃X
(p)
]k,n =

{
𝜑
(p)(𝜇l) [𝝍 (p)(t(p)n )]𝓁 if 𝜈k = 𝜇l

0 otherwise,
(7.22)

for k = 1,… ,K, 𝓁 = 1,… ,L, p = 1,… ,P and n = 1,… ,N. From (7.22) we observe that all
subarray signal matrices ̌̃X

(p)
, for p = 1,… ,P, have the same support, i.e. non-zero row

indices. As proposed in [93, 94], the common support can be exploited by distributed SSR
techniques, e.g. by a mixed-norm minimization approach according to

min
{X̃(p)}P

p=1

‖[X̃(1)
,… , X̃(P)]‖2,1 s.t.

P∑
p=1

‖A(p)(𝝂) X̃(p) − Y(p)‖2
F ≤ 𝛽. (7.23)



�

� �

�

7.3 Collaborative Sparse Sensing 133

Similar to the multiple measurement vector case in (7.8), the application of the mixed-norm
in (7.23) introduces a nonlinear coupling among the rows in the subarray source signal
observations X̃(p), leading to a joint sparse solution. The sum constraint in (7.23), on the
other hand, motivates a good model match.

To perform comparison of the coherent and non-coherent SSR formulations in (7.18) and
(7.23), let us reformulate the subarray signal model in (7.20). In relation to the coherent
signal model in (7.16), let the non-coherently sampled subarray measurements of the over-
all array be summarized as Ỹ = [Ỹ(1)T

,… , Ỹ(P)T]T . We further formulate the overall signal
model for the partly calibrated array under non-coherent processing as

Ỹ = B(𝝂) ̌̃Z + Ñ, (7.24)

where the subarray sensing block matrix B(𝝂) and the sensor noise matrix Ñ are defined in
correspondence to (7.16) and Ỹ, respectively. The KP × N non-coherent source signal matrix
̌̃Z = [ ̌̃Z

T
1 ,… ,

̌̃Z
T
k ]T in (7.24) consists of blocks ̌̃Zk containing the source signals observed by

the different subarrays p = 1,… ,P, for the sampled spatial frequency 𝜈k, according to

[ ̌̃Zk]p,n =

{
𝜑
(p)(𝜇l) [𝝍̃ (p)(t(p)n )]𝓁 for 𝜈k = 𝜇l

0 otherwise.
(7.25)

The coherent and non-coherent signal models in (7.16) and (7.24) show similar structure.
Both the coherent source signal matrix Ž under coherent processing and the non-coherent
source signal matrix ̌̃Z exhibit a block-sparse structure, i.e. the elements in the P × N sub-
matrices are either jointly zero or primarily non-zero. However, due to the non-coherent
sampling at the different subarrays, the submatrices ̌̃Zk, for k = 1,… ,K, of the
non-coherent signal model lack the rack-one property given for the coherent source signal
submatrices.

The block sparse structure of the non-coherent source signal matrix ̌̃Z can be taken into
account by application of the Frobenius norm on the submatrices Z̃k, for k = 1,… ,K. This
results in the 𝓁F,1 mixed-norm given as

∥Z̃∥F,1 =
K∑

k=1
∥Z̃k∥F =

K∑
k=1

∥ vec(Z̃k)∥2. (7.26)

From (7.26) it can be seen that the 𝓁F,1 mixed-norm can be equivalently interpreted as an
𝓁2,1 mixed-norm on the vectorized submatrices Z̃k. Using the signal model (7.24) and the
𝓁F,1 mixed-norm (7.26), the non-coherent SSR problem (7.23) can equivalently be formu-
lated as

min
Z̃

∥Z̃∥F,1 s.t. ∥B(𝝂)Z̃ − Ỹ ∥2
F ≤ 𝛽. (7.27)

Comparing the coherent and non-coherent SSR problems in (7.18) and (7.27), respectively,
we observe that these mainly differ in the application of the nuclear and Frobenius norm.
Note that the PCA formulation for non-coherent processing in (7.27) reduces to the sin-
gle SD formulation in (7.8) in the case of a single subarray, i.e. P = 1. Similarly, in the
case of a single snapshot, i.e. N = 1, the formulations (7.18) and (7.27) for coherent and
non-coherent processing are identical.
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7.4 Estimation Performance

For comparison of the estimation performance of the different SSR methods discussed in
this chapter, we consider two numerical experiments regarding the angular sensing perfor-
mance as well as an experiment with respect to the spatial location sensing performance. We
refer to [37, 84, 89] for more rigorous experiments on the estimation performance regarding
the presented SSR techniques.

For efficient implementation of the problem formulations (7.8), (7.18), and (7.23) we
apply the compact equivalent formulations termed SPARROW and COBRAS with regu-
larization parameter selection as presented in [37, 84, 89]. To admit unambiguous direction
finding, the sensor spacing within the subarrays is selected as half the wavelength of the
incoming signals for all simulations in this section.

7.4.1 Comparison of Centralized, Distributed, and Collaborative Sensing

Consider in the first experiment a uniform linear subarray of M = 16 sensors,
equally partitioned into P = 4 uniform linear subarrays of Mp = 4 sensors per subarray,
for p = 1,… , 4. Furthermore, assume L = 2 IUs with spatial frequencies 𝜇1 = cos 𝜃1 = 0.25
and 𝜇2 = cos 𝜃2 = 0.5, located in the far-field region of the array. The IUs are transmitting
uncorrelated complex Gaussian signals with equal power in overlapping frequency bands,
resulting in a receive signal-to-noise ratio (SNR) of 0 dB at the array. A number of N = 50
snapshots of the incoming signals is recorded by the array to perform sparse reconstruction
on a grid of K = 200 spatial frequencies.

Figure 7.5 shows the spatial spectra obtained by the different SSR methods (7.8), (7.18),
and (7.23). The figure also includes histograms showing the statistical frequency of the
non-zero elements in the estimated sparse signals obtained for 100 Monte Carlo runs.
The figure illustrates well that all SSR methods provide a sparse spectrum, as illustrated
for one sample realization. Regarding the estimation performance it can be observed
from the histogram that SSR using the fully calibrated array (FCA) shows the smallest
variances in the estimated signal support around the true frequencies. The nuclear norm
minimization approach (7.18) for coherent PCAs only shows slightly larger variances.
The largest variances are obtained for the non-coherent PCA and the single subarray. The
figure illustrates the basic tendency that larger array apertures and coherent processing
improve the resolution of the parameter estimation in case of multiple signals, as compared
to smaller apertures and non-coherent processing [37, 40, 41, 84].

To further investigate the effect of collaboration on the statistical error performance, con-
sider a uniform linear array of M = PM0 sensors, equally partitioned into a variable number
of uniform linear subarrays P and sensors per subarray M0 = Mp, for p = 1,… ,P. Two
closely spaced sources with spatial frequencies 𝜇1 = cos 𝜃1 = 0.3 and 𝜇2 = cos 𝜃2 = 0.5 are
located in the far-field region of the array, emitting equal power and uncorrelated complex
Gaussian signals. The signals are impinging on the array with an SNR of 0 dB and a num-
ber of N = 20 snapshots is recorded. Figure 7.6 shows the resulting root mean square error
(RMSE) of the estimated spatial frequencies, where the RMSE is defined according to [84].

It is observed from Figure 7.6a, that the best estimation performance is achieved when
all sensors are forming a fully calibrated array. Here, the estimation performance increases
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Figure 7.5 Spatial spectrum for different SSR techniques and histogram of the non-zero elements.

with the total number of sensors available, which is given as M = PM0. On the other hand,
worst performance is obtained when only a single subarray is utilized, as observed from
Figure 7.6b. In the case of a single subarray, the estimation performance is only affected
by the number of sensors per subarray M0 and not by the number of subarrays P.

Considering the non-coherent PCA approach (7.23). It can be observed from Figure 7.6d
that for the setup under investigation, the estimation performance mainly depends on the
number of sensors per subarray M0, and only slightly improves with the number of subar-
rays P. This behavior can be explained by the fact, that in the case of identical subarrays,
the use of non-coherent processing of data recorded with multiple subarrays is mathemati-
cally equivalent to processing multiple snapshots from a single subarray, as can be observed
from (7.23). Hence, in non-coherent processing the use of multiple identical subarrays only
helps to reduce noise effects. However, the effective size of the aperture, which is a key
indicator for resolution performance, remains unchanged.
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Figure 7.6 Direction finding performance of the different SSR techniques for varying number
of subarrays and sensors per subarray.

Lastly, consider the coherent PCA approach (7.18) in Figure 7.6c. Similar to the FCA,
the estimation performance increases with the number of subarrays P as well as with
the number of sensors per subarray M0 and outperforms both the non-coherent PCA
and the single subarray approach.

7.4.2 Source Localization

As proposed in [92, 95, 96], distributed partly calibrated sensor arrays can also be used
for direct source position estimation, where the signal phase shift information resulting
at the subarrays for different source positions is exploited for estimation in a single step,
in contrast to the more common approach of first estimating the directions of arrival at the
single subarrays and subsequently performing triangulation. The corresponding system
model can similarly be utilized for coherent and non-coherent sparse reconstruction
according to (7.18) and (7.27). To this end, in the third numerical experiment a variable
number P of subarrays of two sensors in the x–y plane and with different orientations,
as indicated in Figure 7.7, is considered. Furthermore, a variable number of sources
in the x–y plane, are transmitting narrowband signals in the same frequency band. For
the experiment pathloss effects are neglected, and the SNR is set to 20 dB while the number
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Figure 7.7 Localization estimation for non-coherent and coherent processing. Red circle markers
indicate subarray positions and orientations, while red square markers indicate source

positions.
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of snapshots is set to N = 50, providing a good signal quality in the experiment such that
noise effects can be neglected in the signal reconstruction performance. A uniform
rectangular gird of K = 40 × 40 positions is used for the two SSR methods.

As seen from Figure 7.7a,b, both the non-coherent and coherent reconstruction meth-
ods can well estimate a single source position if P = 2 subarrays are used. In the case of
L = 2 source signals, the non-coherent method fails to resolve the two source positions
using P = 2 and P = 3 subarrays, as displayed in Figure 7.7c,e. Only for the case of P = 4
subarrays can the non-coherent method resolve the source signals.

The coherent method, in turn, can well resolve the two signals independent of the number
of subarrays considered in the setup, as can be observed from Figure 7.7d,f,g. The experi-
ment illustrates that for the multiple source case and non-coherent processing the estima-
tion problem may become non-identifiable if the number of distributed subarrays is not
sufficiently large, resulting in ambiguous position estimates.

7.5 Concluding Remarks

In this chapter we discussed different techniques for collaborative sensing in frequency
and angular direction that are based on sparse optimization. Sparse representation based
sensing approaches have the benefit that they are computationally efficient as the underly-
ing optimization problems are convex and can be solved using efficient parallel algorithms.
In the collaborative approaches we have considered the scenario that different sensing
devices share their measurements, whether coherently or non-coherently recorded, with
a fusion center, in which the sparse optimization is performed and the network wide
sensing solution is computed centrally. The fusion center could, for example, be an
intelligent edge node of a 5G communication network to which the sensing devices are
reporting. In distributed sensing networks a fusion center may not exist. In this case the
parallel optimization algorithm can be implemented in a fully distributed fashion over the
network, where each SD in the network is exchanging gradient information only locally
with its neighbors and updates are performed locally using consensus and diffusion type
algorithms [59, 63, 97]. These distributed implementations based on in-network process-
ing exhibit a low communication overhead and have the benefit that communication
bottlenecks at the fusion center are avoided.

The sparse sensing approaches discussed in the chapter combine high-resolution
sensing and detection of available spectral resources. Unlike conventional detection
approaches based on hypothesis testing, in which some test metric is compared to a
detection threshold, sparsity based sensing approaches avoid the requirement of defining
a threshold, which is often difficult in practice. Instead in SSR methods, a regularization
parameter is balancing between the model mismatch and the sparsity of the solution,
and thus it inherently defines the detection thresholds. Different formulations of the
compressed sensing problem exist. We considered the basis pursuit problem formulation
of type (7.5) and (7.8) in which sparsity is induced in the objective function and the
model is matched to the measurements in the constraint. A closely related variant of this
problem formulation is the LASSO formulation in which the constraint is relaxed into the
Lagrangian [23].
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Finally, we remark that for ease of presentation, in this chapter the narrowband far-field
assumption under the line-of-sight model has been used and the simple uniform linear sen-
sor geometry has been considered. While these assumptions widely simplify the description
of the sensing techniques, we remark that the sparse representation based spectrum sensing
techniques are flexible and can be applied in a much wider class of sensing configurations.
This includes near-field sensing for which the sensing matrix is, for example, obtained by
sampling range and direction of arrival (cf. the numerical examples in Section 7.4) and
sensing with arrays that do not exhibit an analytic description of the array manifold, e.g.
arrays characterized by calibration tables. Furthermore, the sparse representation based
sensing techniques described in this chapter show excellent performance also in the gener-
ally difficult scenario of correlated source signals, such that the methods naturally extend
to spatial sensing under multi-path propagation [44]. We would also like to remark that,
with respect to the multiple measurements model, we considered the static source case in
which the support of the sparse representation vector does not change over time. Motion
models can be incorporated in the row sparsity based approaches outlined in this chapter
using, for example, the concept of group sparsity with overlapping groups to account for the
motion of the incumbent user’s transmitters [98]. Finally, for simplicity in this chapter we
only considered one-dimensional sensing, i.e. collaborative wideband frequency spectrum
sensing with a single sensor or spatial spectrum sensing of narrowband signal with mul-
tiple sensors but not joint spatial and frequency sensing of wideband signals. The sensing
techniques can, however, be extended to joint sensing in multiple dimensions [44, 99, 100].
Joint sensing yields improved sensing performance as signals can be resolved in two or
multiple domains, e.g. frequency, direction of arrival, Doppler. The improved resolution
performance comes at the expense of computational complexity.
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8.1 Introduction

Cognitive radio (CR) has received significant attention in recent years as a key enabling
technology to implement dynamic spectrum access (DSA) to achieve efficient spectrum
utilization [11, 12, 15, 19, 20]. The early research on CR mainly dealt with the opportunis-
tic spectrum access (OSA) capability of CR, an interference avoidance approach, wherein
the CR ensures that it only transmits when the primary user does not transmit and stops as
soon as it detects any primary user’s transmission. This approach is also referred to as “in-
terweave” in the CR literature. IEEE 802.22 is the first worldwide standard that is based on
OSA CR, targeting wireless regional area networks (WRAN). It operates in TV white spaces
from 54 to 862 MHz on a non-interfering basis with primary users (TV broadcasters) and
provides rural wireless broadband access.

The key challenge in OSA CR is the detection of primary user activity over a wide range
of frequencies. The CR network is required to continuously monitor the used spectrum to
detect the presence of any primary user. Spectrum sensing thus plays a critical role in OSA
CR networks. Most of the OSA CR research has focused on developing highly accurate
spectrum sensing algorithms to reliably detect extremely weak primary signals. Several
single-user spectrum sensing and later cooperative spectrum sensing techniques were
developed to improve the detection capability of the CR networks [19].

While significant efforts in CR research were made to achieve spectrum sharing between
primary and secondary devices in TV bands on a non-interfering basis, such efforts were
mainly limited to the use of white spaces in TV bands based on OSA CR, i.e. on a “coexis-
tence avoidance” basis. Recently, the focus of CR research has shifted to the coexistence of
primary and secondary systems in more generalized settings. Such an approach, known as
spectrum sharing CR, allows primary and cognitive users to transmit concurrently without
interfering with each other and can be one of two types: underlay and overlay. In under-
lay CR, the CR operates under an interference constraint to the primary users so that a
threshold primary performance is guaranteed. On the other hand, overlay CR facilitates
the primary transmission, besides its own transmission, with the availability of the primary

Spectrum Sharing: The Next Frontier in Wireless Networks, First Edition.
Edited by Constantinos B. Papadias, Tharmalingam Ratnarajah, and Dirk T.M. Slock.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
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user’s message in a non-causal or causal manner at the CR transmitter [11, 15–17, 20]. This
CR paradigm, referred to as spectrum sharing CR, involves underlay and overlay CR that
are differentiated by the nature and use of side information available at the CR transmitter.
In underlay CR, the side information at the CR transmitter is in the form of knowledge of
the maximum tolerable interference at the primary receiver (also termed interference tem-
perature) so that the CR can adjust its transmit power in a way that does not degrade the
primary performance. In contrast to underlay CR, overlay CR makes use of the side infor-
mation about the primary’s codebooks and/or message knowledge at the CR transmitter
and uses advanced coding and signal processing techniques to mitigate the interference to
primary and secondary users.

Cooperative communication has recently emerged as a powerful technique to enhance
performance in a wireless environment, leading to significant improvement in capacity,
reliability, and area of coverage [18]. As an example, cooperation can be implemented by
exploiting intermediate relay nodes between a source and a destination to provide spatial
diversity, thus leading to significant performance improvements in wireless networks.
Motivated by the promise of CR and cooperative communication to achieve efficient spec-
trum utilization and reliable communication, cooperative communication techniques have
recently been used in interweave, underlay, and overlay CR setups to improve the overall
spectrum efficiency as well as performance tradeoffs for both primary and secondary
users. For instance, considering interweave CR, as elaborated in Chapter 7, collaborative
spectrum sensing techniques have resulted in highly accurate spectrum sensing while
solving the hidden terminal problem. On the other hand, cooperative communication has
been employed in underlay and overlay CR to improve the primary and secondary user
throughput by exploiting cooperation between primary and secondary users, as well as
among secondary users.

In this chapter, we consider different aspects of coordination within a spectrum sharing
environment, with the existence of imperfect and possibly even distributed channel
knowledge across the system. Concentrating on the design of enhanced performance
transmission (reception) schemes for downlink (uplink) communication, such partial
channel knowledge at the transmitter (receiver) side is represented by a realistic model.
According to this model, assuming a CR system composed of a primary and a secondary
transmitter–receiver pair, the direct links are assumed to be instantaneously known
at the transmitter (or receiver), whereas the interference links are merely statistically
known, i.e. by means of channel covariance information, which is exchanged between
the primary and the secondary system, possibly together with statistical primary traffic
information. Following such an assumption on statistical cooperation, with regards to
channel information and the activity profile of the primary service, the notion of service
coexistence is emphasized through formulating problems, the aim of which is to optimize
the data transmission/reception and/or the spectrum sensing parameters. The goal of
the considered optimized system design is to efficiently multiplex two different services
instantiated at a given primary and secondary transmitter–receiver pair, respectively, by
means of achieving an enhanced performance at the secondary receiver, constrained by a
performance requirement at the primary receiver. Considering such a service prioritization
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framework, in section 8.2, two enhanced mobile broadband (eMBB) services [1] are
efficiently multiplexed, whereas in section 8.3, by exploiting the advantages of a hybrid
interweave/underlay CR system design, a secondary service in need of high data rates
effectively coexists in space and in time with a high reliability service running at the
primary system side. For further details on the solution frameworks, interested readers
may refer to [8–10].

8.2 Distributed Precoding Exploiting Commonly Available
Statistical CSIT for Efficient Coordination

In this section, we focus on cooperative communication between transmitters in under-
lay CR networks operating in the downlink. The system comprises a multiple input single
output (MISO) primary transmitter–receiver pair, which offers a spectrum sharing oppor-
tunity to a MISO secondary transmitter–receiver pair. Assuming that both receivers aim
to run high data rate (i.e., eMBB) services, where the average experienced data rate is the
dominant QoS metric, the objective is to design a cooperative transmission scheme, towards
maximizing the average data rate of the secondary user, subject to an average data rate con-
straint imposed by the primary service for its own user. In contrast to most prior works on
underlay CR systems, the two transmitters here cooperate under a realistic channel state
information (CSI) scenario where each transmitter has access to the instantaneous direct
channel of its associated terminal and only statistical information is available regarding
all involved links. Such a CSI knowledge setting brings about a formulation based on the
theory of team decisions [3, 5, 13, 24, 30], whereby the transmitters aim at optimizing a
common objective given the same constraint set on the basis of locally available channel
information.

In further detail, the spectrum sharing system is composed of a MISO primary system,
comprising a transmitter, TXp, equipped with Mp antennas, along with its assigned
single-antenna terminal, RXp. Focusing on downlink communication, the primary system
is willing to share its resources with a MISO secondary system. The latter system consists of
a multiple antenna transmitter, TXs, equipped with Ms antennas, as well as of a secondary
user, RXs, associated with TXs. Considering the involved channels, spatially correlated
Rayleigh fading is assumed for both the direct and the interfering channel links. As a
result, for the channel between TXj and RXi, we have hi,j ∼  (𝟎Mj

,Ri,j), i, j ∈ {p, s},
where, Ri,j denotes the covariance matrix of channel hi,j. The system setup is depicted in
Figure 8.1

Focusing on the described system model, a realistic channel state information at the trans-
mitter (CSIT) assumption that can be made is that TX i, i ∈ {p, s}, has both instantaneous
and statistical knowledge of its direct link hi,i, whereas the interference cross-links are only
statistically known via the knowledge of their covariance matrices. The second-order statis-
tics of all involved channels constitute slow-varying information that can be realistically
collected and exchanged between the two transmitters even through low capacity/high
delay backhaul links.
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TX p TX s

RX p RX s

hp,p
hs,s
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vsvp

CSIT_at_TX p

Rp,p Rp,s Rs,p Rs,s Rp,p Rp,s Rs,p Rs,shp,p

CSIT_at_TX s

hs,s

Figure 8.1 System setup, along with the available CSIT at each transmitter.

8.2.1 Problem Formulation

Capitalizing on the available CSIT at TX i, i ∈ {p, s}, the optimization problem of max-
imizing the average rate of the secondary user, subject to an average rate constraint for
the primary user, can be formulated as a functional optimization problem, with functional
dependencies related to the available CSI. Hence, the service coexistence optimization
problem can be described as follows:

⎧⎪⎨⎪⎩
(v∗

p , v∗
s ) = arg max 𝔼(Rs(vp(hp,p), vs(hs,s)))

subject to 𝔼(Rp(vp(hp,p), vs(hs,s))) ≥ 𝜏p > 0,

0 ≤ ∥ vp(hp,p) ∥2
≤ Pmax

p , 0 ≤ ∥ vs(hs,s) ∥2
≤ Pmax

s ,

(8.1)

where Ri denotes the instantaneous data rate of user i, 𝜏p stands for the quality of service
(QoS) demand of RX p in terms of average rate, and vi denotes the transmit beamforming
vector at TX i, i ∈ {p, s}. It is assumed that vi =

√
Piwi, with Pi ≤ Pmax

i and ∥ wi ∥= 1,
where Pmax

i is the maximum instantaneous power level at TX i, i ∈ {p, s}.
With the aim of deriving a practical solution, slow power control depending on the

long-term statistical channel information is assumed. Hence, instantaneous power
levels Pp and Ps can be replaced by slow power allocation levels Pp and Ps, where
0 ≤ Pi ≤ Pmax

i , i ∈ {p, s}. Nevertheless, the optimization problem is still a challenging one
due to the consideration of interference when computing the expected user rates. To relax
the problem’s complexity, an approximated problem can be designed instead by properly
applying Jensen’s inequality, thanks to the fact that the precoders vp and vs are dependent,
apart from the instantaneous direct links hp,p and hs,s, respectively, only on the statistics of
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the cross-links. For any RX i, i ∈ {p, s}, and assuming a bandwidth of 1 Hz, we thus obtain

𝔼(Ri) = 𝔼hi,i ,hi,i

⎛⎜⎜⎝log2

⎛⎜⎜⎝1 +
Pi|hH

i,iwi|2
N0 + Pi|hH

i,i
wi|2

⎞⎟⎟⎠
⎞⎟⎟⎠

≥ 𝔼hi,i

⎛⎜⎜⎜⎝log2

⎛⎜⎜⎜⎝1 +
Pi|hH

i,iwi|2
N0 + 𝔼hi,i

(
Pi|hH

i,i
wi|2)

⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠

= 𝔼hi,i

⎛⎜⎜⎝log2

⎛⎜⎜⎝1 +
Pi|hH

i,iwi|2
N0 + Piw

H
i

Ri,iwi

⎞⎟⎟⎠
⎞⎟⎟⎠

≜ 𝔼(R̃i(wi,wi)),

(8.2)

where i denotes the complementary index of i. It should be noted that the tightness of the
derived lower bound depends on the structure of the covariance matrices of the cross-links
and the applied unit norm precoders wi i ∈ {p, s}. However, in any case, although the
derivation of a lower bound of each user’s rate may reduce the average rate potential of
the secondary user, it will guarantee the feasibility of the constraint set (with regards to
the average rate of the primary user), as will be numerically shown. Hence, the equivalent
approximated problem to be solved is⎧⎪⎪⎨⎪⎪⎩

(P
∗
p,w∗

p ,P
∗
s ,w∗

s ) = arg max 𝔼
(

R̃s(Pp,wp,Ps,ws)
)

subject to 𝔼
(

R̃p(Pp,wp,Ps,ws)
)
≥ 𝜏p,

0 ≤ Pp ≤ Pmax
p , 0 ≤ Ps ≤ Pmax

s ,

∥ wp∥2 = 1, ∥ ws∥2 = 1,

(8.3)

where quantities 𝔼(R̃p(Pp,wp,Ps,ws)) and 𝔼(R̃s(Pp,wp,Ps,ws)) are the obtained lower
bounds of the true expected rates of the primary and secondary users, respectively.

8.2.2 Distributed Statistically Coordinated Precoding

Given that the derivation of closed-form expressions for the optimal downlink precoders is
hardly tractable due to the functional nature of optimization problem 8.3,which requires
optimizing over an infinite-dimensional space, the functional space of the applicable pre-
coding solutions can be restricted to a set of transmission strategies. Such a search space
compression and discretization allows for every transmission strategy (i.e., joint precoding
scheme) to be evaluated in terms of both feasibility and performance, hence it provides a
simple and practical method for coordinating the transmitters.

The constructed set of transmission strategies is obtained by following these two steps:

● First, design beamforming schemes (i.e., choose unit norm vectors wi) that can be poten-
tially applicable to each of the two transmitters. Although any beamforming scheme
could be chosen in theory, a good heuristic choice is key to the tractability and efficiency
of the approach. Here, we restrict our analysis to the maximum ratio transmission
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(MRT), also known as matched filter (MF) and statistical ZF (sZF) strategies, as they
reflect the nature of the available CSIT and also represent a tradeoff between maximizing
the received power of direct communication and minimizing the leaked interference to
the receiver of the other communication pair.

● Power control is a key ingredient to ensure that the average rate constraint for the pri-
mary user is not violated. As shown in Filippou et al. [9, Proposition 1], in optimality
the average rate constraint for primary communication is fulfilled with equality and, on
top of that, one of the two transmitters transmits with full power, as per Filippou et al.
[9, Proposition 2]. Consequently, the other transmitter will need to regulate its transmis-
sion power to comply with the imposed QoS constraint. Therefore, we denote by p the
joint power policy where TX p transmits with full power and by s the joint power policy
where TX s transmits with full power.

As a result of the above, considering the potential applicability of the two power control
policies for each joint beamforming solution, where each transmitter chooses to apply a
unit norm precoding vector, corresponding to either MF or sZF, such a formulation leads
to a joint transmission strategy set,  , which consists of eight possible joint transmission
schemes, i.e.  = {MF-MF − i,MF-sZF − i, sZF-MF − i, sZF-sZF − i, i ∈ {p, s}},
where the first acronym of each transmission scheme refers to the precoding strategy
applied by TX p, the second one refers to the precoding strategy applied by TX s, while the
last one indicates the transmitter transmitting with full power. However, the primary user
data rate constraint is only fulfilled with a probability of one for some of these strategies and
has to be verified otherwise. It is hence necessary, for each of these eight joint transmission
schemes to verify that a power transmission level for the other transmitter can be found
within its transmit power limits, such that the ergodic rate at RX p satisfies the imposed
data rate requirement, 𝜏p, at least with equality. Once the feasible transmission schemes
are obtained, the best solution, in terms of the average data rate achieved at the secondary
user, is directly obtained. Algorithm 1 explains the steps of the statistically coordinated
precoding procedure towards solving problem 8.3.

Algorithm 1 Distributed statistically coordinated precoding
Input available at both transmitters: 𝜏p, Mp, Ms, Pmax

p , Pmax
s , 𝐑p,p, 𝐑p,s, 𝐑s,p, 𝐑s,s

Input exclusively available at TX p: 𝐡p,p
Input exclusively available at TX s: 𝐡s,s
Output: Joint transmission scheme  ∈  which solves problem 8.3

1 For each element of joint transmission strategy set  determine whether the transmitter,
able to regulate its transmit power, can apply a transmit power level that is enough to
satisfy the average rate constraint of problem 8.3.

2 Formulate the set of feasible joint transmission schemes,  ⊆  .
3 Select the element of feasible set  that maximizes the average rate of the secondary user,

i.e.  = arg max
i∈ 𝔼

(
R̃s(i)

)
, where 𝔼

(
R̃s(i)

)
denotes the calculated lower bound of

the average rate of the secondary user when joint transmission scheme i ∈  , i ∈
{1, · · · , | |}, is applied.
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8.2.3 Performance Evaluation

With the aim of evaluating the performance of the proposed statistically coordinated
precoding scheme, extensive Monte Carlo simulations have been performed. We choose
Mp = Ms = M = 4 antennas at each transmitter and consider a classical exponential
channel correlation model [21] where the (m,n)th entry of channel covariance matrix
Ri,j, i, j ∈ {p, s}, is equal to 𝛽i,j𝜌

|n−m|
, m,n ∈ {1, · · · ,M}, where 𝛽i,j symbolizes the

distance-based pathloss and 𝜌 stands for the antenna correlation factor. In our example,
we assume that 𝜌 =0.25 and 𝛽i,j=1, when i = j, otherwise it is equal to 0.3. Furthermore,
we consider unit noise variance and a QoS threshold 𝜏p = 1.75 bps/Hz.

To effectively evaluate the potential of the solution, we compare its performance to the
performance of two reference precoding schemes: the first one, denoted as “interference
temperature-based” precoding, is an adaptation of the approaches in the literature [[9],
Section VI.A], where the average interference temperature is derived based on the rate
demand of RX p. Intuitively, it corresponds to the conventional, uncoordinated underlay
CR paradigm, where the secondary transmitter merely adapts its transmission strategy in
order for the interference received by the primary user to be below a given threshold [2].
The second reference scheme constitutes a coordination benchmark and it is a priori not
practically attainable as it is assumed that each transmitter can achieve simultaneously
both goals, i.e. maximize the direct signal power of its own assigned user and minimize the
interference received by the other user. Hence, it represents a performance upper bound
that illustrates the sub-optimality and coordination limitations of the state-of-the-art and
proposed approaches [9, Section VI.B]. In Figures 8.2 and 8.3, the average data rates of the
secondary and primary users, respectively, are depicted as a function of the system’s trans-
mit SNR =

Pmax
p

N0
= Pmax

s
N0

, where N0 = 0 dB stands for the noise variance. The three curves
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Figure 8.2 Average data rate of RX s versus transmit SNR, when 𝜏p = 1.75 bps/Hz.
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Figure 8.3 Average data rate of RX p versus transmit SNR, when 𝜏p = 1.75 bps/Hz.

represent the throughput performance achieved by the proposed statistically coordinated
precoding scheme, the interference temperature-based (i.e., non-coordinated) precoding
scheme, as well as the considered coordination benchmark. Focusing on RX s, the coordi-
nation benchmark outperforms both the proposed precoding scheme as well as the inter-
ference temperature-based scheme, as expected. Also, by observing Figure 8.3 it should be
noted that, in contrast with the coordination benchmark, the proposed precoding scheme
fails to satisfy the primary average rate constraint with equality. This occurs because we
resort to tackling an approximated optimization problem, which involves a lower bound
of the average rate of RX p. Nevertheless, the proposed algorithm successfully manages to
control the average rate of RX p, as per its requirement, and this capability is translated
to a significant throughput gain for the secondary user, as compared to the performance
achieved by the state-of-the-art interference temperature-based precoding scheme.

Finally, in Figure 8.4, the average data rate of the secondary user for each of the feasible
joint transmission schemes is depicted as a function of the primary user’s QoS constraint
𝜏p, when the transmit SNR is equal to 8 dB. It should be noted that the term “feasible” is
used here to characterize the joint transmission schemes, which, when applied, result in
transmit power levels such that the constraint on the average primary user rate is satisfied.
It is observed that, when 𝜏p ∈ [0.5 3] bits/s/Hz, strategy MF-MF-s is the secondary user
rate-optimal one, whereas, for stricter QoS constraints posed by the primary user, strategy
MF-MF-p has to be selected, exactly because the system focuses primarily on guaranteeing
the feasibility of the optimization problem. It is also worth mentioning that, as the value of
threshold 𝜏p increases, only the subset of the most “primary user-protective” joint transmis-
sion schemes is feasible and can thus be put into the comparison by means of the resulting
achievable average rate at the secondary user.
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Figure 8.4 Average data rate of RX s versus 𝜏p , SNR = 8 dB.

8.3 A Statistical Channel and Primary Traffic-aware
Cooperation Framework for Optimal Service Coexistence

Interweave and underlay are the two of most important CR system approaches that have
been proposed in recent years. Considering the performance analysis of the aforemen-
tioned CR system approaches, substantial work has been carried out, e.g., considering the
calculation of the achievable average rate of the secondary user [6, 7, 14, 28, 29]. Nonethe-
less, these two approaches are characterized by some drawbacks that may critically affect
system performance, especially when it comes to the coexistence of dissimilar services run-
ning on a primary and a secondary system. More specifically, the interweave CR approach,
when implemented with high quality spectrum sensing, successfully protects the primary
receiver from secondary interference. However, reliable sensing comes at the expense
of increased sensing time and energy resources that could lead to degraded throughput
or reliability performance for the secondary system. Also, as discussed in Chapter 7,
stand-alone (i.e., non-collaborative/distributed) spectrum sensing is often unable to cope
with the “hidden node” problem. Moreover, as per the interweave approach, the time
intervals during which primary activity is found to occur, as a result of spectrum sensing,
remain totally unexploited by the secondary system. On the other hand, focusing on the
underlay CR approach, the same secondary system transmission policy is applied both
at times when the primary system is silent (equivalently, in frequency slots where it is
absent) and at times (equivalently, frequencies) of primary system activity, as the only
criterion is for the primary receiver to not receive interference overcoming a tolerable
level (i.e., the interference temperature). This way, the imposed interference temperature
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constraint restricts secondary transmissions, even when the primary system is idle, leading
to degraded throughput performance for the secondary receiver.

As a result of the above, the notion of a hybrid interweave/underlay CR system approach
has been developed in the academic literature, motivated by the need to better exploit
the implementation advantages of the two “classical” CR system approaches. According
to this concept, the secondary system implements a modified version of the interweave
CR approach, according to which, when the primary channel is found to be busy, as a
result of spectrum sensing, the secondary transmitter, instead of keeping silent, transmits
by applying a power (and, possibly, precoding/antenna combining) policy driven by the
primary QoS requirement. Based on this idea, several recent works have considered
combined interweave/underlay CR approaches, such as [23, 26, 27, 31], and [25]. Although
in these works multiple solutions have been provided, referring to various system setups,
several simplifications and non-realistic assumptions seem to have been made (e.g.,
perfect spectrum sensing, single input single output (SISO) communications or multiple
antenna communications, but assuming uncorrelated antennas, and special focus on
eMBB services), which call for new design proposals through the formulation of problems
concentrating on system parameter optimization. Moving a step forward, one would argue
that it is meaningful to jointly design the spectrum sensing and transmission/reception
parameters of a hybrid CR system that encapsulates the advantages of both conventional
CR approaches and then evaluate the performance of the optimized system with regards
to different QoS metrics tailored to wireless services of different types.

To this end, in the remainder of this section, although the level of primary/secondary
system cooperation, focusing on channel knowledge, is of a similar nature as before (i.e.,
statistical CSIT/channel state information at the receiver (CSIR) exchanged between the
primary and the secondary system), we aim at multiplexing a primary high-reliability ser-
vice with a secondary eMBB service exploiting the additional design degrees of freedom
offered by the primary traffic statistics (i.e., average ON/OFF time duration of the ser-
vice) that are provided to the secondary system. To achieve this we focus on the hybrid
interweave/underlay CR approach and expand the optimization parameter set, i.e. we aim
to include the spectrum sensing parameters as well. Then, to measure the performance of
the optimized system, we evaluate the system behavior over a range of reliability require-
ments for the service instantiated at the primary user.

8.3.1 Joint Design of Spectrum Sensing and Reception for a SIMO Hybrid CR
System

In this section, the problem of jointly designing spectrum sensing and receive antenna com-
bining, with reference to the uplink of a CR [equivalently, a licensed shared access (LSA)]
system, is considered. The aim of the proposed design is the maximization of the achiev-
able average uplink rate of a secondary CR (equivalently, the LSA licensee) user, subject to
an outage-based, communication reliability constraint for primary (equivalently, the LSA
incumbent) communication. A hybrid CR system approach is studied, according to which
the system either operates as an interweave or as an underlay CR system, depending on
the results of the performed spectrum sensing procedure at the beginning of each medium
access control (MAC) frame of the secondary user.
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Figure 8.5 The investigated system scenario, along with the available CSIR at each receiver.

More specifically, as illustrated in Figure 8.5, the uplink of a CR system is considered,
which is composed of a single-antenna primary user, TX p, transmitting with a fixed power
level, Pp, that communicates with a multiple-antenna primary receiver (i.e., base station),
RX p, along with a single-antenna secondary user, TX s, communicating with a multiple
antenna secondary receiver, RX s. In what follows, it is assumed that RX p and RX s are
equipped with N antennas each. Regarding the channel model, it is assumed that both
the SIMO channels hij between TX i and RX j, i, j ∈ {p, s}, and the SISO channel between
TX p and TX s undergo Rayleigh fading. Also, it is assumed that the elements of any given
SIMO channel, hij, i, j ∈ {p, s}, are spatially correlated. Regarding the availability of CSIR,
a practical scenario is considered, according to which RX i, i ∈ {p, s}, is aware of both the
instantaneous direct channel hii as well as its covariance matrix Rii, while it only has sta-
tistical knowledge of the other links in the form of covariance information. Such a CSIR
formulation is chosen because standard releases for 4G wireless systems require that a given
user equipment is allowed to report instantaneous CSI to its home base station, but it cannot
report such information to interfering base stations [4].

Since spectrum sensing constitutes an essential feature of the investigated hybrid CR sys-
tem, focusing on secondary communication, each MAC frame of the secondary user that
has a duration of T time units consists of (i) a spectrum sensing subframe, the duration
of which is 𝜏 time units, followed by (ii) a data tranmission subframe, which lasts for the
remaining T − 𝜏 time units. Concerning spectrum sensing, energy detection (ED) is cho-
sen to be applied since it is characterized by low implementation complexity and analytical
expressions for false alarm and detection probabilities. Also importantly, it is assumed that
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the length of each MAC frame is such that the involved wireless channels remain fixed for
the duration of it.

Concentrating now on the previously introduced hybrid interweave/underlay CR system
approach, and focusing on a specific data transmission subframe, one needs to discrim-
inate between two secondary user transmission policies, depending on the results of the
ED procedure carried out by the secondary transmitter during the corresponding spectrum
sensing subframe: (i) Absence of primary user transmissions is detected. We denote this
event as ̂0. Whenever such an event occurs, the secondary user transmits using a power
level Ps = P0 = Ppeak, where Ppeak is a peak power constraint at the secondary user. On the
other hand, RX s employs a unit-norm receive beamforming vector us = u0(hss) ∈ ℂN×1 for
the detection of the signal transmitted by the secondary user. (ii) Presence of primary user
transmission is detected. We denote this event as ̂1. Whenever ̂1 occurs, the secondary
user transmits using a power level, Ps = P1, 0 < P1 ≤ Ppeak. In addition, RX s employs a
unit-norm receive vector, us = u1(hss) ∈ ℂN×1 that is designed taking into account the fact
that primary user activity has been detected.

8.3.1.1 Problem Formulation and Solution Framework
Under such system operation and CSIR assumptions, and also considering that RX p is
assumed to apply maximal ratio combining (MRC), i.e. up = hpp

∥hpp∥
, a lower bound for the

average rate of secondary communication, as well as a closed form approximation for the
outage probability of primary communication have been derived in [10], where an outage
event is declared by the primary system when the received SINR is below a threshold value,
𝛾0. These expressions are been shown to be useful towards formulating and then solving a
joint spectrum sensing and multi-antenna reception optimization problem, the objective of
which is the effective coexistence of a data rate dominant service instantiated by the sec-
ondary user, subject to an outage constraint on primary communication. The optimization
problem is

⎧⎪⎪⎨⎪⎪⎩

maximize
u1∈ℂN×1 ,𝜏,𝜀,P1

𝔼|hss
{}

subject to out ≤ ̃out, d = ̃d, ∥u1∥= 1,

0 < P1 ≤ Ppeak, 0 < 𝜏 ≤ T, 𝜀 ≥ 0,

(8.4)

where 𝔼|hss
{} is the expected data rate of the secondary user, given the knowledge of

channel hss, ̃out is the predetermined constraint of outage probability out, imposed by
the primary service, 𝜀 stands for the ED threshold, and ̃d is a targeted value of the average
detection probability d for the implementation of ED-based spectrum sensing.

As shown in [10], the original complex stochastic optimization problem 8.4 can be approx-
imated by a better tractable problem,

⎧⎪⎪⎨⎪⎪⎩

maximize
u1∈ℂN×1 ,𝜏,𝜀,P1



subject to out ≤ ̃out, d = ̃d, ∥u1∥= 1,

0 < P1 ≤ Ppeak, 0 < 𝜏 ≤ T, 𝜀 ≥ 0,

(8.5)
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where  is a lower bound of the expected secondary user rate, given the knowledge of chan-
nel hss, which can be described in closed form. The above optimization problem can be
successfully decomposed into two subproblems, each of which focuses on the optimization
of either ED parameters 𝜏 and 𝜀 or the optimization of transmission/reception parameters
P1 and u1, respectively. Having this solution framework in hand, an iterative algorithm can
be implemented as follows.

Algorithm 2 Jointly optimizing antenna combining vector, 𝐮1, and sensing parameters
𝜏 and 𝜀
1 Initialization (n = 0). Fix the antenna combining scheme such that 𝐮1 = 𝐮(0)1 and increase

counter by one.
2 For the nth iteration, solve the resulting spectrum sensing optimization problem with
𝐮1 = 𝐮(n−1)

1 and find values 𝜏n and 𝜀n.
3 Utilizing the obtained values 𝜏n and 𝜀n, solve the resulting antenna combining optimiza-

tion problem and determine antenna combining vector 𝐮(n)1 .
4 Compute the value of the objective function n(𝐮

(n)
1 , 𝜏n, 𝜀n).

5 Increase the counter by one and if |n − n−1| < 𝜁 , where n ≥ 2 and 𝜁 > 0, 𝜁 ∈ ℝ is an
arbitrary small number, stop, otherwise go to Step 2.

Remark 8.1 The solution framework falls within the category of block coordinate ascent
optimization. Considering the existence of two blocks of optimization variables, as has been
described above, i.e. one for the spectrum sensing parameters 𝜏 and 𝜖 and one for the
antenna combining vector, u1, and observing that, for each block of variables, the equiva-
lent optimization problem consists of a concave objective function and a convex constraint,
then iterative Algorithm 2 converges to a stationary point (u∗

1, 𝜏
∗
, 𝜖

∗) [22].

8.3.1.2 Performance Evaluation
To evaluate the service coexistence efficiency of the obtained solution, the performance
of the designed hybrid interweave/underlay CR system is compared by means of exten-
sive Monte Carlo numerical simulations to the equivalent (i.e., average secondary user rate
optimized) interweave and underlay systems, assuming the same reliability requirement on
primary user communication (i.e., a required SINR of 𝛾0 = 4 dB for correct message decod-
ing) imposed on an interference-limited SIMO system, where each receiver is equipped
with N = 4 antennas. The MAC frame size is equal to 100 ms, the sampling frequency for
ED is equal to 5 MHz, the noise variance is equal to 0 dB, and the variance of the pri-
mary user–secondary user side link is equal to –3 dB. We adopt the exponential antenna
correlation model [21] and assume that the antenna correlation factor, 𝜌, is equal to 0.4.
Furthermore, both the peak power level at the secondary user and the (fixed) power level
at the primary user are equal to 15 dB and the targeted detection probability is ̃d = 0.98. It
should be noted that the values of these parameters remain fixed in the remainder of this
section unless otherwise stated.

In Figure 8.6 the achievable average rate of RX s is depicted for the three investigated
systems, i.e. the optimized hybrid CR system and the two optimized interweave and under-
lay CR systems, as a function of the activity profile of the primary system when the outage
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Figure 8.6 Ergodic rate of RX s versus primary user activity profile when ̃out = 10−2.

probability requirement of the primary user is fixed to 1%. One can observe that the average
throughput of RX s regarding the hybrid system balances between two “extremes” with
respect to the activity profile of the primary user. More specifically, the hybrid CR system
behaves similarly to the interweave one, when the primary user is idle for most of the time,
whereas it approaches the throughput performance of the underlay system, when the pri-
mary user is active for most of the time. Also importantly, all three curves are decreasing.
This occurs because, when the primary system is busy for an increased fraction of time,
more interference will be received by RX s over time, on average.

The impact of the number of receive antennas, N, and the spatial correlation factor, 𝜌,
on the optimized performance of the hybrid CR system is shown in Figure 8.7, where the
average rate of secondary communication is depicted for different primary user activity pro-
files when the primary user outage probability constraint is equal to 1%. It is observed that
when N = 8 antennas are used at either receiver, the average rate at RX s, in the existence
of strongly correlated Rayleigh fading, overcomes the performance obtained when the N
branches of each SIMO channel are close to being independent and identically distributed
(i.i.d.) and this performance gap increases as the primary user becomes active more often.
This behavior occurs because since we focus on an interference-limited system, and given
the assumptions made on CSIR knowledge, it is more critical for RX s to zero-force the
incoming interference from the primary user when the latter becomes active more fre-
quently than to exploit a receive antenna diversity gain. Also interestingly, one observes
that when the antenna correlations are low, the performance gain by applying an excess of
receive antennas, as compared to a smaller antenna number, vanishes when the primary
user is in transmission mode for more than 70% of the time, on average.
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Figure 8.7 Ergodic rate of RX s versus primary user activity profile (optimized hybrid CR system)
for different values of receive antenna number, N, and receive antenna correlation factor, 𝜌, when
̃out = 10−2.

8.3.2 Throughput Performance of Sensing-optimized Hybrid MIMO CR
Systems

In this section we analytically examine the secondary user throughput performance of a
hybrid MIMO interweave/underlay CR system, subject to a reliability constraint posed by
the primary system, where the secondary user operates as in the previous section, but this
time focusing on downlink communication and assuming that an energy-based antenna
selection scheme is performed at the user equipment side.

8.3.2.1 Problem Formulation and Solution Framework
Regarding the system and channel model, the downlink of a CR system is considered that
is composed of a primary transmitter, i.e. base station TX p, and its assigned primary user
RX p, and a secondary transmitter, i.e. base station TX s, with its assigned secondary user
RX s. It is assumed that the transmitters are equipped with M antennas each, while each of
the receivers is equipped with N antennas. We denote the MISO channel between TX i and
the nth antenna of RX j as hij,n ∈ ℂ1×M

, i, j ∈ {p, s},n = 1, · · · ,N, and the channel between
TX p and the mth antenna of TX s as h00,m ∈ ℂ1×M

,m = 1, · · · ,M. As far as the channel
model is concerned, Rayleigh fading is assumed, i.e. it holds that hij,n ∼  (𝟎, 𝜎2

ij,nIM)
and h00,m ∼  (𝟎, 𝜎2

00,mIM), i, j ∈ {p, s},n = 1, · · · ,N, m = 1, · · · ,M. For simplicity, we
assume that {𝜎2

ij,n}
N
n=1 = 𝜎

2
ij, i, j ∈ {p, s}, and {𝜎2

00,m}
M
m=1 = 𝜎

2
00.

Always concentrating on a cooperative, however imperfect, CSIT knowledge framework,
it is assumed that TX i has perfect knowledge of the N × M MIMO channel matrix
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Hii = [hT
ii,1, · · · ,h

T
ii,N ]

T
, i ∈ {p, s}, which justifies the use of MRT transmissions. Perfect

instantaneous knowledge of the channel matrix Hsp = [hT
sp,1, · · · ,h

T
sp,N ]

T at both TX s and
RX s is also considered. On the other hand, it is assumed that the MIMO interference link
Hps = [hT

ps,1, · · · ,h
T
ps,N ]

T as well as the M × M channel matrix H00 = [hT
00,1, · · · ,h

T
00,M]T are

statistically known to the TXs. While data transmission is based on an MRT policy, data
reception at the receivers is based on a maximum instantaneous direct channel energy
criterion. It should be noted that the MAC frame is decomposed, as described in the
previous section, into a spectrum sensing (ED) subframe followed by a data transmission
subframe.

Taking this model into consideration, the average secondary user rate-optimal values of
the sensing time 𝜏∗ and the ED threshold 𝜖∗ for a targeted value, t, of the primary user
outage probability, hyb

out , can be found by solving the problem

⎧⎪⎨⎪⎩
(𝜖∗, 𝜏∗) = arg max

𝜖,𝜏

𝔼(hyb)

subject to 
hyb
out = t, 0 < 𝜏 ≤ T, 𝜖 ≥ 0,

(8.6)

where 𝔼(hyb) denotes the expected rate of the secondary user. Expressions describing
this key performance quantity, as well as primary user outage probability 

hyb
out , have been

analytically derived in [8], where it is also shown that by applying the second derivative cri-
terion for the objective function 𝔼{hyb(𝜏, 𝜖(𝜏))} it can be proved that the latter is a concave
function of 𝜏 for 𝜏 ∈ (0,T], when as a result of applying ED for spectrum sensing the CR
system operates as an interweave one. As a result, any convex optimization algorithm can
be applied in order to find optimal values 𝜏∗ and thus 𝜖∗ as well.

8.3.2.2 Performance Evaluation
With the aim of cross-validating the theoretical expressions derived in [8], as well as with
the objective of comparing the performance of the sensing-optimized hybrid CR system
with those of the optimized interweave and underlay CR systems, extensive Monte Carlo
simulations have been performed. According to the simulation scenario, each transmitter is
equipped with M = 4 antennas, while each receiver is equipped with N = 2 antennas. The
variances of the involved channel links are 𝜎2

pp = 𝜎
2
ss = 10 dB, 𝜎2

sp = 8.75 dB, 𝜎2
ps = 9 dB, and

𝜎
2
00 = 7.92 dB. Additionally, we set the sampling frequency for spectrum sensing to 5 MHz

and the length of a secondary user MAC frame to T = 100 ms, while unit variance noise
is considered. The SINR threshold below which an outage event at the primary user is
declared is 𝛾0 = 8 dB.

In Figure 8.8 the achievable average secondary user rate is depicted as a function of the
outage probability of primary communication, t, for a system setup characterized by rel-
atively low primary user activity (i.e., ℙ(“busy primary user”) = 0.25). Both experimental
and theoretical curves are illustrated with respect to the optimized hybrid CR system as well
as for the equivalent optimized interweave and underlay CR systems. Considering the two
conventional CR approaches, the secondary user rate-optimal design parameters are found
by solving problems equivalent to the ones in [7]. One can observe that the empirical curves
closely converge to those corresponding to the derived approximate expressions for the aver-
age secondary user rate, which confirms the validity of the derived expressions. Second, it
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Figure 8.8 Ergodic secondary user rate versus primary user outage probability requirement, t ,
when ℙ(“busy primary user”) = 0.25.

is evident that the hybrid CR system outperforms the two conventional CR approaches for
the whole examined range of primary user outage constraints. This happens because, in
contrast with the underlay CR approach, where only a fraction of the total power of TX s
is constantly transmitted, regardless of the activity profile of the primary system, under the
hybrid CR system there are times where, as a result of sensing decisions upon the absence
of the primary user, full transmit power is transmitted by TX s. On the other hand, unlike
the interweave CR approach, where when primary user activity is detected by sensing TX s
becomes silent during the data transmission subframe, according to the hybrid CR system
secondary transmission is still carried out by switching to the underlay CR mode. As a
result, the existence of more transmission opportunities for the secondary system is trans-
lated into better exploitation of the shared frequency resources, given the assumed level of
CSIT knowledge, which is cooperatively exchanged between the two systems.

In Figure 8.9 the same performance curves are illustrated, this time for a system scenario
according to which the primary system is busy for 75% of the time. In this case, the hybrid
CR system still outperforms the two conventional CR approaches, but the performance
of the underlay CR system now partially overcomes the one achieved by the interweave
CR system. This is due to the fact that intensive primary user activity results in reducing
the time slots during which the frequency resources are free for use by the interweave
CR system (i.e., fewer transmission opportunities for the secondary system). Thus, the
achievable throughput of the interweave CR system is reduced. It should be also noted that,
as in Figure 8.8, for all CR system approaches the average secondary user rate increases as a
function of reliability threshold t. This occurs because as the targeted primary user outage
probability increases, the equivalent maximum tolerated interference at the primary user
also increases, hence for all examined approaches TX s allocates its available resources
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Figure 8.9 Ergodic secondary user rate versus primary user outage probability requirement, t ,
when ℙ(“busy primary user”) = 0.75.

primarily with the aim of maximizing the secondary user rate. Finally, fixing a value for t,
the average secondary user rate for all approaches will be lower for highly active primary
systems. This is explained by the fact that when ℙ(“busy primary user”) converges to
one, more interference by primary transmissions is experienced by the secondary user,
on average.

The above numerical evaluation clearly shows that the hybrid CR system outperforms
both conventional ones for the investigated primary user activity profiles and communica-
tion reliability regimes. Interesting extensions can be thought of, e.g., in terms of investigat-
ing the existence of multiple primary and secondary user equipment, where the latter will
conduct collaborative spectrum sensing.

8.4 Summary

In this chapter we discussed cooperative communication techniques for spectrum shar-
ing in the CR system. Both conventional underlay and new hybrid interweave/underlay
approaches were investigated. In the first part of the chapter we considered cooperative sta-
tistical channel information exchange between a primary and a secondary transmitter in an
underlay CR network. The objective of this investigation was to design a statistically coordi-
nated transmission scheme towards maximizing the average data rate of the secondary user,
subject to an average data rate constraint imposed by the primary service. The transmit-
ters cooperate under a realistic CSI scenario where each transmitter has sole instantaneous
access to the direct channel of its associated terminal, while it has a full statistical view of
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the global channel. A formulation based on the theory of team decisions whereby the trans-
mitters aim at optimizing a common objective given the same constraint set on the basis of
locally available channel information was considered. Efficient coordination is ensured by
exploiting the commonly available statistical CSI of all involved (i.e., direct and interfer-
ence) links.

In the second part of the chapter we investigated a hybrid CR system approach where the
CR operates as either an interweave or an underlay CR system, depending on the results of
a spectrum sensing procedure performed at the beginning of each MAC frame of the sec-
ondary user. Both SIMO and MIMO system setups were investigated, focusing on uplink
and downlink communication, respectively. The problem of jointly designing spectrum
sensing and receive antenna combining was considered. The throughput performance of
the designed hybrid CR system was evaluated and compared to the throughput performance
achieved by the equivalent standard interweave and underlay CR systems, assuming the
same level of channel and primary traffic information exchange. Further research chal-
lenges include the extension of research to more generalized settings, i.e. multiple primary
users and secondary users with multiple antennas, as well as the coexistence of further
emerging wireless services.
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Reciprocity-Based Beamforming Techniques for Spectrum
Sharing in MIMO Networks
Kalyana Gopala and Dirk T.M. Slock

Institut Eurecom, France

The efficiency of several spectrum sharing techniques, especially those used for horizontal
sharing (i.e., between users of the same type, in the same band, at the same time), relies
heavily on the accurate and timely knowledge of the involved user and interference chan-
nels. Powerful spectrum sharing techniques are possible with beamforming (BF) over mul-
tiple antennas to separate users by exploiting the spatial dimension. However, these BF
techniques require channel state information at the transmitter (CSIT). CSIT requirements
become crucial in massive multiple input multiple output (MaMIMO) systems, which are
a key ingredient of 5G and are also well suited for licensed shared access (LSA) as they offer
higher spatial resolution and multiplexing. However, MaMIMO is harder to implement in
frequency division duplex (FDD) systems due to the complications imposed by the feed-
back channel. An alternative approach is to consider time division duplex (TDD) systems,
where, in theory at least, the forward and reverse channels are equal, hence do not require
a feedback channel.

The goal of this chapter is to discuss two approaches for handling CSIT that lead to limited
overhead and are applicable to LSA. The approaches consider either pathwise or instanta-
neous CSIT reciprocity. Both approaches extract CSIT information from the uplink (UL)
to be used for downlink (DL) transmission. While the second approach is geared towards
TDD systems, the first approach is based on exploiting the multipath structure and would
be applicable to FDD systems or uncoordinated TDD systems. For the case of instanta-
neous reciprocity, this chapter deals with the actual TDD scenario in which reciprocity is
only obtained after calibration of the radio frequency (RF) parts in the transmit and receive
chains.

9.1 Multi-antenna Cognitive Radio Paradigms

Before delving into multi-antenna LSA, we shall consider the extension of a number of stan-
dard cognitive radio (CR) paradigms to the multi-antenna case. These extensions are not as
straightforward and unambiguous as it may seem at first. Here we discuss some possible
multi-antenna extensions for these paradigms. These proposals were first put forward in a

Spectrum Sharing: The Next Frontier in Wireless Networks, First Edition.
Edited by Constantinos B. Papadias, Tharmalingam Ratnarajah, and Dirk T.M. Slock.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
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CR Panel Session organized by the European Union FET project CROWN-233843 consor-
tium at the CogART conference in Barcelona, Spain, in October 2011 (see also [18]).

9.1.1 Spatial Overlay: MISO/MIMO Interference Channel

In the overlay paradigm, Primary and secondary systems collaborate (see Figure 9.1). This
collaboration could be interpreted at multiple levels, at the level of an exchange of transmit
signals [as in network multiple input multiple output (MIMO) or cooperative multi-point
(CoMP)], or just at the level of CSIT, which in the single antenna case translates to coordi-
nated power control. In the case of multiple antennas, if we limit cooperation to CSIT, this
would lead to the exploitation of the multiple antennas for coordinated beamforming to
achieve parallel interference-free channels. Coordinated beamforming applies to multiple
antennas at the transmit side [multiple input single output (MISO) interference channel]. In
the case of multiple antennas at the receivers, we can have coordinated receivers. The case
of coordination of the multiple antennas on both sides corresponds to the (noisy) MIMO
interference channel and spatial interference alignment (IA)

The authorized shared access (ASA) proposal by Qualcomm and Nokia [22] fits in this
realm of overlay cognitive radio.

9.1.2 Spatial Underlay

In the underlay paradigm, interference caused by a secondary transmitter to a primary
receiver is acceptable as long as the interference remains under a maximum tolerance level.
One possible definition of spatial underlay then would be that a primary receiver equipped
with multiple antennas allows primary interference as long as it has enough antennas to
handle it. Hence the primary receiver needs to be active. So, the primary receiver allows an
interference subspace of maximum dimension equal to the excess of its number of antennas
over the number of primary streams it needs to receive. The primary system is secondary
aware. Of course, the secondary transmitters need to align the interference caused to pri-
maries in subspaces of limited dimension.

9.1.3 Spatial Interweave

In the interweave paradigm, the primary system should not be disturbed at all, and is not
required to exhibit any cooperation with the secondary systems. So in a spatial interweave
version with multiple primary receive antennas, the secondary systems need to zero-force
to all primary receive antennas individually. In this case there is still room for secondary
transmission if a secondary transmitter has more antennas than the combined primary
receivers. The spatial interweave paradigm requires significant CSIT and can be reciprocity
based in TDD or a location based on the case of line-of-sight (LoS) secondary–primary
cross channels. In the LOS case, the number of primary receive antennas becomes irrele-
vant (assuming they are in the far field of the secondary) because the MIMO cross channel
becomes rank one [15]. In the case of non-LoS (NLoS) and a pathwise CSIT-based approach,
the secondary transmitter needs to have more antennas than the number of propagation
paths to all primary receivers.
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9.2 From Multi-antenna Underlay to LSA Coordinated
Beamforming

We consider exploiting multiple antennas for a much more dynamic form of LSA in the
form of coordinated beamforming (CoBF) between incumbent cells and licensee cells, see
Figure 9.1. The BF is based on a combined form of partial CSIT, comprising both chan-
nel estimates (mean CSIT) and covariance CSIT (of which pathwise CSIT is one particular
form). In particular, multipath induced structured low rank covariances are considered that
arise in MaMIMO and millimeter-wave (mmWave) settings. For the beamforming optimiza-
tion, we first revisit the weighted sum rate (WSR) maximization with perfect CSIT [1]. We
then turn to the partial CSIT case where we consider expected WSR (EWSR) maximization.
We also establish an explicit link between underlay cognitive radio and coordinated beam-
forming: the optimal choice for the Lagrange multipliers for the interference temperature
constraints in underlay cognitive radio in fact corresponds to the ratio of the rate weight (in
the WSR) for the stream interfered with over the mean squared error (MSE) attained for
that stream. The work considered there is applicable to both macrocellular and small cell
or even heterogeneous scenarios.

9.2.1 CoBF and CSIT Discussion

Interference is the main limiting factor in wireless transmission. Base stations (BSs) dispos-
ing of multiple antennas are able to serve multiple user equipments (UEs) simultaneously,
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Figure 9.1 Traditional underlay cognitive radio systems (left) vs. coordinated beamforming in
multiple cells (right).
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which is called spatial division multiple access (SDMA) or multi-user (MU) MIMO. How-
ever, MU systems have precise requirements for CSIT, which is more difficult to acquire
than CSI at the Rx (CSIR). Hence we focus here on the more challenging DL. The main dif-
ficulty in realizing linear IA for MU MIMO in multi-cell settings (interference (broadcast)
channel (IC/IBC)) is that the design of any BS Tx filter depends on all Rx filters whereas in
turn each Rx filter depends on all Tx filters [19]. As a result, all Tx/Rx filters are globally cou-
pled and their design requires global CSIT. To carry out this Tx/Rx design in a distributed
fashion, global CSIT is required at all BS [21]. The overhead required for this global dis-
tributed CSIT is substantial, even if done optimally, leading to substantially reduced net
degrees of freedom (DoFs) [14]. We refer to [16] for a further discussion of the state of the art.
Recent works focus on intercell exchange of only scalar quantities, at fast fading rate, and
on two-stage approaches in which the intercell interference is zero forced (ZF). The recent
development of MaMIMO [13] opens up new possibilities for increased system capacity
while at the same time simplifying system design. We refer to [1] for a further discussion of
the state of the art. Note that MaMIMO in most works refers actually to MU MISO.

Whereas the exploitation of covariance CSIT may be beneficial, in a MaMIMO context
it may quickly lead to high computational complexity and estimation accuracy issues.
Computational complexity may be reduced (and the benefit of exploiting covariance
CSIT enhanced) in the case of low rank covariance structure, such as can be expected
in MaMIMO and mmWave settings, but the use and tracking of subspaces may still be
cumbersome. In the pathwise approach, these subspaces are very parsimoniously parame-
terized in terms of directions of arrival or departure (DoAs/DoDs). In an FDD setting, these
parameters may even be estimated from the UL by exploiting path reciprocity. In a TDD
setting with channel reciprocity, the channel estimation error may be affected also by time
variation in the UL/DL ping-pong. In contrast to the instantaneous channel CSIT, the path
CSIT is not affected by fast fading. Whereas path CSIT by itself may allow ZF [15], which is
of interest at high signal-to-noise ratio (SNR), maximum WSR designs accounting for finite
SNR are more desirable. Indeed, ZF of all interfering links leads to significant reduction
of useful signal strength. MaMIMO makes the pathwise approach viable: the (cross-link)
beamformers (BFs) can be updated at a reduced (slow fading) rate, the parsimonious
channel representation facilitates not only UL but especially DL channel estimation, the
crosslink BF can be used to significantly improve the DL direct link channel estimates (in
FDD). Minimal feedback can be introduced to perform meaningful WSR optimization at a
finite SNR (whereas ZF requires much less coordination).

In [30] we review some recent approaches for maximizing WSR, based on a connec-
tion to minimizing weighted sum MSE (WSMSE) [2] [see also Section 9.4.2) and another
approach based on difference of convex function programming [9] (which is actually bet-
ter interpreted as an instance of minorization maximization)]. In fact, the Karush–Kuhn–
Tucker (KKT) conditions for maximum WSR lead fairly straightforwardly to the optimal BF
being a maximum generalized eigenvector. This BF turns out to be an optimized form of a
heuristic solution that has been introduced to maximize a so-called signal-to-leakage-plus-
noise-ratio (SLNR), in which the leakage represents the interference caused to other users
when transmitting, similar to the familiar signal-to-interference-plus-noise-ratio (SINR) at
a receiver. The SLNR optimizing BF is also a generalized eigenvector, but of unweighted
quantities. The minorization of the WSR cost function by a concave approximation also
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leads to an optimization of the stream powers, in a fashion that can be interpreted as “in-
terference leakage aware water filling”.

Also, in the case of partial CSIT, the WSR criterion needs to be modified. We consider
the EWSR, also called the ergodic WSR. We consider various approaches for maximizing
EWSR to handle partial CSIT. The existing expected WSMSE (EWSMSE) approach [20]
(also termed “use and forget lower bound” in [17]) improves over naive EWSR (NEWSR) by
accounting for covariance CSIT in the interference. This can have significant impact, even
on the sum rate prelog (DoF) if the instantaneous channel CSIT quality does not scale with
SNR. A further improvement is proposed in [30] in the expected signal and interference
power WSR (ESIP-WSR) approach, which represents a better approximation of the EWSR.
In a MaMIMO setting (in which case ESIP-WSR becomes an upper bound of EWSR), the
way mean and covariance CSIT are combined in the EWSMSE or ESIP-WSR approaches
as the interference terms become equally optimal as in the EWSR for a large number of
users. However, ESIP-WSR represents an improvement over EWSMSE by capturing the
signal power in the covariance CSIT (matched filtering and diversity aspects) and only
leads to a finite gain (in SNR), but its remaining approximation error over EWSR may be
quite limited [3]. Strictly speaking, in a large number of user settings, EWSMSE ≤ EWSR
≤ ESIP-WSR. The step from EWSMSE to ESIP-WSR also deals with the following question.
Covariance CSIT can be used to improve the channel estimate from a basic deterministic
estimate to a Bayesian estimate. The question then arises: is that enough? The answer is
no and the question has been settled in [11], at least for ESIP-WSR, in which the posterior
expectation of a quadratic expression in the channel is required. This can be constructed
from the minimum mean squared error (MMSE) channel estimate and corresponding
error covariance matrix. Hence, beyond the MMSE channel estimate, it is important to
also exploit the posterior (error) covariance, which exhibits the same subspace structure
as the prior channel covariance.

For covariance CSIT in the form of pathwise CSIT, in [29] we introduced a heuristic to
design the Tx separately using pathwise CSIT only. It turns out that this heuristic is recov-
ered by the ESIP-WSR approach proposed in [12], which furthermore provides expressions
for a number of auxiliary quantities that are needed and allows the combination of channel
estimate and pathwise CSIT. In these works we typically considered multiple cells (incum-
bent and licensee) with multi-antenna BSs serving possibly multiple users with single or
multiple antennas.

9.2.2 Some LoS Results

We now discuss the extension of the perfect CSIT approach to optimization of the EWSR
combining both channel estimates and covariance CSIT. The goal here is multi-fold. A naive
approach would just perform (possibly regularized) zero forcing (R-ZF) BF. We derived
algorithms that maximize the WSR at any finite SNR, exploiting not only channel estimate
information, accounting for the channel estimation error level, but also exploiting channel
covariance information. The resulting approach even works when only channel covariance
information is available (e.g., possibly for the intercell channels). This could arise when the
user location information is translated into a channel covariance based on LoS propagation.
In the simulations below, we consider just a single cell MIMO system with two users, with
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Figure 9.2 EWSR vs SNR for MU MIMO with four Tx and Rx antennas and two users.

CSIT based on the MIMO Ricean channel model [hence the CSIT comprises the (downlink)
Tx side LoS antenna array response and the Rice factor 𝜇, both of which can be estimated
from the uplink channel]. This may be a simple way to account for unmodeled multipath
components. In Figure 9.2 the expected sum rate is plotted versus SNR for for Tx and Rx
antennas and two users. For the Tx design, we consider either ZF on the LoS component,
with uniform power loading, or an optimized design based on the minorization approach to
ESIP-WSR. For each design, three cases of Rice factor are considered: 𝜇 = 10, 100 or ∞ (this
last case is labeled “Perfect CSIT” in Figure 9.2). The expected sum rate is obtained by aver-
aging over channel realizations, according to the Ricean distribution, with one of the three
possible values for 𝜇. The optimized approach which accounts for both CSIT imperfections
and finite SNR clearly improves over naive (LoS based) ZF.

9.2.3 Noncoherent Multi-user MIMO Communications using Covariance CSIT

We briefly allude again to the general case of Gaussian partial CSIT, in which the com-
bined availability of channel estimates (mean CSIT) and covariance CSIT can be exploited.
Such general partial CSIT scenario can, for example, be particularized as in [28] to the case
of perfect instantaneous CSIT for intracell channels and pathwise CSIT for intercell chan-
nels. This leads to two-stage BF expressions, similar to hybrid beamforming. The slow stage
handles intercell interference and is frequency-flat. It can be exploited also to separate the
cells for channel estimation purposes. In [12] we consider in more detail pathwise CSIT
for all channels (both intercell and intracell; see Figure 9.3. The ESIP-WSR approach men-
tioned earlier leads to a loss of all (narrowband) frequency-selectivity in the channel and
also leaves no utility for space-time coding (as far as EWSR is concerned), though this can
be expected to bring some benefits (e.g., for outage). The exploitation of pathwise CSIT
in a (especially massive) MIMO setting leads to non-Kronecker MIMO channel covariance
structures, as opposed to the widely assumed Kronecker MIMO model. The non-Kronecker
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Figure 9.3 Pathwise multi-user heterogeneous network scenario.

MIMO channel pathwise CSIT leads to a split between the roles of transmitters and receivers
in MIMO systems. For the BF optimization, we consider in [12] a minorization approach
applied to ESIP-WSR. Simulations indicate that the pathwise CSIT-based designs may lead
to limited spectral efficiency loss compared to instantaneous CSIT based designs, while
trading fast fading CSIT for slow fading CSIT. We also point out in [12] that the pathwise
approach may lead to distributed designs requiring only local pathwise CSIT, and analyze
the sum rates for instantaneous and pathwise CSIT in the low and high SNR limits.

9.3 TDD Reciprocity Calibration

Whereas the pathwise CSIT approaches considered above can be applied to FDD or
uncoordinated TDD approaches, we now turn our attention to coordinated TDD systems.
We first provide an overview of the state of the art in reciprocity calibration techniques,
with an emphasis on internal calibration usable in MaMIMO. Then a number of promis-
ing reciprocity-based techniques are presented for the design of transmit precoders for
spectrum sharing between incumbents and licensees. In particular, we present the concept
of naive UL/DL duality, which allows further reduction of the additional information
exchange required for utility optimization or to deal with non-cooperative nodes.

9.3.1 Fundamentals

Figure 9.4 shows a detailed break up of the end-to-end channel between a set of anten-
nas A communicating with another set of antennas B clearly demarcating the propagation
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Figure 9.4 Reciprocity model in TDD.
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channel and the RF chains. C refers to the propagation channel, which is reciprocal. The
(i, j)th entry of C corresponds to the propagation channel between the antennas i and j and
is reciprocal: Ci,j = Cj,i. The part of the channel covered by C actually starts from where
the antenna feeding line connects to the Tx and Rx RF chains at side A to a similar point
at side B. The overall DL and UL channels observed in the digital domain are denoted by
HA→B and HB→A. It can be clearly seen from Figure 9.4 that paths traversed by the Tx and
Rx signals are different at the RF level, which results in non-reciprocity of the overall digital
channel. In the frequency domain, over a narrow frequency band, we get:{

HA→B = RBC TA,

HB→A = RACTTB.
(9.1)

Matrices TA, RA, TB, and RB model the response of the transmit and receive RF front-ends
and are called the absolute calibration factors. It is assumed that the impact of the Tx and
Rx chains over a narrow frequency band may be modeled as a complex scaling factor. This
has been validated in several real implementations, such as [27] and [25]. The diagonal
elements in these matrices represent the linear effects attributable to the attenuation or
amplification and phase shift in the Tx and Rx parts of the RF front-end, whereas the
off-diagonal elements correspond to RF cross-talk. Thus, the DL channel HA→B may be
derived from the UL channel HB→A by eliminating C between both equations in (9.1) as
follows:

HA→B = RB(R−1
A HB→AT−1

B )TTA = RBT−T
B

⏟⏟⏟

F−T
B

HT
B→AR−T

A TA
⏟⏟⏟

FA

= F−T
B HT

B→AFA.
(9.2)

Thus, the lack of reciprocity at the level of the RF chains brings in a need for reciprocity
calibration factors FA and FB. If we drop the indication of the sets A and B, we have

F = R−TT. (9.3)

F is called a relative calibration factor as it is obtained as a ratio of the absolute calibra-
tion factors T, R. It is important to note that for the purpose of DL channel estimation,
there is no need to estimate the absolute calibration factors (which would be useful for, for
example, antenna array response determination). Instead, we only need the relative cali-
bration factors.

From the UL/DL relation (9.2), it can be seen that the relative calibration factors FA, FB
can only be determined up to a common complex scale factor. Indeed, replacing FA, FB by
𝛼FA, 𝛼FB for some scalar 𝛼 does not modify the relation (9.2). Note that despite this scale
ambiguity in F, HA→B can be uniquely determined from HB→A. Another remark concerns
the common MISO case where typically side A is a multi-antenna BS whereas side B would
be a single-antenna UE. In this case FB is a scalar. Based on the previous scale ambigu-
ity remark, it is clear that we can choose FB = 1 so that FA becomes uniquely identifiable.
So, in the MISO case, only a one-sided (BS side) calibration is required. It is tempting to
continue to calibrate only the BS side even in the MIMO case, since the internal calibra-
tion procedure to be discussed below is geared towards one-sided calibration. Doing so will
lead to a predicted DL channel HA→B, which is off at the UE side by a (matrix) factor FB.
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Such discrepancy would be unimportant if the BS side beamforming would perform zero
forcing to all UE antennas. It will lead to suboptimality though in a WSR or other utility
optimization design at finite SNR or with a reduced number of streams compared to the
number of Rx antennas, except perhaps in a ping-pong design between Tx and Rx opti-
mization by BS(s) and UE(s) alternatingly, in which a UE optimizes its Rx based on the
estimated actual DL channel. In any case, such one-sided calibration has been considered
also in 3GPP standardization work [23, 24].

A TDD reciprocity-based MIMO system normally has two phases for its operation. First,
during the initialization of the system or the training phase, the reciprocity calibration pro-
cess is activated, which consists of estimating FA and FB. Then, during the data transmission
phase, these calibration coefficients are used together with instantaneous measured UL
channel ĤB→A to estimate the CSIT HA→B, based on which advanced beamforming algo-
rithms can be performed. Since the calibration coefficients remain stable for quite a long
time [27] (in the order of hours), the calibration process does not have to be performed very
frequently.

9.3.2 Diagonality of the Calibration Matrix

In the rest of this chapter we assume that the calibration matrix F is diagonal. This was
validated experimentally in [6], where the off-diagonal elements of F were found to be less
than 30 dB compared to the diagonal elements. Note, however, that this does not imply
that there would be no mutual coupling between antennas of an array on a given side,
or cross-talk between their feeding lines. Indeed, if A, B represent such (reciprocal)
non-diagonal matrices that encapsulate the antenna mutual coupling and cross-talk,
we get {

HA→B = RB(BCA)TA,

HB→A = RA(ACT
B)TB.

(9.4)

Hence, by treating the reciprocal mutual coupling and cross-talk as part of the propagation
channel, by renaming BCA as C, we get back the diagonal calibration factors R, T, and
hence F.

9.3.3 Coherent and Non-coherent Calibration Scheme

The calibration parameters of the antenna may be considered to remain constant in the
order of several hours. However, the variation of the physical propagation channel is typ-
ically much faster. This leads to two ways of approaching the estimation of the relative
calibration parameters. We could complete the entire estimation of these parameters in
a short time span where the propagation channel stays a constant. Such a time duration
would be called a coherent time slot. When the estimation happens within one coherent
time slot, it is called a coherent calibration scheme. Alternatively, the problem may well be
formulated over several different coherent time slots (during which the calibration parame-
ters themselves are assumed constant), and in this case it is called non-coherent calibration.
This is illustrated in Figure 9.5.
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Figure 9.5 Illustration of coherent and non-coherent calibration.

9.3.4 UE-aided vs Internal Calibration

There are two main approaches to reciprocity calibration based on whether or not a UE is
involved in its determination.

1. In UE-aided calibration, explicit channel feedback from a UE during the calibration
phase is used to estimate the calibration parameters. Hence, during a training phase,
explicit pilots are exchanged between the BS and UE over the air. Based on these pilots,
the UE feeds back its estimate of the DL channel to the BS which, together with its esti-
mate of the UL channel, derives the calibration parameters.

2. It was noted in [10] that the BS side calibration factor FA is independent of which is
considered as side B (see Figure 9.4). This was exploited in [10] to calibrate the channel
from a secondary BS to a primary UE without primary cooperation by performing cali-
bration between secondary BS and UE. This was then pushed further in [27] to replace
the cooperative UE by one BS antenna. This led to an approach called internal calibration
or self-calibration, in which the calibration is performed entirely between the antennas
of the BS (as already suggested in [23, 24] in fact). Internal calibration only estimates the
FA up to a scale factor and does not estimate the FB at all. An important advantage of this
kind of calibration is that it ensures tight time and frequency synchronization amongst
the antennas that are being calibrated in the case of co-located MaMIMO.

9.3.5 Group Calibration System Model

The existing literature on reciprocity calibration typically considers transmission from a
single antenna at a time for purposes of calibration. A more general system model was
proposed in [7] that allows the grouping of multiple antennas during transmission. This
model falls back to the single antenna transmission scenario when each group has only
one antenna.
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Figure 9.6 Illustration of the group calibration system model.

Here, as shown in Figure 9.6, the total of M (BS) antennas is partitioned into G groups
with Mi antennas each. Each group Ai transmits pilots Pi for Li time instants (or channel
uses). Let Yi→j be the received signal at antenna j on transmission of pilot Pi from antenna i.
Then for every pair of transmission between antennas i and j (bi-directional Tx), we obtain

bi-directional Tx

⎧⎪⎪⎨⎪⎪⎩

Yi→j
⏟⏟⏟

Mj×Li

= Rj
⏟⏟⏟

Mj×Mj

Ci→j
⏟⏟⏟

Mj×Mi

Ti
⏟⏟⏟

Mi×Mi

Pi
⏟⏟⏟

Mi×Li

+ Ni→j,

Yj→i = RiCT
i→jTjPj + Nj→i.

(9.5)

Ni→j represents the noise seen at antenna j when antenna i is transmitting. Equation (9.5)
also shows the dimensions of the matrices involved for clarity. It is important to note
that the channel is assumed to be constant during this bi-directional Tx. Eliminating the
propagation channel Ci→j, we get

PT
i FT

i Yj→i − YT
i→jFjPj = PT

i FT
i Nj→i − NT

i→jFjPj, (9.6)

where Fi = R−T
i Ti and Fj = R−T

j Tj are the calibration matrices for groups i and j. Using the
vec operator (stacking consecutive columns of a matrix into a tall vector) and its properties,
equation (9.6) may be rewritten as

vec (PT
i FT

i Yj→i) = vec (YT
i→jFjPj) + vec(PT

i FT
i Nj→i − NT

i→jFjPj),

(YT
j→i ⊗ PT

i ) vec(FT
i ) = (PT

j ⊗ YT
i→j) vec(Fj) + Ñij.

(9.7)

Here, we have used the property that for any matrices X1, X2, and X3,

vec (X1X2X3) = (XT
3 ⊗ X1) vec(X2), (9.8)

where ⊗ denotes the Kronecker product. Ñij = vec(PT
i FT

i Nj→i − NT
i→jFjPj). In addition, as

the matrices Fi are diagonal, all the columns in matrices such as YT
j→i ⊗ PT

i correspond-
ing to the zero entries in vec(FT

i ) can be eliminated. Hence, equation (9.7) may be further
rewritten as

(YT
j→i ∗ PT

i )fi − (PT
j ∗ YT

i→j) fj = Ñij, (9.9)

where ∗ denotes the Khatri–Rao product [8] (or column-wise Kronecker product) and vec-
tor fi contains the diagonal elements of Fi. With matrices A and B partitioned into columns
A = [a1 a2 … aM] and B = [b1 b2 …bM] where ai and bi are column vectors, A ∗ B =
[a1 ⊗ b1 a2 ⊗ b2 · · · aM ⊗ bM]. Here, we have used the identity vec (X1 diag (x) X3) =
(XT

3 ∗ X1) x.
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9.3.6 Least-squares Solution

Collecting all these bi-directional transmissions, we arrive at a least-squares (LS) formula-
tion to solve for the relative calibration factors f :

f̂ = argmin
f

∑
i,j∈

‖(YT
j→i ∗ PT

i )fi − (PT
j ∗ YT

i→j)fj‖2
, (9.10)

where  defines the set of all bi-directional transmissions. Of course, this needs to be aug-
mented with a constraint,

 (̂f , f) = 0, (9.11)

in order to exclude the trivial solution f̂ = 𝟎 in equation (9.10). The constraint on f̂ may
depend on the true parameters f . As we shall see further this constraint needs to be complex
valued (which represents two real constraints). Typical choices for the constraint are

1) Norm plus phase constraint (NPC):

norm: Re{ (̂f , f)} = ||̂f||2 − c , c = ||f||2, (9.12)

phase: Im{ (̂f , f)} = Im{f̂Hf} = 0. (9.13)

2) Linear constraint:

 (̂f , f) = f̂Hg − c = 0. (9.14)

If we choose the vector g = f and c = ||f||2, then the Im{.} part of equation (9.14) cor-
responds to equation (9.13). The most popular linear constraint is the first coefficient con-
straint (FCC), which is equation (9.14) with g = e1, c = 1.

The LS solution presented here reduces to the algorithm presented in [25, 26] for the
special case of a single antenna per group. With a single antenna per group, for a coherent
calibration estimation scheme, the minimum number of transmissions required to obtain
the calibration parameters is M. However, it is shown in [7] that with an optimal grouping
of antennas, this can be reduced to the order of

√
M.

9.3.7 A Bilinear Model

To obtain more insight into the performance limits for the calibration parameter estimation,
we can rewrite the received signal as follows:

Yi→j = RjCi→jRT
i

⏟⏞⏞⏟⏞⏞⏟

i→j

FiPi + Ni→j.
(9.15)

We define i→j = RjCi→jRT
i to be an auxiliary internal channel (not corresponding to any

physically measurable quantity) that appears as a nuisance parameter in the estimation of
the calibration parameters. Note that the auxiliary channel i→j inherits the reciprocity
from the propagation channel Ci→j: i→j = 

T
j→i. Thus, the received signal in (9.15) takes

on a bilinear form (separately linear in each of the parameters  and F). This is exploited in
[7] and [5] to derive the Cramer–Rao bound for the general calibration framework. It is also
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shown that the maximum likelihood solution for the calibration parameter estimation may
be viewed as a weighted least-squares, where the weights are dependent on the calibration
parameters.

9.4 MIMO IBC Beamformer Design

Here we discuss the beamformer design problem for an IBC (multi-cell MU DL), as illus-
trated in Figure 9.7. We shall introduce the concept of naive UL/DL duality as a low com-
plexity practical BF design. To set this in context, we first review proper UL/DL duality.

9.4.1 System Model

Consider an IBC with C cells and a total of K UEs. Consider a system-wide UE numbering.
UE k has Nk antennas and is served by BS bk which has Mbk

antennas. Only one stream is
transmitted per UE. The Nk length received signal vector in the DL at user k in cell bk is

yk = Hk,bk
gk sk

⏟⏞⏞⏞⏟⏞⏞⏞⏟

signal

+
∑

i≠k
bi=bk

Hk,bk
gi si

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

intracell interf.

+
∑
j≠bk

∑
i∶bi=j

Hk,j gi si

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

intercell interf.

+ vk. (9.16)

Here sk is the intended (white, unit variance) signal and Hk,bk
is the Nk × Mbk

channel from
BS bk to user k. BS bk serves Kbk

=
∑

i∶bi=bk
1 UEs. The noise vk ∼  (0, I). The Mbk

× 1
spatial Tx filter or BF is gk.

9.4.2 WSR Optimization via WSMSE

We now look at the weighted sum rate optimization when complete CSIT is available.
Assuming Gaussian signaling, the WSR [2] for the IBC scenario would be

WSR(g) =
∑

k
uk ln det(1 + gH

k HH
k,bk

R−1
k

Hk,bk
gk) =

∑
k

uk ln 1
ek,MMSE

. (9.17)

Figure 9.7 Illustration of a MIMO IBC scenario.
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Here Rk =
∑

i≠kHk,bi
gi gH

i HH
k,bi

+ INk
is the received interference plus noise covariance

matrix, uk are rate weights, and ek,MMSE refers to the MSE at the output of a linear min-
imum MSE (LMMSE) Rx filter. The WSR is to be optimized under the power constraint∑

k∶bk=j||gk||2 ≤ Pj, where Pj is the total output power of BS j. This inspired the following
WSMSE approach to WSR maximization [2] [or see [20] for the EWSMSE extension].
Introduce a linear Rx filter fk with output

ŝk = fH
k yk = fH

k Hk,bk
gk sk +

∑
i≠k

fH
k Hk,bi

gi si + fH
k vk. (9.18)

The MSE 𝔼|sk − ŝk|2 may be obtained as

ek(fk, gk) = 1 − fH
k Hk,bk

gk − gH
k Hk,bk

fk +
∑

i
fH

k Hk,bi
gigH

i HH
k,bi

fk + ||fk||2.
(9.19)

Let g, f represent the collection of Tx/Rx BFs gk and fk, respectively. Now introduce the
WSMSE cost function (subject to same Tx power constraints),

WSMSE(g, f ,w) =
∑

k
uk(𝑤k ek(fk, g) − 1 − ln𝑤k). (9.20)

w corresponds to a collection of scalar weights 𝑤k ≥ 0. It can be shown that

min
f ,w

WSMSE(g, f ,w) = −WSR(g). (9.21)

Hence, an optimization over the additional parameters f ,w gives us back the original WSR
cost function. This suggests an alternating optimization over f ,w and g to optimize the orig-
inal WSR metric. The attractiveness of the WSMSE alternative compared to optimizing the
WSR metric directly is that every step of the alternating optimization only involves simple
quadratic or convex metrics. The overall algorithm for determining the BFs is to perform
the alternating optimization

min
𝑤k

WSMSE ⇒ 𝑤k = 1∕ek

min
fk

WSMSE ⇒ fk = (
∑

i
Hk,bi

gigH
i HH

k,bi
+ INk

)−1Hk,bk
gk

min
gk

WSMSE ⇒ gk = (
∑

i
ui𝑤iHH

i,bk
fifH

i Hi,bk
+ 𝜆bk

IM)−1HH
k,bk

fkuk𝑤k

(9.22)

Here, 𝜆bk
corresponds to the Lagrange multiplier for the transmit power constraint at BS

bk. We remark here that a key interpretation of the WSMSE solution is that, whereas the
optimal Rx fk is a LMMSE filter in the DL, the optimal transmit BF gk has the form of a
linear MMSE receiver for the dual UL. Note that duality leads to HH

i,bk
whereas physical

reciprocity corresponds to HT
i,bk

.

9.4.3 Naive UL/DL Duality-based Beamformer Exploiting Reciprocity

We present a BF design based on the WSMSE approach for a specific case of single antenna
UEs (Nk = 1) [4]. This assumption is not too restrictive as single antenna UEs are more
common. The BF is designed based on a naive UL/DL duality inspired by the WSMSE alter-
nating minimization equations. The relations between Rx fk and Tx gk in equation (9.22)
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represent a proper UL/DL duality as one can observe that the optimal DL BF gk corresponds
to an LMMSE Rx in a dual UL in which the UL channels would be HH

i,bk
, the UL Tx filters are

fi, the UL stream powers are ui𝑤i, and the white noise variance at the BS is 𝜆bk
. These dual

UL quantities are obviously different from corresponding actual UL transmission quan-
tities. However, in order to largely simplify BF design and reduce signaling overhead, we
propose a naive duality BF design in which we use the actual UL LMMSE Rx as DL BF. Note
that one difference between actual and dual UL is a complex conjugation on the channel
responses. Also, in the case of Nk = 1, we can ignore the UE side BF fk. Note, however, that
the resulting naive UL/DL duality BF design will converge to a matched filter at low SNR
and to a ZF filter at high SNR. Hence the naive duality-based BF does give optimal results
at both low and high SNR. Finally, we replace statistical averaging by temporal averaging.

The (actual) UL received signal y̆k at BS bk may be written as

y̆bk
= h̆k,bk

s̆k + v̆bk
. (9.23)

Here, v̆bk
includes the AWGN (Additive White Gaussian Noise) channel noise as well as the

received signal from all other users, both intracell and intercell. Note that we use the ̆ to
indicate a quantity in the UL. h̆k,bk

denotes the UL channel from the user k to BS bk and
s̆k is the signal transmitted by the kth UE. Let Ry̆bk

y̆bk
be the uplink Rx covariance matrix.

Then the UL MMSE filter is given by

ğMMSE,k = R−1
y̆bk

y̆bk
h̆k,bk

. (9.24)

Using reciprocity in TDD and accounting for the calibration factor F, we get from (9.2) that
HDL = HT

ULF, hence that hi,bk
= h̆T

i,bk
Fbk

. This leads to the DL MMSE filter

gMMSE,k = R−1
ybk

ybk
hH

k,bk
= (FH

bk
R∗

y̆bk
y̆bk

Fbk
)−1FH

bk
h̆∗

k,bk

= F−1
bk
(R−1

y̆bk
y̆bk

h̆k,bk
)∗ = F−1

bk
ğ∗

MMSE,k.
(9.25)

Here, ()∗ denotes the complex conjugate operation. The UL covariance matrix can be esti-
mated as a sample covariance:

Ry̆bk
y̆bk

= 1
L

L∑
i=1

y̆bk ,iy̆
H
bk ,i
. (9.26)

A known issue with this approach is signal cancellation, which can occur due to the mis-
match between the estimated channel of the desired UE and the implicit contribution of
the true desired channel present in the sample covariance matrix [31]. A known solution
in this context is the subtraction of the desired signal from y̆bk

before computing the covari-
ance matrix. This requires an iterative receiver for joint detection and channel estimation
so that the BS can subtract out the contribution from its own UE(s) before computing the
sample covariance matrix.

9.5 Experimental Validation

Figure 9.8 shows an image of the MaMIMO prototype that is a part of the Eurecom OpenAir-
Interface platform. The Eurecom MaMIMO array is constructed with several microstrip
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Figure 9.8 Eurecom MaMIMO prototype and demo set up.

antenna cards, 12 of which are used in the current validation. Each such microstrip card,
in turn, has four antennas. The 48 antennas are driven by 12 radio cards, where each radio
card has four transceiver units. The synchronization between the radio units is achieved
using an Octoclock clock distribution module. The transmission happens at carrier fre-
quency fc = 2.66 GHz and the sampling frequency fs = 7.68 MHz corresponding to a 5-MHz
long-term evolution (LTE) orthogonal frequency division multiplexing (OFDM) transmis-
sion that uses 300 occupied subcarriers. The beamformer design is computed and applied
individually on every subcarrier. Figure 9.8 also illustrates the demo scenario. The two BS
units consist of 23 antennas each and the two UEs have one antenna each. Thus, the 48
antennas of the MaMIMO antenna array are used to mimic the two BS as well as the two
single antenna UEs.

The demo exploits channel reciprocity to derive the DL beamformer weights based on the
UL channel/covariance estimates. Hence, when the prototype is initialized, we perform a
reciprocity calibration and store the reciprocity calibration parameters F in a file. Subse-
quently, this file is read to derive the DL beamformer using instantaneously estimated UL
channel information, as was given in equation (9.25). The instantaneous UL channel esti-
mation is based on UL pilots. In the experiment, we assume all the useful subcarriers as
pilots in the UL. The quality of the channel estimates is further improved by exploiting the
limited delay spread in time domain. Our DL LMMSE design assumes no (explicit) knowl-
edge of the cross-links between the BS of one cell and UE of another. However, to serve as
a reference, we also consider a ZF receiver that has full knowledge of all cross-links. In this
case, let the UL channel matrix be

̆ =
[
h̆1,1 h̆2,1

]
. (9.27)

Then, the DL channel  = ̆TF and

gZF = 
H(

H)−1e1. (9.28)
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Here e1 = [1 0]T . The other popular Tx technique in a MaMIMO scenario is maximum
ratio transmission (MRT), which in this case would be

gMRT = hH
1,1 = F∗h̆∗

1,1. (9.29)

The estimation of the covariance matrix needs significant averaging, particularly as the
number of BS antennas increases. In our prototype, we exploit the low delay spread of the
environment and compute the average covariance matrix across all the subcarriers. How-
ever, the limited frequency selectivity increases the risk of signal cancellation and the need
for signal of interest subtraction before sample covariance computation.

Figure 9.9 shows the need for calibration by taking the example of MRT in a single BS sin-
gle UE setting. The performance is measured on the basis of the ratio between the received
signal power and the noise power (SNR) observed at the UE. The curve labeled ideal here
refers to the case where the DL channel estimate is available and estimated directly. The
curve labeled calib refers to the implementation of equation (9.29) and the curve labeled
no_calib directly uses the estimated UL channel for DL beamforming without applying any
reciprocity calibration. The SNR is shown for all the 300 occupied subcarriers of the OFDM
symbol.

Figure 9.10 shows the relative gains of MRT and ZF beamformers compared to no beam-
forming (omnidirectional antenna) by measuring the SINR at incumbent UE as a result of
using the different beamformer techniques. It is remarkable that the performance of the ZF
beamformer is far superior to that of the MRT, which is the most widespread beamforming
technique used for MaMIMO.

In Figure 9.11, the covariance matrix is estimated for the interfering links in the UL and
the DL MMSE BF is derived based on the UL covariance estimates and the reciprocity cali-
bration parameters. The curve ZF serves as a reference where the UL channels of the inter-
fering links are known (estimated) so that the DL ZF beamforming can be done with the
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Figure 9.9 Performance of MRT with and without calibration for a 23-antenna BS with a single
antenna UE.
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help of reciprocity calibration, as shown in equation (9.28). The curve MMSE_Ryy is the sce-
nario in which the BS computes the covariance based on the total received signal from both
its own UE and the interfering UE. We are limited here by the accuracy of the channel esti-
mation and the averaging required for the covariance estimation. For the massive MIMO BS
configuration, the averaging requirement for the covariance matrix estimation is very strin-
gent as the dimension of the covariance matrix grows proportionally to the square of the
number of BS antennas. Due to the inaccuracy in channel estimation, signal cancellation
occurs between the channel estimate (in the matched filter factor of the LMMSE expres-
sion) and the true channel contribution implicit in Ry̆y̆. The curve MMSE_Ryy_IntfOnly
corresponds to the scenario in which the covariance computation does not include the
contribution from the desired UE (desired signal subtraction). This approach avoids the
signal cancellation issue. Hence, we observe that the performance of MMSE_Ryy_IntfOnly
is much better compared to that of the curve MMSE_Ryy for the MaMIMO BS. In fact, the
performance of the curve MMSE_Ryy_IntfOnly is quite close to that of the ZF which has
explicit knowledge of the interfering links as well.

9.6 Conclusions

In this chapter, we have reviewed two types of reciprocity that can be exploited to reduce
the signaling overhead required to acquire CSIT. One is pathwise reciprocity leading to
pathwise CSIT, which is a parametric form of covariance CSIT and can be used in FDD
or unsynchronized TDD systems. The other is instantaneous channel reciprocity in TDD
systems. We have reviewed the key ingredients of relative RF calibration to extend the
reciprocity of propagation channels to the estimated channels in the digital domain. We
have proposed a DL beamformer design for a MaMIMO IBC scenario with no coopera-
tion assumed across the different BSs. Inspired by the structure of the WSMSE alternating
minimization operations, a naive UL/DL duality-based BF is proposed. Using the naive
duality, and incorporating the concepts of TDD channel reciprocity, the actual UL LMMSE
receiver was transformed into a DL BF. The UL covariance matrix is estimated while avoid-
ing the signal cancellation issue as part of the overall beamformer design. The resulting
beamformer was then validated on Eurecom’s MaMIMO OpenAirInterface platform and
shows a performance close to that of a ZF beamformer that needs information for the
cross-links. Further work is required to combine channel estimate and sample covariance
information.
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6 X. Jiang, M. Čirkić, F. Kaltenberger, et al. MIMO-TDD reciprocity and hardware imbal-
ances: experimental results. IEEE International Conference on Communication (ICC),
June 2015.

7 X. Jiang, A. Decurninge, K. Gopala, et al. A Framework for Over-the-air Reciprocity
Calibration for TDD Massive MIMO Systems. IEEE Transactions on Wireless Communi-
cations, September 2018.

8 C.G. Khatri and C.R. Rao. Solutions to some functional equations and their applications
to characterization of probability distributions. Sankhyā: The Indian Journal of Statistics,
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10.1 Introduction

Among the various spectrum sharing techniques, cognitive radio (CR) is a promising tech-
nology to enhance spectrum utilization efficiency by allowing unlicensed secondary users
(SUs) to operate within the service area of licensed primary users (PUs). Traditionally,
the secondary network is deployed in half-duplex (HD) mode, whereby transmission and
reception happen orthogonally in time or frequency [26]. However, the recent prolifera-
tion in demand for wireless communication services has motivated the industry to strive
to finding contemporary solutions, among which full duplex (FD) communications is one
of the emerging technologies for next-generation wireless networks. Theoretically, com-
municating in FD mode can potentially double the throughput of wireless communication
systems due to the ability of an FD transceiver to transmit and receive at the same time
and the same frequency, thus utilizing the spectrum fully. As such, CR can be deployed
in the FD mode, whereby an FD CR can concurrently transmit and sense the transmis-
sion status of other nodes [2], thus providing improved sensing efficiency and secondary
throughput. Furthermore, FD communication can also combat several problems faced by
CR at the medium access control (MAC) layer, such as hidden terminals, large delays, and
congestion [15, 23]. Accordingly, several research problems related to interweave FD CR
systems have been investigated in the literature [19, 26]. In particular, these works employ
FD communications at the SUs to simultaneously perform spectrum sensing and data trans-
mission towards significantly improving sensing performance, while also increasing data
transmission efficiency. Another emerging research trend concerns underlay cooperative
systems [5, 6, 9, 10, 16], where FD CRs are employed. In underlay CR systems, a set of
unlicensed SUs operate within the service range of licensed PUs, where the amount of inter-
ference from SUs to PUs is constrained to meet the quality-of-service (QoS) requirements
of the latter.

Spectrum Sharing: The Next Frontier in Wireless Networks, First Edition.
Edited by Constantinos B. Papadias, Tharmalingam Ratnarajah, and Dirk T.M. Slock.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
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However, the performance of an FD system is hindered by several predicaments, the most
important of which is the inherent interference from its own transmit signal, also known
as self-interference (SI). Fortunately, many feasible solutions, including antenna, analog,
and digital cancellation methods, have been demonstrated experimentally to mitigate the
overwhelming SI [4, 12], which have made FD communication more practical in recent
years. Nevertheless, the performance of an FD system is still limited by the residual SI (RSI)
that is induced by the imperfection of the transmit and receive front-end chains [17]. In
addition to the SI, co-channel interference (CCI) from uplink (UL) users to downlink (DL)
users is another challenge in FD networks that needs to be overcome to fully exploit the
multi-access nature of the wireless medium in conjunction with fully utilizing the spec-
trum. In this respect, the application of beamforming techniques is known to be effective to
optimize the system performance, where the impact of the CCI as well as the SI are jointly
taken into account [7–10, 20, 25].

In light of the above discussion, this chapter focuses on two underlay CR scenarios, a CR
cellular system (involving an FD secondary cellular network) and (ii) a CR interference chan-
nel (involving an ad hoc FD secondary Internet-of-Things (IoT) network), and analyzes the
performance of both systems with respect to baseline HD CR systems. Potential transceiver
design algorithms to enable FD underlay CR operation and to mitigate the residual SI and
CCI at the digital domain are provided based on data stream decoding mean-squared error
(MSE) minimization, the rationale for which is the good performance and significantly
reduced complexity of the MSE metric. When a minimum MSE (MMSE) receiver is used,
MSE minimization problems are equivalent to signal-to-interference-plus-noise ratio
(SINR)-based optimization problems, since they are related as MSE = 1∕(1 + SINR) [21].
Therefore, rate-based optimization using log2(1 + SINR) can be conveniently transformed
into MSE-based optimization, −log2(MSE). Furthermore, as mentioned in [14], the
user-wise MSE can be used to approximate the achievable rate of the users when they
jointly decode their streams.

10.2 Transceiver Design for an FD MIMO CR Cellular Network

In this section, we discuss the transceiver design problem for an FD cognitive cellular sys-
tem in which a secondary FD BS communicates with HD mode UL and DL SUs simultane-
ously within the service range of PUs.

10.2.1 System Model

As illustrated in Figure 10.1, the FD BS, equipped with M0 transmit and N0 receive antennas,
serves K UL and J DL users, simultaneously. The numbers of antennas of the kth UL and
the jth DL user are denoted by Mk and Nj, respectively.

10.2.1.1 Signal and Channel Model
The channels HUL

k ∈ ℂN0×Mk and HDL
j ∈ ℂNj×M0 represent the kth UL and the jth DL

channels, respectively. Similarly, H0 ∈ ℂN0×M0 is the SI channel from the transmitter to the
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receiver antennas of the BS and HDU
jk ∈ ℂNj×Mk denotes the CCI channel from the kth UL

user to the jth DL user.
The vector of source symbols of length dUL

k transmitted by the kth UL user is denoted
sUL

k ∈ ℂdUL
k ×1. It is assumed that the symbols are independent and identically distributed

(i.i.d.) with unit power, i.e. 𝔼[sUL
k (sUL

k )H] = IdUL
k

. Similarly, the vector of transmit symbols of

length dDL
j for the jth DL user is denoted by sDL

j ∈ ℂdDL
j ×1, with𝔼[sDL

j (sDL
j )H] = IdDL

j
. Denoting

the precoders for the data streams of the kth UL and jth DL user as VUL
k ∈ ℂMk×dUL

k and
VDL

j ∈ ℂM0×dDL
j , respectively, the transmitted signal of the kth UL user and that of the BS

can be written, respectively, as

xUL
k = VUL

k sUL
k , x0 =

J∑
j=1

VDL
j sDL

j . (10.1)

The signal received by the BS and that received by the jth DL user can be written, respec-
tively, as

y0 =
K∑

k=1
HUL

k (xUL
k + cUL

k ) + H0(x0 + c0) + e0 + n0, (10.2)

yDL
j = HDL

j (x0 + c0) +
K∑

k=1
HDU

jk (xUL
k + cUL

k ) + eDL
j + nDL

j , (10.3)

where n0 ∈ ℂN0 and nDL
j ∈ ℂNj denote the additive white Gaussian noise (AWGN) vector

with zero mean and covariance matrix R0 = 𝜎
2
0 IN0

and RDL
j = 𝜎

2
j INj

at the BS and the jth
DL user, respectively. Furthermore, cUL

k (c0) is the transmitter distortion at the kth UL user
(BS) and eDL

j (e0) is the receiver distortion at the jth DL user (BS). They model the effect of
limited dynamic range of transmitters and receivers, and closely approximate the effects of
additive power-amplifier noise and non-linearities in the digital-to-analog converter (DAC),
analog-to digital converter (ADC), and phase noise. Since the SU receiver cannot distin-
guish the interference generated by the PUs from the background thermal noise, the noise
vectors in (10.2) and (10.3) capture the background thermal noise as well as the interfer-
ence generated by the PUs, possibly after prewhitening. In particular, we assume that the
PU sum-interference is estimated and measured at the receiving node of the SUs.

10.2.1.2 SI Cancellation
Since the BS knows the codeword x0 (its own transmitted signal) and the SI channel H0
in practice, the term H0x0 can be canceled out in Figure 10.2. However, unless otherwise
stated, we will keep this term merely to be able to use the simplification of notation in the
next subsection. Nevertheless, the RSI in the form of hardware impairments still exists.
We adopt the limited DR model in [11] to model the RSI, which has also been commonly
used in [18] and [17]. Accordingly, the covariance matrix of cUL

k is given by 𝜅 (𝜅 ≪ 1) times
the energy of the intended signal at each transmit antenna [11]. In particular cUL

k can be
modeled as

cUL
k ∼  (𝟎, 𝜅 diag(VUL

k (VUL
k )H)), cUL

k ⟂ xUL
k . (10.4)
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Similarly, the covariance matrix of eDL
j is given by 𝛽 (𝛽 ≪ 1) times the energy of the undis-

torted received signal at each receive antenna [11]. In particular, eDL
j can be modeled as

eDL
j ∼  (𝟎, 𝛽diag(𝚽DL

j )), eDL
j ⟂ uDL

j , (10.5)

where 𝚽DL
j = Cov{uDL

j } and uDL
j is the undistorted received vector at the jth DL user, i.e.

uDL
j = yDL

j − eDL
j . The discussion on the transmitter/receiver distortion model holds for c0

and e0 as well.

10.2.1.3 MSE of the Received Data Stream
The received signals are processed by linear decoders, denoted UUL

k ∈ ℂN0×dUL
k and UDL

j ∈
ℂNj×dDL

j , by the BS and jth DL user, respectively. Therefore the estimate of data streams of
the kth UL user at the BS is given as ŝUL

k = (UUL
k )Hy0, and similarly the estimate of data

streams of the jth DL user is ŝDL
j = (UDL

j )HyDL
j . Using these estimates, the MSE of the kth

UL and jth DL users can be respectively given as [10]

MSEUL
k = 𝔼{(ŝUL

k − sUL
k )(ŝUL

k − sUL
k )H}

= ((UUL
k )HHUL

k VUL
k − IdUL

k
)((UUL

k )HHUL
k VUL

k − IdUL
k
)H + (UUL

k )H
UL
𝚺
k

UUL
k , (10.6)

MSEDL
j = 𝔼{(ŝDL

j − sDL
j )(ŝDL

j − sDL
j )H}

= ((UDL
j )HHDL

j VDL
j − IdDL

j
)((UDL

j )HHDL
j VDL

j − IdDL
j
)H + (UDL

j )H
DL
𝚺
j

UDL
j . (10.7)

In (10.6) and (10.7), 𝚺UL
k and 𝚺DL

j are the approximated aggregate interference-plus-noise
terms1 at the kth UL and jth DL users, respectively, and are expressed as [11]

UL
𝚺
k
≈

K∑
j≠k

HUL
j VUL

j (VUL
j )H(HUL

j )H + 𝜅
K∑

j=1
HUL

j diag(VUL
j (VUL

j )H)

× (HUL
j )H +

J∑
j=1

H0(VDL
j (VDL

j )H + 𝜅diag(VDL
j (VDL

j )H))HH
0

+ 𝛽
K∑

j=1
diag(HUL

j VUL
j (VUL

j )H(HUL
j )H) + 𝛽

J∑
j=1

diag(H0VDL
j (VDL

j )H

× HH
0 ) + 𝜎

2
0 IN0

, (10.8)
DL
𝚺
j
≈

J∑
i≠j

HDL
j VDL

i (VDL
i )H(HDL

j )H + 𝜅
J∑

i=1
HDL

j diag(VDL
i (VDL

i )H)

× (HDL
j )H +

K∑
k=1

HDU
jk (VUL

k (VUL
k )H + 𝜅diag(VUL

k (VUL
k )H))(HDU

jk )H

+ 𝛽
J∑

i=1
diag(HDL

j VDL
i (VDL

i )H(HDL
j )H) + 𝛽

K∑
k=1

diag(HDU
jk VUL

k (VUL
k )H

× (HDU
jk )H) + 𝜎2

j INj
. (10.9)

1 Note that 𝚺UL
k and 𝚺DL

j are approximated under 𝜅 ≪ 1 and 𝛽 ≪ 1, which is a practical assumption [4, 11].
Therefore, the terms including the multiplication of 𝜅 and 𝛽 are negligible and have been ignored in the
approximation.
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Without loss of generality, we assume that there is only DL transmission over the considered
frequency band in the primary network. Therefore, the power of the interference resulting
from the secondary UL users and BS at the lth PU equipped with Tl receive antennas can
be written as

IPU
l =

K∑
k=1

tr
{

Glk(VUL
k (VUL

k )H + 𝜅diag(VUL
k (VUL

k )H))GH
lk
}

+
J∑

j=1
tr
{

Gl(VDL
j (VDL

j )H + 𝜅diag(VDL
j (VDL

j )H))GH
l

}
, (10.10)

where Glk ∈ ℂTl×Mk (Gl ∈ ℂTl×M0 ) is the channel between the lth PU and kth UL users (lth
PU and the BS).

10.2.2 Joint Transceiver Design

As previously stated, we tackle the transceiver design problem as a sum-MSE minimization
problem, which is formulated as

min
V,U

K∑
k=1

tr
{

MSEUL
k

}
+

J∑
j=1

tr
{

MSEDL
j

}
(10.11)

s.t. tr
{

VUL
k (VUL

k )H}
≤ Pk, k = 1,… ,K, (10.12)

J∑
j=1

tr
{

VDL
j (VDL

j )H
}
≤ P0, (10.13)

IPU
l ≤ 𝜆l, l = 1,… ,L, (10.14)

where Pk is the transmit power constraint at the kth UL user, P0 is the total power constraint
at the BS, and 𝜆l is the threshold of allowed interference temperature at the lth PU. Here,
V = {VUL

k , k = 1,… ,K, VDL
j , j = 1,… , J} and U = {UUL

k , k = 1,… ,K, UDL
j , j = 1,… , J}

are the sets of all transmit and receive transceiver matrices, respectively. Next, to simplify
the notations, we will combine UL and DL channels, similar to [10]. Let UL and DL rep-
resent the set of K UL and J DL channels, respectively. Denoting Hij, Glj, ni, and receive
(transmit) antenna numbers Ñi(M̃i) as

Hij =

⎧⎪⎪⎨⎪⎪⎩

HUL
j , i ∈ UL

, j ∈ UL
,

H0, i ∈ UL
, j ∈ DL

,

HDU
ij , i ∈ DL

, j ∈ UL
,

HDL
i , i ∈ DL

, j ∈ DL
,

Glj =

{
Glj, j ∈ UL

,

Gl, j ∈ DL
,

ni =

{
n0, i ∈ UL

,

nDL
i , i ∈ DL

,

Ñi(M̃i) =

{
N0(Mi), i ∈ UL

,

Ni(M0), i ∈ DL
,

and referring to VX
i , UX

i , dX
i , and 𝚺X

i , X ∈ {UL,DL} as Vi, Ui, di, and 𝚺i, respectively, the
MSE of the ith link, i ∈  ≜ UL ⋃DL can be written as

MSEi = (UH
i HiiVi − Idi

)(UH
i HiiVi − Idi

)H + UH
i

∑
i

Ui, (10.15)
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where

𝚺
i
=

∑
j∈ ,j≠i

HijVjVH
j HH

ij

+ 𝜅
∑
j∈

Hij diag(VjVH
j )H

H
ij + 𝛽

∑
j∈

diag(HijVjVH
j HH

ij ) + 𝜎
2
i IÑi

, (10.16)

and the interference power at the lth PU, IPU
l in (10.10), can be rewritten as

IPU
l =

∑
j∈

tr{Glj(VjVH
j + 𝜅diag(VjVH

j ))G
H
lj }. (10.17)

Using the simplified notation, the problem (10.11)–(10.14) can be rewritten as

min
V,U

∑
i∈

tr{MSEi} (10.18)

s.t. tr{ViVH
i } ≤ Pi, i ∈ 

UL
, (10.19)

∑
i∈DL

tr{ViVH
i } ≤ P0, (10.20)

IPU
l ≤ 𝜆l, l = 1,… ,L. (10.21)

10.2.3 Imperfect CSI and Robust Design

10.2.3.1 CSI Acquisition
We assume that the secondary BS has knowledge of the nominal channels and the radii of
uncertainty regions. We undertake a centralized approach where the secondary BS coor-
dinates the calibration of channel matrices, collects all channel matrices, computes the
transceiver matrices based on the imperfect channel state information (CSI), and then dis-
tributes them to the SUs. The estimation of CSI matrices in the secondary network follows
a similar strategy to that of traditional systems, as the secondary nodes cooperate with the
secondary BS. This is performed via the exchange of training sequences and feedback, and
the application of the usual CSI estimation methods [22]. On the other hand, it is more
challenging to obtain an accurate estimate for the CSI between the secondary and primary
networks, as the primary network is usually not willing to cooperate with the secondary
network. In this regard, a few methods have been suggested to address this problem. First,
if the primary system adopts the TDD scheme, the secondary network can obtain the CSI
to the primary nodes by taking advantage of the channel reciprocity and overhearing the
transmissions from the primary network [22]. Second, a partial CSI can be obtained via
blind environmental learning [13]. Third, an estimate of CSI can be obtained via the real-
ization of a band manager with the ability to exchange the CSI between the secondary and
primary networks [9]. Finally, if possible, the primary system can cooperate with the sec-
ondary network to exchange the channel estimates [22]. Of course, since the primary and
secondary systems are not fully coordinated, the quality of these channel estimates will be
degraded. Hence, we choose to model these imperfections by considering norm-bounded
estimation errors for the links between the secondary transmitters and primary receivers.
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10.2.3.2 CSI Modeling
The imperfect CSI is modeled using a deterministic norm-bounded error model [26], which
is expressed as

Hij ∈ ij = {H̃ij + 𝚫i ∶ ||𝚫i||F ≤ 𝛿i, j ∈ }, (10.22)

Glj ∈ lj = {G̃lj + 𝚲l ∶ ||𝚲l||F ≤ 𝜃l, j ∈ }, (10.23)

where H̃ij, G̃lj, and 𝛿i, 𝜃l denote the nominal value of the CSI and uncertainty bounds,
respectively. Under channel uncertainties, the optimization problem (10.18)–(10.21) can
be rewritten as

min
V,U

max
∀Hij∈ij

∑
i∈

tr{MSEi} (10.24)

s.t. tr{ViVH
i } ≤ Pi, i ∈ 

UL
, (10.25)∑

i∈DL

tr{ViVH
i } ≤ P0, (10.26)

IPU
l ≤ 𝜆l, ∀Glj ∈ lj, l = 1,… ,L. (10.27)

Due to the constraint (10.27), the problem (10.24)–(10.27) is a semi-infinite program,
and we will derive an equivalent constraint in linear matrix inequality (LMI) form in
section 10.2.3.3 so that the problem (10.24) will turn into an equivalent semi-definite
programming (SDP) problem, which can be efficiently solved by standard interior point
methods.

10.2.3.3 Robust Transceiver Design
Since the problem (10.24)–(10.27) is an intractable semi-infinite optimization problem [3],
in the following we turn it into a tractable form. Using epigraph form and introducing slack
variables 𝜏i, the minimax problem can be equivalently rewritten as

min
V,U,𝝉

∑
i∈
𝜏i (10.28)

s.t. tr{MSEi} ≤ 𝜏i, ∀Hij ∈ ij, i ∈  , (10.29)

tr{ViVH
i } ≤ Pi, i ∈ 

UL
, (10.30)∑

i∈DL

tr{ViVH
i } ≤ P0, (10.31)

IPU
l ≤ 𝜆l, ∀Glj ∈ lj, l = 1,… ,L, (10.32)

where 𝝉 is a stacked vector composed of 𝜏i, i ∈  . The problem (10.28)–(10.32) can be for-
mulated as a standard SDP problem, which is defined as minimizing a linear objective under
LMI constraints. Writing tr{MSEi} and IPU

l in vector forms and utilizing Lemma 10.1, the
SDP formulation of problem (10.28)–(10.32) is expressed as

min
V,U,𝝉 ,𝜖i≥0,𝜂l≥0

∑
i∈
𝜏i (10.33)
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s.t.
⎡⎢⎢⎢⎣
𝜏i − 𝜖i 𝝁̃H

i 𝟎1×ÑiM̃
𝝁̃i IAi

−𝛿iDΔi

𝟎ÑiM̃×1 −𝛿iDH
Δi

𝜖iIÑiM̃

⎤⎥⎥⎥⎦ ⪰ 0, i ∈  , (10.34)

||vec(Vi)||22 ≤ Pi, i ∈ 
UL
, (10.35)

||⌊vec(Vi)⌋i∈DL ||22 ≤ P0, (10.36)

⎡⎢⎢⎢⎣
𝜆l − 𝜂l 𝜾̃Hl 𝟎1×TlM̃
𝜾̃l IBl

−𝜃lEΛl

𝟎TlM̃×1 −𝜃lEH
Λl

𝜂lITlM̃

⎤⎥⎥⎥⎦ ⪰ 0, l = 1,… ,L. (10.37)

The variables Ai, Bl, 𝝁̃i, DΔi
, 𝜾̃l, and EΛl

are defined as follows:

Ai = di

(∑
j∈

(dj + M̃j) + Ñi

)
+ Ñi

∑
j∈

dj, (10.38)

Bl = Tl

∑
j∈

(dj + M̃j), (10.39)

𝝁̃i =

⎡⎢⎢⎢⎢⎢⎢⎣

(VT
i
⨂

UH
i ) vec(H̃ii) − vec(Idi

)⌊(VT
j
⨂

UH
i ) vec(H̃ij)⌋j∈ ,j≠i⌊⌊√𝜅((𝚪𝓁Vj)T ⨂

UH
i ) vec(H̃ij)⌋𝓁∈(T)

j
⌋j∈⌊⌊√𝛽(VT

j
⨂

(UH
i 𝚪𝓁)) vec(H̃ij)⌋𝓁∈(R)

i
⌋j∈

𝜎i vec(Ui)

⎤⎥⎥⎥⎥⎥⎥⎦
, (10.40)

𝝁Δi
=

⎡⎢⎢⎢⎢⎢⎢⎣

(VT
i
⨂

UH
i )⌊(VT

j
⨂

UH
i )⌋j∈ ,j≠i⌊⌊√𝜅((𝚪𝓁Vj)T ⨂

UH
i )⌋𝓁∈(T)

j
⌋j∈⌊⌊√𝛽(VT

j
⨂

(UH
i 𝚪𝓁))⌋𝓁∈(R)

i
⌋j∈

𝟎diÑi×ÑiM̃

⎤⎥⎥⎥⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

DΔi

vec(𝚫i), (10.41)

𝜾̃l =

[ ⌊(VT
j
⨂

ITl
) vec(G̃lj)⌋j∈√

𝜅⌊⌊((𝚪𝓁Vj)T ⨂
ITl

) vec(G̃lj)⌋𝓁∈(T)
j
⌋j∈

]
, (10.42)

𝜾Λl
=

[ ⌊(VT
j
⨂

ITl
)⌋j∈√

𝜅⌊⌊((𝚪𝓁Vj)T ⨂
ITl

)⌋𝓁∈(T)
j
⌋j∈

]
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

EΛl

vec(𝚲l). (10.43)

The problem 10.33–10.37 does not hold a jointly convex structure over the optimization
variables. Nevertheless it is a separately convex optimization problem over the transmit
beamforming matrices V and the receiving beamforming matrices U once the other vari-
ables are fixed. This facilitates an alternating optimization algorithm (see Table 10.1) where
in each iteration the solution to (10.33)–(10.37) is calculated as a convex optimization prob-
lem, assuming an alternatively fixed V or U. The iterations continue until a stationary point
is obtained or a pre-defined number of iterations is reached.
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Table 10.1 Sum-MSE minimization algorithm for FD cellular CRN.

1) Set the iteration number n = 0 and initialize V[n].
2) n ← n + 1. Update U[n]

i , i ∈  by solving the SDP problem (10.33)–(10.37) under fixed V[n−1].
3) Update V[n]

i , i ∈  by solving the SDP problem (10.33)–(10.37) under fixed U[n].
4) Repeat steps 2 and 3 until convergence.

10.2.4 Numerical Results

We now numerically investigate the robust sum-MSE minimization algorithm for an FD
MIMO CR cellular system. Note that smart channel assignment prior to precoder/decoder
design is essential for an FD setup as the CCI can be reduced by assigning the users with
weaker interference paths into the same channel. In order to incorporate the effect of chan-
nel assignment, we assume an attenuation coefficient, namely 𝜈, on the CCI channels,
which represents the degree of isolation among UL and DL users. The tolerance (the differ-
ence between the MSEs of two consecutive iterations) of the proposed iterative algorithm
is set to 10−4, the maximum number of iterations is set to 50, and the results are averaged
over 100 independent channel realizations.

We consider small cell deployments and compare the FD system with HD ones under
3rd Generation Partnership Project Long-Term Evolution (3GPP LTE) specifications [1].
A small cell is considered to be suitable for deployment of FD technology due to its low
transmit power, short transmission distances, and low mobility [20]. We consider a single
hexagonal cell consisting of a BS in the center with M0 transmit and N0 receive antennas.
K = 2 UL and J = 2 DL users equipped with N antennas are randomly distributed in
the cell. For simplicity, we assume M0 = N0 = N = Ñ. The primary system has L = 2
PUs, with the same maximum allowed interfering power (i.e., 𝜆l = 0dB). The channels
between BS and users (both SUs and PUs) are assumed to experience a pathloss model
for line-of-sight (LoS) communications, and the channels between UL and DL users are
assumed to experience a pathloss model for non-line-of-sight (NLoS) communications.
Detailed simulation parameters are shown in Table 10.2. The estimated channel gain
between the BS to the kth UL user is given by H̃UL

k =
√
𝜅

UL
k ĤUL

k , where ĤUL
k denotes

the small-scale fading following a complex Gaussian distribution with zero mean and
unit variance, and 𝜅

UL
k = 10(−X∕10)

, X ∈ {LOS,NLOS} represents the large-scale fading
consisting of path loss and shadowing, where LoS and NLoS are calculated from a specific
path-loss model given in Table 10.2. The channels between BS and DL users, between
UL users and DL users, between BS and PUs, and between UL users and PUs are defined
similarly. We adopt the Rician model in [10], where the SI channel is distributed as
H̃0 ∼ 

(√
KR

1+KR
Ĥ0,

1
1+KR

IN0

⨂
IM0

)
, with KR being the Rician factor and Ĥ0 a deter-

ministic matrix.2 Unless otherwise stated, we consider Ñ = 2, 𝜅 = 𝛽 = −70dB, 𝜈 = 0.5, and
𝛿 = 𝜃 = 0.1.

2 Similar to [20], without loss of generality, we set KR = 1 and H̃0 to be the matrix of all ones for all
experiments.
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Table 10.2 Simulation parameters.

Parameter Settings

Cell radius 40 m
Carrier frequency 2 GHz
Bandwidth 10 MHz
Thermal noise density −174 dBm/Hz
Noise figure BS: 13 dB, user: 9 dB
Path loss (dB) between BS and users 103.8 + 20.9 log10d (d in km)
Path loss (dB) between users (d in km) 145.4 + 37.5 log10d
Shadowing standard deviation LoS: 3 dB, NLoS: 4 dB

Figure 10.2 Convergence behavior of
the proposed algorithm.
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We begin by showing the evolution of the proposed algorithm (Table 10.1) in Figure 10.2.
The monotonic decrease of the cost function (sum-MSE) verifies the convergence of the
algorithm.

Next, the complementary cumulative distribution (CCD) of the total interference power
from the secondary users to the primary users (ℙ[IPU ≥ 𝜆], where IPU =

∑L
l=1 IPU

l and
𝜆 =

∑L
l=1 𝜆l), is shown. It can be seen from Figure 10.3 that the probability of total

interference power from the secondary network to the PUs is zero when it is higher than
𝜆 = 3dB, which is the maximum allowed total interfering power (considering two PUs,
with each allowing 0 dB interference). This is in conjunction to constraint (10.32), which
ensures that the interference to the PUs is always kept below or equal to the maximum
allowed total interfering power. While achieving the equality condition in (10.32) will
ensure the maximum sum rate for the SUs, the proposed algorithm mainly operates below
the maximum allowed interfering power to protect the PUs, but still satisfying the required
quality of service of the SUs. Moreover, the area under the CCD function curve can be
contemplated as the region under which the proposed algorithm is feasible.

Hereinafter, FD with HD systems will be compared in terms of sum-rate perfor-
mance as a function of RSI cancellation strength (interpreted here in terms of 𝜅 = 𝛽
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Figure 10.4 Sum-rate comparison of
FD and HD systems with respect to RSI
cancellation strength.

values). In particular, the sum-rate of a MIMO FD cellular system can be expressed as
Isum =

∑
i∈

∑di
k=1 log2(1 + SINRik

), where SINRik
is the SINR of the kth stream of user i

and can be obtained from the MSE expression given in section 10.1 As seen in Figure 10.4,
the performance of the HD system is invariant to the strength of RSI cancellation, and at
high RSI cancellation levels the FD system achieves around 1.6 times more sum-rate than
that of HD. However, at low RSI cancellation levels (below around −55dB) the distortion is
magnified with the increasing number of antennas and the performance of the FD system
drops below that of the HD system.

In Figure 10.5, the importance of the smart channel assignment at a stage prior to the
precoder/decoder design is depicted. The CCI attenuation represents the provided isolation
among UL and DL users. It is seen that as the suppression level of CCI increases, the FD
system starts outperforming the HD system, and thus isolation among UL and DL users is
essential for a successful coexistence of UL and DL users in an FD setup.

Finally, in Figure 10.6, sum-rate performance of FD and HD systems is compared as a
function of channel uncertainty factor (interpreted here as 𝛿 = 𝜃 values). It can be seen that
the performance of both systems degrades as the size of the uncertainty region increases.
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Figure 10.5 Sum-rate comparison of
FD and HD systems with respect to the
CCI attenuation factor.
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Figure 10.6 Sum-rate comparison of
FD and HD systems with respect to the
channel uncertainty factor.
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However, the FD system suffers more and as a result of that the gap between the FD and HD
system decreases. However, if the channel uncertainty is nominal along with a low distor-
tion level (–70 dB in this case), FD systems achieve around 1.4 times more sum-rate than HD
systems. This degradation in performance of the FD system is explained as follows. Since
there are more interference channels (SI and CCI) in FD systems, with increasing channel
uncertainty the degradation in performance of the FD system is accelerated. This indicates
that channel estimation is a critical factor for successful deployment of FD systems.

10.3 Transceiver Design for an FD MIMO IoT Network

In this section, we discuss the transceiver design problem for an FD MIMO CR IoT system
in which K pairs of FD SUs (IoT nodes, e.g. pairs of sensors and actuators/controllers when
considering an industrial IoT setup) communicate simultaneously within the service range
of L PUs.
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Figure 10.7 An illustration of an FD MIMO CR IoT network.

10.3.1 System Model

As shown in Figure 10.7, let us denote the set of SU pairs and PUs by  ≜ {1,… ,K} and
 ≜ {1,… ,L}, respectively. We assume that each SU node that belongs to the ith pair is
equipped with Ni and Mi transmit and receive antennas, respectively.

10.3.1.1 Signal and Channel Model
In what follows, i(a) denotes SU a ∈ {1, 2} belonging to pair i ∈ . The SU i(a), i ∈ ,
a ∈ {1, 2} receives signals from all the SU transmitters in the system via MIMO
channels. H(ab)

ii ∈ ℂMi×Ni is the desired channel between the transmitter of node b,
where b ∈ {1, 2}, b ≠ a, and the receiver of node a, when both nodes (SUs) belong
to the ith pair. H(aa)

ii ∈ ℂMi×Ni , a ∈ {1, 2} denotes the SI channel of the SU i(a). Also,
H(ac)

ij ∈ ℂMi×Nj , (a, c) ∈ {1, 2} denotes the CCI channel from the transmit antennas of the
SU c in the jth SU pair to the receive antennas of SU a in the ith pair, (i, j) ∈  and j ≠ i.
All the channel matrices are assumed to be mutually independent, and the entries of each
matrix are circular complex Gaussian variables with zero mean, independent real and
imaginary parts, each with variance 1∕2.

The transmitted data streams of size di at the SU i(a) are denoted as d(a)
i ∈ ℂdi , i ∈ , a ∈

{1, 2}, and are assumed to be complex, zero mean, i.i.d. with unit variance. The Ni × 1 signal
vector transmitted by the SU i(a) is given by x(a)

i = V(a)
i d(a)

i , i ∈ , a ∈ {1, 2}, where V(a)
i ∈

ℂNi×di represents the transmit beamforming matrix applied at the node i(a). According to the
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investigated system model, we consider an FD MIMO interference channel between SUs
that suffers from SI and CCI from other pairs. Thus, the SU i(a) receives a combination of
the signals transmitted by all the transmitters along with additive noise. The Mi × 1 received
signal at the SU i(a) is written as

y(a)
i =

√
𝜌iH

(ab)
ii (x(b)

i + c(b)i ) +
√
𝜂iiH

(aa)
ii (x(a)

i + c(a)i )
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

SI

+
K∑

j≠i

2∑
c=1

√
𝜂
(ac)
ij H(ac)

ij (x(c)
j + c(c)j )

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

CCI

+ e(a)
i

+ n(a)
i , i ∈ , (a, b) ∈ {1, 2} and a ≠ b. (10.44)

Here, n(a)
i ∈ ℂMi is the AWGN vector at SU i(a) with zero mean and covariance matrix

IMi
, and it is uncorrelated to all the transmitted signals. In (10.44), 𝜌i denotes the aver-

age power gain of the ith SU transmitter–receiver pair, 𝜂ii denotes the average power
gain of the SI channel at the ith SU pair, and 𝜂

(ac)
ij denotes the average power gain

of the CCI channel between the nodes at the i(a)th and j(c)th SU pairs.3 Like before,
in (10.44), c(a)i ∈ ℂNi , i ∈ , a ∈ {1, 2} is the noise at the transmit antennas of SU i(a),
which models the effect of limited transmitter DR, and its covariance matrix is given as
c(a)i ∼  ( 𝟎Ni

, 𝜅 diag (V(a)
i (V(a)

i )H) ), c(a)i ⟂ x(a)
i . Similarly, e(a)

i ∈ ℂMi , i ∈ , a ∈ {1, 2}
is the additive receiver distortion at the receive antennas of the SU i(a), which mod-
els the effect of limited receiver DR, the covariance matrix of which is given as
e(a)

i ∼  (𝟎Mi
, 𝛽diag(𝚽(a)

i )), e(a)
i ⟂ u(a)

i , where 𝚽(a)
i = Cov{u(a)

i } and u(a)
i is the undis-

torted received signal vector at SU i(a), i.e. u(a)
i = y(a)

i − e(a)
i .

10.3.1.2 SI Cancellation
We assume that SU i(a) knows the self-interfering codewords x(a)

i and its SI channel H(aa)
ii .

So, the SI term
√
𝜂iiH

(aa)
ii x(a)

i is known and thus can be cancelled [11], giving the received
signal

ỹ(a)
i = y(a)

i −
√
𝜂iiH

(aa)
ii x(a)

i =
√
𝜌iH

(ab)
ii x(b)

i + ñ(a)
i , (10.45)

where ñ(a)
i ∈ ℂMi×1 is the RSI component of (10.45) after SI cancellation and is given by

ñ(a)
i =

√
𝜌iH

(ab)
ii c(b)i +

√
𝜂iiH

(aa)
ii c(a)i + e(a)

i + n(a)
i

+
K∑

j≠i

2∑
c=1

√
𝜂
(ac)
ij H(ac)

ij (x(c)
j + c(c)j ). (10.46)

3 Note that in (10.44), the power gains 𝜌 and 𝜂 correspond to the large-scale fading factors, which are
distance-based, therefore they are assumed to be constant from time-slot to time-slot as mobility is not
taken into account in the studied scenario. On the contrary, channels H are considered to model the fast
fading phenomena.
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Similar to the case of the cellular system model, the covariance matrix of ñ(a)
i can be approx-

imated as
(a)
𝚺
i
≈ 𝜌i𝜅H(ab)

ii diag(V(b)
i (V(b)

i )H) (H(ab)
ii )H + 𝜂ii𝜅H(aa)

ii diag(V(a)
i (V(a)

i )H)(H(aa)
ii )H

+ 𝛽𝜌i diag(H(ab)
ii V(b)

i (V(b)
i )H (H(ab)

ii )H) + 𝛽𝜂ii diag(H(aa)
ii V(a)

i (V(a)
i )H(H(aa)

ii )H)

+
K∑

j≠i

2∑
c=1

𝜂
(ac)
ij [H(ac)

ij (V(c)
j (V(c)

j )H + 𝜅diag(V(c)
j (V(c)

j )H))(H(ac)
ij )H]

+
K∑

j≠i

2∑
c=1

𝛽𝜂
(ac)
ij diag(H(ac)

ij V(c)
j (V(c)

j )H(H(ac)
ij )H) + IMi

. (10.47)

Now, assuming that the SU i(a) applies a linear receiver R(a)
i ∈ ℂdi×Mi to estimate the signal

transmitted from SU i(b), i.e. d(b)
i , we have

d̂(b)
i = R(a)

i ỹ(a)
i =

√
𝜌iR

(a)
i H(ab)

ii V(b)
i d(b)

i + R(a)
i ñ(a)

i . (10.48)

10.3.1.3 MSE of the Received Data Stream
Using (10.48), the MSE matrix of the SU i(a) can be written as

MSE(a)
i = 𝔼{(d̂(b)

i − d(b)
i )(d̂(b)

i − d(b)
i )H}

= (
√
𝜌iR

(a)
i H(ab)

ii V(b)
i − Idi

) (
√
𝜌iR

(a)
i H(ab)

ii V(b)
i − Idi

)H + R(a)
i

(a)
𝚺
i
(R(a)

i )H
. (10.49)

As mentioned before, the SUs are located within the service range of L PUs, for which the
SUs should provide protection according to a QoS-based criterion. We assume that the PUs
are equipped with N receive antennas. The received interference signal at the lth PU from
SU i(b) is expressed as

z(b)i,l =
√
𝜇
(b)
i,l G(b)

i,l (x(b)
i + c(b)i ), i ∈ , b = 1, 2, l ∈ , (10.50)

where G(b)
i,l ∈ ℂN×Ni is the channel between the lth PU and i(b)th SU, which is modeled

similar to H(ab)
ij , discussed in section 10.3.1.1, and 𝜇(b)

i,l is the average power gain of G(b)
i,l .

Using (10.50), the power of the interference resulting from the i(b)th SU at the lth PU can
be written as

I(b)i,l (V
(b)
i ) = 𝜇

(b)
i,l tr{G(b)

i,l (V
(b)
i (V(b)

i )H + 𝜅diag(V(b)
i (V(b)

i )H))(G(b)
i,l )

H}.
(10.51)10.3.2 Joint Transceiver Design

Similar to the cellular system scenario, we take sum-MSE as the performance metric to
design the transceivers under a transmit power constraint imposed on the SUs and an inter-
ference power constraint at the lth PU, which can be formulated as follows

min
V,R

K∑
i=1

2∑
a=1

tr{MSE(a)
i } (10.52)

s.t. tr{V(b)
i (V(b)

i )H } ≤ P(b)
i , i ∈ , b = 1, 2, (10.53)

I(b)i,l (V
(b)
i ) ≤ 𝜆

(b)
i,l , i ∈ , b = 1, 2, l ∈ . (10.54)
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Here, P(b)
i is the power constraint at the i(b)th SU transmitter, 𝜆(b)i,l is the maximum allowed

interference temperature at the lth PU receiver [24], and V(R) = {V(b)
i (R(b)

i ) ∶ ∀(i, b)} is
the set of all transmitting (receiving) beamforming matrices. Now, fixing the transmit
beamforming matrix, the optimal receive beamforming matrices at the SU i(a) is the MMSE
receive filter, which can be expressed as

R(a)∗
i = argmin

R(a)
i

tr{MSE(a)
i } =

√
𝜌i(V

(b)
i )H(H(ab)

ii )H

× (𝜌iH
(ab)
ii V(b)

i (V(b)
i )H(H(ab)

ii )H +
(a)
𝚺
i
)−1
. (10.55)

Substituting (10.55) for the objective function MSE(a)
i in (10.52) gives C(a)

i (V), which is
the error matrix for the node i(a) given that the MMSE receive filter is applied. The error
matrix can be written as

C(a)
i (V) = Idi

− 𝜌i(V
(b)
i )H(H(ab)

ii )H

× ( 𝜌iH
(ab)
ii V(b)

i (V(b)
i )H (H(ab)

ii )H +
(a)
𝚺
i
)−1 × H(ab)

ii V(b)
i . (10.56)

Since the first term, i.e. the identity matrix in (10.56), has no effect in the optimization
problem, we only consider the second term in (10.56), and the negative sign in front of
the second term in (10.56) changes the minimization problem (10.52) to a maximization
problem (10.57). Accordingly, substituting C(a)

i (V) into the objective function (10.52), and
writing Q(b)

i = V(b)
i (V(b)

i )H , the problem of determining the optimum transmit beamforming
matrices under fixed receiver matrices can be rewritten as

max
Q

K∑
i=1

2∑
a=1

tr{A(a)
i (Q)} (10.57)

s.t. tr{Q(b)
i } ≤ P(b)

i , i ∈ , b = 1, 2, (10.58)

I(b)i,l (Q
(b)
i ) ≤ 𝜆

(b)
i,l , i ∈ , b = 1, 2, l ∈ , (10.59)

Q(b)
i ⪰ 𝟎, i ∈ , b = 1, 2, (10.60)

where Q = {Q(b)
i ∶ ∀(i, b)} and the matrix A(a)

i (Q) is defined as

A(a)
i (Q) = 𝜌iH

(ab)
ii Q(b)

i (H(ab)
ii )H (𝜌iH

(ab)
ii Q(b)

i (H(ab)
ii )H + 𝚺̃(a)

i )−1
. (10.61)

Here, 𝚺̃(a)
i in (10.61) and I(b)i,l (Q

(b)
i ) in (10.59) are obtained by replacing V(b)

i (V(b)
i )H in (10.47)

and (10.51) with Q(b)
i , respectively.

10.3.3 Imperfect CSI and Robust Design

Similar to the previous scenario, the imperfect CSI is modeled using the deterministic
norm-bounded error model [26], expressed as

G(b)
i,l ∈ 

(b)
i,l = {G̃(b)

i,l + 𝚲(b)
i,l ∶ ||𝚲(b)

i,l ||F ≤ 𝜃
(b)
i,l }, ∀(i, b, l). (10.62)
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In the above equation, G̃(b)
i,l , 𝚲(b)

i,l , and 𝜃(b)i,l denote the nominal value of the CSI, the error
matrix, and the uncertainty bounds, respectively. With the imperfect CSI, the optimization
problem in (10.57)–(10.60) can be rewritten as

max
Q

K∑
i=1

2∑
a=1

tr{A(a)
i (Q)} (10.63)

s.t. tr{Q(b)
i } ≤ P(b)

i , i ∈ , b = 1, 2, (10.64)

I(b)i,l (Q(b)
i ) ≤ 𝜆

(b)
i,l , ∀G(b)

i,l ∈ 
(b)
i,l , ∀(i, b, l), (10.65)

Q(b)
i ⪰ 𝟎, i ∈ , b = 1, 2. (10.66)

The above problem can be solved in a way similar to the previous scenario in polynomial
time through standard interior point methods by converting it into an SDP problem.

10.3.4 Numerical Results

To numerically investigate this scenario, a robust sum-MSE minimization algorithm for
the MIMO CR IoT network is formulated similar to the previous scenario. We set the toler-
ance level to 10−4 and the maximum number of iterations to 100, and the results are aver-
aged over numerous independent channel realizations. The distance between the desired
links is set to di = 30 m. The PU receiver is located at a distance from the SUs that is
uniformly distributed over 70 − 100 m. For brevity, we assume that the maximum trans-
mit power for all SUs is the same, i.e. P = P(b)

i , ∀(i, b). The path loss obeys the model d−𝜍 ,
where d is the distance between nodes and 𝜍 = 3.5 is the path-loss exponent. The maxi-
mum transmit powers are set so that the (maximum) signal-to-noise ratio (SNR) is defined
as SNR = Pd−𝜍

i = 15 dB. The total interference threshold is set to 4 × 10−7W and for sim-
plicity it is equally split among the SUs. Unless otherwise stated, the channel uncertainty
is set to 𝜃(b)i = s||G̃(b)

i ||F , with s ∈ (0, 1], the transmitter/receiver distortion parameters are
chosen as 𝜅 = 𝛽 = −70 dB, and we set the same number of transmit and receive antennas
at each node, i.e. Mi = Ni = N, i = 1,… ,K.

In Figure 10.8, the sum-rate performance of an FD system is compared with correspond-
ing HD systems for different RSI cancellation strengths (interpreted here as 𝜅 = 𝛽 values).
Note that for a HD system, transmission is carried out in two time-slots, i.e. in the first
time slot all the SUs on the left-hand side in Figure 10.7 transmit to their peers on the
right, whereas in the second time slot these roles are reversed. As a result, although SI
does not exist, CCI is present and the sum-rate should be divided by 2 because of the two
time slot transmissions. As can be seen in the figure, the performance of the HD systems
is not affected by RSI cancellation values, and at high RSI cancellation levels the FD sys-
tem achieves around 1.6 times more sum-rate than that of the corresponding HD system. It
is also worth mentioning that the performance of the FD system starts to drop below that
of the HD systems in and around −55 dB, which is similar to the results obtained for the
cellular system model.

Finally, the robust FD precoding scheme is compared with the robust HD one for different
values of the channel uncertainty parameters. It can be seen from Figure 10.9 that as the
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Figure 10.8 Sum-rate comparison of
FD and HD systems with respect to RSI
cancellation strength. Here,
K = 4, s = 0.2,N = 2.
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Figure 10.9 Sum-rate comparison of
FD and HD systems with respect to
channel uncertainty factors. Here,
K = 2, N = 2.
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size of the uncertainty region increases, the performance of the FD system degrades, and the
performance gap between the considered FD and HD systems decreases. This degradation
in performance of the FD system can be explained in a similar way to the cellular system
model.

10.4 Summary

In this chapter we studied robust MSE-based transceiver design problems for an FD MIMO
CR cellular system and an FD MIMO CR IoT network that suffer from SI and CCI under
limited DR at the transmitters and receivers, and norm-bounded channel uncertainties.
Since globally optimal solutions for both scenarios are difficult to obtain due to the
non-convex nature of the problems, alternating SDP-based algorithms that iteratively
optimize the transmit and receiving beamforming matrices in a block coordinate descent
fashion are given. Sum-rate performance gains are observed for FD systems, as compared
to their HD counterparts, which are driven by numerical results under reasonable RSI
cancellation and/or CCI attenuation values.
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Appendix for Chapter 10

10.A.1 Useful lemmas

Lemma 1 Given matrices P , Q , A with A = AH , the semi-infinite LMI of the form of

A ⪰ PHXQ + QHXHP, ∀X ∶ ||X||F ≤ 𝜌, (10.A.1)

holds if and only if ∃𝜖 ≥ 0 such that[
A − 𝜖QHQ −𝜌PH

−𝜌P 𝜖I

]
⪰ 0. (10.A.2)
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Lemma 2 Given N × N Hermitian matrices D , A; N × 1 vector b, and the scalars c, e,
there exists an x satisfying xHDx < e. Then the inequality

xHAx + 2ℜ{bHx} + c ≥ 0, ∀xHDx ≤ e (10.A.3)

holds if and only if ∃𝜖 ≥ 0 such that[
𝜖D + A b

bH c − e𝜖

]
⪰ 𝟎. (10.A.4)
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Communication and Radar Systems: Spectral Coexistence and
Beyond
Fan Liu and Christos Masouros

University College London, UK

11.1 Background and Applications

Having developed for almost a century, radar systems are now deployed in various fre-
quency bands worldwide, with extensive usage in environment sensing, navigation, surveil-
lance and localization, etc. Below 6 GHz, radar applications are allocated primary use of a
significant portion of the spectrum at the time of writing, e.g. airborne navigation radars
close to the 3.4 GHz band, shipborne and vessel traffic service (VTS) radar at 5.6 GHz. It
is worth noting that these bands have seen increasing cohabitation with commercial wire-
less systems such as long-term evolution (LTE) and Wi-Fi [1]. With the allocation of the
available spectrum to newer communication technologies, the interference in radar bands
is on the rise and has raised concerns from governmental and military organizations on the
safeguarding of critical radar operations. Accordingly, there is a rising interest in reliable
solutions to enable the spectral coexistence of communication and radar transmission. As
an emerging research topic, communication and radar spectrum sharing (CRSS) not only
presents the advantage of enabling the efficient usage of the spectrum, but also provides
a new way to designing novel systems that can benefit from the cooperation of the two
functionalities. Below we briefly overview the application scenarios of CRSS from both the
civilian and military aspects.

11.1.1 Civilian Applications

As one of its original motivations, a direct application of CRSS is the coexistence of the
L-band air traffic control (ATC) radar and the frequency division duplex (FDD)-LTE base
station (BS), both of which are deployed in the 1.3 GHz band [2]. A similar case holds for the
coexistence in the S-band of ATC radars and 802.11 wireless local area network (WLAN)
networks [3]. It is expected that by the shared use of the above bands spectral conges-
tion can be significantly eased and interference can be reduced. More recently, the rapidly
growing vehicle-to-everything (V2X) network calls for the design of joint communication
and sensing techniques, via which vehicles can communicate with each other and sense
the traffic environment simultaneously. Typically, such systems are required to operate in

Spectrum Sharing: The Next Frontier in Wireless Networks, First Edition.
Edited by Constantinos B. Papadias, Tharmalingam Ratnarajah, and Dirk T.M. Slock.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
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the millimeter-wave (mmWave) band. Indeed, existing research investigates the feasibility
for generating radar probing waveforms based on the IEEE 802.11ad protocol, which is a
WLAN standard operating at 60 GHz [4]. The idea is in fact not new, since similar tech-
niques have been well-studied in the area of WLAN-based indoor positioning in light of
the 802.11n and 802.11ac standards [5]. As another important application scenario, radio
frequency identification (RFID) technology, has to some extent integrated remote sensing
and backscatter communication into the system design [6]. Besides this research, it is also
interesting to highlight that the CRSS might even find use in the medical field. The deeply
embedded bio-sensors only support low-power sensing, and thus the measured data needs
to be transmitted to external devices for further processing, where joint sensing and com-
munication techniques are naturally required [7].

11.1.2 Military Applications

The biggest support of CRSS technologies to date has come from the US Armed Forces, who
have launched several projects for the corresponding investigations. These projects aim at
not only maintaining military radar coverage (e.g., the shipborne radar AN/SPN-43C) with
the presence of coexisting civilian wireless systems (e.g., the 3.5-GHz LTE systems), but also
the co-design of novel systems from the ground up, which motivates the study of the mil-
itary dual-functional radar communication (DFRC) platform [8]. To realize this, one can
either implement the target detection/estimation functions on a communication system
(comm-centric DFRC) or, conversely, transmit useful information by a radar (radar-centric
DFRC). Note that the two design philosophies might lead to completely different applica-
tions. For instance, it is possible to transform cellular BSs into low-power radars, which can
monitor ground traffic and unmanned aerial vehicles (UAVs) while offering wireless com-
munication services to the user equipment (UE) [9]. By such modifications, the future ultra-
dense network (UDN) with a large number of cooperative micro BSs (see Chapter 8) can be
exploited as the urban air defense system, which performs early warning and surveillance
of incoming UAVs and threats. Given the high transmission power and strong directionality
of military radar, there are also a number of interesting applications of radar-centric DFRC,
e.g. using radar as a communication relay [10] or to embed confidential information into
the radar probing waveforms, which allows for low-probability-of-intercept (LPI) commu-
nications [11]. Finally, we note that from a broader viewpoint the passive radar that exploits
cellular/TV signals as probing waveforms can be also regarded as a type of DFRC system.

11.2 Radar Basics

Complementary to the communication basics detailed in previous chapters, let us briefly
revisit the essential concepts for radar systems, which will be useful for the discussion of
the CRSS methods.

Depending on the signaling strategies used, radar systems can be generally classified into
pulsed radar and continuous wave (CW) radar. In this chapter, we focus on pulsed radar
without loss of generality. As shown in Figure 11.1, in its simplest form the radar transmits
a probing pulse that is known a priori and receives the echo wave reflected by the target. A
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Figure 11.1 Basic operations for a pulsed radar.

single transmission, together with the corresponding reception form the operation period of
the radar called the pulse repetition interval (PRI), where the ratio between the pulse length
and the PRI is called the duty cycle. The received echo is then analyzed to extract the target
information. To gain an intuitive impression, let us consider the example of a multi-antenna
radar detecting a point-like target located in the far-field. The echo signal vector received
by the radar at the lth epoch can be expressed as

yR [l] = 𝛼0ej2𝜋(l−1)fd vr (𝜃0) vT
t (𝜃0) sR [l − l0] + yI [l] + nR [l],∀l, (11.1)

where sR [l] is the radar transmitted signal, which is also called the lth snapshot, 𝛼0 is the
complex path loss including the propagation loss and the radar cross-section (RCS) of the
target, l0 represents the time delay determined by the relative range from the target to the
radar, fd denotes the target normalized Doppler frequency associated with its relative veloc-
ity, 𝜃0 stands for the azimuth angle of the target with vt (𝜃) and vr (𝜃) being the transmit
and receive steering vectors of the radar, respectively, and finally yI [l] and nR [l] are the
signal-dependent clutter and the noise, where the clutter is typically composed of the reflec-
tions from obstacles and false targets from other directions. By processing the echo in (11.1),
the radar aims to obtain the accurate estimates of the three motion parameters of the target,
i.e. range, velocity, and azimuth angle. Nevertheless, it is possible for the radar to receive
nothing but interference plus noise when it is listening to the target return, in which case
the estimates will be ineffective. To resolve this issue, the radar needs to detect whether a
target is present. This is equivalent to the following binary hypothesis testing (HT) problem:

yR [l] =

{
0 ∶ yI [l] + nR [l],∀l,

1 ∶ 𝛼0ej2𝜋(l−1)fd vr (𝜃0) vT
t (𝜃0) sR [l − l0] + yI [l] + nR [l],∀l,

(11.2)

To solve this HT problem, a detector T (•) is designed to map the received signal to a real
number, which is then compared with a given threshold 𝛾 to determine which hypothesis
to choose. This is expressed as

T (yR)
1

≷

0

𝛾. (11.3)
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There are a number of figures of merit for the radar being defined by the academia,
wherein the detection probability PD, the false-alarm probability PFA and the Cramér–Rao
bound (CRB) are typically employed to measure the performance of the detector and the
estimator. To be specific, PD is defined as the probability that the radar detects a target
while 1 holds true, i.e. the target is present. PFA, on the contrary, is the probability that
the radar detects a target while 0 holds true. Typically, the detector is designed following
the criterion of constant false-alarm rate (CFAR), i.e. PD should be maximized while
maintaining a constant and low PFA (e.g., 10−5)1. CRB expresses a lower bound on the
variance of unbiased estimators of the parameter to be estimated, which states that the
estimation variance is at least as high as the inverse of the Fisher information [12]. In
practice, CRB acts as a performance baseline for the parameter estimation. If the mean
squared error (MSE) reaches/asymptotically reaches the CRB, the estimator is said to be
optimal/asymptotically optimal.

11.3 Radar Communication Coexistence

11.3.1 Opportunistic Access

From the perspective of the cognitive radio (CR), a naive coexistence scheme is the so-called
opportunistic spectrum sharing. In such methods, the radar is regarded as the primary user
(PU) in the band of interest, whereas the communication system, acting as the secondary
user (SU), performs spectrum sensing to detect whether the radar is active and in the mean-
time checks if the communication power exceeds the tolerable interference threshold of the
radar. By doing so, a communication opportunity is gained whenever the spectrum is unoc-
cupied [13]. Another option is to avoid the mutual interference by physically separating
radar and LTE/Wi-Fi systems through large distances [14, 15]. Although fairly easily imple-
mented in realistic scenarios, these schemes are unable to support a highly efficient use of
the spectrum as they require either temporal or spatial isolations between the radar and
the communication operations. In view of the above, and given the multi-antenna nature
of modern radar and communication systems, a more powerful approach from a spectrum
efficiency viewpoint would be to cancel the mutual interference by precoding designs.

11.3.2 Precoding Designs

11.3.2.1 Interfering Channel Estimation
Before designing a precoder, most of the precoding techniques require interfering channel
state information (ICSI), in our case between the radar and the communication systems,
i.e. the channel through which the mutual interfering signals propagate. Conventionally,
the radar and the communication systems periodically cooperate by transmitting training
symbols to estimate the ICSI [16]. Nevertheless, this inevitably occupies extra compu-
tational and signaling resources of the radar. Moreover, since it is the cellular operator

1 Note that a false alarm may inflict more damage to the radar compared to losing a target, as it leads to
unnecessary waste of radar’s computational and energy resources.
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who exploits the spectrum of the radar, it is the performance of the latter that should be
primarily guaranteed, i.e. the radar resources should be allocated to target detection rather
than obtaining the ICSI.

Towards this direction, a more practical line of work involves interfering channel esti-
mation in the coexistence of a multiple input multiple output (MIMO) BS and a MIMO
radar performing “search and track” [17]. As can be seen in Figure 11.2, in such working
modes the radar randomly transmits searching or tracking waveforms during each PRI,
and is assumed to be agnostic to the interference or even the operation of the BS while the
latter is attempting to acquire the ICSI with limited information from the radar. Note that
the communication Tx remains silent while it is listening to the radar transmission, and
hence does not interfere with the radar Rx. Let us suppose that an N-antenna BS is receiv-
ing the interference from an M-antenna MIMO radar. The received signal matrix can be
accordingly expressed as

Y = GSR + NC, (11.4)

where G ∈ ℂN×M is the interfering channel to be estimated, SR ∈ ℂM×L is the radar prob-
ing waveform matrix with L being its length, and finally NC ∈ ℂN×L is the Gaussian noise
matrix. Before estimating the channel, the BS needs to decide whether the radar is searching
or tracking based on the received Y. Denote the searching waveform matrix as S0 ∈ ℂM×L.
According to the MIMO radar literature, S0 is spatially orthogonal, which leads to omnidi-
rectional transmission, and thus its sampled covariance matrix satisfies

RS = 1
L

S0S0
H =

PR

M
IM , (11.5)

where PR is the transmit power of the radar. As an omnidirectional searching waveform,
there is no reason for S0 to vary. Indeed, in some cases the radar may only use a single
fixed waveform for omni-searching. On the other hand, the tracking waveform, denoted
as S1 ∈ ℂM×L, forms a directional transmission that points to the angles of interest under
the uniform linear array (ULA) geometry, and is likely to vary from pulse to pulse follow-
ing the movement of the target. Therefore S1 is not spatially orthogonal anymore, i.e. its
covariance matrix does not satisfy (11.5). Based on the above, it is reasonable to assume
that the searching waveform S0 is known to the BS, which can be done by information
exchange once off-line. On the other hand, it is not possible for the BS to know S1 a priori.

Radar TX

Interfering
Channel

Comms RX Radar TX

Interfering
Channel

Radar Searching Mode Radar Tracking Mode

Figure 11.2 “Search and track” MIMO radar coexists with the BS.
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Consequently, the recognition for the radar waveforms is equivalent to the following HT
problem:

0 ∶ SR = S0,G,
1 ∶ SR ≠ S0,G,

(11.6)

where G is the so-called nuisance parameter [12]. This HT problem can be solved via the
Rao test. According to [12, 17], the Rao detector is given by

TR (Y) = 2
𝜎2 tr

((
IL − M

LPR
SH

0 S0

)
YHYSH

0 (S0YHYSH
0 )

−1S0YHY
)

1

≷

0

𝛾, (11.7)

where 𝛾 is a preset threshold. By performing the Rao test on Y, the BS is able to determine
if the radar is operating in search mode, i.e. whether S0 is transmitted in the current radar
PRI. In that case, the BS could obtain the channel by the following least-squares estimator

Ĝ0 = YSH
0 (S0SH

0 )
−1 = M

LPR
YSH

0 . (11.8)

Otherwise, the BS is required to wait until an orthogonal waveform is transmitted by the
radar.

In the case where the channel G is a rank-1 line-of-sight (LoS) channel, the Rao test is no
longer effective. Nevertheless, it is possible for the BS to employ a simpler energy detection
method to identify the radar working mode, given the differences in the radar’s searching
and tracking beampatterns. More details on this topic are provided in [17].

11.3.2.2 Closed-form Precoding
After the channel matrix is estimated, the precoding strategy can be designed either at the
radar or the communication’s side, where a simple idea to cancel the mutual interference
is zero-forcing (ZF), or null-space projection (NSP) as it is called in [16]. Typically, such a
design requires the ICSI at the radar, which needs to control the power of the interference
generated to the BSs. The received interference signal at the BS is

CI = GWRSR, (11.9)

where G and SR are defined as the interfering channel matrix and the radar probing wave-
form matrix as in (11.4), and WR ∈ ℂM×M denotes the radar precoder to be designed. To
ensure zero-interference to the BS, it is necessary to have GWRSR = 𝟎, which suggests that
each column of WRSR falls into the null-space of channel G. Let us denote the right singular
matrix of G as VG ∈ ℂM×M . The NSP precoder can thus be given as [18]

WR = VG(V
H
G VG)−1V

H
G , (11.10)

where VG ∈ ℂM×(M−N) contains the right singular vectors of the channel G that correspond
to its zero singular values. While the interference received at the BS will be strictly
zero-forced by use of (11.10), the radar might experience serious performance loss as its
probing waveform matrix SR is distorted. To cope with this issue, a more effective approach
[18] is to set a threshold 𝜆 for the singular values of G, which corresponds to the minimum
tolerable interference level of the BS, and formulate a matrix VG,𝜆 that contains right
singular vectors associated with singular values that less than 𝜆. This precoder can be
obtained as [18]

WR = VG,𝜆(V
H
G,𝜆VG,𝜆)−1V

H
G,𝜆. (11.11)
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It is easy to see that when 𝜆→ 0, the interference imposed on the BS will be zero. Con-
versely, if 𝜆→ ∞, we have VG,𝜆 → VG and hence WR → IM as VG is a unitary square matrix,
which guarantees the best performance of the radar. By using the precoder in (11.11), a
flexible performance tradeoff can be achieved between the radar and the BS.

11.3.2.3 Optimization-based Precoding
In order to optimize the system performance under controllable constraints, convex opti-
mization techniques have been exploited for the coexistence of radar and communications.
Recent research has addressed the scenario that a MIMO radar shares its spectrum with
a multi-user MIMO (MU-MIMO) downlink system [19]. As depicted in Figure 11.3, let
us suppose an N-antenna BS is communicating with K single-antenna UEs, while an
M-antenna MIMO radar is operating at the same frequency band. The radar received signal
model in a given range-Doppler bin can be expressed as

yR [l] = 𝛼0vr (𝜃0) vT
t (𝜃0) sR [l] + G1xC [l] + nR [l],∀l, (11.12)

where the definitions of all the parameters follow those in previous sections, and G1 ∈
ℂM×N represents the channel matrix from communication Tx to the radar. The second term
of (11.12) is the interference generated by the BS, which is assumed to be the only interfer-
ence received by radar. The radar probing signals sR [l],∀l are unprecoded and are spatially

orthogonal with each other, i.e. 1
L

L∑
l=1

sR [l]sH
R [l] = PR

M
IM . Therefore, the precoding design

will be performed only at the communication’s side to overcome radar’s interference. The
received symbol for the ith UE at the lth time epoch is given by

yC,i [l] = hT
i

K∑
i=1

wisC,i [l] + gT
2,isR [l] + nC,i [l]

= hT
i wisC,i [l] + hT

i

K∑
k=1,
k≠i

wksC,k [l] + gT
2,isR [l] + nC,i [l],∀i,∀l, (11.13)

where g2,i, wi, sC,i, and nC,i ∼  (0, 𝜎2
C) stand for the interfering channel vector, the pre-

coding vector, the transmitted symbol, and the received noise of the ith UE, respectively. It

Figure 11.3 MIMO radar coexists with MU-MIMO
downlink.
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can be seen from (11.13) that the SINR of the UE is impacted not only by the multi-user
interference (MUI) term, but also the interference from the radar. The SINR of the ith UE
is therefore obtained as

𝛾i =
|hT

i wi|2
K∑

k=1,k≠i
|hT

i wk|2 + PR
M
‖g2,i‖2 + 𝜎2

C

,∀i, (11.14)

where PR is the radar transmit power as defined in (11.5), and the first term in the denom-
inator represents the MUI. Based on (11.12)–(11.14), the detection probability PD of the
MIMO radar can be maximized under the individual SINR requirements of the UEs and the
transmit power budget PC of the BS, which leads to the following optimization problem [19]:

1 ∶ max
wi

PD s.t. 𝛾i ≥ Γi,∀i,
K∑

i=1
tr (wiwH

i ) ≤ PC. (11.15)

The objective function of (11.15) is non-concave, but can be relaxed as a convex lower
bound. An approximated solution of (11.15) can then be obtained via the classic
semi-definite relaxation (SDR) method [19].

By taking a closer look at (11.14), we see that the MUI term is regarded as harmful to all
the UEs in the SINR constraint. To improve the performance of the BS in the above scenario,
further research has employed the concept of constructive interference (CI) in the design of
the precoders [19], where the CI is defined as the interference that pushes the received
symbol away from the decision thresholds [20]. In contrast to conventional designs, the CI
concept allows the BS to utilize the known MUI as a useful signal source, which benefits
the symbol demodulation at the UEs. For phase shift keying (PSK), this involves replacing
the SINR constraint of (11.15) by the following [19]||||||Im

(
hT

i

K∑
k=1

wkej(𝜙k−𝜙i)

)||||||
≤

(
Re

(
hT

i

K∑
k=1

wkej(𝜙k−𝜙i)

)
− Γi

(
PR

M
‖g2,i‖2 + 𝜎2

C

))
tan 𝜋

MP
,∀i, (11.16)

where 𝜙k is the phase of the desired PSK symbol for the kth user, and MP is the PSK mod-
ulation order. For convenience, we omit the time index l. Note that (11.16) is nothing but a
linear constraint, which is much easier to tackle compared to the quadratic constraints in
(11.15) and yields a convex optimization problem that can be readily solved via numerical
tools [19]. By taking advantage of the CI power, the BS is able to guarantee the downlink
performance while generating less interference to the radar. As a consequence, both the
detection and the estimation performances of the radar are significantly improved com-
pared to SDR-based approaches [19].

In the following we demonstrate some numerical results in Figure 11.4, where the per-
formance of the radar with increased SINR requirement at UEs is provided. In particular,
the detection and estimation performance metrics are chosen as the PD and the root mean
squared error (RMSE) for estimating the azimuth angle of the target, respectively. With-
out loss of generality, we consider a 10-antenna BS serving five single-antenna users while
coexisting with a five-antenna radar. The three channels H, G1, and G2 are assumed to
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Figure 11.4 Performance tradeoff between radar and communication systems.

be flat Rayleigh fading. Accordingly, the associated three large-scale fading factors are set
as 𝜅H = 1 and 𝜅G,1 = 𝜅G,2 = 10−3, respectively. The noise variance at UEs is assumed to be
𝜎

2
C = 10−4. The MIMO radar transmits at a relative high power, e.g. 10 kW, while the BS

power budget is 40 dBm. The receive SNR for the MIMO radar is fixed at 8 dB. For com-
parison, we employ both the SDR approach in (11.15) and its CI counterpart to design the
communication precoder. For notational convenience, we use “Asym” and “Sim” for the
theoretically asymptotic and the simulated PD, and use “MLE” and “CRB” for the RMSE of
the maximum likelihood estimator (MLE) and the associated Cramér–Rao bound. We see
that for lower UE SINR requirements an improved radar performance can be achieved. As
expected, by exploiting the known interference at the BS, the CI technique brings benefits
to both radar target detection and estimation compared to the SDR approach.

11.4 Dual-functional Radar Communication Systems

11.4.1 Temporal and Spectral Processing

The earliest research on designing the DFRC waveform can be traced to the 1960s, when
communication bits were modulated on radar pulses by classic pulse interval modulation
(PIM) [21]. Such an integration can be also extended to the combination of the chirp sig-
nal, a waveform that is typically used for radar probing, and PSK modulations, where the
quasi-orthogonality between the up and down chirp waveforms is exploited to differentiate
0 and 1 in the data sequence [22]. Recently, a simpler approach has been proposed based on
the time-division (TD) framework, where the system operation period is divided between
radar and communication time slots, respectively [23]. Such a DFRC system adopts up and
down chirp signals for radar target detection, while allowing arbitrary modulation formats
to be used for communication as this will not affect the radar operation.

In addition to designing a novel waveform from the ground up, an alternative approach
would be to employ the existing communication signal as the radar probing waveform. The
widely used orthogonal frequency division multiplexing (OFDM) signal is considered as a
promising candidate for the DFRC, where the fast Fourier transform (FFT) and inverse FFT
(IFFT) can be used to estimate the velocity and the range of the target, respectively [24].
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This approach is able to decouple temporal and Doppler processing, and hence offers
considerably better performance compared to other methodologies. It is worth noting that
the sinusoidal carrier in the OFDM can be replaced by the chirp carrier [25]. Accordingly,
fractional Fourier transform (FrFT) and its inverse are employed for signal processing as
they use orthogonal chirp signals as the transform basis [26].

While the above methodologies provide basic dual-functional capabilities, temporal and
spectral processing on their own offer only limited communication data rates. In what fol-
lows we will overview the recent research progress on spatial processing for MIMO DFRC
systems.

11.4.2 Spatial Processing

In contrast to the conventional phased-array radar that transmits the phase-shifted versions
of a benchmark signal on each element of the antenna array, MIMO radar transmits individ-
ual waveforms on each antenna, which offers the advantage of waveform diversity, allowing
more degrees of freedom (DoFs) to be exploited for the system design. This is similar to the
concept of spatial multiplexing for MIMO communications [27]. Given such a property, it
is possible to embed communication bits into multiple radar waveforms, where a straight-
forward way is to transmit useful information by controlling the side lobes of the MIMO
radar beampattern [28]. Suppose that an N-antenna communication RX is located at angle
𝜃 relative to an M-antenna MIMO DFRC Tx. Upon letting 𝜓(t) = [𝜓1 (t);𝜓2 (t)...;𝜓Q (t)] be
Q orthogonal waveforms, the receive signal model can be written as

yC (t) = 𝛽b (𝜃) aT (𝜃) WR𝜓 (t) + nC (t), (11.17)

where WR = [B1w1 + (1 − B1) w0, ...,BQw1 + (1 − BQ) w0] ∈ ℂM×Q is the DFRC beamform-
ing matrix with Bq being the qth information bit, wi, i = 0, 1 the beamforming vectors asso-
ciated with 0 and 1 data, 𝛽 is the path-loss factor, a (𝜃) and b (𝜃) are the transmit and receive
steering vectors, and finally nC (t) is the noise signal. By matched-filtering the received sig-
nal with the qth waveform, the resulting signal vector is

yq =
{
𝛽b (𝜃) aT (𝜃) w0 + zq,Bq = 0,
𝛽b (𝜃) aT (𝜃) w1 + zq,Bq = 1,

(11.18)

where zq is the output noise at the qth matched filter. The beamforming vectors w0
and w1 are optimized by use of convex optimization methods, such that a given radar
beampattern can be approximated with controllable sidelobe power at the angle 𝜃. After
matched-filtering, a simple receive beamformer bH (𝜃) is applied to yq. By doing this, the
qth information bit is interpreted as

B̂q =
{

0, if |bH (𝜃) yq| ≤ 𝛾,

1, if |bH (𝜃) yq| ≥ 𝛾,
(11.19)

where 𝛾 is a preset threshold.
It is worth highlighting that the above technique relies on the assumption of a LoS chan-

nel between the DFRC and the communication users, which unfortunately restricts the use
of the designed waveforms as a rich multi-path communication channel is more commonly
seen in practical scenarios. Moreover, it should be noted that in these approaches one com-
munication symbol is represented by one or several radar pulses, which leads to a low data
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Figure 11.5 MIMO dual-functional radar communication system.

rate in the order of the pulse repetition frequency (PRF) of the radar, e.g. kbits per second.
To address these drawbacks, several waveform designs have been proposed for supporting
simultaneous target detection and MU-MIMO downlink transmission [9]. Let us consider
the scenario shown in Figure 11.5, in which an M-antenna MIMO DFRC system is detecting
targets while serving K single-antenna communication users. The communication channel
is denoted as H ∈ ℂK×M , which can be LoS or NLoS. Given the desired constellation symbol
matrix D ∈ ℂK×L for the downlink users, the received signal matrix at the users is

Y = D + (HX − D)
⏟⏞⏞⏟⏞⏞⏟

MUI

+ NC, (11.20)

where X = [x1, x2, ..., xL] ∈ ℂM×L is the transmitted dual-functional signal matrix, with L
being the length of the communication frame/radar pulse, and NC is the noise matrix. The
second term in (11.20) represents the MUI signals. The total MUI energy can be measured
as

PMUI = ‖HX − D‖2
F . (11.21)

It is understood that the sum-rate of the downlink users can be significantly improved by
minimizing the MUI energy above [9]. Furthermore, note that the transmit beampattern of
the MIMO radar can be expressed as

Pd (𝜃) = aH (𝜃) RX a (𝜃) , (11.22)

where a (𝜃) is the ULA steering vector of the antenna array and RX = 1
L

XXH is the spa-
tial covariance matrix of X. To formulate a desired radar beampattern while minimizing
the communication MUI term, the following DFRC waveform design problem has been
considered

2 ∶ min
X

‖HX − D‖2
F

s.t. 1
L

XXH = Rd,
(11.23)

where Rd is a given covariance matrix that corresponds to a well-designed radar
beampattern. In particular, when Rd = PT

M
IM with PT the total transmit power budget of

the DFRC system, the designed waveform tends to be spatially orthogonal, which yields an
omnidirectional beampattern. While the problem (11.23) is non-convex, it can be optimally
solved in closed form by use of SVD. By contrast to the methods in [28], here each symbol
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of X is represented by a radar snapshot. Noting the fact that one radar pulse is typically
composed of a number of snapshots, the designed waveform in (11.23) is expected to
achieve a far better sum-rate performance.

To achieve a favorable performance tradeoff between radar and communication, one may
also incorporate the radar-related constraints in the objective function. Let us consider the
weighted optimization problem

3 ∶ min
X
𝜌 ‖HX − D‖2

F + (1 − 𝜌)‖X − X0‖2
F

s.t. 1
L
‖X‖2

F = PT ,
(11.24)

where 0 ≤ 𝜌 ≤ 1 is a weighting factor that determines the weights for radar and communi-
cation performances and X0 is a benchmark radar signal matrix with desired properties, e.g.
the optimal solution of (11.23). By imposing the equality power constraint, problem (11.24)
is a non-convex quadratically constrained quadratical programming (QCQP). Fortunately,
a globally optimal solution can be found via low-complexity algorithms [9].

To show the performance of the above waveform designs, we consider a 20-antenna DFRC
system, which serves six single-antenna UEs while detecting three targets. The communica-
tion channel is subject to flat Rayleigh fading while the radar targets are located at −60∘, 0∘,
and 60∘. The DFRC first transmits omnidirectional waveform to search potential targets,
then formulates three beams pointing to the angles of interest by transmitting the direc-
tional waveform. It can be seen in the right half of Figure 11.6 that by solving the strict
equality constrained problem (11.23) we obtain exactly the desired beam patterns, which
are shown by solid lines. Nevertheless, the resulting communication sum-rates, shown as
solid lines on the left-hand side, are relatively low. We then apply a small weighting factor
𝜌 = 0.2 at the communication side in the tradeoff design (11.24). By doing this, the commu-
nication sum-rates increase significantly by approaching the zero MUI performance bound.
In the meantime, the obtained radar beampatterns only experience slight performance loss,
which is shown as dashed lines in the right half of the figure. The above results suggest
that in the tradeoff waveform design the communication performance can be considerably
improved by allowing small mismatches in the radar beampattern design.
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So far we have focused on designing a DFRC waveform without considering the
constant-modulus constraint (CMC), which is an important requirement for the radar
system. This is because the radar typically transmits at its maximum available power,
which requires the power amplifiers (PAs) to operate at the saturation region, i.e. the
nonlinear region. The transmission of the constant-modulus waveform avoids signal
distortion and thus leads to energy-efficient transmission.2 As an example, we consider
the following DFRC waveform optimization by imposing the CMC,

4 ∶ min
X

‖HX − D‖2
F

s.t ‖vec (X − X0)‖∞ ≤ 𝜂,|xi,l| = √
PT
M
,∀i, l,

(11.25)

where X0 ∈ ℂM×L is a known benchmark radar signal matrix that has constant-modulus
entries, e.g. chirp signals, vec (•) denotes the vectorization of a matrix, and xi,l is the (i, l)th
entry of X. The first constraint in (11.25) is called the similarity constraint (SC) and con-
trols the difference between the designed waveform and the benchmark, with 𝜂 being the
tolerable difference. Again, problem (11.25) is challenging due to the second non-convex
CMC. Nevertheless, by employing a specifically tailored branch-and-bound (BnB) method,
the globally optimal solution of (11.25) can be efficiently obtained [9].

11.5 Summary and Open Problems

This chapter has reviewed the latest developments in CRSS. While a number of contri-
butions have been made towards both radar-communication coexistence and DFRC sys-
tems, the topic remains to be explored within a broader range of constraints and scenarios.
Accordingly, there are numerous open problems in the area.

Machine learning (ML) approaches for CRSS: In CRSS scenarios, a key challenge
is to distinguish between the target echoes and communication signals in the presence of
noise and interference. Given the independent statistical characteristics of these two kinds
of signals, it is advantageous to use ML techniques for signal classification, such as the
independent component analysis (ICA). It is worth noting that these techniques could be
applied to both coexistence and DFRC scenarios for designing the receivers.

Physical layer security in CRSS: Recent CRSS research has raised concerns of security
and privacy issues. By sharing the spectrum with communication systems, military radar
may unintentionally give away vital information to commercial users, or even worse to
enemy eavesdroppers. To this end, physical layer security must be considered in CRSS sce-
narios, where a viable method is to let the radar actively transmit artificial noise to enemy
targets to interfere with eavesdropping. Again, such schemes call for the design of novel
beamforming/signaling approaches.

Information theory aspects: To gain further insight into the DFRC system, informa-
tion theoretical analysis is indispensable for revealing the fundamental performance limits.

2 Note that CMC now becomes more and more important in 5G signaling. As the massive MIMO BS
employs a huge number of RF chains for transmission, low-cost nonlinear PAs are deployed at the RF
front-end and require CM transmission as well.
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While some early contributions have been made towards the uplink systems, the downlink
DFRC channel needs further investigation. Here the key point is to view radar targets as
virtual energy receivers, and hence the DFRC transmission can be seen as the allocation of
information and energy resources in the radar and communication channels. It is believed
that such analysis could help us understand the intrinsic nature of the DFRC system and
point us to essential system design criteria.

In the coming generations of wireless networks, where the frequency spectrum becomes
one of the most valuable assets, communication and radar spectrum sharing will be an
enabling solution that not only allows the efficient use of congested frequency bands, but
also presents new designs of novel systems that are capable of accomplishing joint sensing
and communication tasks. The concept of CRSS and the identified open problems provide
scope for fruitful research for the years to come.
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12.1 Introduction

The use of antenna arrays has been studied for almost a century now in a variety of wireless
transmission and reception scenarios that range from military radar and target localization
systems to TV and radio broadcasting systems and from a plethora of wireless networking
setups that include all contemporary cellular, mobile, and local area broadband networks
to a variety of automotive, fixed terrestrial, satellite, and space communication systems.

Key to the success of antenna arrays is their ability to shape radiation patterns (beams)
that favor certain spatial directions (angles) over others. This feature enables them to handle
co-channel interference (CCI) in the so-called spatial domain, thus giving rise to the spa-
tial sharing of the wireless channel among different co-frequency signals. This is of major
importance, since the traditional approach of separating the different transmissions in the
time, frequency, or code domain to avoid the occurrence of CCI, which is attributed to the
broadcast nature of radio transmissions and limits the throughput of wireless communica-
tion systems, results in poor utilization of the highly scarce and, as a consequence, expensive
spectral resources.

In this chapter we are primarily interested in the role of antenna arrays in spectrum shar-
ing, with emphasis on the spectrum sensing and shared spectrum access areas, for which
specific representative examples are provided.

12.2 Spectrum Sharing

12.2.1 Spectrum Sharing from a Physical Viewpoint

Spectrum sharing is a term that has been broadly used in relation to spectrum access that
goes beyond the conventional exclusive licensing paradigm, i.e. it refers to a scheme where
two or more operators share a pool of spectral resources.

* This work was performed when Dr. Papadias was with Athens Information Technology.

Spectrum Sharing: The Next Frontier in Wireless Networks, First Edition.
Edited by Constantinos B. Papadias, Tharmalingam Ratnarajah, and Dirk T.M. Slock.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
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Before entering into the benefits that antenna array systems can offer to such a spectrum
access method, we find it helpful to provide first a view of spectrum sharing that focuses on
wireless transmission regardless of who is its originator, as defined below:

Spectrum sharing, from a physical viewpoint, happens when different wireless transmitters
access the same portion of the electromagnetic spectrum.

This definition is agnostic to the nature of the wireless transmitters that share the spec-
trum, emphasizing instead the signal models that apply when spectrum sharing takes place.
This should help better illuminate the role of antenna arrays in such contexts and alludes to
their ability to assist other scenarios, including future use cases, that are beyond the scope
of today’s spectrum sharing systems or the focus of this chapter.

As per the aforementioned physical viewpoint definition, spectrum sharing may by
applied in any of the following examples as a means to increase the spectral efficiency (SE):

● When two nodes communicate with each other over a wireless link (duplexing): In contrast
to the commonly utilized time-division/frequency-division duplex (TDD/FDD) schemes,
where the downlink (DL) and uplink (UL) transmissions take place at different timeslots
or make use of different frequencies, respectively, full-duplex (FD) communication rep-
resents a non-orthogonal duplexing paradigm wherein the same part of the spectrum
is used simultaneously in both communication directions, thus resulting in higher SE.
However, this aggressive duplexing method leads to severe self-interference that needs to
be mitigated with advanced interference cancellation techniques [1].

● When multiple co-located antennas send their signals into the same channel (MIMO trans-
mission): By placing multiple antennas at the transmitting and receiving nodes of a wire-
less link, we can spatially multiplex different co-channel signals at the transmitter and
separate them at the receiver via joint stream detection. When properly designed, such
a multiple input multiple output (MIMO) communication system has the advantage of
offering an important increase in the link’s SE that grows linearly with the minimum
number of antennas on each side of the link [2, 3]. The ability of the multi-antenna
receiver to separate the different transmitted signals is due to the spatial degrees of free-
dom of its antenna array [4] and constitutes a key mechanism for spectrum sharing in
broader contexts.

● When multiple user terminals share the spectrum (multi-user MIMO transmission): The
early efforts to multiplex the users of a cell in the space domain, as opposed to the spec-
trally less efficient orthogonal time-division/frequency-division/code-division multiple
access (TDMA/FDMA/CDMA) approaches, were based on the shaping of beams to spa-
tially direct the transmitted co-channel signals towards the intended terminals [5]. This
space-division multiple access (SDMA) paradigm was met with skepticism, largely due to
its inability to provide full orthogonality. Multi-user MIMO (MU-MIMO) addresses this
issue by adding a precoding stage prior to transmission, thus enabling a multi-antenna
base station (BS) to serve multiple terminals in the cellular DL on a single time-frequency
resource over a so-called MIMO croadcast channel (BC) and at the same time alleviate
the resulting intra-cell multi-user interference (MUI) or even prevent its occurrence [6].
A similar MIMO multiple access channel (MAC) setup applies to UL communication. In
this case, multi-user detection takes place at the BS [7].

● When multiple cells share the spectrum (multi-cell MU-MIMO transmission): According
to the cellular principle, the same frequencies can be reused at cells that are sufficiently
spaced to cope with the limited available spectrum and ensure at the same time that the
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inter-cell interference (ICI) that is caused by the concurrent transmission of co-channel
signals at different cells is negligible [8]. The multi-cell extension of the MU-MIMO
transmission concept facilitates more aggressive reuse of the available spectrum across
the service area (even universal frequency reuse, which discards the need for using
cellular planning as a means to control the ICI). Coordinated multi-point (CoMP)
constitutes one variant of multi-cell MU-MIMO, where the BSs cooperate with each
other to minimize or even eliminate both the intra-cell and the inter-cell CCI [9–12].
CoMP implementations in 4G long-term evolution advanced (LTE-A) networks mostly
rely on centralized/cloud radio access network (RAN) setups to facilitate inter-BS
communication [13, 14]. Massive MIMO represents the latest episode of multi-cell
MU-MIMO, wherein the BSs are equipped with an excess (tens or even hundreds) of
antennas to shape narrow (pencil-like) beams towards the intended receivers, thus
reducing drastically both the intra-cell MUI and the ICI without the need for coordina-
tion among the BSs [15–17]. Massive MIMO implementations are commonly based on
hybrid analog-digital transceivers to reduce the required hardware, power dissipation,
and cost [18].

12.2.2 Spectrum Sharing from a Regulatory Viewpoint

The physical viewpoint of spectrum sharing that was introduced above departs from the
conventional regulatory viewpoint, within which spectrum sharing is defined as follows:

Spectrum sharing, from a regulatory viewpoint, happens when different users (i.e.,
operators) access the same portion of the electromagnetic spectrum.

Based on the type of (or lack thereof) license possessed by these “players” for accessing
the licensed part of the spectrum, we discern three types of users:

1. Operators with a license that provides them exclusive access rights.
2. Operators with a license that provides them limited spectrum access rights (e.g., subject

to geographic restrictions or only valid during specific events).
3. Operators without any license to access the spectral segment of interest.

The first category refers to incumbents which lease an expensive multi-year license from
their government/national regulatory authority (NRA) to operate in a given frequency
spectrum, often at national level, on an exclusive use basis. These include both traditional
cellular operators and various types of non-cellular operators, such as military, police, fire
departments, and other civil agencies. The second category includes small-scale secondary
cellular broadband access operators who provide service in a limited geographic area (e.g.,
within a municipality, an airport terminal, or an isolated island) and program making
and special events (PMSE) operators who typically establish temporary networks for video
and audio transmission during special short-term events (such as concerts, sports games,
political rallies, etc.). Since these operators cannot afford to purchase an exclusive-use
spectrum license, they typically sublet spectrum from incumbents under some spectrum
usage rules that guarantee the protection of both “players” from harmful interference (e.g.,
as per the licensed shared access (LSA) model, see [19–23]). The third category consists of
secondary operators that access the licensed spectrum of incumbents either orthogonally
or in a non-orthogonal manner, i.e. either by detecting and subsequently exploiting vacant
spectral slots or by using the same time-frequency resources with the incumbent but
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maintaining the power level of the resulting CCI below a predefined threshold. Of course
the third category could also include “pirate” or other misbehaving users who deliberately
or unwillingly, respectively, cause interference to the rightful owners of the spectrum.

We should add that unlicensed spectrum is another domain wherein spectrum sharing
takes place. The regulation in this case consists of only some transmission power limita-
tions and possibly some simple channel access directives, such as “listen before talk” (LBT).
Characteristic examples include the various standards for the coexistence of LTE/LTE-A
and Wi-Fi networks [24–27].

In this chapter we are mainly interested in the sharing of licensed spectrum among dif-
ferent “players”. Defining as a primary user (PU) the operator who has an exclusive-use
spectrum license and as a secondary user (SU) an operator without such license, there are
three spectrum sharing paradigms within the regulatory framework [28, 29]:

1. Interweave communication: In this case, the SU is informed about the spectral activity
at its vicinity by consulting a database, if such a registry has been made available by the
NRA, or by using spectrum-sensing techniques, or via a combination of these methods
to use channels that are not occupied at that time by any PU. The inability of any iso-
lated receiver to sense reliably the spectral activity within the reach of its corresponding
transmitter (such as in the well-known hidden node problem) has contributed signifi-
cantly to the wide acceptance of the database approach, which was put forward by both
Ofcom in the UK and the Federal Communications Commission (FCC) in the USA about
a decade ago, over the spectrum-sensing approach, which was used in the early days of
cognitive radio (CR) - see Chapters 1–4. Spectrum sensing is mainly used nowadays only
as a means to further enhance/fine-tune the spectral activity data provided by the registry
(see [30]).

2. Underlay communication: In this case, the SU transmits concurrently with the incum-
bent over the same frequency band, yet restricts itself to cause interference to incumbent
receivers whose power is below a predefined threshold. This is also a paradigm that
dates back to the first days of CR, giving rise to the “interference temperature” concept,
i.e. a level of received interference power that can be accepted as being within toler-
able noise levels. This implies usually that only low-power/short-range transmissions
are allowed.

3. Overlay communication: This is a much more advanced concept for spectrum sharing
between a secondary user and an incumbent user, so much so that it has yet to be adopted
by any commercial entities: it prescribes that the secondary transmitter will coordinate
its transmissions with those of the incumbent transmitter to provide sufficient spec-
tral usage to both of them. From a mathematical point of view, such a configuration
resembles the CoMP-based non-orthogonal multiple access case described in the pre-
vious subsection, which indeed provides higher SE than any uncoordinated approach.
In practice, though, this would require close cooperation between the “players” (some-
thing that especially incumbents tend to avoid) and would also favor mostly similar
types of service (air interface protocols). It is, however, a model that has been given
a lot of attention in the research literature due to the hidden spectrum opportunities
it offers.
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12.3 Attributes of Antenna Arrays

Antenna arrays offer various gains in wireless communications, thanks to the spatial
degrees of freedom that they provide. The key attributes of antenna arrays (which, as will
be shown in the next section, can benefit spectrum sharing systems significantly) are
summarized as follows [4]:

● Signal power gain: An antenna array has the ability to combine (coherently or not) the
signals that impinge on or depart from its elements, thus shaping a beam which spatially
focuses the radiated energy towards the direction of the intended receiver (main lobe)
and reduces the radiated energy towards other directions (side lobes). Assuming an array
with N active elements, this results in a signal power gain of N. As the number of antenna
elements grows, the beam gets narrower and the signal power gain increases accordingly.
In the presence of no other artifact (e.g., fading or interference) apart from additive noise,
which is assumed to be uncorrelated between the antenna elements, the signal power
gain is equivalent to a signal-to-noise ratio (SNR) gain of N. This gain, in turn, is translated
into a logarithmic gain of the considered link’s capacity (equal to log N in the high-SNR
regime or twice as much if a similar array of N elements is used on the other side of the
link as well).

● Interference nulling ability: An antenna array with N active elements has also the ability to
form up to N − 1 spatial nulls in certain directions. Our ability to choose these directions
depends on the array topology itself (see [5]). Another way to quantify this gain is to com-
pute the attained signal-to-interference-plus-noise ratio (SINR) when nulls are placed in
the directions of the undesired interferers (or close to them).

● Diversity gain: In a fading environment, as is often the case in cellular communications,
wherein the received signal strength may vary widely (e.g., by up to four orders of mag-
nitude or 40 dB) depending on the receiver location, antenna arrays offer another unique
opportunity: by combining signals received (or transmitted) from various antennas, they
reduce the likelihood of a poor SNR due to the small correlation of the desired signal
across neighboring antenna elements that are sufficiently spaced out (on the order of a
few wavelengths or more). The gain that is attained in such cases over the average SNR
of a corresponding single antenna link is called diversity gain and manifests itself as a
reduction of the low tails of the SNR distribution. In the extreme asymptotic case of infi-
nite receive antennas, the SNR distribution dully hardens, thus converting the random
fading channel into a deterministic one.

● Spatial multiplexing gain: Alternatively, the N degrees of freedom of an N-element
antenna array can be used to reliably separate K < N desired signals and null N − K
interfering ones. This property is behind the MIMO concept: by placing M antennas at
the transmitter and N at the receiver, as correctly pointed out early on by Jack Winters
in [31], the degrees of freedom under a spatial multiplexing operation can be as many
as min(M,N) (for a full rank channel). That is, it is possible to transmit simultaneously
M ≤ N data signals and separate them at the receiver, thus obtaining a linear SE gain
equal to min(M,N), as shown by Telatar [2] and Foschini and Gans [3] (and earlier
alluded to by Paulraj and Kailath in [32] with emphasis on co-located reception but
distributed transmission), which goes way beyond the logarithmic gains achieved
without spatial multiplexing.
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12.4 Impact of Arrays on Spectrum Sharing

The antenna array attributes listed above are particularly useful in enabling and/or enhanc-
ing spectrum sharing in a variety of setups within the three standard paradigms mentioned
in section 12.2.2. In the following we will briefly list the key mechanisms for this by consid-
ering separately the spectrum sensing and the shared spectrum access tasks. It should also
be noted, even though this is beyond the scope of the chapter, that antenna arrays can facil-
itate in addition the detection of misbehaving nodes due to their higher spatial resolution
and positioning capability (e.g., see [33]).

12.4.1 Spectrum Sensing

The key attributes offered by a set of collaborating (either co-located or distributed) anten-
nas for spectrum sensing are listed below.

● Better single-node sensing: A node that is equipped with an antenna array can better
sense the presence of activity in its intended spectrum in comparison to a single-antenna
node. This is mainly due to the array gain, which enables the detection of transmitters
whose power is too weak to be sensed against the background noise and interference
by a single-antenna node (e.g., in hidden node scenarios), and the diversity gain, which
allows sensing of signals that are severely faded in some of the antenna elements due to
multipath propagation.

● Two-dimensional (2D) sensing: The directional sensing described above allows a 2D sens-
ing in frequency/space (e.g., angular) domain to be performed. This is crucially important
as it unveils a new dimension that is available for spectrum sharing. Hence, for example,
interweave communication can be described under this context not in terms of orthog-
onal frequency segments but in the more general sense of disjointed frequency-angle
segments (“slices”). Furthermore, such 2D sensing provides location information about
the sensed transmitters, thus allowing us to acquire a more accurate mapping of the inter-
fering nodes in space (whereas in the single antenna case, this task is more challenging).

● Better collaborative sensing: In the case of a collaborative sensing network, the nodes
are distributed over a certain geographic area. This setup already facilitates the sens-
ing task by providing (i) diversity gain (due to the disparate locations), (ii) better
immunity to hidden-node problems (for the same reason), and (iii) better detection
due to the increased dimensionality brought by the collaboration between the nodes.
Adding antenna arrays to these nodes provides the further benefits of higher power
gain per node, increased dimensionality of the received signal, and better localization
capability.

12.4.2 Shared Spectrum Access

The key attributes offered by a set of collaborating antennas for shared spectrum access are
listed below.

● Interweave communication: By forming nulls towards the directions of interferers,
antenna arrays can, in principle, fully enable interweave communication solely in
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the spatial domain (or enhance it if orthogonality is partially achieved in the time or
frequency domain).

● Underlay communication: By shaping radiation patterns that maximize the signal power
in desired directions (e.g., secondary receivers) and minimize it in undesired directions
(e.g., interfered primary receivers), antenna arrays can enable underlay communication
in the spatial domain (or enhance it if other domains are used as well).

● Overlay communication: The cooperative transmission between primary and secondary
transmitters in order to protect the PU from harmful interference and possibly meet some
quality-of-service (QoS) target for the SU as well (e.g., under the CoMP or the interference
alignment (IA) [34] paradigm) can be greatly enhanced when using antenna arrays by
taking full advantage of their spatial degrees of freedom.

In the next two sections we provide representative examples of how antenna arrays can
improve cooperative spectrum sharing and collaborative spectrum sensing.

12.5 Antenna-Array-Aided Spectrum Sharing

The use of antenna arrays as a means to allow the concurrent exploitation of a spectrum
segment of interest by two or more operators has been studied manifold in the past, but
mainly in limited setups where the SU has a single transmitter (e.g., see [35–39]).

The advanced resource allocation (RA) and interference management features of CoMP
imply that this technology can act as an enabler of underlay spectrum sharing between
multi-cell networks and incumbents that will provide substantial SE gains and meet the
QoS requirements of both “players”. Such a setup can also benefit from the cooperation
between the two systems in terms of the sharing of control information such as the
interference power threshold (IPT) level, channel state information (CSI), etc. (e.g., see the
demo [40] that took place in the IEEE DySPAN 2015 5G Spectrum Sharing Challenge).

In this section, we present a simple RA scheme for coordinated beamforming (CBF)
transmission in an underlay spectrum sharing setup, where the cooperating BSs exchange
CSI and control information to serve disjoint groups of users in a coordinated manner
and are informed by the incumbent about its IPT and the CSI of the corresponding cross
channels, so that the sum-SE of the cellular network is maximized and the incumbent is
protected from harmful interference. This work can form the basis for the derivation of
low-complexity cooperative techniques that can be applied at the complex spectrum sharing
setups of future networks, such as the ones that are considered in the European Commis-
sion’s H2020 project PAINLESS (see http://painless-itn.com/) which involve portable access
points [41].

12.5.1 System Setup

We consider an underlay spectrum sharing setup where the primary system (PS) is a single
input single output (SISO) radio link and the secondary system (SS) is a network with M
cells. In each cell there is a BS with N transmit antennas and K ≤ N single-antenna mobile
stations (MS) that request service. Thus, there are NT = MN BS antennas and KT = MK
single-antenna MSs (mobile users) in total. We denote the mth BS as BSm and the kth MS
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Figure 12.1 System setup, notation, and types of interference.

in the mth cell as MSkm, m ∈  = {1,… ,M}, k ∈  = {1,… ,K}. The transmitter and the
receiver of the PS are denoted simply as TXPS and RXPS, respectively.

We identify four types of CCI: intra-system intra-cell CCI and intra-system inter-cell CCI,
which are attributed to the transmissions of the BSs and are received by the MSs, forward
inter-system (FIS) CCI, which is caused by the transmissions of the BSs and is received by
RXPS, and reverse inter-system (RIS) CCI, which occurs due to the transmission of TXPS
and is received by the MSs.

Figure 12.1 illustrates the system setup, the notation, and the various types of
interference.

12.5.2 Assumptions

For the above setup, we make the following assumptions:

● All transmissions are narrowband. Also, the SS utilizes universal frequency reuse (i.e.,
the same frequency is used across all cells).

● For convenience and without loss of generality, we focus on a single cooperation cluster,
i.e. we assume that all BSs belong to the same cooperation cluster.

● Centralized CoMP is adopted, i.e. the RA decisions are taken by a master BS/central unit
(CU) based on global CSI.
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● The BSs have perfect knowledge of all the direct and cross channels within the SS as well
as of the cross channels with the PS. Perfect CSI is also available at the nodes of the PS
about their direct channel.

● Inter-BS communication is supported by an ideal transport network.
● Linear precoding is utilized at the SS due to its good balance between performance and

computational demands.
● The frequency-flat quasi-static i.i.d. Rayleigh channel model is adopted.
● The samples of each signal or noise process are uncorrelated with each other. The

zero-mean random processes are uncorrelated with each other as well.
● The MSs perform single-user detection and handle the RIS as additional noise. Moreover,

they pass the composite received signal through a whitening filter.

12.5.3 System Model

The various direct and cross channels in the considered spectrum sharing setup are denoted
as shown in Table 12.1. We note that when there are two lower indexes, the receiver is the
corresponding MS. If there is also an upper index, it refers to the corresponding BS (type
A direct channel), otherwise the transmitter is TXPS (type A cross channel). Notice that
in these cases we use the symbol h for the channel. On the other hand, when there is a
single lower index or no index at all, the receiver is RXPS. In the former case, the index
refers to the corresponding BS (type B cross channel), whereas in the latter one the trans-
mitter is TXPS (type B direct channel). Notice that in these cases we use the symbol g for
the channel.

The same indexing rules apply for the notation of the BF vectors, allocated powers, etc.,
but the order of the lower indexes is reversed, e.g. wj

mk is the BF vector of BSj that is associ-
ated with MSkm.

12.5.3.1 Secondary System
The SS is modeled as a MIMO interference broadcast channel (IBC) consisting of M MIMO
BCs formed between an N-antenna BS and K single-antenna MSs each.

The complex baseband representation of the received signal at MSkm, ykm ∈ ℂ
(k ∈ ; m ∈ ), is [42]

ykm =
M∑

j=1

K∑
l=1

(hj
km)

Hvj
jl + hkm

√
Pd + nkm, (12.1)

Table 12.1 Channel notation [42]

Type of channel Notation Description

Type A direct channel hj
km Channel between MSkm and BSj

Type A cross channel hkm Channel between MSkm and TXPS

Type B cross channel gm Channel between RXPS and BSm

Type B direct channel g Channel between RXPS and TXPS



�

� �

�

238 12 The Role of Antenna Arrays in Spectrum Sharing

where the sample index has been omitted for convenience and vj
jl ∈ ℂN is expressed as

vj
jl = wj

jl

√
Pj

jls
j
jl. (12.2)

The first term on the right-hand-side (RHS) of (12.1), which we will call y̆km for con-
venience, can be decomposed into the sum of a data component, an intra-cell MUI
component, and an ICI component caused by BSm serving MSkm, BSm serving the remain-
ing (K − 1) users of the mth cell, and the remaining (M − 1) BSs serving each the K users
of its own cell, respectively, as follows [42]:

y̆km = (hm
km)

Hvm
mk +

K∑
i=1
i≠k

(hm
km)

Hvm
mi +

M∑
j=1
j≠m

K∑
l=1

(
hj

km

)H
vj

jl. (12.3)

The other two terms on the RHS of (12.1) represent, from left to right, the RIS CCI and the
additive white Gaussian noise (AWGN) at MSkm, respectively.

Regarding notation, hm
km ∼  (𝟎N×N , IN ) is the channel between MSkm and BSm, wm

mk ∈
ℂN denotes the BF vector used by BSm to serve user MSkm, Pm

mk ∈ ℝ+ is the transmission
power that is allocated to MSkm by BSm, and sm

mk ∈ ℂ is the symbol that is transmitted from
BSm to MSkm. hkm ∈  (0, 1) is the channel between MSkm and TXPS. P ∈ ℝ+ is the trans-
mission power of TXPS and d ∈ ℂ is the symbol that is transmitted by TXPS to RXPS. Finally,
nkm ∼  (0, 1) is the AWGN at MSkm. Note that the BF vectors are normalized to unit
power, i.e. ‖wm

mk‖2 = 1.

12.5.3.2 Primary System
The complex baseband representation of the received signal at RXPS, y ∈ ℂ, is given by [42]

y = g
√

Pd +
M∑

m=1

K∑
k=1

(gm)Hvm
mk + z. (12.4)

The first term on the RHS of (12.4) is the useful data signal component that is received at
RXPS, where g ∼  (0, 1) is the channel between RXPS and TXPS. The second term is the
FIS CCI at RXPS, where gm ∼  (𝟎N×N , IN ) is the channel between RXPS and BSm. Finally,
the third term z ∼  (0, 1) is the AWGN at RXPS.

12.5.4 Problem Formulation

12.5.4.1 Sum-SE, SE, and SINR
The instantaneous sum-SE of the SS, i.e. the instantaneous sum-rate (SR) of the SS per
unit of spectral bandwidth is given by [7]

R =
M∑

m=1

K∑
k=1

Rkm, (12.5)
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where Rkm is the instantaneous SE of MSkm:

Rkm = log2(1 + 𝛾km), k ∈ ; m ∈ . (12.6)

In (12.6), 𝛾km refers to the instantaneous SINR at MSkm, which is given by [42]

𝛾km =
|vm

mk|2
K∑

i=1
i≠k

|vm
mi|2 + M∑

j=1
j≠m

K∑
l=1

|vj
jl|2 + |hkm|2P + 1

, (12.7)

where

|vm
mk|2 = |(hm

km)
Hwm

mk|2Pm
mk. (12.8)

The nominator in (12.7) corresponds to the power of the data signal component that is
received at MSkm, while the terms at the denominator represent, from left to right, the power
of the intra-cell MUI, ICI, RIS CCI, and AWGN components at MSkm.

12.5.4.2 Transmission Constraints
Non-negative transmission power constraints: Each transmission from a BS to one of its K
users should have non-negative power. This transmission constraint is expressed as [42]

Pm
mk ≥ 0, k ∈ ; m ∈ . (12.9)

Sum transmission power constraints: The transmissions within the SS are subject to a
sum-power constraint (SPC) per BS, i.e. each BS is allowed to serve its K users with a total
power that does not exceed a maximum value PT . Therefore, we have [42]

K∑
k=1

Pm
mk ≤ PT , m ∈ . (12.10)

Interference power constraint: The operation of the SS is subject to an interference-power
constraint (IPC), i.e. the total power of the FIS CCI component that is received at RXPS
should not exceed a threshold PI , which represents the tolerable interference power level.
By defining

am
mk = |(gm)Hwm

mk|2, m ∈ ; k ∈ , (12.11)

we can express the IPC constraint as [42]
M∑

m=1

K∑
k=1

am
mkPm

mk ≤ PI . (12.12)

12.5.4.3 Original Optimization Problem
We consider the joint determination of the BF vectors and allocated powers that maximize
the sum-SE of the cellular network (SS) under the transmission power constraints (TPCs)
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and the IPC presented in section 12.5.4.2:

min.
wm

mk, Pm
mk

m ∈ , k ∈ 

− R = −
M∑

m=1

K∑
k=1

log2(1 + 𝛾km) (12.13a)

s.t.

Pm
mk ≥ 0, m ∈ ; k ∈ . (12.13b)

K∑
k=1

Pm
mk ≤ PT , m ∈ . (12.13c)

M∑
m=1

K∑
k=1

am
mkPm

mk ≤ PI . (12.13d)

This optimization problem is non-convex due to the coupled interference components in
the objective function (i.e., the intra-system CCI terms at the denominator of the SINR of
MSkm in the expression of the sum-SE) [42].

12.5.4.4 Relaxed Optimization Problem
Block matrix representation of CBF: By stacking together the received signals at all MSs in a
vector and ignoring, for convenience and without loss of generality, the RIS CCI, we can
express the CBF transmission as follows:

ySS = HW(PSS)1∕2s + n. (12.14)

In (12.14), ySS ∈ ℂKT , s ∈ ℂKT , and n ∼  (𝟎KT×KT
, IKT

) are the vectors of received sym-
bols at the KT MSs, transmitted symbols by the M BSs, and AWGN samples at the KT MSs,
respectively.

The composite channel matrix H is expressed as a block matrix [42]:

H =

⎡⎢⎢⎢⎢⎣
H1

⋮

HM

⎤⎥⎥⎥⎥⎦
, (12.15)

where Hm is a block matrix with size K × M blocks that holds the channels of all users in
the mth cell with BSm (m ∈ ). The (i, j)th block of Hm is the channel between MSim and
BSj, (h

j
im)

H ∼  (𝟎N×N , IN ) (i ∈ ; j ∈ ), and the ith row holds the channels between
MSim and each one of the M BSs:

Hm =

⎡⎢⎢⎢⎢⎣
(h1

1m)
H · · · (hM

1m)
H

⋮ ⋱ ⋮

(h1
Km)

H · · · (hM
Km)

H

⎤⎥⎥⎥⎥⎦
. (12.16)

It becomes apparent that H can be expressed as a KT × M array of blocks (hj
im)

H , i.e. as a
KT × NT matrix with entries of the form (hj

km)n that represent the scalar channel between
MSkm and the nth antenna of BSj.
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The precoding matrix W is expressed as a block matrix [42]:

W =
[
W1 · · · WM

]
, (12.17)

where Wm is a block matrix with size M × K blocks that holds the BF vectors of all BSs
for all users in the mth cell (m ∈ ). The (i, j)th block of Wm is the BF vector of BSi for
serving MSjm, wi

mj ∈ ℂN (i ∈ ; j ∈ ), and the jth column holds the BF vectors of all BSs
for MSjm:

Wm =

⎡⎢⎢⎢⎢⎣
w1

m1 · · · w1
mK

⋮ ⋱ ⋮

wM
m1 · · · wm

mK

⎤⎥⎥⎥⎥⎦
. (12.18)

Note that since in CBF each BS serves only its own cell’s users, wi
mj = 𝟎N for m ≠ i. Notice

also that W can be expressed as a M × KT array of blocks wi
mj, i.e. as a NT × KT matrix with

entries of the form (wj
mk)n that represent the BF weight that is applied at the nth antenna

of BSj for serving MSkm.
Finally, the power allocation matrix PSS is defined as the block diagonal matrix [42]:

PSS =

⎡⎢⎢⎢⎢⎣
P1 0 · · · 0

0 ⋱ 0

0 · · · 0 PM

⎤⎥⎥⎥⎥⎦
, (12.19)

where Pm ∈ ℝK×K is the diagonal matrix that holds at its main diagonal the powers allo-
cated by BSm to its users MSkm (m ∈ ; k ∈ ), i.e. Pm = diag(Pm

m1,… ,Pm
mK). It becomes

apparent that PSS is a M × M array of blocks Pm, i.e. it is a matrix with dimensions KT × KT .

Centralized coordinated zero-forcing precoding: Let us consider the application of centralized
coordinated zero-forcing (ZF) precoding in a spectrum-sharing-agnostic manner (i.e., by
ignoring all types of inter-system CCI). The ZF precoding matrix W(ZF) is obtained by calcu-
lating the Moore–Penrose pseudoinverse of H and normalizing it column-wise [11], that is,

W̃(ZF) = HH(HHH)−1
, (12.20a)

W(ZF) =
(W̃(ZF))∗j‖(W̃(ZF))∗j‖ , j = 1,… ,KT . (12.20b)

Relaxed optimization problem: By applying ZF precoding, we eliminate the intra-system CCI
and thus convert the sum-SE maximization problem of (12.13) into a convex power alloca-
tion (PA) task which attains a unique solution [42]:

min.
Pm

mk
m∈, k∈

− R = −
M∑

m=1

K∑
k=1

log2(1 + 𝜆m
mkPm

mk) (12.21a)

s.t.

TPCs: (12.13b), (12.13c) (12.21b)

IPC: (12.13d), (12.21c)
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where in (12.13d) the BF vectors are (wm
mk)

(ZF) and in (12.21a) they are 𝜆m
mkPm

mk = 𝛾km, with
𝜆

m
mk given by

𝜆
m
mk =

|(hm
km)

H(wm
mk)

(ZF)|2|hkm|2P + 1
. (12.22)

12.5.5 Solution and Algorithm

The solution to the convex interference-constrained PA (ICPA) task of (12.21) is the multi-
level water-filling (WF) scheme that is shown in Theorem 1 [42].

Theorem 1 The solution of the problem presented in (12.21) is given by the ICPA scheme:

Pm
mk =

(
1

ln 2(𝜈m + 𝜇am
mk)

− 1
𝜆

m
mk

)+

, m ∈ ; k ∈ , (12.23)

where 𝜈m and 𝜇 are the Lagrange multipliers.

Proof: See [42]. ◽

Remark 12.1 It is interesting to note that this solution has a similar form to the solution
derived in [35] for the scenario where the SS is a MIMO link and singular-value decompo-
sition (SVD) precoding/combining is applied.

In order to calculate the Lagrange multipliers 𝜈1,… , 𝜈M and 𝜇 which are related with
the SPCs per BS and the IPC, respectively, we use an iterative algorithm that is based on
the bisection method and is illustrated in Algorithm 1. Note that the positive constant 𝛿

𝜇

controls the accuracy of the algorithm. The power levels Pm
mk are computed according to

Theorem 1.

12.5.5.1 Solution for Other Linear Precoding Schemes
Let us consider the application of other heuristic linear precoding schemes. Maximum ratio
transmission (MRT) is a common example. This is an selfish scheme which maximizes the
receive SNR of the scheduled users but ignores the CCI. Hence, the achieved sum-SE floors
in the interference-limited high-SNR regime due to the uncontrolled interference. The BF
vectors in MRT are computed as follows [11]:

(w̃m
mk)

(MRT) = hm
km, m ∈ ; k ∈ . (12.24a)

(wm
mk)

(MRT) =
(w̃m

mk)
(MRT)

‖(w̃m
mk)

(MRT)‖ , m ∈ ; k ∈ . (12.24b)

Regularized ZF (RZF) precoding is another popular method. RZF is an extension of ZF
precoding which leaves some amount of CCI unaffected in such a way that the SINR at
the scheduled users is maximized in order to improve the performance of this “altruistic”
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Algorithm 1 ICPA algorithm for solving the optimization problem in (12.21).
1: procedure ICPA FOR CBF(𝜆m

mk, 𝛼
m
mk,PT ,PI)

2: Initialize: 𝜇min, 𝜇max
3: while ||𝜇max − 𝜇min

|| > 𝛿𝜇 do
4: 𝜇 =

(
𝜇min + 𝜇max

)
∕2

5: for m = 1 to M do
6: Find min

(
𝜈m

)
, 𝜈m ≥ 0 ∶∑K

k=1
(

Pm
mk

)+
≤ PT

7: end for
8: Compute the power levels Pm

mk according to Theorem 1
9: if

∑M
m=1

∑K
k=1 am

mkPm
mk ≥ PI then

10: 𝜇min = 𝜇

11: else
12: 𝜇max = 𝜇

13: end if
14: end while
15: Output: Pm

mk, m ∈ ; k ∈ 

16: end procedure

scheme in the noise-limited low-/moderate-SNR regime. The RZF precoding matrix is com-
puted as follows [11]:

W̃(RZF) = HH
(

1
Pm

mk
IKT

+ HHH
)−1

, m ∈ ; k ∈ . (12.25a)

W(RZF) =
(W̃(RZF))∗j‖(W̃(RZF))∗j‖ , j = 1,… ,KT . (12.25b)

When these linear precoding strategies are utilized, the intra-system CCI is not
eliminated. Hence, the considered PA tasks correspond to non-convex optimization
problems. However, we can still apply the derived PA solutions from the case where ZF
precoding is used as heuristic PA methods in these scenarios [11]. For RZF in particular
we expect its performance to be almost identical to that of ZF in the high-SNR regime.

12.5.6 Performance Evaluation via Numerical Simulations

In this section we evaluate the performance of the proposed RA scheme for the under-
lay spectrum sharing setup under study in various use cases via numerical simulations
performed in MATLAB. In each one of these use cases we consider a cellular network
(cooperation cluster) comprising M = 2 cells (BSs) with K = 2 active single-antenna MSs
in each cell, and we are interested in the average sum-SE of the cellular network (SS) R
(in bits/s/Hz) versus the average SNR 𝜌 (which ranges from 0 to 30 dB with a 5-dB step)
obtained after 100 simulation runs (i.e., channel realizations).
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Figure 12.2 Simulations results: standard WF-PA in stand-alone cellular network versus ICPA in
the considered spectrum sharing setup. (a) Average sum-SE versus average SNR for various IPT
values; (b) Average sum-SE versus average SNR for various PS transmission power values;
(c) Average sum-SE versus average SNR for various numbers of antennas/BS; (d) Average sum-SE
versus average SNR for coordinated MRT, ZF, and RZF.

The first use case is described by the following parameters: (i) each BS has N = 4 anten-
nas, (ii) the IPT PI ranges from 0 to 30 dB with a 5-dB step, (iii) the SPC of each BS, PT , is
equal to the average SNR, (iv) the transmission power of TXPS is P = 0 dB, and (v) the linear
precoding scheme that is applied at the SS is ZF. Figure 12.2a illustrates the performance of
the SS for the various IPT values against the performance of an equivalent stand-alone cel-
lular network (i.e., the performance of the SS in the absence of the PS), where the standard
WF-PA scheme is utilized instead of the ICPA strategy (see [11]). We note that the per-
formance loss caused by the requirement to meet the IPC is moderate for large IPT values
(i.e., for relaxed IPCs). More specifically, for PI = 30 dB we notice that in the spectrum shar-
ing setup the cellular network reaches the same performance that the stand-alone cellular
network reaches at about 3–4 dB higher average SNR value or, equivalently, as we see in
Figure 12.2a, it achieves about 2.5–4 bits/s/Hz lower average sum-SE in comparison to the
stand-alone cellular network for the same average SNR value in the high-SNR regime (i.e.,
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from 15 to 25 dB average SNR). For smaller IPT values (i.e., for more stringent IPCs), the
performance loss is larger. We also note that the average SNR that equals the IPT value sig-
nifies a point in the corresponding average sum-SE versus average SNR curve, after which
the performance starts to decline, with a smaller or a larger rate depending on the IPT
value, until the average sum-SE eventually floors (i.e., the slope of the curve gets smaller
and smaller until the curve becomes pretty much parallel to the x axis of the graph, which
implies that the average sum-SE does not increase with the average SNR). Naturally, this
flooring effect occurs for small average SNR values when the IPT value is small.

In the second use case, we fix the IPT at PI = 30 dB and we vary instead the transmission
power of TXPS, P, from 0 to 30 dB with a 5-dB step. Recall that the RIS CCI affects the per-
formance and that the MSs treat it as additional noise (i.e., the application of centralized
ZF precoding in a spectrum-sharing-agnostic manner ignores this type of CCI, that is, the
precoders do not null the RIS CCI). The power of this interference component, which is
included in the denominator of the users’ SINR, depends on P (more specifically, the power
of the RIS CCI received at MSkm is |hkm|2P, k ∈ , m ∈ ). As illustrated in Figure 12.2b,
by raising P from 0 to 5 dB, we lose about 4 dB or, equivalently, 2–3 bits/s/Hz in perfor-
mance in the high-SNR regime. When P becomes 10 dB, we lose another 4–5 dB or 2–4
bits/s/Hz in performance, approximately. It becomes apparent that the use of the proposed
RA technique makes sense from a sum-SE point of view in setups/applications where the
transmission power of the PS is relatively low.

In the third use case, we fix the transmission power of TXPS as well at P = 0 dB and we
vary the number of BS antennas from N = 4 to N = 8. As depicted in Figure 12.2c, when
we double the number of BS antennas, the performance loss in the spectrum sharing setup
in comparison to the performance of the stand-alone cellular network is about 4 dB or 3–4
bits/s/Hz in the high-SNR regime. In that sense, the scenario that corresponds to N = 8
antennas/BS is not much different to the one that corresponds to N = 4 antennas/BS (i.e.,
similar performance trends are noticed). Of course, when more BS antennas are used, the
achieved sum-SE is higher – this is true for both the stand-alone cellular network and the
spectrum sharing setup under consideration. Also, the performance improvement in both
cases is similar (i.e., about 10 dB or 10–12 bits/s/Hz).

In the fourth use case, we fix the number of antennas/BS at N = 4 and we study the
performance of the considered systems (i.e., the cellular network in the underlay spectrum
sharing setup versus the stand-alone cellular network) and corresponding PA strategies (i.e.,
ICPA versus the standard WF-PA) when MRT, ZF, and RZF precoding are applied. As can
be seen in Figure 12.2d, in both setups ZF precoding performs worse than RZF for small to
moderate average SNR values but its performance converges to that of RZF as the average
SNR increases, whereas the sum-SE of MRT floors very quickly, as expected. Also, we notice
that the performance of MRT is almost identical in these setups, since the sum-SE floors
anyway (due to the intra-system CCI) even when there is no inter-system CCI.

12.6 Antenna-Array-Aided Spectrum Sensing

The community has been reluctant to adopt the conventional spectrum-sensing-based
interweave model due to its inability to guarantee a certain QoS to both “players”. LSA
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addresses this issue by forcing the licensee user (LU) to access the shared spectrum (or part
of it) at predetermined locations and times where it is not utilized by the incumbent user
(IU), in accordance with long-term spectral activity information that is made available
by a database and commonly agreed between the involved “players” spectrum access
rules. However, this conservative approach does not fully exploit the SE enhancement
potential of spectrum sharing. The use of a number of sensing nodes that are equipped
with directional antennas, in conjunction with the utilization of advanced collaborative
spectrum sensing techniques, can further increase the SE of LSA systems by enabling the
detection of additional spectrum access opportunities in a reliable manner.

In this section, we present examples of such novel spectrum sensing mechanisms and we
evaluate their performance via over-the-air (OTA) experiments. In the considered setup,
the sensing nodes are equipped with a so-called hex-antenna (HA). The prototype HA is
composed of six single radio frequency (RF) parasitic antenna arrays, which collectively
enable spectrum sensing over a 360∘ region in the azimuth. These antenna arrays offer a
good tradeoff of directional gain versus cost and power consumption [43]. The cooperation
between these directional sensing nodes enables us to reliably detect the spectral activity of
the IU in the composite time-frequency-space domain.

12.6.1 Printed Yagi–Uda Arrays and Hex-Antenna Nodes

For the purposes of the presented demonstrations, we designed, simulated, and prototyped
a number of planar printed parasitic antenna arrays that resonate in the 2.35 GHz LSA
band. A 16 cm × 10 cm FR-4 dielectric board was used for the implementation of each
such antenna array. As shown in Figure 12.3a, these arrays consist of: an active dipole
that is placed on the front side of the FR-4 board along with its microstrip feeding lines
that enable the mounting of an SMA connector for feeding the antenna array; six passive
director dipoles that are placed in front of the active dipole on the same side of the FR-4
board to concentrate the emitted electromagnetic field and shape the radiation pattern in
a desired way; and two passive reflector dipoles that are placed behind the active dipole
on the back side of the FR-4 board to reflect the back-scattered radiation. Note that in
the middle of each director or reflector dipole there is a small gap where analog loads
(capacitors or inductors, respectively) are soldered to provide enhanced beam shaping
control.

After establishing the initial design of the planar parasitic antenna array, the next step
is the assembly of a 360∘-azimuth spectrum sensing antenna. This is achieved by placing
six such parasitic antenna arrays in a cyclic pattern to form a HA design, as illustrated
in Figure 12.3b. Each such sector antenna is placed vertically pointing towards and two
metal (copper) grounded plates are placed on either side of it to further confine the radi-
ated electromagnetic field. This architecture results in six distinct 60∘ sectors which enable
us to provide radio coverage over the whole 360∘ azimuth plane. Since only one of these
sector antennas could be active at each given time, due to the hardware limitations of the
transceiver platform, an RF switch is used to switch in a fast and sequential manner between
the sector antennas (see Figure 12.3c).
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Loads

Active
dipole

(a)

(b)

(c)

Directors
Reflectors
(back side)

Figure 12.3 Printed Yagi–Uda antenna array, HA node, and RF switch. (a) Prototype design of the
parasitic Yagi–Uda antenna array; (b) Prototype HA node: note that each sector antenna is isolated
by copper plates; (c) RF switch and controller on the back side of the HA node.
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12.6.2 Test Setup

The testbed is based on the National Instrument’s (NI) Universal Software Radio Peripheral
(USRP) software-defined radio (SDR) platform and LabVIEW (Laboratory Virtual Instru-
ment Engineering Workbench) development environment. The hardware is composed of
two NI 2953R USRP radios, a host PC, and two HA nodes, as well as several controllers, RF
switches, and monopole antennas.

As shown in Figure 12.4, the transmitter (Tx) and the receiver (Rx) of the IU are
monopoles. Six monopole antennas, which are distributed over the test area, are also
connected to the transmitter of the LU via an RF switch, while the LU receiver consists of
two HA nodes.

A channel of 20 MHz bandwidth that is centered at the 2.35-GHz LSA band is considered.
The transmitters and receivers were configured designed in LabVIEW. The applied com-
munication standard, which is based on 802.11a, specifies the use of orthogonal frequency
division multiplexing (OFDM) signals with 52 active subcarriers (i.e., 48 data subcarriers
and four pilot subcarriers) and 12 null subcarriers (including the center subcarrier), for a
total of Nsc = 64 subcarriers. The fast Fourier transform (FFT)/inverse FFT (IFFT) sample
size is set to 64. The 52 active subcarriers are split into sets of 13 subcarriers which cor-
respond to four distinct sub-bands with a bandwidth of 5 MHz each. The IU is allowed
to hop between them and occupy any of them for one or more transmission frames (100
OFDM symbols). A preamble containing a known training sequence is always sent after
every frame for synchronization and channel equalization purposes. The first OFDM sym-
bol succeeding the preamble carries information about the type of modulation used for the
duration of the next 99 symbols.

In phase 1 (sensing) of this experiment, which has a maximum duration of 10% of a
transmission frame, the transmitter of the LU is silent and the HA nodes perform spectrum
sensing consequently on each of their sectors to detect any IU activity. They then send
either the individual decisions or the measurements of the K = 12 sectors to a fusion

Inc.Tx USRP2

USRP1

Inc. UE

6 port
switch

6 port
switch

6 port
switch

Figure 12.4 Test setup.
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center (host PC), which computes the sensing outcome based on this information. In
phase 2 (transmission), the HA nodes play the role of the LU receiver and the best transmit
antenna–receive sector pair is selected based on SINR measurements.

12.6.3 Collaborative Spectrum Sensing Techniques

Consider the hypotheses 0 and 1 which denote, respectively, the absence and the pres-
ence of IU activity in the channel of interest. The received signal at the kth sector antenna
for the ith subchannel is given by [44–46]

0 ∶ y(i)k (n) = z(i)k (n), k = 1,… ,K; i = 1,… ,Nsc,

1 ∶ y(i)k (n) = x(i)k (n) + z(i)k (n), k = 1,… ,K; i = 1,… ,Nsc,
(12.26)

where x(i)k (n) is the transmitted signal component, which includes the effects of path loss,
multipath fading, and time dispersion, z(i)k (n) is the received AWGN component, which is
assumed to be i.i.d. with zero mean and variance 𝜎2, and n is the sample index. The goal
of spectrum sensing is to correctly identify whether a signal is present or not in a given
channel, based on the received samples (i.e., to decide between 0 and 1).

In this work, we consider two of the most popular spectrum sensing techniques, namely,
maximum-eigenvalue-based detection (MED) and energy detection (ED) [44–46]. In MED,
we collect the measurements from each sector over L consecutive samples. The composite
received signal can be expressed in compact form as

y(i)
k (n) =

[
y(i)k (n),… , y(i)k (n − L + 1)

]T
, k = 1,… ,K; i = 1,… ,Nsc. (12.27)

Then, we stack together the received signals from all sectors to obtain

y(i)(n) =
[
y(i)

1 (n),… , y(i)
K (n)

]T
, i = 1,… ,Nsc. (12.28)

Next, we compute the sample covariance matrix of y(i), R(i)
y , as follows:

R(i)
y = 1

N

N−1∑
m=0

y(i)(m)
(
y(i)(m)

)H
, i = 1,… ,Nsc, (12.29)

where N is the number of samples. Finally, we compare the maximum eigenvalue of this
matrix, 𝜆(i)max, to a given threshold 𝜆 to obtain the sensing outcome:

𝜆
(i)
max

1

≷

0

𝜆, i = 1,… ,Nsc. (12.30)

In ED, on the other hand, we compute the average received energy at each sector:

E(i)
k = 1

N

N−1∑
n=0

|||y(i)k (n)|||2, k = 1,… ,K; i = 1,… ,Nsc (12.31)

and we either use the OR rule to obtain the sensing outcome (i.e., the ith subchannel is
declared busy if the measured average energy of at least one sector is above a given threshold
and is declared idle otherwise):

E(i)
1

1

≷

0

Eth || … || E(i)
K

1

≷

0

Eth, i = 1,… ,Nsc, (12.32)
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Figure 12.5 Connectivity graph for the 12 sectors of the two HA nodes.

or we add together these values:

E(i)
sum =

K∑
k=1

E(i)
k , i = 1,… ,Nsc (12.33)

and use the SUM rule to obtain the sensing outcome (i.e., the ith subchannel is declared
busy if the sum of the measured average energies from all the sectors is above the given
threshold and is declared idle otherwise):

E(i)
sum

1

≷

0

Eth, i = 1,… ,Nsc. (12.34)

Alternatively, we can base the decision on sums of energy measurements from neigh-
boring sectors instead of the total sum of energy measurements from all sectors. More
specifically, we note that the sectors are connected according to the cyclic graph shown
in Figure 12.5. Based on this graph, we form a K × K connectivity matrix Wc whose (i, j)th
entry is 1 if the ith sector is connected to the jth sector and is 0 otherwise. Then, we compute
the energy metric as Econ = WcE, where E =

[
E1 · · · EK

]T is a K × Nsc matrix and Ek is the
Nsc-dimensional column vector that holds the energy measurements for the Nsc subcarriers
of the kth sector, E(i)

k , k = 1,… ,K, i = 1,… ,Nsc. Referring to each set of connected sectors as
a node, we notice that there are K such nodes. The (i, j)th entry of the K × Nsc matrix Econ
corresponds to the estimated energy of the ith node for the jth subchannel, i = 1,… ,K,
j = 1,… ,Nsc. Finally, we obtain the decision according to the OR rule:

(Econ)1,i

1

≷

0

Eth || … ||(Econ)K,i

1

≷

0

Eth. (12.35)

It can be readily seen that (Econ)k,i ≥ (Ek)i = E(i)
k for all k = 1,… ,K and i = 1,… ,Nsc.

12.6.4 Experimental Results

This section presents the results of the OTA spectrum sensing experiment for two trans-
mission scenarios in the high and low SNR regimes. In the corresponding figures, the test
statistic is depicted in the left column (from top to bottom row: maximum eigenvalue,
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Figure 12.6 Spectrum sensing results in the high SNR regime.
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Figure 12.7 Spectrum sensing results in the low SNR regime.
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energy per sector, sum energy, and partial sum energy based on connectivity graph) and
in the right column is illustrated the corresponding detection result.

12.6.4.1 Detection in High SNR
As illustrated in Figure 12.6, all considered spectrum sensing techniques correctly identified
the occupied sub-band. However, ED with decision based on the SUM rule and ED with
decision based on the connectivity graph resulted also in two false alarm errors.

12.6.4.2 Detection in Low SNR
As depicted in Figure 12.7, the MED method and the ED method with decision based on
the connectivity graph correctly identified the occupied sub-band, although they resulted
also in a false alarm error. The other ED variants, however, resulted in several misdetection
errors. This is due to the dependency of these conventional ED methods’ performance on
the SNR. Thus, we note that the proposed connectivity-graph-based ED scheme substan-
tially improves the robustness of ED.

12.7 Summary and Conclusions

In this chapter we presented the beneficial role that antenna arrays can offer in spectrum
sharing, with emphasis on spectrum sensing and shared spectrum access problems, for
which some representative examples were provided. More specifically, we presented
experiments which show that cooperative spectrum sensing between directional nodes
enables the detection of spectrum holes in a reliable manner. Such setups and techniques
can be used to enhance the SE of LSA systems. Moreover, we showed that the use of
simple centralized RA policies consisting of coordinated linear precoding schemes (e.g., ZF
or RZF precoding) and WF-based PA strategies can be used as an enabler of underlay
spectrum sharing, at least in cases where the IPT and the transmission power of the PS are
relatively small.

Furthermore, by adopting, besides the conventional regulatory-oriented view of spectrum
sharing, a more fundamental physical viewpoint and reviewing the key attributes of the
antenna arrays, we also alluded to the potential of antenna arrays to impact potential future
types of spectrum sharing approaches that have not yet been considered.
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13.1 Introduction

The coexistence of devices in dense wireless networks requires careful design of resource
allocation algorithms for spectrum sharing for two reasons. First, the interference caused
by sharing the same frequency bands at the same time on the same geographical location
creates dependencies between the quality of service (QoS) of the different systems. Second,
the conflicting interests of heterogeneous devices and their service level requirements in
terms of data rate, reliability, latency, security, and energy efficiency lead to complicated
resource assignment and allocation problems.

Spectrum licensing arose in the 1920s because of the constraints and special needs of
the radio receivers used at that time. The radio transceivers were primitive in the sense that
they could not distinguish between different transmissions on a single frequency; they were
unable to learn and to adapt to their current situation, and they were limited in terms of their
signal processing power and memory configuration. Therefore, the only way for multiple
users to share the spectrum was to divide it into orthogonal chunks [42]. In the begin-
ning, spectrum was divided into bands with large separation in-between (guard bands) to
ensure that receivers could identify their signals. The regulators at different national or
international levels harmonize the allocation of frequency spectrum radio services and are
responsible for the assignment of particular bands to specific users in the form of licensing,
an arrangement that is known as command and control. However, economists have long
argued that market mechanisms should be applied to radio spectrum [10].

From a communications engineering point of view, different types of orthogonality in
frequency, time, space or coding domain1 were used for resource allocation depending on
the type of interference: for users in one cell operated by one operator (intracell interfer-
ence) time-division multiple access (TDMA) combined with frequency-division multiple
access (FDMA) (used in global mobile communication systems) or code division multi-
ple access (combined with TDMA/FDMA in third-generation (3G) systems) is applied to

1 Note that these dimensions are in general coupled and cannot be considered separately, in particular the
spreading domain.

Spectrum Sharing: The Next Frontier in Wireless Networks, First Edition.
Edited by Constantinos B. Papadias, Tharmalingam Ratnarajah, and Dirk T.M. Slock.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
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separate their signals at the receivers. For different sectors or cells, the intercell interference
is controlled by applying different frequency reuse factors [33]. Fractional and adaptive fre-
quency reuse is discussed in long-term evolution (LTE) and worldwide interoperability for
microwave access (WiMAX) [41].

In the last 10–15 years the body of work on spectrum sharing in general and in particular
on resource allocation for spectrum sharing has grown significantly. The following brief list
contains only a small sample of references on this topic. The goal is to show the diversity
and width of spectrum sharing approaches.

● In cellular communications, the demand for additional spectrum is greatly increasing,
therefore the mobile cellular industry explores new approaches to utilize unlicensed and
sparsely occupied spectrum. Coexistence and spectrum sharing shape 3GPP standards
for 4G, 5G, and beyond [34].

● In cognitive radio scenarios (covered in Chapters 2–6), spectrum sharing and the interac-
tions between primary and secondary systems are considered from different perspectives:
spectrum sensing, interference temperature, resource allocation, incentives for primary
links, contracts, and so on [25]. One important perspective is the business point of view
in which the incentives for the primary link to share its spectrum with secondary systems
are discussed [23].

● In unlicensed bands, (discussed in Chapter 14), e.g. in the 3.5-GHz spectrum, the coex-
istence between devices from Wi-Fi (IEEE 802.11), ZigBee (IEEE 802.15.4) or Bluetooth
standards and the distributed channel assignment is studied (e.g., [44]).

● In heterogeneous small cell networks it is necessary to devise a spectrum sharing policy
based on demands, fairness, and other key performance indicator (KPIs) which utilize a
priority scheme in fulfilling operators’ demands and envision a secure operator-specific
information sharing policy where no critical information is exchanged between the oper-
ators [24].

Let us summarize the main observation from this short overview of the difference spec-
trum sharing scenarios:

The limiting factor in coexisting wireless systems that share spectrum is interference,
which is observed on the physical layer and requires careful and efficient
interference-aware resource allocation.

In all of the above application scenarios the resource allocation becomes the important
design tool to enable efficient coexistence between various wireless systems. In this
chapter, some recent resource assignment and trading algorithms for spectrum sharing
are reviewed as well as their properties in terms of computational and implementation
complexity. Finally, current and future application scenarios are discussed in which
spectrum and resource sharing lead to significant performance improvements compared
to non-sharing approaches.

The chapter is organized as follows. First, the information theoretic background and
basic observations and results regarding the achievable rate regions of the underlying
interfere channel model are summarized. Then the types of spectrum sharing are dis-
cussed. The resource allocation problem is introduced afterwards. The three challenges
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regarding multi-objectives, conflicting utilities, and distributed implementation are
explained and approached by a multi-objective programming (MOP) framework, game
theoretic approaches, and stable matching-based resource allocation. The resource trading
approach to spectrum sharing is reviewed before we conclude the chapter with a summary
and outlook.

13.2 Information-theoretic Background

Spectrum sharing leads to interference at the air interface. On the physical layer, this
problem is best analysed within the framework of the interference channel (IFC) [2].
Information-theoretic studies of the IFC have a long history [9, 11, 17, 38]. These references
provide various achievable rate regions, which are generally larger in the more recent
papers than in the earlier ones. For certain operating points the capacity is known [15], but
the capacity region of the general IFC remains an open problem. For the special two-user
IFC, a monograph summarizes all available results [43]. A deterministic approach to
approximate the capacity region of the IFC [12] provides the capacity region within one bit.
Recently, the characterizations of the capacity region or achievable rate regions have been
used to compute efficient operating points of multi-antenna interference channels [8, 21].
The achievable rate region depends on the information available at the transmitters, and
the cooperation at the transmitter and the receiver side [30]. Furthermore, the fading
statistics influence the average and outage rate region.

In the following, we illustrate the usual transmission and coding strategies with an anec-
dotal example of a two-user two-carrier IFC with two antennas at the transmitters. The
corresponding system model is shown in Figure 13.1. The signal model is described by

yk(𝓁) = 𝛼k,k(𝓁)
√

pk(𝓁)
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

useful signal

+ 𝛼k,k(𝓁)
√

pk(𝓁)
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

interference signal

+ zk(𝓁)
⏟⏟⏟

AWGN

, (13.1)

with link k ∈ {1, 2}, on carrier 𝓁 ∈ {1, 2}with effective channel 𝛼k,l(𝓁) = wH
k (𝓁)hkl(𝓁) from

transmitter k to receiver l on carrier 𝓁 with beamforming vector wk and MISO channel
hkl, with the other link denoted by k = k + 1 mod 2. AWGN is modeled as zero-mean with
variance 𝜎2.

From the signal model in (13.1), the dependencies between the two links are clearly vis-
ible. The positive effect of creating a large received signal power for the intended receiver
automatically creates interference at the other receiver. These couplings are the reason for
the conflict situation for resource allocation at the two transmitters on the two carriers.

One of the orthogonal transmission strategies is FDMA, where the two links use only one
carrier exclusively. Standard point-to-point single-user channel coding schemes are used.
The assignment of links k to carriers 𝓁 is denoted by a matching 𝜇 [20]. With two carri-
ers and two users, there are two possible matchings available, denoted by {1, 2} and {2, 1}
which means link 1 mapped to carrier 1 and link 2 to carrier 2, i.e. 𝜇(1) = 1, 𝜇(2) = 2, and
link 1 mapped to carrier 2 and link 2 to carrier 1, i.e. 𝜇(1) = 2, 𝜇(2) = 1.

An alternative to FDMA is to allow both links to share the spectrum and transmit on
the same frequencies at the same time. The easiest coding and decoding strategy is to
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𝛼21

𝛼22

Transmitter 1

Transmitter 2

Receiver 1

Receiver 2

Figure 13.1 System model for the two-user interference channel.

apply point-to-point single-user channel coding at the two links and simple single-user
receivers where the interference from the other receiver is simply treated as additional
noise. This strategy is referred to as treating interference as noise (TIN) [3]. The resulting
signal-to-interference-plus-noise ratio (SINR) expression as a function of the power
allocation for link k on carrier 𝓁 is computed from (13.1) with akl(𝓁) = |𝛼kl(𝓁)|2 for
𝓁 ∈ {1, 2} as

SINRk(𝓁,p(𝓁)) =
akk(𝓁)pk(𝓁)

𝜎2 + alk(𝓁)pl(𝓁)
(13.2)

The corresponding achievable rates for the two links are a function of the power allocation
pk(𝓁) and read

Rk(p) = log (1 + SINRk(1,p(1))) + log (1 + SINRk(2,p(2))). (13.3)

Usually, the power allocation p has additional constraints, such as power constraints, there-
fore there is a feasible power set for which p ∈  . For general time sharing and alternative
signal processing approaches to increase the achievable rate region of the interference chan-
nel, readers should refer to improper signaling and generalized time-sharing in [19].

The convex hull of the achievable rate region (if both carriers are used) is illustrated in
Figure 13.2 in red and the corresponding FDMA operating points are shown as a green
circle and a green square. The single-user operating points are shown as a blue plus and a
blue cross on the axis for comparison.

The main observation from Figure 13.2 is that non-orthogonal resource allocation can
achieve strictly higher rate tuples than orthogonal resource allocation. The red region is
obtained from varying the power allocation for the two users over the two carriers and
then taking the convex hull of all achievable rate tuples. In this case, FDMA achieves
operating points inside the achievable rate region with TIN. It is important to stress that
TIN is only one strategy which is complemented by successive interference cancellation
(SIC) and simultaneous non-unique decoding (SND) [3]. This implies that the gain by
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Figure 13.2 Achievable rate region of the two-user two-carrier IFC with TIN in comparison with
FDMA.

using a non-orthogonal resource allocation is even larger than in the example above. This
suboptimality was observed for the interference channel among other channel models
previously in [7].

Let us summarize the main lesson we have learned from this brief review of information
theoretic background for spectrum sharing between wireless systems:

Non-orthogonal resource allocation in general achieves strictly larger transmission
rates than orthogonal resource allocation, in which a time-frequency resource is allo-
cated exclusively to one link only.

Note that the non-orthogonal resource allocation and performance gains come with
the cost of high processing requirements, increased complexity, possibly longer delays,
increased signalling overhead, and other issues. It must be carefully verified that the
overall system performance taking these costs into account is improved.

13.3 Types of Spectrum Sharing

There are different ways to classify the different spectrum sharing approaches. Let us start
with a classification from the point of view of the lower technological layers, i.e. mainly
from the physical and medium access control layer.
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Figure 13.3 Classification of spectrum sharing methods: (a) no spectrum sharing, (b)
intra-operator spectrum sharing, (c) inter-operator orthogonal spectrum sharing, and (d)
inter-operator non-orthogonal spectrum sharing (compare to Fig. 1 in [22]).

We follow the classification introduced in [22]. In the scenario without spectrum sharing
(Figure 13.3a), the spectrum licenses are allocated statically for a rather long time period
(auctions usually hold for 20 years or more) to one operator and to one radio access
technology (RAT). The first step to flexible spectrum usage, which is already performed
in many European countries, is intra-operator spectrum sharing (Figure 13.3b). This
allows a dynamic allocation of RATs to portions of the owned licensed spectrum. The
same frequency band might be used at different times of the day for different RATs. In
orthogonal inter-operator spectrum sharing the spectrum bands can be relocated over time
to different operators serving their users with different RATs (Figure 13.3c). However, each
frequency band is allocated to at most one operator. This corresponds to the orthogonal
resource allocation scenario for the two-user IFC from the last section. Finally, the most
flexible way of spectrum sharing is non-orthogonal inter-operator spectrum sharing, where
the shared bands can be assigned to multiple operators at the same time (Figure 13.3d).
In addition, we can distinguish different types of spectrum sharing in time and frequency
domain (dynamic combined vertical and horizontal sharing). In 3GPP study item Rel
15 is introduced to study 5G new radio (NR) operation in unlicensed spectrum and fair
coexistence between NR, LTE, and Wi-Fi.

Another way to classify spectrum sharing approaches is to sort them by the underlying
frequency bands. Licensed spectrum is exclusively assigned to one operator who then
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takes care of the conformal usage. For LTE there are currently over 40 bands globally
assigned, more than 30 are FDD and more than 10 are TDD. Then there are frequency
bands, which are unlicensed and traditionally used in a shared manner, e.g. 2.4 GHz,
5–7 GHz, and 57–71 GHz bands. Furthermore, there is shared spectrum allocated for
new shared spectrum paradigms, e.g. 2.3 GHz in Europe or 3.5 GHz in the USA. For the
regulatory bodies the main difference between these three types of spectrum types are the
responsibilities. The licensed spectrum is assigned to one responsible operator, who has to
care for its spectrum. Licensed shared access (LSA) falls into this category. In unlicensed
spectrum, multiple different RATs interoperate and coexist in an uncoordinated way.
Finally, the bands for new spectrum sharing should foster the coordinated sharing of these
frequencies. The interested reader is referred to [40] for a survey on licensed spectrum
sharing schemes for mobile operators.

13.4 Resource Allocation for Efficient Spectrum Sharing

In the scenarios of spectrum sharing between different wireless systems, there are the fol-
lowing challenges associated with resource allocation mechanisms:

1. The coexisting wireless links have different QoS requirements and this leads directly to
a multi-objective problem formulation.

2. The resource allocation is a conflict problem between the wireless links, since their per-
formance depends on the chosen resource allocations of other links in the network.

3. Usually, there is no central controller to perform the resource allocation, as in traditional
single-operator networks or Cloud RAN (C-RAN) networks. If a central controller exists,
as in LSA, it must rely on the truthful reporting and operation of the participating nodes.

All three challenges can be systematically approached and resolved by solid engineering
tools: multi-objective programming, game theory, and stable matchings.

13.4.1 Multi-objective Programming

The first challenge can be illustrated by revisiting the two-user two-carrier IFC example
above. The two links have two rates R1 and R2 which should be maximized simultaneously.
This leads to the following multi-objective programming problem [31, 45]:

max
p∈

[R1(p),R2(p)]. (13.4)

Note that the constraint set  can contain power constraints as well as more difficult min-
imum rate or energy efficiency or delay constraints, expressed as constraints of the general
form fi(p) ≤ 0.

Also note that the extension from the two-user to the general K user case is straight-
forward [5, 31]. For ease of exposition and convenience of illustrations, we focus on the
two-user case for the power allocation problem.

Collect the two rates in the vector R(p) = [R1(p),R2(p)]. The operational meaning of the
multiple objective in (13.4) is revealed with the following definition of Pareto optimality:
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A point p∗ ∈  is Pareto optimal if and only if there does not exist another point p ∈ 

such that R(p) ≥ R(p∗) and Rk(p) > Rk(p∗) for at least one k. One approach to characterize
the Pareto boundary of the achievable rate region is to solve the following single-objective
problem instead:

max
p,𝜆

𝜆 s.t. Rm(p) ≥ 𝜆𝜌m, m = 1, 2, p ∈  , (13.5)

where 𝜌1 and 𝜌2 are the rate weights (𝜌1, 𝜌2 ≥ 0, 𝜌1 + 𝜌2 = 1). Programming problem (13.5)
is called weighted Chebyshev problem. This problem can be solved by, for example, bisec-
tion [5]. Another systematic way to solve the MOP is scalarization, i.e. solving the weighted
sum rate problem

max
p∈

𝑤1R1(p) +𝑤2R2(p) (13.6)

for weights 𝑤1, 𝑤2 ≥ 0 and 𝑤1 +𝑤2 = 1. The descriptive intuition of (13.6) is that the
weights determine a line from the origin with slope 𝑤2

𝑤1
. This line is shown in Figure 13.4

as dashed line. We then search for the intersection of this line with the Pareto boundary
of the achievable rate region, therefore this approach is sometimes called the rate profile
approach.

The same framework can also be applied to heterogeneous QoS requirements, such as
energy efficiency, security, latency, and throughput in 5G and beyond networks [5].

In Figure 13.4, the same achievable rate region is shown as in Figure 1.2, including two
operating points on the Pareto boundary obtained from the two explained solutions to the
MOP, the rate profile point with equal weights (black cross) from (13.5), and the maximum
sum rate point (blue circle) obtained from (13.6).
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Figure 13.4 Achievable rate region of the two-user two-carrier IFC and two operating points from
the solutions to the MOP in (13.4): the maximum sum rate point shown as a blue circle is the
solution to programming problem (13.6) with equal weights, and the Egalitarian operating point
shown as a black cross is the solution to the programming problem (13.5) with equal weights.
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13.4.2 Resource Allocation Games

The second challenge can be systematically modeled, studied, and solved by game theory
[18]. Game theory is about optimization with multiple, conflicting objective functions.
In conventional optimization, there is a single objective function that usually has a
well-defined maximum or minimum. Finding this optimum point is then a matter of
applying an appropriate numerical method. In game theory, the notion of optimality is not
defined in terms of the maximum or minimum of a single cost function. Rather, the typical
objective is to maximize two (or more) functions jointly, where the functions are coupled
in such a way that increasing one of them necessarily means that the other must decrease.
Game theory as a scientific discipline mostly evolved from work in economics during the
20th century. Economics continues to be an important application area of game theory, but
more recently the theory has been successfully used in other fields as well, such as resource
allocation in engineering problems (especially in communication systems [1, 28]).

Depending on availability and willingness to cooperate, the interaction of the links in
the interference channel can be modeled as either a non-cooperative [26] or a cooperative
[27] game.

A popular solution concept for non-cooperative games, which are described by the set
of players (here the links), the strategies (here the power allocation), and the utility func-
tions (here the rates), is the Nash equilibrium (NE). In order to compute the NE, the best
responses of the players are helpful:2

brk(pk) = max
pk∈k

Rk(pk,pk). (13.7)

Under certain conditions on the channels [32], the best response dynamics starting from
initial power allocation p0

k
for link k

brk (brk (.... (brk(p0
k
))...)) (13.8)

will converge to the NE (pN
1 ,p

N
2 ), for which it holds for all k ∈ {1, 2}

Rk(pN
k ,p

N
k
) ≥ Rk(pk,pN

k
) (13.9)

for all pk ∈ k. The best response dynamics in (13.8) is an iterative process that consists of
measuring the received SINR values and adapting the transmit power according to (13.7).
This iterative process can be executed in serial (by any order among the nodes) or in parallel
(by all nodes simultaneously). The convergence of the best response dynamics to the NE,
if it occurs, from any initial point, is called global stability. Whenever a non-cooperative
game model is introduced, it is checked whether the NE exists, is unique, and fulfils global
stability.

In cooperative games, players (here, systems) are allowed to bargain and strike deals with
one another. The theory for cooperative games splits into transferable utility (the players can
pay each other compensation) and non-transferable utility (no side payments are allowed).
A fundamental point we must understand is that a player can be cooperative and rational
at the same time, that is, cooperative is not the same as altruistic. The point is that even if

2 Here we assume that the power constraint set is separable as  = 1 × 2. Otherwise the correct solution
concept is the generalized NE.
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players are eventually interested in maximizing their own outcome, they may be willing to
accept a bargaining solution that is found to be good enough for both.

The main result by Nash is the following theorem. Let  be a utility region. Suppose 

is compact and convex and let r∗1 , r
∗
2 be a so-called threat point. This point is the outcome

that is achieved if the players cannot agree on any bargaining outcome. It may be taken,
for example, as the NE of the game. Obviously, any meaningful threat point r∗1 , r

∗
2 must lie

inside . Next, consider a function which maps the set of possible utility regions and the
set of possible threat points onto a bargaining solution (r1, r2):

(r1, r2) = f (, r∗1 , r
∗
2 ) ∈  (13.10)

Nash’s theorem states that the function f (⋅), and therefore the bargaining outcome, is
uniquely defined under relatively general circumstances. Moreover, this outcome can
be easily computed. Under the axioms of feasibility, Pareto-optimality, independence of
irrelevant alternatives, symmetry, and independence to linear transform [13], Nash showed
that f (⋅) is unique and given by

(r1, r2) = max
(r1,r2)∈

(r1 − r∗1 )(r2 − r∗2 ). (13.11)

The solution (r1, r2) is called the Nash bargaining solution (NBS).
In Figure 13.5 we illustrate the operating points found by the non-cooperative solution

(actually by playing the best response dynamics) NE and the cooperative solution NBS with
two different conflict points: the origin and the found NE.

We can observe from the figure the impact of the SNR on the price of anarchy. At smaller
SNR, the system is noise limited and the non-cooperative solution performs close to the
Pareto boundary of the rate region. At high SNR, the system is interference limited and
cooperation is required to achieve points close or on the Pareto boundary. The choice
of the conflict point has an impact on the NBS as it is observed on the left-hand side of
the figure.
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Figure 13.5 Achievable rate region for the two-user two-carrier interference channel with three
operating points: the NE and two NBS for [0, 0] and the NE as conflict point. The left-hand side is
for an operating SNR of 10 dB and the right-hand side is for a different channel realization at a
higher SNR of 20 dB.
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13.4.3 Resource Matching for Spectrum Sharing

Finally, for the third challenge, the distributed assignment of links to resource blocks, we
propose applying stable matchings [20]. We consider a general scenario with K users and
N resources (undivisible) which can be exclusively allocated to any one user. The set of
users is denoted by  = {1, ...,K} and the set of resources is denoted by  = {1, ...,N}.
User k can have up to qk resources. The resource allocation problem is to match the users
to the resources. This is a one-to-many matching problem. These types of problems have a
long history since marriages (typically with quota qk = 1) and college admissions (qk > 1)
are important and popular examples [35]. Regarding the college student terminology, we
identify the students with resources and the colleges with users because one student can
go only to one college and one resource is allocated to a single user. In [6] the two sides are
spectrum providers (SPs) which correspond to users (colleges) and spectrum users (SUs)
which correspond to resources (students).

The two-sided one-to-many matching market is illustrated in Figure 13.6. In the figure,
there are four SPs (colleges, users) and five SUs (students, resources) with the following
matching: {(1,A), (2,D), (3,B), (4,C), (4,E)}.

Each user has preferences on the resources based on local information. In wireless com-
munication, the local information contains channel quality information and is given in
terms of SINR values. The channel quality of user k ∈  on resource n ∈  is denoted
as 𝛼k,n ≥ 0. Thus each user has a preference relation ≻k over the subsets of resources. A
resource n ∈  is acceptable to user k if the SINR leads to a user utility larger than zero,
i.e. 𝜙(𝛼k,n) > 0. The mapping 𝜙 ∶ ℝ+

0 → ℝ+
0 maps the channel quality to a utility function

taking the local context and information of the user into account. For Shannon capacity it is
𝜙(x) = log(1 + x) or for finite modulation and coding schemes it is usually a step function.
This can lead to non-strict preferences, where neither matching is preferred to each other.

1
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3

4

A

B

C

D

E

Spectrum Users
Resources
Students

Spectrum Providers
Users

Colleges

Figure 13.6 Two-sided one-to-many matching market model with K = 4 users (colleges, SPs) and
N = 5 resources (students, SUs).
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Each resource also has preferences on the users based on local information. In wireless
communication, the local information could contain channel quality, buffer state, or any
context-related information available for resource allocation. Each resource n ∈  has a
preference relation Pn over the set of users and being unused (n). A user k ∈  is acceptable
to resource n ∈  if kPnn.

A resource allocation problem is specified by the tuple

( ,,P

, ≻


,q) (13.12)

consisting of the set of resources  , the set of users , the set of preference relations of the
resources P


= {Pn}n∈ , the set of preference relations of the users ≻


= {≻k}k∈, and

the quota qk, 1 ≤ k ≤ K, describing how many resources a user k can have at most.
A matching 𝜇 is a function from the set  ∪ into the set of unordered families of ele-

ments of  ∪ such that:

1. |𝜇(n)| = 1 for every resource n ∈  and 𝜇(n) = n if 𝜇(n) ∉ 

2. |𝜇(k)| = qk for every user k ∈  and if the number of resources in 𝜇(k), say r, is less than
qk, then 𝜇(k) contains qk − r copies of k

3. 𝜇(n) ∈  if and only if n ∈ 𝜇(K).

The following definitions on the stability of a matching𝜇 can be found in [35]. The match-
ing 𝜇 is blocked by resource n and user k if resource n strictly prefers k to 𝜇(n) and either (i)
k strictly prefers n to some n′ ∈ 𝜇(k) or (ii) |𝜇(k)| < qk and n is acceptable to k. A matching
is individually rational if for each resource n ∈  it holds 𝜇(n)Pnn or 𝜇(n) = n and for each
user k ∈  it holds (i) |𝜇(k)| ≤ qk and (ii) n≻k n for every n ∈ 𝜇(k). A matching is stable if
it is individually rational and not blocked. A resource allocation mechanism is a systematic
way of assigning resources to users. A stable mechanism is a mechanism that yields a stable
matching for every resource allocation problem ( ,,P


, ≻


,q).

The question whether there exists always a stable matchings was first answered positive
and constructively in [14] by describing the algorithm which computes one stable matching.
Every resource allocation problem has a stable matching. The so-called deferred acceptance
(DA) algorithm finds one of these stable matchings. There are two variants available: the
resource proposing and the user proposing algorithm.

The convergence of the DA algorithm for both proposing variants is guaranteed. As every
proposing SU can at best propose to an SP once regardless of the decision (accept/reject)
of the SP, the algorithm’s convergence is guaranteed after a finite number of iterations. As
there are N proposing SUs and in each iteration K SPs are available to be proposed, the
computational complexity of the algorithm is O(MN) provided that preference lists for all
n ∈  and k ∈  are a priori available.

More information about the applications of stable matchings to wireless communi-
cations can be found in the review paper by [4]. An application of stable matching to
multi-connectivity is illustrated in [39]. Here, we follow the spectrum sharing scenario
from [6].

We evaluate the proposed stable matching approach in the context of the CBRS (see
also Chapter 4). CBRS is based on a three-tiered sharing framework in which incumbent
users – federal and non-federal – represent the highest tier and are protected from interfer-
ence generated by the two lower tiers, priority access (PA) and general authorized access
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(GAA). A priority access license (PAL) is defined as the authorization to use a 10-MHz
channel in a single census tract for three years. In particular, PA users will be protected
from interference generated by GAA use, while GAA users will receive no interference pro-
tection. PA users will be protected along the contour of the PAL protection area. Around
each deployed citizens broadband service device (CBSD) a default protection contour will
be determined based on a signal strength of −96 dBm in 10 MHz. PA licensees may opt to
reduce their protection area. In fact, PA licensees may enter into spectrum leasing arrange-
ments with approved entities for areas that are within their service area – the census tracts
where they have a PAL – and outside of their protection areas.

Since different PA users have potentially different protection areas in the same census
tract, each SU can rank PA licensees depending on, for example, the size of the available
area, the match between the area of interest (orange and blue areas in Figure 13.7) and
the available area, or the distance between the area of interest and the PA protection area.
Although leasing agreements can be negotiated individually, in this paper we assume that
they will be arranged in a common secondary market in which different PA licensees and
SUs can express their preferences. On the other side, PA licensees could rank SUs based on
different criteria.

To investigate the behavior of the proposed matching theory approach, we conduct exten-
sive simulations in which the preferences of the SUs are randomly changed to simulate
various combinations of SU preferences, resulting in different stable matchings. Since SU
preferences depend on distance from the PA licensee protection area, they can change over
time. In fact, while the PA licensee protection areas stay the same, the SUs areas of inter-
est can vary due to traffic conditions. For example, SUs could be generally operating as
GAAs, and temporarily be interested in acquiring spectrum resources and protection from
interference in certain geographic areas in case of special events. We assume that the pref-
erences of the SPs are fixed throughout the simulation period because the SU beamforming
capabilities and the target market remain unchanged.

We can evaluate the performance of the many-to-one matching algorithm and show how
it improves the matching statistics as compared to one-to-one matching, and minimizes

Tract 1
A holds PAL

A Protection
Area

B
Protection
Area

SU2 SU2

SU1SU1

Tract 1
B holds PAL

Figure 13.7 PAL holders will be allowed to lease any bandwidth for any period of time and for any
portion of their licensed geographic area within the scope of the PAL but outside of the PAL
protection area. Green areas represent the protection areas of two PAL holders in the same census
tract. The purple area is the region in which spectrum can be leased to spectrum users (SUs). The
orange and blue areas represent the area of interests of two SUs. For example, SU2 might prefer to
lease spectrum from PA licensee B because of the larger distance between their areas of operation.
For the same reason, for SU1, the two PA licensees would be equivalent (cp. to Fig. 3 in [6]).
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Table 13.1 Many-to-one matching statistics for K = 3 and N = 4 in percentages:
left-hand side, qk = 2, right-hand side qA = 2, qB = qC = qD = 1.

SU 1 2 3 4 SU 1 2 3 4

Pref 1 88 91 96 88 Pref 1 58 76 85 62
Pref 2 12 9 4 12 Pref 2 23 14 9 20

Pref 3 19 10 5 18

probability of unallocated spectrum for SUs when K < N. The preference list for the SP is
given as follows:

P(A) = (1, 2, 3, 4) P(B) = (2, 3, 4, 1) P(C) = (3, 4, 1, 2). (13.13)

Table 13.1 shows the matching statistics for K = 3 and N = 4 on the left-hand side when
every SP k can provide one spectrum slice each to at most two different SUs at every spec-
trum allocation instant, i.e. quota qk = 2, while on the right-hand side, only SP A offers two
slices and the other SPs offer only one.

SU2 is the real beneficiary of this bias in spectrum availability from different SPs. SP A
has two spectrum slices available, which implies that the SUs who are the first and second
preferences of SP A will always get spectrum of their first choice if they request spectrum
from SP A as their first choice. The SUs who are the second preferences of SPs B and C do
not get spectrum slice from SPs B and C with probability one even if they prefer SPs B and C.

In summary, this section introduces three major challenges for resource allocation in
spectrum sharing networks, namely, multiple objectives, conflicting interests, and dis-
tributed implementation. As solution approaches, we propose MOP, and non-cooperative
and cooperative game theory solution concepts, namely NE and NBS, and stable match-
ings. The application of the three approaches is demonstrated by the two-user interference
channel setup and in the context of CBRS. The main observations related to the challenges
and solutions of spectrum sharing are collected in the following summary.

Spectrum sharing leads to major challenges for the resource allocation in terms of
multiple objectives, conflicting interests, and distributed implementation. These can
be resolved by multi-objective programming, game-theoretic approaches, and stable
matchings, respectively.

13.5 Resource and Spectrum Trading

In this section we proceed and embed the interference channel setup from the last sections
to an application scenario, in which two operators serve their users in the same geographi-
cal area. Adjacent base stations use a market in the vicinity to trade resources. The market
has no authority over the base stations. Many local markets might exist, but we omit the
question of which base stations trade through which markets. The base stations measure
the load that is caused by the users. The core idea is to sell resources when the base station
has or predicts low load and buy resources otherwise for a certain duration and a certain
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price. Thereby, we move forward from classical spectrum sharing [40] to micro-trading
approaches as in [29] and [16].

We follow the system model from [37], and consider two operators i ∈ {A,B} with each
operating one evolved Node B (eNodeB) serving some users UEij, j = 1, ...,Ki. The number
of available resource blocks (RBs) in the downlink (DL) is N. Each operator owns a part of
the spectrum of ni RBs, ni < N,ni ∈ ℕ+. A gap of ng RBs between both spectra is modeled as
the guard band, i.e. the operators’ operating bands are not necessarily adjacent. The whole
spectrum satisfies

nA + nB + ng = N. (13.14)

In Figure 13.8 the spectrum sharing scenario is illustrated. Note that the input queues
at the two evolved nodes B (eNBs) with the arrived bits for their respective UEs are also
shown. The UEs are numbered according to their serving eNB. There are KA and KB
UEs. Data arrives in the bit queues with rate rij and fills a buffer with finite size Bij from
eNB i UE j.

In the following, we consider two types of spectrum trading: a practical spectrum trad-
ing implementation and a hypothetical upper bound achieved by simply merging the two
operators (Figure 13.9).

The trading of the resources happens between the two eNBs directly. Selling of spectrum
is done via an offer. If an offer is accepted by the other operator and acknowledged, it is
called a contract. The contract has a temporal contract length of tD > 0. For the formal def-
initions of these terms and the temporal flow, the interested reader is referred to [37].

There are many trading algorithms that one could think of. The decision whether to offer
or to accept offered spectrum should be based on all the insights from the former sections

eNB A eNB BUE B1

Useful Signal

Interference

UE A4 UE A3
UE A2

UE B2 UE B3

rA1 rA2 rA3 rA4

rB1 rB2 rB3

1 2 N

UE A1

nA ng nB

Figure 13.8 Spectrum sharing scenario between two eNBs of two different operators and a
number of UEs. Each operator owns part of the available spectrum nA and nB with guard bands ng.
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1 2 N

nA ng nB

1 2 N

nA ng nB

1 2 N

nA ng nB

Figure 13.9 A practical spectrum trading system: two operators exchange spectrum by increasing
or decreasing their bandwidth. In the beginning, both operators have the same number of
frequency blocks, nA = nB. Then operator A increases its spectrum and B decreases, so nA > nB.
Finally, operator B has more spectrum than operator A, nA < nB.

and on the current buffer status at the eNBs. In the heuristic example from [37], each eNB
computes the so called estimated time to empty buffers (ETEB). It is the ratio of the sum of
the current buffer states divided by the sum data rate on all frequency resources, i.e.

ETEBA =
∑KA

k=1 Bk∑nA
i=1 Ri

, (13.15)

and accordingly for eNB B. Based on the ETEB, the eNBs act as follows. If ETEB𝓁 ≤ tsell ≤

tbuy, then eNB 𝓁 offers spectrum to the market. If tsell < tbuy < ETEB𝓁 , then eNB 𝓁 tries to
buy spectrum. If tsell < ETEB𝓁 < tbuy, then eNB 𝓁 does nothing and revokes possible offers
sent from the market. The thresholds tsell and tbuy are set heuristically.

The trading algorithm is compared to the extreme case of one single large operator own-
ing the whole spectrum nA + nB = nS = N. This virtual super-operator results in an upper
bound on the achievable performance.

For the numerical simulations, the ns-3 simulation environment is used. The general sys-
tem parameters are summarized in [37] and the software can be downloaded from http://
code.nsnam.org/laa/ns-3-lbt. The scenario includes a mobility model, the 3GPP channel
models, and a corresponding traffic model. The qualitative numbers are reproduced in
Figure 13.10.

For the 95% percentile of the user perceived throughput (UPT), the gains from the extreme
case of no sharing to super-operator full spectrum sharing is about 80%, which aligns well
with former works. Depending on the contract duration, various gains are reported. Gains
are higher for the shorter contract durations. This comes as no surprise since an eNB will be
able to get its resources back quickly. However, short contracts have the drawback of a more
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Figure 13.10 The UPT of a user depending on the duration of a contract tD compared to the
extreme cases of no sharing and the single super-operator with nS = nA + nB spectrum resources.

frequent reselling of resources, putting additional load on the backbone network through
increased signaling, an effect that is not modeled here.

There are other performance metrics which are significantly improved by spectrum shar-
ing, including the worst case delay. In addition to the quantitative gains, some qualitative
gains are reported from [36]. An example of the user arrival rates and buffer states is shown
in Figure 13.11. The x axis in all graphs refers to the time in seconds. The y axis corresponds
to resource block usage and the buffer status of the users. There are 12 spectrum resources
available, from which five are used by eNBs A and B, i.e. nA = nB = 5 in the baseline setup.
For the spectrum sharing scenario, two spectrum blocks are shared additionally between
the two operators, such that the maximum numbers of spectrum blocks for one eNB is 6.
The buffer status of 12 UEs is shown.

From the graphical inspection in Figure 13.11 we can observe that the buffers of the 12
UEs in the baseline scenario are congested heavily around time 655–660 seconds and in
particular the buffer of user 12 cannot be depleted for more than 15 seconds. However,
for the spectrum sharing scenario, the buffer statistics visibly improve. In particular, user
12 can deplete its buffer within less than 10 seconds. Thereby, we confirm that the buffer
statistics are improved by using this variant of simple queuing-aware spectrum trading. Let
us summarize the main observation as follows:

Spectrum sharing realized by heuristic spectrum trading on the network layer can
achieve significant gains in terms of user throughput on system level. Depending on
system load, the gain on average could be up to 120% and for the 95% percentile it
could be up to 184% for the simplistic heuristic.
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Figure 13.11 Example of user arrival and buffer processes for the baseline scheme versus the spectrum sharing scenario (from Figure 6.1, [36]).
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13.6 Conclusions and Future Work

Spectrum sharing is a technology that comprises physical layer and medium access con-
trol methods up to service and application layer techniques. It is a very good example of
how fundamental results from information theory on achievable rate regions of interfer-
ence channels lead to efficient and solid system design, including resource allocation and
scheduling.

In this chapter, only the basic information theoretic results on the interference chan-
nel are reviewed and basic techniques as TIN and time sharing are mentioned. For future
work, it is important to stress that more sophisticated coding schemes (e.g., rate splitting)
and decoding schemes (successive interference cancellation and simultaneous non-unique
decoding) lead to larger achievable rate regions and increase the gain of non-orthogonal
compared to orthogonal resource allocation.

The basic types of spectrum sharing include a soft transition from intra-operator to
non-orthogonal inter-operator spectrum sharing. On one hand, the more resources are
shared, the more efficient is the resource allocation outcome. On the other hand, the more
resources are shared, the higher is the complexity and signaling overhead to implement
the resource allocation algorithm.

The approaches to model and solve the resource allocation problems in spectrum sharing
scenarios include optimization and game theory as well as one matching variant for user
to channel assignment. We stress that these techniques are not exhaustive and are only a
fraction of the large body of work that has been reported.

The distributed implementation by a simple trading algorithm has shown that the spec-
trum sharing gains are available on a system level with heuristic sharing algorithms. The
benefits include not only higher throughput but also smaller delays in packet delivery. For
future work, practical implementations in test environments will show how the gains trans-
late further under practical mobility and traffic scenarios.

In conclusion, with the sophisticated signal processing power available at modern base
stations and in backhaul and fronthaul networks, we are able to implement flexible spec-
trum sharing algorithms. Spectrum sharing will lead to more efficient resource utilization,
to lower operational cost of the network owner, and finally to more and better satisfied
customers.
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14.1 Introduction

The use of license-exempt bands offers an opportunity for operator networks to exploit large
amounts of additional spectrum without related cost. With this driver, the 3rd Generation
Partnership Project (3GPP) has been studying alternative means for long-term evolution
(LTE) and new radio (NR) operations to exploit unlicensed bands, provisioning standard-
ized solutions for both LTE and NR at present [1]. For several years, the 3GPP approach
has built on the use of complementary wireless local area network (WLAN) technology
[2] by integrating, interworking or aggregating it under the control of the mobile operator
network. These solutions involve control entities in the core network, in the radio access
network or in both. An additional differentiator of these solutions is whether the WLAN
itself is a known partner network of the operator or is an untrusted WLAN. In both cases,
the motivation is to be able to use the large installed base of WLAN deployments and to
quickly adapt to traffic changes in spotty areas. Recently, the 3GPP community got excited
about standardizing a native LTE solution operable in the unlicensed bands, known as
licensed-assisted access (LAA). LAA operates as a carrier aggregation of component carriers
present in the unlicensed bands, where the primary carrier is in the licensed band and addi-
tional component carriers can be operated in the unlicensed band in non-standalone fash-
ion. For this reason, the 3GPP studied the coexistence of LTE carriers with known systems in
the unlicensed bands, and specified mechanisms that at least meet or exceed the spectrum
requirements. The studies showed that LTE carriers on an unlicensed band offer an efficient
booster for high throughput, yet these make a fair and friendly neighbor both to the other
LTE carriers and WLAN networks on the same spectrum. Standalone operations of 3GPP
systems on unlicensed bands were first envisioned by industry alliances such as the Multe-
Fire AllianceTM [3]. Recently, the required technical solutions for standalone operations of
NR in the unlicensed spectrum are being addressed by 3GPP, as discussed in section 14.6.

Spectrum Sharing: The Next Frontier in Wireless Networks, First Edition.
Edited by Constantinos B. Papadias, Tharmalingam Ratnarajah, and Dirk T.M. Slock.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
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This chapter will introduce the unlicensed spectrum access technologies from the
3GPP standard point of view according to the following structure. Section 14.2 describes
LTE-WLAN aggregation (LWA), focusing on how WLAN can be aggregated to operate
under the control of LTE and how the aggregation of traffic flows works for the radio
bearers in the LTE convergence protocol. Special attention is given to describing the
necessary network interfaces, how to manage the aggregation in the network, and how
the existing networks can be updated to cope with the aggregation. For WLAN, we use
the commodity of the Institute of Electrical and Electronics Engineers (IEEE) 802.11
standard (version 11ac) while yet recognizing that there is a new version (11ax) under
development. That version is planned to include multi-user scheduling across multiple
channels, but in each channel it still uses the same access mechanisms as the commodity
WLAN here. Section 14.3 introduces the alternative of LTE-WLAN radio level integration
over an Internet protocol (IP) secured tunnel (LWIP). Setting up the IP security (IPSec)
tunnel is a burden, but it allows both the WLAN operations and achieving aggregated data
rates to be hidden by means of traffic steering. LAA of LTE is presented in Section 14.4.
This section describes what in LTE technology needed to change in order to enable its
operation in an unlicensed band. Section 14.5 presents the performance metrics and
technology analysis to summarize the characteristics of these unlicensed technologies and
address their coexistence. Section 14.6 provides an outlook of the anticipated research
and standardization directions in the context of NR operations in the unlicensed spectrum.
Finally, section 14.7 concludes the chapter.

14.2 LTE-WLAN Aggregation at the PDCP Layer

LWA stands for LTE-WLAN aggregation, where the WLAN network operates under the
control of an LTE evolved node B (eNB), which aggregates traffic flows for the radio bearer
in the LTE packet data convergence protocol (PDCP) [4]. LWA operations are not visible
to the core network since the standard user plane interface acts between the radio access
network (RAN) and the core network without changes.

In LWA, WLAN access points can be co-located or non-co-located to an eNB, and they
operate in any of the bands at around 2.4, 5, or 60 GHz. On one side, the non-co-located case
allows higher density, independent placement, and, more importantly, leverage of existing
WLAN deployments. However, it relies on the availability of high capacity and low latency
backhaul to communicate with the WLAN access points. On the other side, the co-located
case enables integration of WLAN to a small cell eNB in new deployments. Hence, this
allows leveraging of the full potential of LWA, thanks to the timely availability of radio
channel and load conditions of both accesses in the same network node. This allows the
unlicensed component carriers to flexibly extend the capacity offering of the eNB. Given its
deployment flexibility, LWA technology is applicable in a wide range of scenarios, including
outdoor and indoor deployments such as public hotspots, enterprises, and shopping malls.

In the following, we present the LWA operations in detail, discussing how the aggregation
is conveniently realized at a higher radio layer (i.e., PDCP) causing no impact on lower
radio layers [i.e., the physical/media access control (MAC) of both LTE and WLAN], while
maintaining the quality of service (QoS) and security level of LTE.
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14.2.1 User Plane Radio Protocol Architecture

In this section, we review in detail the LWA radio protocol architecture as well as the base-
line procedures. Although LWA bearers may be configured to include the delivery of both
downlink and uplink data over WLAN, the following review will focus on the downlink
communication due to its dominance in data rates. The presented operations are inverted
in the uplink.

We start with the radio architecture, as illustrated in Figure 14.1, which shows the flexible
support for the co-located scenario (left) and non-co-located scenario (right). For the latter,
LWA adopts an open network interface, denoted Xw, between the eNB and a new WLAN
termination (WT) function, which is located inside the WLAN network. The Xw interface
procedures, terminated at the WT, are defined for interface setup, configuration, modifica-
tion, and release in the control plane. Furthermore, these procedures support data delivery
and delivery status in the user plane.

According to the figure, LWA integrates WLAN into the LTE radio protocol stack below
the PDCP layer by reusing the LTE dual connectivity framework [1]. As for dual connectiv-
ity, the PDCP transmitter controls the handling of protocol data units (PDUs) across cellular
and WLAN transmissions. In the downlink, the user equipment (UE) may receive PDCP
PDUs over both LTE and WLAN interfaces, and the PDCP receiver at the UE performs their
processing, including reassembling the PDUs from both interfaces, discarding the PDUs
that are duplicated or late (exceeding a discard timer), and reordering them for in-sequence
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Figure 14.1 LWA user-plane radio protocol architecture for the scenarios where the WLAN access
point (AP) is co-located (left) and non-co-located (right) with the LTE eNB.
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delivery to the upper layers. An LWA adaptation protocol (LWAAP) had to be supplemented
to the legacy radio protocol stack to include the identifier of the LTE bearer, which carries
the application data. Such an identifier is required to properly route, to the LTE protocol
stack, the data traversing the WLAN [5]. Similarly, the EtherType field of the WLAN frame
has to be populated with the value of 0x9E65 that has been specifically assigned by IEEE
for the purpose of LWA operations, and whose presence ensures that the LWA PDUs can
be identified, and thus can traverse transparently through the WLAN network. In addition,
such a field allows the receiving UE to transfer the contents of the frames with the dedicated
EtherType value from the WLAN chip directly to the LTE modem.

For the PDUs traversing the WLAN link, dedicated QoS and security design has been
considered to ensure carrier grade service. First, LTE bearer level QoS is applied to any LWA
bearer. This means that the QoS level in the WLAN delivery should reflect the LTE QoS
level as closely as possible by mapping the bearer data to the most appropriate WLAN QoS
level (access class) [2]. Second, the cellular security is applied to any PDCP PDU of an LWA
bearer using the eNB created security keys, according to the PDCP ciphering mechanism
[6]. Thus, the cellular security is also applied to those PDUs routed over WLAN to comply
with the cellular security requirements over the entire data path of LWA.

LWA is applicable to UEs in the connected mode of LTE radio resource control (RRC),
i.e., with data transmission and reception enabled with the network. For that, RRC has been
extended to allow the UE to report WLAN measurements of the eNB-configured WLANs,
which in turn permits the benefits of activating LWA and which WLAN to use [7] to be
determined. On the LWA activation command from the eNB, the UE will attempt an asso-
ciation with an indicated access point and will provide a confirmation of success (or failure)
towards the eNB to complete the activation procedure. Once the Xw interface procedures
are also completed, with the selected WLAN WT, the transferring of data via WLAN for the
configured radio bearer can be initiated. During LWA operations, the eNB remains in con-
trol of mobility inside the cellular network. For this purpose, the eNB can define a WLAN
mobility set for each LWA UE, wherein the UE uses the mobility mechanisms of the WLAN
network.

14.2.2 Bearer Type and Aggregation

LWA design offers a flexible aggregation capability, as it allows the bearer to schedule data
towards LTE and WLAN at an IP packet level (carried as a PDCP PDU). When combined
with its ability to consider instantaneous radio conditions and congestion situations in both
links, it makes LWA-based aggregation rather promising, compared to other techniques,
allowing simultaneous UE connectivity to multiple radio accesses [8, 9]. The framework
enables any of the following operation modes and their dynamic re-evaluation (i.e., switch-
ing) to fully exploit the capacity gains from aggregation:

a) Aggregation or split bearer mode: Splitting the packets of a bearer to both LTE and WLAN
radio access simultaneously. This aims to balance the instantaneous load or latency
experienced on both accesses, thus allowing efficient aggregation of licensed and unli-
censed spectrum. This mode enables the UE to reach a peak throughput theoretically
equal to the sum of peak data throughputs that can be obtained via both links.
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b) Link switching mode (fast or slow): Switching the packets of a bearer to either LTE or
WLAN link at a given time. This allows only the best performing radio access to be used
at any one time. The selected access can change on a fast basis (e.g., hundreds of millisec-
onds) or slower (e.g., a few seconds), but it needs no RRC reconfiguration to indicate the
change of the serving link because the receiver can process packets as they arrive from
either link. This mode enables UE to reach a peak throughput equal to the momentary
peak throughput obtained via either link.

c) Offloading or switch bearer mode: Switching packets of a bearer entirely to WLAN. This
allows LTE resources to be released if congested unless the WLAN performance degrades
too. This mode enables the UE to reach a peak throughput equal to the throughput
obtained in WLAN. When needed, the switch back to LTE bearer is feasible and requires
an RRC reconfiguration.

As a compromise between the user experienced performance and the device complexity,
the 3GPP has introduced two new bearer types, namely split LWA bearer and switched LWA
bearer. The split LWA bearer embraces all the above-mentioned modes by means of eNB
scheduling, whereas the switched LWA bearer only supports the offloading mode to WLAN,
thus removing the complexity required for aggregation [1]. The applicability of a bearer type
depends on the UE capability. It is noted that data costs of aggregation are assumed to be
associated with the LTE subscription for any of the LWA modes. If additional costs of WLAN
are involved, they will be encountered when the UE selects the serving WLAN network and
will depend on the selected aggregation mode. In the following, we will focus on the split
LWA bearer.

14.2.3 Flow Control Schemes

In this section, the downlink flow control scheme that the eNB employs for LWA is reviewed
[4, 11].

The flow control algorithm for LWA acts in the PDCP protocol layer and takes care of
splitting the bearer data PDUs between the LTE and WLAN links. An optimal split requires
a good estimation of the number of preceding PDCP bits successfully received at the UE
through both links. The RLC status report available in RLC acknowledgment mode can be
leveraged to determine the status of the LTE link. As no similar report was available for
the WLAN link, a new feedback was introduced to be transferred over the Xw interface to
indicate the WLAN status in term of WLAN data rate. However, to limit the impact on the
WLAN infrastructure, an alternative feedback was provided as well in the form of an LWA
status report. In this, a UE gives feedback to the eNB on PDCP PDUs traversing the WLAN
network in a form that is more compact than the existing PDCP status report. The reporting
periodicity can be set flexibly, where a more frequent report results in better performance
due to more accurate statistics at the expense of higher overhead.

In the following, a flow control algorithm for LWA is presented, aiming at reducing the
expected round-trip time of PDCP PDUs across the LTE and WLAN links. This metric is
essential to achieve a minimized PDCP re-ordering delay and a faster in-sequence delivery
to the upper layer. The latter plays a key role in improving the performance of any appli-
cation running on transmission control protocol (TCP) or user datagram protocol (UDP).
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It also minimizes the likelihood that the delivery to the upper layers includes gaps, which
would trigger retransmissions by the TCP (as an end-to-end protocol). The delay estimates
of the LTE path, (dLTE) and WLAN path (dWLAN) are obtained by mining RLC statistics and
the LWA status reports, respectively. The algorithm decides whether a data unit arriving at
the transmitting PDCP for a split bearer should be:

● forwarded to the LTE link (dLTE ≤ dWLAN and dLTE ≤ dmax)
● forwarded to the WLAN link via the Xw interface (dLTE > dWLAN and dWLAN ≤ dmax) or
● discarded or held at the PDCP layer and its routing decision postponed, when (dLTE > dmax

and dWLAN > dmax), until congestion conditions are relieved in either link,

where dmax is the maximum queuing delay limit, if any. On congestion detection, to avoid
aggravating the situation, packets may be held or discarded at the PDCP layer, thus limiting
the number of PDUs in flight between the splitting and reordering functions. This avoids
both buffer underflow and overflow conditions due to rapid changes in the link capacity
(which are known to occur in WLAN due to its way of sharing spectrum resources by con-
tention). For more details on the flow control mechanism, please refer to [11].

14.3 LTE-WLAN Integration at IP Layer

LWIP stands for LTE WLAN radio level integration over an IPSec tunnel, and it was created
to supplement LTE by exploiting the large installed base of WLAN access points that an
operator may own or control [4]. Importantly, LWIP was designed with the intent of not
imposing any modifications to those access points. This is achieved by letting LTE provide
encapsulated data over the IPsec tunnel, which is transparent to the WLAN it traverses [1].

14.3.1 User Plane Radio Protocol Architecture

In WLAN, especially in large coverage multi-user environments, the uplink may become
vulnerable because of congestion, which can be avoided by offloading uplink traffic to the
LTE when critical [12]. To this end, the LWIP design aims to provide hotspot coverage
with more consistent performance, typically for indoor scenarios, where WLAN has a sig-
nificant footprint. It is therefore suitable for public venues and private enterprises, which
have the need for improved coverage, reliability, and throughput compared to sole WLAN
transmissions.

For setting up the IPSec tunnel, LWIP requires a security association to be negotiated
between the UE and a RAN level security gateway (SeGW). Figure 14.2 depicts the radio
protocol architecture and network elements for the scenario where the SeGW is co-located
(left) or non-co-located (right) with the eNB [4]. In the co-located case, the interface
between the eNB and the SeGW can be internal to the eNB, whereas in the latter case
an extended Xw interface is utilized. The figure illustrates that the integration of flows
between LTE and WLAN occurs above the LTE radio protocols, i.e., at the IP layer above
PDCP. It can also be seen that the packet flows traversing the IPsec tunnel resemble IP
packets and therefore both the LTE and IPsec flows utilize the same RAN-to-core network
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Figure 14.2 LWIP user-plane radio protocol architecture for the scenarios where the LWIP-SeGW
is co-located (left) and non-co-located (right) with the eNB.

interface, S1-u. The figure shows how each IP packet at the eNB is first encapsulated
with the LWIP extension protocol (LWIPEP) [13] using the generic routing encapsulation
(GRE) protocol [14]. Such encapsulation adds a dedicated header for bearer identification,
similarly to the LWA adaptation protocol, described in section 14.2.1. Thereafter, the
packets are delivered to the SeGW, which encapsulates them further into the IPsec tunnel
and transparently passes them through the WLAN network to the UE. Finally, the UE
extracts the IP packets from the IPsec tunnel for use by its IP stack.

Control plane functionality is configured by the RRC between the eNB and the UE [7],
that is, LWIP uses the same control plane definitions of the WLAN mobility set and RRC
measurement reporting for the eNB-controlled WLAN selection, as described for LWA in
section 14.2.1.

After the UE completes regular WLAN association and authentication procedures to an
WLAN access point within the RRC configured WLAN mobility set, the eNB can activate
the LWIP functionality for a radio bearer. The activation can be done, for example, based
on WLAN measurement reports from the UE. The activation is based on provisioning the
necessary security information to both the UE and the SeGW [6]. This enables the UE to
request the establishment of the IPsec tunnel from the SeGW and causes the IPSec tunnel
to be set up according to the assigned security association [4]. Once the IPsec tunnel exists
between the UE and the SeGW, the set of radio bearers configured for the LWIP operation
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can carry traffic via the IPsec tunnel over the WLAN. For the uplink flows delivered over
WLAN, the SeGW terminates the IPSec tunnel and routes the flows to S1-u for both the
co-located and non-co-located cases.

14.3.2 Flow Control Schemes

LWIP was initially designed to operate switched bearers only (without aggregation), which
means that the WLAN and LTE links could not be simultaneously used for a bearer, con-
trary to LWA [4, 15]. However, different bearers could still make use of LTE and WLAN
simultaneously.

Building on the LWA aggregation framework, LWIP was later enhanced to support aggre-
gation, thus permitting the concurrent use of LTE and WLAN for a bearer. However, in
contrast to LWA, fast switching and aggregation are still not feasible due to the absence
of standardized operations such as fast feedback of the flow status, packet reordering, and
duplicate discard functions at the IP layer [15].

Accounting for the current design limitations, the flow control algorithms for LWIP are
described next based on link-switching operations, when assuming proprietary extensions
therein.

Similarly to LWA, the UE can be configured to report the WLAN received signal strength
indicator (RSSI) of the serving and neighboring WLAN access points to the eNB, and the
eNB may perform link switching when the signal strength of the serving WLAN gets weaker
or stronger relative to a threshold [15, 16]. As an example, the eNB may smoothly switch
the bearer from WLAN to LTE when the UE moves away from the coverage footprint of the
serving WLAN. However, just changing the serving WLAN access point (e.g., when moving
into a different room) need not result in switching traffic to LTE. In addition to RSSI, other
WLAN metrics of the hotspot 2.0 standard (such as the number of UEs associated with
the serving access point or the backhaul data rate) acquired from the WLAN beacon or
from the hotspot server can be considered for the switching decision. However, none of this
information enables congestion to be detected in WLAN, and the potential gains of load
balancing remain limited.

To enable dynamic switching between the LTE and WLAN links, proprietary extensions
to LWIP are beneficial, namely, the packet reordering capability and flow control feedback
at least are important for the IP packets, which are received through the two access tech-
nologies. Motivated by this objective, [15] provides an example of a flow control algorithm
that introduces IP level packet reordering and duplicate discarding at the UE, which allow
smoother interaction with UDP/TCP protocols, and channel probing to estimate the WLAN
throughput (i.e., link quality) at the eNB.

In general, the eNB can obtain radio link statistics from the UE for the LTE link min-
ing RLC statistics (e.g., MAC throughput), but these statistics are not available to the eNB
for the WLAN link. Probing over the WLAN is therefore necessary as it allows feedback to
be obtained from the UE to estimate its performance over WLAN. In [15], this estimate is
obtained by sending IP probe packets from the eNB through the WLAN link to the UE and
then observing their performance. During connection setup, large IP probe packets are sent
over and the average number of probes lost, the average probe delay, and the average probe
throughput are computed by the UE. During data transmission, small IP probe packets are
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periodically intercalated with the IP data packets, working as delimiters, to help the UE
to calculate the average UE throughput (Uavg

u ) between two consecutive active probes in a
transmission opportunity. This information is then fed back from the UE to the eNB through
a probe-acknowledgement using the LTE link, and then used for the selection and adjust-
ment of the preferred access, as well as for detecting congestion in WLAN and subsequently
switching the bearer data to LTE if necessary. In more detail, and taking the data transmis-
sion phase as an example, the eNB takes the average UE throughput samples (Uavg

u ), puts
them through a moving average filter (Ûavg

u ), and takes the following decisions:

● Stall detection: If (xstall
u ) consecutive probe-acknowledgements are missing, the eNB

switches the traffic to the LTE link.
● Inactivity detection: If the average UE throughput in between a number of consecutive

active probes is smaller than a threshold (Uavg
u < Umin

u ), meaning that the UE gener-
ates a small amount of traffic, the eNB switches the traffic to the LTE link or enables
WLAN-only transmission mode to save resources.

● Congestion detection: If the average UE throughput is smaller than a threshold
(Ûavg

u < TPHmin
u ), the eNB switches the traffic to the LTE link.

Otherwise, by default, the eNB keeps the traffic on the WLAN link. For more details on
the flow control mechanism, refer to [15].

14.4 LTE in Unlicensed Band

LAA leverages LTE radio access technology by extending its operations into the unlicensed
5-GHz band. This extension is made feasible by the LTE carrier aggregation framework,
where LAA supports secondary cell operation in the unlicensed spectrum, yet always
requires a primary cell in the licensed spectrum. The standardization of LAA was first
introduced for downlink-only operation. Next, uplink transmissions were designed,
initially consisting of sounding reference signals and scheduled uplink transmissions, and
finally completed to carry autonomous uplink transmissions [1, 17, 18].

14.4.1 Spectrum and Regulations

LAA has so far been targeted at unlicensed spectrum deployments that utilize carrier exten-
sions in the 5-GHz band. In many regions, depending on the country and the local area
of use, large amounts of spectrum are available in the 5-GHz band (see Figure 14.3). For
example, in Europe there are 455 MHz of spectrum available and in the USA there are even
more. In China, Korea, and Japan large allocations are available as well. The LAA design
complies at least with all regional regulatory requirements that affect the use of 5-GHz
unlicensed spectrum. Yet it aims at efficient operation and fair coexistence between differ-
ent devices, networks, and systems beyond the minimum requirements. In the following,
the key requirements are reviewed and a comprehensive survey of the global regulatory
requirements for the 5-GHz band can be found in [19].

The requirements mandate clear channel assessment (CCA) and listen-before-talk (LBT)
mechanisms. LBT is a contention-based protocol that allows devices to share the same radio
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Figure 14.3 5-GHz unlicensed band availability by region.

channel without centralized coordination. Any transmission by a device on a radio chan-
nel is conditional and is provided only after having sensed the channel is idle. In addition,
a device can occupy the channel only for a limited time before it is required to make a new
assessment of the channel state by executing LBT again. By far, the most dominant unli-
censed technology is WLAN defined by the IEEE 802.11 standard [2], and its devices and
access points are typically certified by the Wi-Fi AllianceTM. WLAN also uses LBT mecha-
nisms to ensure fair coexistence between WLAN equipment. This also offers fairness and
collision avoidance towards other radio technologies, possibly operating in the unlicensed
band. The LAA LBT algorithm is further discussed in section 14.4.2.

Another regulatory requirement determines that all transmissions need to use the band
efficiently, and therefore a device occupying a channel needs to occupy it with at least 80%
of the nominal bandwidth. Furthermore, the maximum transmission power and the max-
imum power spectral density are subject to limitations. The maximum transmit power is
limited to ranges between 200 mWatt and 1 Watt, depending on the frequency in use and
depending on the region. In Europe, for example, the maximum power spectral density is
limited to 10 dBm/MHz.

14.4.2 Channel Access

LAA introduces two types of channel access procedures, called Category 4 (Cat4) and Cate-
gory 2 (Cat2) [20]. Cat4 LBT implements a channel access procedure with random back off
and a variable size contention window. The transmitter starts its intention to transmit by
sensing the channel during the slots of a defer duration Td. The channel is sensed to be idle
if the received power is below the energy detection threshold. In LAA, the energy detection
threshold on a 20-MHz channel is typically set to –72 dBm. After sensing, the transmit-
ter sets the value of the counter (N) to a random number generated between values zero
and the contention window size. Next, the channel is sensed during the consecutive CCA
slots, each having a duration of 9 μs. If the channel is sensed to be idle, N is decreased.
Every time the channel is sensed to be busy, the transmitter needs to sense the medium
again as idle for an additional defer duration Td before it can start decreasing the counter
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Figure 14.4 Cat4 LBT procedure standardized by the 3GPP.

N again. When N reaches zero, the transmitter may initiate a transmission on the channel.
The transmitter can subsequently use the channel up to a maximum time, denoted as the
channel occupancy time (COT). The contention window size can vary between a minimum
and a maximum value, as the transmitter increases and decreases the window size, based
on the number of unsuccessful and successful transmission attempts on the medium. The
values of the contention window size, the channel occupancy time, and the duration of the
defer period Td depend on the channel access (priority) class, and they are set differently for
uplink and downlink transmissions [20]. The Cat4 LBT algorithm and the channel access
priority classes, standardized for LAA (see Figure 14.4), are very similar to those used for
WLAN in IEEE 802.11. This ensures fair coexistence across devices using different tech-
nologies in the same band. Cat4 LBT is used by the eNB prior to any of its transmission
on an unlicensed component carrier. Furthermore, it can be used by UEs for the uplink
transmissions if they happen outside of the eNB-acquired COT.

In contrast, Cat2 LBT implements a scheme in which a device can start transmission after
sensing the channel is idle once for a period of 25 μs. Cat2 LBT is used by the eNB prior to
discovery signal transmissions (see section 14.4.4) and by the UE for uplink transmissions
happening within the eNB-acquired channel occupancy time.

14.4.3 Frame Structure

Due to LBT, LAA does not follow either of the LTE frame structures (FSs) that are defined
for frequency-division duplex (FDD; FS1) or time-division duplex (TDD; FS2). Instead,
a new Frame Structure 3 (FS3) is introduced for the use on unlicensed carriers. FS3 is
a dynamic frame structure that allows fast adaptation to traffic variations. In FS3, any
subframe can be either uplink or downlink, and the eNB controls the downlink-to-uplink
ratio by signaling (i) the type of the current and the next downlink subframes, as well as
(ii) the offset to the start and duration of the next uplink burst within the eNB-acquired
channel occupancy time, which follows the current downlink transmission. The operation
of FS3 is illustrated in Figure 14.5. Three possible downlink subframe types are introduced:
a normal subframe with 1 ms duration, a starting partial subframe, and a partial ending
subframe. The partial starting and partial ending subframes are defined to increase the
granularity of the channel access in LAA, thus better providing fair coexistence with
WLAN. In particular, the partial ending subframe can be used to allow time to perform
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Figure 14.5 LAA frame structure, including downlink burst and uplink burst within eNB-acquired
COT.

LBT and time for the downlink–uplink switching, which is needed between the downlink
and uplink transmission bursts.

During the uplink transmission bursts, the eNB may need to create gaps between the con-
secutive uplink subframes to enable LBT before the start of the next uplink transmission.
This can happen, for example, in case of time multiplexing different UEs and when support-
ing transmission of sounding reference signals by multiple UEs. Therefore, LAA introduces
dynamic control of muting of the first and last symbols of the uplink subframe. This muting
information is dynamically signaled to the UE in the scheduling grant in case it is required
for the scheduled uplink transmissions. For autonomous uplink transmissions, the starting
position is signaled in the RRC configuration. More details can be found in section 14.4.5
on uplink enhancements.

14.4.4 Discovery Reference Signal and RRM

In unlicensed spectrum, continuous (periodic) transmission of synchronization signals,
common reference signals or downlink control channels cannot be provided due to
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the channel access requirements. A new discovery reference signal (DRS) is therefore
introduced for LAA, which is primarily used for cell search, time-frequency synchro-
nization, and RRM measurements. The DRS is a discontinuous, periodic signal that
consists of primary and secondary synchronization signals (PSS/SSS), common reference
signals (CRS), and potentially channel state information reference signals (CSI-RS). DRS
is transmitted periodically every 40, 80 or 160 ms and its subframe is similar to the LTE
subframe #0 or #5 (of FS1 and FS2), except that it occupies only the first 12 (out of 14)
orthogonal frequency division multiplexing (OFDM) symbols in a subframe.

In LAA, RRM measurements on unlicensed spectrum are required for the secondary cell
configuration and cell (re)selection. The RRM measurements are based on the reception of
the DRS, and the reporting consists of reference signal received power (RSRP) and reference
signal received quality (RSRQ). To handle time uncertainty in the transmission of the DRS,
the UE is additionally configured with a DRS measurement timing configuration (DMTC).
DMTC consists of an offset and a periodicity of occurrence, and it has a fixed duration of
6 ms. DMTC enables the UE to set its measurement window properly and to capture the
reference signals necessary for the measurements. The DRS structure and DMTC concept
are visualized in Figure 14.6.

Due to the changing channel conditions, discontinuous transmissions, and hidden nodes
and hence due to changing load conditions, the same RRM measurements that are used in
the licensed band are not sufficient in the unlicensed band. In this regard, UEs can addi-
tionally be configured to measure and report the average RSSI and the channel occupancy
within the configured RSSI measurement timing configuration (RMTC). The channel occu-
pancy is defined as the percentage of time within the RMTC when the samples of the
measured RSSI are above a defined threshold.

14.4.5 Uplink Enhancements

To fulfil the regulatory requirements on the occupied bandwidth and allow an efficient
use of the UE transmission power, block-interleaved frequency division multiple access
(B-IFDMA) has been selected as the baseline waveform for LAA uplink. At the same time,
B-IFDMA allows the regulatory requirements to be met on the maximum allowed power
spectral density. With B-IFDMA, a 20-MHz carrier is divided into ten interlaces, each
interlace consisting of ten equally spaced physical resource blocks (PRB), as illustrated
in Figure 14.7. The single carrier properties are maintained, although the cubic metric
benefits are lost due to this PRB-level distributed and clustered allocation. Variable-sized
physical uplink shared channel (PUSCH) allocations are obtained by allocating one or
more interlaces to a single UE.

Due to the uncertainty of successful channel access, synchronous hybrid automatic-
repeat-request (HARQ) operation with a fixed time relation between uplink (re)trans-
missions is not suitable in unlicensed spectrum, therefore asynchronous HARQ is used in
LAA. This means that UEs need to rely on the uplink grants for uplink (re)transmissions.

Design targets for operation in unlicensed spectrum include flexible assignment of
downlink and uplink resources supporting high uplink-to-downlink ratios, as well as
uplink scheduling across the eNB transmission opportunities. The latter entails the
eNB sending an uplink scheduling grant in the eNB-acquired channel occupancy time,
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Figure 14.7 Schematic of B-IFDMA. 1 ms - 14 OFDM symbols
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while the corresponding uplink transmission takes place in the following eNB-acquired
channel occupancy time. To achieve these targets, the standard includes mechanisms for
multi-subframe grants, flexible PUSCH timing, and two-stage scheduling in LAA uplink.

The eNB can schedule up to four consecutive uplink subframes using a single grant, and
it can explicitly indicate the time of transmission relative to the transmission of that grant.
If two-stage scheduling is enabled, the initial grant (Trigger A) provides all the information
needed for transmission, except the exact timing of the transmission. The PUSCH transmis-
sion is triggered using a specific flag in the downlink common control channel (Trigger B),
allowing for a significantly shorter time between such a trigger and the start of the PUSCH
transmission. An example showing the high flexibility of LAA scheduling is illustrated in
Figure 14.8.

The 3GPP standard includes support for autonomous uplink transmissions (AUL) in the
unlicensed spectrum. AUL was primarily introduced to provide improved fairness for coex-
istence with the WLAN in case of many WLAN devices transmitting. However, due to the
inherently faster and more autonomous nature of its channel access, AUL can also improve
the uplink performance for both latency and throughput, especially in low load conditions.
AUL is based on LTE semi-persistent scheduling, which avoids the steps of scheduling
request and explicit grant, and where the UE is instead configured by higher layer signal-
ing with pre-defined time occasions that can be used for autonomous transmissions. Both
randomized and coordinated starting times within the first OFDM symbol of an uplink
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Figure 14.8 LAA uplink (UL) scheduling framework.

subframe among the UEs are supported. Randomized starting positions enable time mul-
tiplexing of UEs allocated with the full transmission bandwidth (20 MHz), while the coor-
dinated PUSCH starting time allows frequency multiplexing of AUL UEs having different
frequency resources configured. Having a fixed time relation between the transmission and
the retransmission process is not efficient due to LBT, and therefore a new uplink control
information (UCI) field is introduced. UCI contains uplink HARQ information and infor-
mation on the UE identity, channel access priority class, and channel occupancy time. The
standard allows different operation conditions inside the eNB-acquired channel occupancy
time (Cat2 LBT) and outside of it (Cat4 LBT).

14.5 Performance Evaluation

The aim of the performance evaluation presented in this section is twofold. First, it shows
the performance merits of aggregating licensed and unlicensed spectrum, leveraging
WLAN access points according to LWA and LWIP technologies. Second, it illustrates
the advantages of LAA operating in the unlicensed spectrum compared to WLAN. Both
performance analyses are evaluated by means of advanced quasi-static system simulations,
following commonly accepted methodologies and assumptions according to the 3GPP
technical reports [19, 21].

14.5.1 Aggregation Gains of LWA and LWIP

This section illustrates the gains when aggregating licensed and unlicensed spectrum,
where the licensed spectrum is accessed by LTE and the unlicensed spectrum is accessed by
WLAN, and the aggregating technology is LWA or LWIP, as defined by the 3GPP standard.

The evaluation is conducted in a simplified scenario for an enterprise (indoor) layout
(see Figure 14.9). The scenario consists of one eNB operating in a 10-MHz channel in the
1.9-GHz band and connected via Ethernet backhaul to two WLAN access points, which
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Figure 14.9 Enterprise layout for LWA/LWIP evaluation.

use non-overlapping 20-MHz channels in the 5-GHz band. Further simulation assumptions
follow the 3GPP recommendations in [19] and [21].

The network is under different load conditions with 1, 4, 20 or 32 stationary UEs that are
uniformly present in the simulated layout. Since the benefits of aggregation are apparent
for traffic types requesting high bit rates, such as video streaming, web-browsing, and file
download, the traffic source for each UE is generalized for the analysis as a bidirectional
transfer of discrete files carried over the TCP protocol. In the model, each UE independently
requests a downlink file and delivers an uplink file, one file at a time. The interval between
the end of a received file and the request for the next file follows an exponential distribution
with the mean of 100 ms. The file size is set to 0.5 Mbyte in downlink and 0.25 Mbyte in
uplink. The uplink traffic is assumed to be ideally carried over LTE, whereas the traffic over
WLAN uplink is merely seen as network load [12].

The summary results focus on the traffic intense downlink, and the following features
were evaluated for comparison:

● LWA operates with the configured split-bearer (aggregation) where the UE can receive
packets (i.e., PDCP PDUs) of a bearer from LTE and WLAN simultaneously. The eNB
determines the optimal split using the flow control algorithm described in section 14.2.3.
LWA status reports are periodically sent every 10 ms [4, 11].

● LWIP operates with slow link-switching where the UE receives IP packets of a bearer
from either LTE or WLAN. The eNB decides on the switching by the received signal
strength-based flow control algorithm depicted in section 14.3.2 [15].

● LWIP+ operates with link-switching that is decided based on the probing mechanism pre-
sented in section 14.3.2. At connection start, the WLAN link is probed with the probing
packets (of 1500 bytes) at the rate of 5 Mbps for 100 ms, whereas during data transmission
over WLAN the probing packets (of 160 bytes) are inserted in between data packets every
3 ms [15].

● LTE-only and WLAN-only operations show the baseline performance of sole LTE and sole
WLAN, respectively.

The performance results of LWA, LWIP, and LWIP+ as well as the baselines are summa-
rized in Figure 14.10 in absolute and relative terms. The results depict the session through-
put of downlink files received per UE in terms of the mean (Figure 14.10) and cell-edge
throughput, a.k.a. the fifth-percentile throughput (Figure 14.10).
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Figure 14.10 Downlink session throughput of LTE-only and WLAN-only references, and the
studied LWA, LWIP, and LWIP+ as a function of network load: (a) mean and (b) fifth percentile.

When the load is low (single UE in the scenario), LTE-only provides a mean throughput
of 63 Mbps, while WLAN-only provides a mean throughput of 135 Mbps. In the low load
case, the LWA ability to aggregate the licensed and unlicensed band can fully be exploited,
which results in the average throughput of 192 Mbps. LWA gives 42% performance gain over
the WLAN-only service. The performance of non-aggregating LWIP/LWIP+, which tends
to use the WLAN link only, is comparable to the WLAN-only case. LWA gains over the other
features already due to the larger bandwidth available, i.e., 30 MHz per UE in LWA contrary
to 20 MHz per UE in LWIP/LWIP+ or 20 MHz per UE in WLAN-only, contrary to 10 MHz
per UE in LTE-only.

For the medium load with four UEs, LWA and LWIP/LWIP+ provide substantial gains
over LTE-only and WLAN-only. This is mostly due to the larger bandwidth available in the
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network, i.e., 50 MHz (for LWA and LWIP/LWIP+) instead of 40 MHz (for WLAN-only)
and 10 MHz (for LTE-only). In this case, LWA outperforms LWIP/LWIP+ with 35% gains
in the mean and 50% in the cell-edge due to the aggregation capability. LWIP+ performs
on-par to LWIP since there is no severe congestion yet under the medium load.

When the load becomes high or very high, the gains of LWA and LWIP/LWIP+ tend to
increase compared to the WLAN-only transmission, up to 3.7 times. This is because LWA
and LWIP/LWIP+ can smartly use both networks, e.g., WLAN for downlink and LTE for
uplink. Offloading uplink traffic from the unlicensed band to the LTE licensed band miti-
gates uplink contention and collisions that otherwise increase in a heavily loaded WLAN
network [12]. In WLAN-only transmissions, all downlink and uplink traffic compete for
the access medium by the well-known carrier sensing and collision avoidance algorithms,
i.e., LBT [2], which degrade the performance of the WLAN network. LWA outperforms
LWIP by up to 39% in average and 41% in cell-edge, respectively, due to its intelligent PDCP
PDU splitting and bandwidth aggregation algorithms. The performance of LWIP+ is behind
LWA, since it cannot aggregate bandwidth, whereas it outperforms LWIP by up to 14% in
average and 22% in cell-edge due to its flow control algorithm, which based on its congestion
awareness can switch smartly and provide load balancing.

Both LWA and LWIP+ significantly outperform LWIP, with the gain of LWA over LWIP, as
said before, in the order of 40% in average and 40% in cell-edge across all studied load levels
in the enterprise layout. Due to its aggregation capabilities, LWA also gains over LWIP+
across all studied cases. However, the relative gains of LWA over LWIP+ show a decreasing
trend with the increasing load, i.e., the average gains decrease from 40% to 20%, as there is
less opportunity for aggregation in LWA, and the gains from load balancing in LWIP+ start
to dominate.

Finally, Figure 14.11 shows how the system throughput substantially differs across the
studied features for the same settings due to the closed-loop properties of the traffic model.
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Figure 14.11 System throughput aggregated across all the UEs in the network for the LTE-only
and WLAN-only references, and for the studied LWA, LWIP, and LWIP+ shown as a function of
network load.
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The results indicate that LWA outperforms other solutions in this comparison. LWA offers
about 25% gains compared to LWIP and about 10% gains compared to LWIP+ in the mean
throughput, for all load values, except in the low load case, where the throughput stays
constrained by the small amount of offered traffic.

This analysis is shown for the traffic intense downlink communication. However, aggre-
gation can provide similar benefits also when aggregating the uplink traffic, since the same
mechanisms apply.

14.5.2 Performance Advantages of LAA

The focus of this section is to illustrate the advantages of LAA operating in the unlicensed
spectrum as compared to WLAN. The performance evaluation covers both capacity and
coverage analyses, and considers the coexistence of LAA with WLAN.

The capacity evaluation is conducted in the 3GPP defined indoor scenario [19], assum-
ing International Telecommunications Union (ITU) indoor hotspot (InH) propagation and
consisting of a single-floor building with four equally spaced small cells per operator, cen-
tered along the shorter dimension of the building (see Figure 14.12). Evaluations for both
one- and two-operator cases are shown, where the two-operator evaluation covers both a
single technology deployment (two LAA operators or two WLAN operators) and a mixed
technology deployment (one LAA operator and one WLAN operator).

The capacity evaluation is performed under the traffic of file transfer protocol (FTP)
Model 3, where the number of users is kept fixed and data calls of size 0.5 Mbyte per user
are dynamically generated according to a Poisson process, independently for downlink and
uplink. The evaluation is performed under various load conditions, the load being adjusted
by varying the session arrival rate per user, whilst keeping the average uplink/downlink
traffic ratio constant at 20:80. To simplify the comparison, a single-channel deployment of
20 MHz is assumed in both WLAN and LAA. In LAA, the ratio of downlink to uplink sub-
frames within an 8-ms COT is dynamically adapted based on the instantaneous traffic con-
ditions within each cell. WLAN performance evaluation assumes 802.11ac standard with
request to send/clear to send disabled, cyclic prefix of 0.8 μs, maximum channel occupancy
time of 4 ms, Minstrel rate control, and frame aggregation with block acknowledgement.

120 m

50 m

WiFi: 2Tx/2Rx 802.11ac,
20 MHz@5GHz, TxOP 4 ms
Tx Power=18 dBm,
omni-antenna @5dBi

LAA: 2Tx/2Rx, 20 MHz@5GHz,
TxOP 8 ms Tx Power=18 dBm,
omni antenna @5dBi

UE/STA: 1Tx/2Rx, stationary
and uniformly distributed
Tx Power=18 dBm, omni
antenna @0dBi

Operator 1 Operator 2

Figure 14.12 Indoor scenario for capacity evaluation.
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Figure 14.14 Mean UE session throughput comparison between LAA and WLAN, two-operator
case with single technology deployment, split for the downlink (DL) and uplink (UL).

A capacity comparison between LAA and WLAN is illustrated in Figure 14.13 for one
operator, and in Figures 14.14 and 14.15 for two operators, assuming single technology
deployment or mixed technology deployment, respectively. The performance is measured
as mean UE session throughput under various load conditions. The traffic load is broadly
characterized as low, medium, and high corresponding to average buffer occupancy (see
[19]) of less than 15%, 15–50% and greater than 50%, respectively.

In the one-operator case, LAA provides gains of 1.4–2.2× in downlink and 1.2–1.7× in
uplink over WLAN. Relative gains over WLAN are higher at higher load, suggesting LAA
can handle high system load better compared to the WLAN. One way to interpret the results
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Figure 14.15 Mean UE session throughput comparison between LAA and WLAN, mixed
two-operator case (LAA + WLAN). Performance gains are relative to WLAN performance in two
WLAN operator case.

is that LAA can achieve targeted user bit-rate in clearly higher system load than WLAN. For
example, for a target data rate of 100 Mbps in downlink and 40 Mbps in uplink, LAA can
handle approximately twice as much traffic as WLAN. These significant performance gains
of LAA over WLAN result from several gain mechanisms. One important gain mechanism
is the scheduled uplink approach, which leads to smaller contention overhead compared to
the WLAN and improved performance at high load. In addition, HARQ and fast link adap-
tation based on instantaneous channel conditions make LAA robust against interference
and noise, and further contribute to the high spectral efficiency.

With two operators assuming a single technology deployment, the relative gains of LAA
over WLAN are increased further compared to the one operator case: In the downlink, the
gains of LAA over WLAN are 1.5–3.6× and in the uplink they are 1.3–2.2×, with again the
gains being higher for higher traffic loads. When more competing nodes (i.e., access points
and/or UEs) are added to the network, the higher uplink contention overhead for WLAN
implies that WLAN nodes start to block each other when the load increases, which leads to
a performance reduction compared to LAA. The dependency of WLAN congestion on the
number of nodes trying simultaneously to access the medium is a well-known bottleneck
of the WLAN performance (see [22]).

When comparing the performance in the LAA operator network in the mixed technology
deployment relative to the scenario consisting of two WLAN operators, it is observed that
LAA provides gains of 1.4–2.3× in downlink and 1.1–1.4× in uplink over WLAN. The gain
reduction compared to the single technology deployment is due to more aggressive channel
access of WLAN, which makes the WLAN network a less friendly neighbor than the LAA
network. The results also show that the LAA network can coexist fairly with the WLAN net-
work: the performance in the WLAN network is improved if WLAN is replaced with LAA,
with gains ranging from 1.1× to 1.8× in downlink and 1.1× to 1.5× in uplink. When compar-
ing the performance in the LAA network against the performance in the WLAN network
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Figure 14.16 Coverage comparison
between LAA and WLAN. LAA,DL
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in the mixed technology deployment, the LAA network has 25–30% better performance
than the WLAN network in the downlink over the entire range of simulated loads, whereas
in the uplink performance in the LAA and WLAN networks is very similar.

As coverage is an important performance measure for outdoor deployments, a coverage
evaluation of LAA and WLAN is presented next. This is conducted in the 3GPP outdoor
scenario, assuming ITU urban micro (UMi) propagation [19]. This coverage evaluation
assumes a single-cell single-UE deployment, and only considers the median data rate [with-
out multiple input multiple output (MIMO)] as a function of the distance between the
UE and the access point or eNB. The result of the coverage comparison is illustrated in
Figure 14.16 for both link directions. It can be observed that in downlink LAA provides data
rate of 10 Mbps at approximately 120 m from the transmitter, while WLAN reaches the same
throughput at approximately 80 m. Hence, in the downlink the achieved coverage area of
LAA at 10 Mbps is more than double compared to WLAN. In the uplink, the corresponding
coverage area of LAA is approximately 70% larger than WLAN. The main enablers for the
extended coverage with LAA are the adoption of HARQ and fast link adaptation, which
make LAA more robust against interference and noise.

14.6 Future Technologies

14.6.1 5G New Radio in Unlicensed Band

The 3GPP has studied new radio access on the unlicensed spectrum (NR-U) and has con-
cluded on its feasibility. The subsequent normative work has focused on the 5-GHz band
like LAA. Future applicability to higher frequency bands is foreseen as well (e.g., unlicensed
60 GHz). To guarantee a fair coexistence between different radio access technologies operat-
ing in the unlicensed spectrum, channel access in NR-U is based on LBT principles to ensure
coexistence in IEEE 802.11 for WLAN and in 3GPP for LAA. Besides the licensed-assisted
operation in the secondary cells on the unlicensed spectrum, NR-U will support dual con-
nectivity thereof and standalone deployments. The standalone deployments of NR-U will
offer further business opportunities for the telecom industry, allowing leverage of the assets
of NR to verticals, and serving industry players who do not have a spectrum license.
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As compared to other radio access technologies operating in the 5-GHz unlicensed bands,
NR-U is anticipated to improve spectral efficiency, latency, and reliability, thus enabling 5G
use cases in the shared and unlicensed spectrum by inheriting the technology components
of the NR, namely:

● scalable OFDM-based air interface, supporting higher subcarrier spacing and shorter
symbol duration

● flexible TDD frame structure with fast signaling
● lean carrier design with reduced overhead from reference symbols and control channels
● native support for massive MIMO techniques providing higher capacity and data rates,

and better reliability
● advanced channel coding, reducing processing time in both the UE and eNB
● efficient and cost-effective wideband (>20 MHz) operation.

14.6.2 The Role of WLAN in the 5G System

While addressing the relevance of integrating non-3GPP access networks (i.e., dominantly
WLAN) to the 5G system (5GS), 3GPP has studied different approaches, and has taken the
learnings from the LTE standard. So far, it has been decided that WLAN will integrate out-
side of the next generation (5G) RAN (NG-RAN) via the NG interface directly to the 5G
core network [23, 24]. Only untrusted WLAN is considered relevant because it exploits a
large variety of any kind of WLAN deployments without assumptions of operator partner-
ing. Currently, the aim is to standardize the management object (to appear in [25]) for the
assistance of WLAN discovery and for WLAN selection policies and priorities. While these
integration solutions are mainly an architectural issue and the matter of defining interfaces,
from the radio access point of view and from the spectrum sharing point of view they pose
similar challenges to integrating uncoordinated WLAN to 3GPP operation (LAA or NR-U)
on the same unlicensed band.

14.7 Conclusions

In this chapter, several 3GPP concepts and standard technologies to operate in the unli-
censed spectrum were reviewed. We classified the technologies according to their capability
to supplement the licensed spectrum operations either by leveraging the existing WLAN
footprint (LWA, LWIP/LWIP+) or by adapting the 3GPP standard (LAA).

For each 3GPP technology – with the design choices of protocol architectures, pro-
cedures, mobility, and security – we identified how to enable a flexible use of both
the licensed and unlicensed spectrum. Special attention was given to the architectural
network enhancements needed to make the deployments cope with the functional-
ity. The numerical analysis unveiled that LWA and LWIP achieve significant gains
of aggregating spectrum. LAA was observed to be both high performing and friendly
thanks to its mechanisms of coexistence towards any system on the unlicensed band.
For this reason, the objective has been to extend the LAA design as a building block, and
3GPP is defining the operation of the coming 5G networks in the unlicensed spectrum
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in the form of NR-U. first commercial deployments and deployments in the testing phase
have been reported (e.g., [26]), and LAA seems to be dominant over the other technologies.
This furthermore provides a solid basis for the foreseen upgrades to 5G NR-U.
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15.1 Introduction

From 1950 to 2000, the wireless network capacity has increased around 1million fold, in
which an astounding 2700× gain was achieved through aggressive spatial spectrum reuse
(SSR) via network densification using smaller cells [8, 10, 13]. Generally speaking, SSR
indicates that multiple cells within a given area of interest simultaneously reuse a given
chunk of spectrum. If the SSR grows linearly, the wireless network capacity has the poten-
tial to grow linearly too, as each cell can make an independent and equal contribution to it,
provided that the inter-cell interference remains constant. The aforementioned 2700× gain
stands as a glorious testimony of the feasibility and fulfillment of such potential.

In the first decade of 2000, network densification continued to fuel the 3rd Generation
Partnership Project (3GPP) 4G long-term evolution (LTE) networks, and is expected to
remain as one of the main forces to drive the 5G new radio (NR) beyond 2020 [10]. In partic-
ular, the orthogonal deployment of dense small cell networks (SCNs), in which small cells
and macrocells operate in different frequency bands [10], has gained much momentum
in the past years. This is because such deployment can provide a much larger SSR, while
incurring a simplified network management, due to the avoidance of inter-tier interference
between small cells and macrocells.

New concepts such as spectrum sharing, where multiple independent entities (e.g.,
governments, operators, individuals) simultaneously use a specific radio frequency band
in a specific geographical area, possibly using different radio access network (RAN)
technologies [e.g., Citizens Broadband Radio Services (CBRSs)], are pushing the concept
of SSR further. The principal objective of spectrum sharing is a more efficient usage of
scarce spectrum resources, at less cost and latency than required to clear spectrum the

Spectrum Sharing: The Next Frontier in Wireless Networks, First Edition.
Edited by Constantinos B. Papadias, Tharmalingam Ratnarajah, and Dirk T.M. Slock.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
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old-fashioned way, and it can take many forms, e.g. coordinated and uncoordinated.
From a deployment perspective, spectrum sharing may also lead to a significant network
densification since it may imply an increased number of base stations (BSs) and user
equipment (UE) reusing a frequency band in an unit area.

Bearing in mind this implication of spectrum sharing, it is important to note that as we
walk down the path of network densification and gradually enter the realm of ultra-dense
networks (UDNs), things start to deviate from the traditional understanding. The capacity
scaling law observed in sparse networks may not apply to UDNs. In particular, a funda-
mental question arises: Is there a limit to the SSR? In other words, when we deploy thou-
sands or millions of small cell BSs per square kilometer, is activating all BSs on the same
time/frequency resource the best strategy, as we have practiced in the last half century? In
this chapter, we provide an answer to this question, providing a mathematical framework
to show the existence of an optimum SSR operation point. This answer also provides impor-
tant insights to the spectrum sharing community, indicating that there is an optimum reuse
point, and that more is not necessarily better.

15.2 Network Scenario and System Model

In this section we present the network scenario and the system model considered in this
book chapter.

15.2.1 Network Scenario

We consider the downlink (DL) of a cellular network with BSs deployed on a plane accord-
ing to a homogeneous Poisson point process (PPP)Φwith a density of λBSs/km2. Active DL
UEs are also Poisson distributed in the considered network with a density of 𝜌 UEs/km2.
Here, we only consider active UEs in the network because non-active UEs do not trigger
any data transmission and thus they can be safely ignored in the analysis. Note that the total
number of UEs in cellular networks is usually much higher than the number of active UEs.
In fact, the number of active UEs with data to transmit at a given time slot and on a given
frequency band may not be very many. A typical active UE density in populated scenarios
is around 𝜌 = 300 UEs/km2 [10].

In practice, a BS will enter into idle mode if there is no UE connected to it, which reduces
the interference to UEs in neighboring BSs as well as the energy consumption of the net-
work. Since UEs are randomly and uniformly distributed in the network, a widely accepted
assumption is that the active BSs should follow another homogeneous PPP distribution
Φ̃ [11], the density of which is λ̃ BSs/km2. Note that λ̃ ≤ λ and λ̃ ≤ 𝜌, since one UE is served
by at most one BS. Also note that a larger 𝜌 requires more active BSs to serve the more active
UEs, thus leading to a larger λ̃. The authors in [7, 11] showed that the expression

λ̃ = λ

⎡⎢⎢⎢⎢⎣
1 − 1(

1 + 𝜌

qλ

)q

⎤⎥⎥⎥⎥⎦
(15.1)
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used to calculate λ̃ is accurate for UDNs, where an empirical value of 3.5 was suggested
for q.

15.2.2 Wireless System Model

The horizontal distance between a BS and a UE is denoted by r. Moreover, the abso-
lute antenna height difference between a BS and a UE is denoted by L. Thus, the
three-dimensional (3D) distance between a BS and a UE can be expressed as

𝑤 =
√

r2 + L2. (15.2)

Note that the value of L is in the order of several meters [1].
Following [6], we adopt a general path-loss model consisting of multiple pieces of

functions. Note that the realistic LoS probability functions usually take complicated
mathematical forms, e.g. in the 3GPP standards [1]. Therefore, to achieve both analytical
tractability and result accuracy it is desirable to approximate such complicated LoS
probability functions as a few pieces of elementary functions, e.g. linear functions. Such
piecewise LoS probability function is well captured by the path-loss model used in this
chapter. In more detail, the path loss 𝜁(𝑤) is a multi-piece function of 𝑤 written as

𝜁(𝑤) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝜁1(𝑤), when L ≤ 𝑤 ≤ d1

𝜁2(𝑤), when d1 < 𝑤 ≤ d2

⋮ ⋮

𝜁N (𝑤), when 𝑤 > dN−1

, (15.3)

where each piece 𝜁n(𝑤),n ∈ {1, 2,… ,N} is modeled as

𝜁n(𝑤) =
⎧⎪⎨⎪⎩
𝜁

L
n (𝑤) = AL

n𝑤
−𝛼L

n ,

𝜁
NL
n (𝑤) = ANL

n 𝑤
−𝛼NL

n ,

if LoS, with a probability PrL
n(𝑤)

otherwise.
, (15.4)

where

● 𝜁
L
n (𝑤) and 𝜁NL

n (𝑤),n ∈ {1, 2,… ,N}, are the nth piece path-loss functions for the LoS and
the NLoS cases, respectively

● AL
n and ANL

n are the path-losses at a reference 3D distance𝑤 = 1 for the LoS and the NLoS
cases, respectively

● 𝛼
L
n and 𝛼NL

n are the path-loss exponents for the LoS and the NLoS cases, respectively.

In essence, in the nth piece, 𝜁n(𝑤) equals to 𝜁
L
n (𝑤) if there is a line-of-sight (LoS)

transmission or to 𝜁NL
n (𝑤) if there is a non-line-of-sight (NLoS) one, where the correspond-

ing probabilities of having or not a LoS in such nth piece is given by PrL
n(𝑤), which is the

nth piece LoS probability function that a transmitter and a receiver separated by a 3D
distance 𝑤 have a LoS path. PrL

n(𝑤) is assumed to be a monotonically decreasing function
with respect to 𝑤. Existing measurement studies have confirmed this assumption [1].

In addition, we assume a practical user association strategy in which each UE is con-
nected to the BS providing the maximum average received signal strength (i.e., with the
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largest 𝜁(𝑤)) [3, 6]). It is very important to note that in our previous work [5] and some
other work, e.g. [2, 14], it was assumed that each UE is associated with its closest BS. Such
an assumption is not appropriate for the considered path-loss model in (15.3) because in
practice a UE connects to the BS offering the largest received signal strength [1]. This BS
does not necessarily have to be the nearest one to the UE. It could be a farther one with
a strong LoS path. Moreover, with this association criterion, i.e., the maximum average
received signal strength, the formulation of active BS density in (15.1) still works according
to [7].

Finally, we assume that the BS transmission power is a constant value P, each BS/UE
is equipped with an isotropic antenna, and the multi-path fading between a BS and a UE
is modeled as independently identical distributed (i.i.d.) Rayleigh fading [3, 6, 14]. Note
that a more accurate/general multi-path modeling is Rician fading. However, it is impor-
tant to note that the simulation results in [4] and the analytical results in [9] show that
Rician fading does not qualitatively change the conclusions of this UDN performance anal-
ysis, only quantitatively. Thus, we embrace Rayleigh fading for tractability reasons in this
chapter.

15.3 Performance Analysis of Full Spectrum Reuse Network

In this section we present the coverage probability and the area spectral efficiency for a
UDN with a full spectrum reuse strategy in this chapter.

15.3.1 The Coverage Probability

First, we investigate the coverage probability, which is defined as the signal-to-interference-
plus-noise ratio (SINR) of a typical UE at the origin o above a threshold 𝛾 :

pcov(λ, 𝜌, 𝛾) ≜ Pr[SINR > 𝛾], (15.5)

where the SINR is computed by

SINR = P𝜁(𝑤)h
Iagg + PN

, (15.6)

where h is the channel power gain, which is modeled as an exponentially distributed ran-
dom variable (RV) with a mean of 1 due to our consideration of Rayleigh fading. As a result,
the channel coefficient is a complex Gaussian RV, and thus, the channel power gain, i.e.
the squared magnitude of this complex Gaussian RV, follows an exponential distribution.
Moreover, P and PN are the BS transmission power and the additive white Gaussian noise
(AWGN) power at each UE, respectively, and Iagg is the cumulative interference given by

Iagg =
∑

i∶bi∈Φ̃∖bo

P𝛽igi, (15.7)

where bo is the BS serving the typical UE, and bi, 𝛽i, and gi are the ith interfering BS, the
path loss from bi to the typical UE, and the multi-path fading channel gain associated with
this link (also exponentially distributed RVs), respectively. Here, Φ̃ denotes the set of active
BSs, since only they inject interference into the network.
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Considering the adopted multi-piece path-loss model in (15.3), which includes LoS and
NLoS transmissions, the coverage probability pcov(λ, 𝜌, 𝛾) can be formulated as

pcov(λ, 𝜌, 𝛾) =
N∑

n=1
(TL

n + TNL
n )

=
N∑

n=1 ∫

√
d2

n−L2√
d2

n−1−L2

(
Pr [SINRL

n(r) > 𝛾] ⋅ f L
R,n(r)

+Pr[SINRNL
n (r) > 𝛾] ⋅ f NL

R,n (r)
)

dr,

(15.8)

where TL
n and TNL

n denote the coverage probabilities contributed by the LoS and NLoS trans-
missions in the nth piece distance range, respectively. The derivations of the items in (15.8)
are summarized as follows.

Lemma 1 The probability density function (PDF) f L
R,n(r) and f NL

R,n (r) for
√

d2
n−1 − L2 < r ≤√

d2
n − L2, which denotes the probabilities that the signal comes from a LoS path and a NLoS

path with horizontal distance r, respectively. can be expressed as

f L
R,n(r) = exp

(
−
∫

r1

0

(
1 − Pr L(

√
u2 + L2)

)
2𝜋uλdu

)
× exp

(
−
∫

r

0
Pr L(

√
u2 + L2)2𝜋uλdu

)
PrL

n(
√

r2 + L2)2𝜋rλ, (15.9)

f NL
R,n (r) = exp

(
−
∫

r2

0
Pr L(

√
u2 + L2)2𝜋uλdu

)
×

exp
(
−
∫

r

0

(
1 − Pr L(

√
u2 + L2)

)
2𝜋uλdu

)(
1 − PrL

n(
√

r2 + L2)
)

2𝜋rλ,

(15.10)
where

r1 = arg
r1

{
𝜁

NL(
√

r2
1 + L2) = 𝜁

L
n (
√

r2 + L2)
}
, (15.11)

r2 = arg
r2

{
𝜁

L(
√

r2
2 + L2) = 𝜁

NL
n (

√
r2 + L2)

}
. (15.12)

Proof : See Appendix 15.1.

Lemma 2 The probability that the typical UE is covered by an LoS signal with a horizon-
tal distance r, i.e. Pr[SINRL

n(r) > 𝛾], is given by

Pr[SINRL
n(r) > 𝛾] = exp

(
−

𝛾PN

P𝜁L
n (
√

r2 + L2)

)


L
Iagg

(
𝛾

P𝜁L
n (
√

r2 + L2)

)
, (15.13)

where


L
Iagg

(s) = exp

(
−2𝜋λ̃

∫

+∞

r

Pr L(
√

u2 + L2)u

1 + (sP𝜁L(
√

u2 + L2))−1
du

)

× exp

(
−2𝜋λ̃

∫

+∞

r1

[1 − Pr L(
√

u2 + L2)]u

1 + (sP𝜁NL(
√

u2 + L2))−1
du

)
. (15.14)
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The probability that the typical UE is covered by an NLoS signal with a horizontal distance
r, i.e. Pr[SINRNL

n (r) > 𝛾], is given by

Pr[SINRNL
n (r) > 𝛾] = exp

(
−

𝛾PN

P𝜁NL
n (

√
r2 + L2)

)


NL
Iagg

(
𝛾

P𝜁NL
n (

√
r2 + L2)

)
, (15.15)

where


NL
Iagg

(s) = exp

(
−2𝜋λ̃

∫

+∞

r2

Pr L(
√

u2 + L2)u

1 + (sP𝜁L(
√

u2 + L2))−1
du

)

× exp

(
−2𝜋λ̃

∫

+∞

r

[1 − Pr L(
√

u2 + L2)]u

1 + (sP𝜁NL(
√

u2 + L2))−1
du

)
. (15.16)

Proof : See Appendix 15.2.

Note that in (15.13) and (15.15),

● exp
(
− 𝛾PN

P𝜁L
n (
√

r2+L2)

)
and exp

(
− 𝛾PN

P𝜁NL
n (

√
r2+L2)

)
are the probabilities that the signal power

beats the noise power by a factor of at least 𝛾 .

● 
L
Iagg

(
𝛾

P𝜁L
n (
√

r2+L2)

)
and 

NL
Iagg

(
𝛾

P𝜁NL
n (

√
r2+L2)

)
are the probabilities that the signal power

beats the aggregate interference power by a factor of at least 𝛾 . Specifically, in the
expression of L

Iagg
(s) given by (15.14), the first (second) term of the product calculates

the probability that the signal power beats the aggregate interference power from all LoS
(NLoS) BSs by a factor of at least 𝛾 .

● Considering the assumption that h follows an exponential distribution, we can invoke
Pr[h > 𝛾(a + b)] = Pr[h > 𝛾a] Pr[h > 𝛾b], (a, b ∈ ℜ+), and thus the product of the two
probabilities in the above bulletins yields the probability that the signal power beats the
sum power of the noise and the aggregate interference by a factor of at least 𝛾 .

Theorem 1 Considering the general path-loss model in (15.3) and the adopted user asso-
ciated strategy, we derive the limit of the coverage probability when the BS density increases
towards infinite, i.e. lim

λ→+∞
pcov(λ, 𝜌, 𝛾), as

lim
λ→+∞

pcov(λ, 𝜌, 𝛾) = lim
λ→+∞

Pr

[
P𝜁L

1 (L)h
Iagg + PN

> 𝛾

]

= exp

(
−

PN𝛾

P𝜁L
1 (L)

)
lim

λ→+∞


L
Iagg

(
𝛾

P𝜁L
1 (L)

)
, (15.17)

where lim
λ→+∞


L
Iagg

(s) with s = 𝛾

P𝜁L
1 (L)

is given by

lim
λ→+∞


L
Iagg

(s) = exp

(
−2𝜋𝜌

∫

+∞

0

Pr L(
√

u2 + L2)u

1 + (sP𝜁L(
√

u2 + L2))−1
du

)

× exp

(
−2𝜋𝜌

∫

+∞

0

[1 − Pr L(
√

u2 + L2)]u

1 + (sP𝜁NL(
√

u2 + L2))−1
du

)
. (15.18)

Proof : See Appendix 15.3.
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From the above result, a new SINR invariance law is revealed, summarized in the
following theorem.

Theorem 2 If L > 0 and 𝜌 < +∞, then lim
λ→+∞

pcov(λ, 𝜌, 𝛾) approaches a constant that is
independent of λ in UDNs.

Proof: The two terms on the right-hand side of (15.17) are both independent of λ. ◽

15.3.2 The Area Spectral Efficiency

Next, we investigate the network capacity performance in terms of the area spectral effi-
ciency (ASE) in bps/Hz/km2, which is defined as [6]

AASE(λ, 𝜌, 𝛾0) = λ̃
∫

+∞

𝛾0

log2(1 + 𝛾)fΓ(λ, 𝜌, 𝛾)d𝛾, (15.19)

where λ̃ from (15.1) represents the density of active BSs that make an effective contribution
to the ASE, 𝛾0 is the minimum working SINR of a practical SCN, and fΓ(λ, 𝜌, 𝛾) is the PDF
of the SINR 𝛾 observed at the typical UE for a particular pair of values {λ, 𝜌}.

Based on the definition of pcov(λ, 𝜌, 𝛾) in (15.5) and the partial integration theorem, (15.19)
can be reformulated as

AASE(λ, 𝜌, 𝛾0) =
λ̃

ln 2 ∫

+∞

𝛾0

pcov(λ, 𝜌, 𝛾)
1 + 𝛾

d𝛾 + λ̃log2(1 + 𝛾0)pcov(λ, 𝜌, 𝛾0). (15.20)

From Theorem 15.2 and the expression of the ASE in (15.20), a wireless capacity scaling
law can be concluded in the following.

Theorem 3 If L > 0 and 𝜌 < +∞, then lim
λ→+∞

AASE(λ, 𝜌, 𝛾0) approaches a constant that is
independent of λ in UDNs, which is given by

lim
λ→+∞

AASE(λ, 𝜌, 𝛾0) =
𝜌

ln 2∫

+∞

𝛾0

lim
λ→+∞

pcov(λ, 𝜌, 𝛾)

1 + 𝛾
d𝛾

+ 𝜌log2(1 + 𝛾0) lim
λ→+∞

pcov(λ, 𝜌, 𝛾0), (15.21)

where lim
λ→+∞

pcov(λ, 𝜌, 𝛾) is given in (15.17) and proved to be independent of λ in
Theorem 15.2.

From the above constant wireless capacity scaling law, it can be seen that the network
densification should be stopped at a certain level for a given UE density 𝜌. Furthermore, for a
given UE density, there exists an optimal BS density λ∗ that can maximize the ASE, i.e.

maximize
λ

AASE(λ, 𝜌, 𝛾0)
s.t. pcov(λ, 𝜌, 𝛾) ≥ p0,

(15.22)

where the constraint means that the BS density should satisfy a minimum requirement of
coverage probability to ensure an acceptable user experience.

The solution λ∗ would answer the fundamental question, For a given UE density 𝜌, how
dense should a UDN be? Moreover, it raises another fundamental question, i.e. Should we
activate all BSs in a given area, or is there an optimal frequency reuse strategy?
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15.4 Performance with Multi-channel Spectrum Reuse

Compared with the aggressive SSR approach, in which all the BSs are activated in the same
time/frequency resource, let us consider a spectrum sharing network, where BSs are uni-
formly allocated to M channels, with a resulting BS density of λ

M
per channel, and discuss

what ensues.
First, let us focus on the formulation of coverage probability, denoted by p̂cov(λ, 𝜌, 𝛾,M).

The density of active BSs in the network, i.e. λ̃ in (15.1), remains the same as the BS and
UE densities remain unchanged. Second, since all BSs can be activated to serve UEs, every
UE can still be served by the BS providing the strongest signal strength. As such, the signal
part does not change. In more detail, the PDFs of f L

R,n(r) in (15.9) and f NL
R,n (r) in (15.10) do

not change.
However, with the proposed approach, the density of interfering BSs in the same channel

is reduced by a factor of M, since the density of BSs deployed in one channel is λ
M

. That is, λ̃
M

should replace λ̃ in the formulations of L
Iagg

(s) in (15.14) and 
NL
Iagg

(s) in (15.16). Therefore,
compared with the full SSR strategy, the SINR and thus the coverage probability for the
typical UE will improve when the M-channel spectrum sharing strategy is adopted, i.e. with
a frequency reuse factor of 1

M
.

Denoting by ÂASE the ASE of the network with the M-channel spectrum reuse strategy,
this key performance indicator can be formulated as

ÂASE(λ, 𝜌, 𝛾0,M) = λ̃
M ∫

+∞

𝛾0

log2(1 + 𝛾)f̂Γ(λ, 𝜌, 𝛾,M)d𝛾

= λ̃
M ln 2 ∫

+∞

𝛾0

p̂cov(λ, 𝜌, 𝛾,M)
1 + 𝛾

d𝛾 + 1∕M λ̃log2(1 + 𝛾0)p̂cov(λ, 𝜌, 𝛾0,M).
(15.23)

In the above formulation, M means that each BS only uses 1
M

of the frequency resource,
and according to the above discussion the density of active BSs λ̃ remains the same.

As a result of the above trade-off, the increase of UEs’ SINR and the decrease of spectrum
resource for each BS. In a nutshell, there exists an optimal spectrum reuse factor M to max-
imize the network performance, which is similar to that in (15.22), and can be formulated
as

maximize
M

ÂASE(λ, 𝜌, 𝛾0,M),
s.t. p̂cov(λ, 𝜌, 𝛾0,M) ≥ p0,

1 ≤ M ≤ λ,
(15.24)

where p0 is the minimum coverage probability that the network requires.

15.5 Simulation and Discussion

According to Tables A.1-3–A.1-7 of [1] and [12], we adopt the following parameters to deal
with a 3GPP case: 𝛼L = 2.09, 𝛼NL = 3.75, AL = 10−10.38, ANL = 10−14.54, P = 24 dBm, and
PN = −95 dBm (with a noise figure of 9 dB).
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Figure 15.1 The coverage probability pcov(λ, 𝜌, 𝛾) versus λ for the 3GPP case with 𝛾 = 0 dB and
various values of 𝜌 and L.

15.5.1 Performance with Full Spectrum Reuse Strategy

In Figure 15.1, we display the coverage probability for this 3GPP case with 𝛾 = 0 dB and var-
ious values of 𝜌 and L. Here, solid lines, markers, and dash lines represent analytical results
derived by (15.8), simulation results, and lim

λ→+∞
pcov(λ, 𝜌, 𝛾) derived in (15.17), respectively.

From this figure, we can observe the following:

● When the BS density is around λ ∈ [10−1
, 102] BSs/km2, the network is noise-limited, and

thus pcov(λ, 𝜌, 𝛾) increases with λ as the network is lightened up with more BSs and the
signal power benefits from LoS transmissions.

● When the BS density is at around λ ∈ [102
, 103] BSs/km2, pcov(λ, 𝜌, 𝛾) decreases as λ

increases. This is because of the transition of a large number of interfering paths from
NLoS to LoS, which accelerates the growth of the aggregate inter-cell interference.

● When λ ∈ [103
, 105] BSs/km2, pcov(λ, 𝜌, 𝛾) continuously increases as λ increases. This is

because the signal power continues to increase with the network densification, while the
interference power becomes bounded, as only BSs with active UEs are turned on and thus
the number of interfering BSs is bounded by the number of active UEs.

● When λ > 105 BSs/km2, pcov(λ, 𝜌, 𝛾) gradually reaches its limit, characterized by (15.17),
which verifies the SINR invariance law in Theorem 15.2. This is because the signal power
also becomes bounded as the UEs cannot get infinitely close to their serving BSs due to
the antenna height, L.

In Figure 15.2, we plot the ASE results for the 3GPP case with 𝛾0 = 0 dB, L = 8.5 m, and
various values of 𝜌.
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Figure 15.2 The ASE AASE(λ, 𝜌, 𝛾0) versus λ for the 3GPP case with 𝛾0 = 0 dB, L = 8.5 m, and
various values of 𝜌.

In this figure, AASE(λ, 𝜌, 𝛾0) is calculated from the results of pcov(λ, 𝜌, 𝛾) using (15.20).
Because the analysis on pcov(λ, 𝜌, 𝛾) has been validated in Figure 15.1, we only show the
analytical results of AASE(λ, 𝜌, 𝛾0) here. From the figure, we can observe the following:

● The linear capacity scaling law in [2], based on simplistic assumptions on channel mod-
eling and UE density, shows an optimistic but unrealistic future for 5G UDNs.

● The ASE crawls (does not increase quickly) when λ ∈ [102
, 103] BSs/km2 due to the

degradation of the coverage probability (see Figure 15.1) caused by the transition of a
large number of interfering paths from NLoS to LoS.

● For a given 𝜌, the value of AASE(λ, 𝜌, 𝛾0) approaches the limit in (15.21) when λ → +∞,
and thus the constant wireless capacity scaling law in Theorem 15.3 is validated for UDNs
with a non-zero L and a finite 𝜌.

15.5.2 Performance with Multi-channel Spectrum Reuse Strategy

To show the performance impact of different spectrum sharing strategies, in the follow-
ing we plot the coverage probability and ASE performance for a different number of
channels M.

In Figure 15.3, it can be seen that the coverage probability performance is improved with
an increased M due to the increased SINR. The improvement is prominent compared with
the co-channel deployment (M = 1), i.e. the aggressive SSR strategy. Hence, a proper spec-
trum reuse factor M can be leveraged to improve signal quality and network coverage.

In contrast to the coverage probability, Figure 15.4 shows that there is an optimum chan-
nelization that maximizes the ASE. For example, the optimum number of channels is

● M = 2 for the case with 600 UEs/km2 and 1000 BSs/km2
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Figure 15.3 The coverage probability p̂cov(λ, 𝜌, 𝛾,M) versus M with 𝛾 = 0 dB and various values of
λ and 𝜌.
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Figure 15.4 The ASE ÂASE(λ, 𝜌, 𝛾0,M) versus M with 𝛾0 = 0 dB and various values of λ and 𝜌.

● M = 3 for the case with 2000 UEs/km2 and 5000 BSs/km2

● M = 6 for the case with 6000 UEs/km2 and 10000 BSs/km2.

Analyzing these results one can see that there are cases in which deploying BSs in
multiple channels is not beneficial in terms of ASE. For the case with 300 UEs/km2

and 500 BSs/km2, the ASE monotonously decreases with M. These results show that
the tradeoff between the increased SINR and the decreased available bandwidth in each
channel determines the ASE performance. When the network deployment results in
medium or low UE SINRs, the M-channel spectrum reuse strategy can greatly boost the
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ASE due to the enhanced SINR. In this case, it is important to note that a large M is not
necessarily a good choice, since it leads to a very limited bandwidth available for each cell
and therefore a limited network throughput. In contrast, when the network deployment
already results in large UE SINRs, a co-channel deployment (M = 1) becomes the best
policy to maximize the system throughput, as we have practiced in the past decades. In the
future UDNs, an M value larger than one might become a default configuration for cellular
networks.

15.6 Conclusion

In this chapter, the stochastic geometry theory was used to analyze the network perfor-
mance in terms of coverage probability and ASE, especially in dense and ultra-dense net-
works. A sophisticated system model considering LoS and NLoS transmissions, antenna
heights, finite UE densities, and active/sleep BSs was adopted, which captures essential
network characteristics. Furthermore, by comparing the performance of a network with the
conventional full spectrum reuse strategy and the multi-channel spectrum reuse strategy,
we investigated the optimal spectrum reuse strategy. In 3G/4G, the full spectrum reuse has
been widely adopted. However, when the network is UDN, A multi-channel spectrum reuse
strategy can greatly boost the coverage probability and the ASE due to the enhanced SINR.
This chapter has also shown that when considering a multi-channel spectrum strategy,
there exists an optimal channelization that maximizes the ASE.

Appendix for Chapter 15

15.A.1 Proof of Lemma 15.1

The PDF f L
R,n(r) denotes the probability that the signal comes from the nth piece LoS path

with a distance r, which is the joint PDF of the serving distance r and the event, BL
n, that the

signal comes from the nth piece LoS path. Therefore, it can be calculated as

f L
R,n(r) = fR,n|BL

n
(r|BL

n) Pr[BL
n], (15.A.1)

where Pr[BL
n] = PrL

n(
√

r2 + L2) according to (15.A.4) and fR,n|BL
n
(r|BL

n) should characterize
the joint event of the following three independent subevents:

1. Since the BSs follow an HPPP with density λ, for the typical UE, its serving BS bo exists
at a horizontal distance r from it and the corresponding unconditional PDF of r is 2𝜋rλ.

2. There should be no LoS BS that can provide a better link to the typical UE than the LoS
BS bo, the probability of which is

pL
n(r) = exp

(
−
∫

r

0
Pr L(

√
u2 + L2)2𝜋uλdu

)
. (15.A.2)



�

� �

�

15.A.2 Proof of Lemma 15.2 317

3. There should be no NLoS BS that can provide a better link to the typical UE than the LoS
BS bo, the probability of which is

pNL
n (r) = exp

(
−
∫

r1

0
(1 − Pr L(

√
u2 + L2))2𝜋uλdu

)
, (15.A.3)

where r1 is the horizontal distance at which an NLoS BS has the same signal reception
level as bo. Hence, r1 can be computed by (15.A.11).

Consider the joint probability of the three independent subevents above, we have

fR,n|BL
n
(r|BL

n) = pNL
n (r)pL

n(r)2𝜋rλ. (15.A.4)

Then, substituting fR,n|BL
n
(r|BL

n) into (15.A.1), the proof completes. In a similar way, we can
obtain f NL

R,n (r).

15.A.2 Proof of Lemma 15.2

Adopting the definition of SINR in (15.A.6) and substituting the formulation of the cumu-
lative interference in (15.A.7) and the path-loss model in (15.A.4), we have

Pr[SINRL
n(r) > 𝛾] = Pr

[
P𝜁L

n (
√

r2 + L2)h
Iagg + PN

> 𝛾

]

= 𝔼[Iagg]

{
Pr

[
h >

𝛾(Iagg + PN)

P𝜁L
n (
√

r2 + L2)

]}

= 𝔼[Iagg]

{
FH

(
𝛾(Iagg + PN)

P𝜁L
n (
√

r2 + L2)

)}
(15.A.5)

where 𝔼[X]{⋅} denotes the expectation operation taking the expectation over the variable
X and FH(h) denotes the complementary cumulative distribution function of RV h. Since
we assume h to be an exponential RV, we have FH(h) = exp(−h) and thus (15.A.5) can be
further derived as

𝔼[Iagg]

{
FH

(
𝛾(Iagg + PN)

P𝜁L
n (
√

r2 + L2)

)}

= exp

(
−

𝛾PN

P𝜁L
n (
√

r2 + L2)

)
𝔼[Iagg]

{
exp

(
−

𝛾Iagg

P𝜁L
n (
√

r2 + L2)

)}

= exp

(
−

𝛾PN

P𝜁L
n (
√

r2 + L2)

)


L
Iagg

(
𝛾

P𝜁L
n (
√

r2 + L2)

)
,

(15.A.6)

where L
Iagg

(s) is the Laplace transform of RV Iagg evaluated at s on the condition of event BL

that the typical UE is associated with a BS with a LoS path. Based on the presented UAS,
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we can derive 
L
Iagg

(s) as

(a)L
Iagg

(s) = 𝔼[Iagg]{exp(−sIagg)|BL}

= 𝔼[Φ,{𝛽i},{gi}]

{
exp

(
−s

∑
i∈Φ∕bo

P𝛽i(𝑤)gi

)||||||BL

}

= exp
(
−2𝜋λ ∫ +∞

r Pr L(
√

u2 + L2)[1 − 𝔼[g]{exp(−sP𝜁L(
√

u2 + L2)g)}]udu

−2𝜋λ ∫ +∞
r1

[1 − Pr L(
√

u2 + L2)][1 − 𝔼[g]{exp(−sP𝜁NL(
√

u2 + L2)g)}]udu
)

= exp

(
−2𝜋λ∫ +∞

r
Pr L(

√
u2 + L2)u

1 + (sP𝜁L(
√

u2 + L2))−1
du

)
exp

(
−2𝜋λ∫ +∞

r1

[1 − Pr L(
√

u2 + L2)]u

1 + (sP𝜁NL(
√

u2 + L2))−1
du

)
.

(15.A.7)

Note that (a) considers the interference coming from LoS and NLoS paths. Plugging s =
𝛾

P𝜁L
n (
√

r2+L2)
into (15.A.7) and further plugging (15.A.7) into (15.A.6), we can obtain the gen-

eral expression of Pr
[

P𝜁L
n (
√

r2+L2)h
Iagg+PN

> 𝛾

]
shown in (15.A.13).

15.A.3 Proof of Theorem 15.1

As λ → +∞, we have that the horizontal distance r from the typical UE to its serving BS bo
approaches zero, i.e. r → 0 and 𝑤→ L in (15.A.2). Consequently, the path loss of this link
should be dominantly characterized by the first-piece LoS path loss function (i.e., 𝜁L

1 (𝑤)).
For instance, L is smaller than d1 = 67.75 m of the 3GPP case [1], which supports the use
of 𝜁L

1 (𝑤) in this case. Thus, lim
λ→+∞

pcov(λ, 𝜌, 𝛾) can be derived as

lim
λ→+∞

pcov(λ, 𝜌, 𝛾) = lim
λ→+∞

Pr[SINR > 𝛾|𝜁(𝑤) = 𝜁
L
1 (L)] (15.A.8)

= lim
λ→+∞

Pr

[
P𝜁L

1 (L)h
Iagg + PN

> 𝛾

]
. (15.A.9)

Moreover, from (15.A.1), we have that lim
λ→+∞

λ̃ = 𝜌. Substituting s = 𝛾

P𝜁L
1 (L)

and lim
λ→+∞

λ̃ = 𝜌

into the calculation of L
Iagg

(s) in (15.A.14), we can obtain the result of lim
λ→+∞


L
Iagg

(
𝛾

P𝜁L
1 (L)

)
in

(15.18) and this concludes our proof.
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Large-scale Wireless Spectrum Monitoring: Challenges and
Solutions based on Machine Learning
Sreeraj Rajendran and Sofie Pollin

KU Leuven, Belgium

The new generation of wireless technologies, making use of both licensed and unlicensed
frequency bands, promises improved throughput, latency, and reliability, enabling the cre-
ation of novel applications. The fifth-generation (5G) wireless technologies are envisioned
to be more diverse and heterogeneous. Densified small cells are becoming fundamental for
these high throughput and low latency networks to support the new high bandwidth appli-
cations such as live data streaming, video calls, and vehicle-to-vehicle communications.
Manual wireless spectrum management and analysis will be inefficient and suboptimal in
such dense and heterogeneous wireless environments. In addition, the number of unau-
thorized wireless spectrum usages and anomalies is increasing every year in the form of
uncertified wireless devices, fake base stations, unintentional transmitter leakages, and
easily available spectrum jammers. The key question is then: Who is going to monitor this
complex and dense electromagnetic space and how will we do it cost-efficiently? Even if we
know how to sample the RF spectrum cost-effectively, how can we analyze it, and translate
samples to spectrum knowledge?

16.1 Challenges

Radio spectrum is one of our most precious and widely used natural resources. With the
advent of new wireless communication technologies, spectrum usage has become very com-
plex, resulting in airwave congestion and other interference issues [5]. Diverse spectrum
regulations across countries have also contributed to this chaotic spectrum usage when
non-standardized wireless devices cross country borders. In addition, easily available ille-
gal wireless jammers or low-cost software-defined radio (SDR) devices which are capable
of generating custom wireless signals are making the problem worse. Furthermore, illegal
repeaters, which are used to boost mobile coverage, can adversely affect the cell planning
of mobile operators, resulting in poor coverage and dropouts [34]. Unintentional and inten-
tional jamming of localization services such as a global navigation satellite system (GNSS),
which is used for a wide range of applications such as automated vehicle navigation, air-
plane landing procedures, and maritime vessel tracking, is increasing with the availability

Spectrum Sharing: The Next Frontier in Wireless Networks, First Edition.
Edited by Constantinos B. Papadias, Tharmalingam Ratnarajah, and Dirk T.M. Slock.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
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of easy jamming devices [32, 35]. On the other hand, densified small cells are becoming fun-
damental for the new high throughput and low latency requirements [15]. Such dense and
heterogeneous deployment makes the enforcement and management of the wireless spec-
trum usage difficult. Automated monitoring, real-time analysis, and detection of anomalous
behaviors in the spectrum is becoming more crucial than ever before.

Spectrum resource monitoring is important for end users, operators, spectrum regulatory
bodies, and military applications. Each use case has its own specific needs and challenges.
The grand challenge is how to design a cost-effective solution that meets the requirements
of all potential end users. Users might be interested in electrosmog or optimization of their
indoor Wi-Fi network. Regulatory bodies might be keen on enforcing spectrum regula-
tion. Operators might be concerned about coverage maps over time for optimizing their
cell networks or refarming of their frequency bands. Military applications might be the
most challenging, requiring the detection and positioning of any signal hidden on purpose.
Novel operators might be interested in Internet of Things (IoT) cases, such as cooperative
detection of signals transmitted by low-cost/low-power transceivers.

Wireless spectrum monitoring is an interesting field of research which has attracted both
academia and industry, and there have been many initiatives in the past. A few initiatives
are funded by National Science Foundation (NSF) projects in the USA [1, 4, 11]. A metro
scale spectrum observatory [29], an initiative from the University of Washington, is also
sponsored by NSF. Radiohound [12] is another spectrum monitoring initiative concen-
trating on mobile environment monitoring using low-cost SDR. Hawkeye3601 is a recent
organization planning to build low earth orbit satellites to monitor global radio frequency
activity across air, land, and sea, and assist with emergencies.

A few other spectrum monitoring solutions are proposed in the literature. Some examples
include Microsoft Spectrum Observatory,2 which allows users to sense the spectrum using
expensive sensors, Google Spectrum3 for measurements on TV white spaces, and the IBM
Horizon4 project that proposed a generic decentralized architecture to share IoT data.
While Google Spectrum and IBM Horizon fail to cover a large part of the spectrum as
they are application specific deployments, Microsoft Spectrum Observatory fails to enable
large-scale sensor deployment mainly due to the cost of the sensing stations.

Even though a majority of wireless researchers, industries and spectral regulators are
keen to develop a worldwide spectrum monitoring infrastructure, the research community
has not succeeded in deploying one. The multidisciplinary nature of the spectrum moni-
toring solution is one of the main challenges that prevents the realization of such a system,
which in turn requires proper integration of new disruptive technologies. The infrastruc-
ture should flexibly address the variability and cost of the used sensors, large spectrum data
management, sensor reliability, security and privacy concerns, which can also target a wide
variety of the use cases as mentioned before. In section 16.2 we will propose a spectrum
monitoring system that relies on a large-scale data center with low cost sensors deployed
by the crowd as a promising method to enable spectrum monitoring.

Spectrum monitoring is more than sampling the spectrum. Once the infrastructure
is there to obtain spectrum samples, the main challenge remains the interpretation
and analysis of the spectrum data. Early spectrum analysis approaches focused on the

1 http://www.he360.com.
2 http://observatory.microsoftspectrum.com/.
3 https://www.google.com/get/spectrumdatabase/.
4 https://bluehorizon.network/documentation/sdr-radio-spectrum-analysis.
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well-defined use case of primary user presence detection or modulation recognition.
Recently, more complex RF signal analysis is being considered going from radar to mod-
ulation recognition or spectrum anomaly detection. In section 16.3 we will focus on two
very concrete spectrum analysis examples where the use of machine learning is promising.

16.2 Crowdsourcing

Crowdsourcing is one way to achieve a large-scale sensor deployment which is effectively
used in one of the successful spectrum monitoring framework, Electrosense [25]. Elec-
trosense is a non-profit organization based in Switzerland which aims at improving the
way the radio frequency spectrum is used. The initiative’s goal is to sense the entire wireless
spectrum in populated regions of the world and to make the data available in real time for
different stakeholders. Electrosense is an open initiative to which everyone can contribute
with spectrum measurements and access the collected data. Worldwide deployments are
plausible when the crowdsourcing paradigm is combined with low cost sensors, as shown in
Figure 16.1. Big data solutions are combined with the power of crowdsourcing to solve many

Transmitter
Localization

Signal
Classification

Spectrum Anomaly
Detection

Spectrum
Geomaps

Collaborative
Signal Decoding

Controller

Bigdata

Services

Open API
Wireless Spectrum
Visualization

Custom User
Applications

Electrosense Backend

Low cost wireless sensors

Internet

Figure 16.1 High-level overview of the Electrosense network. Low-cost sensors collect spectrum
information which is sent to the Electrosense backend. Different algorithms are run on the
collected information in the backend and the results of these algorithms are provided to the users
as a service through an open application programming interface (API).
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of the spectrum monitoring issues in Electrosense. The sensing devices could be low-cost
SDR dongles connected to embedded devices like a Raspberry Pi or high-end SDR devices
connected through a more powerful machine. The software that runs on the Electrosense
nodes is released as open source.5 The Electrosense network is currently in its beta stage
where volunteers have deployed sensors across seven countries in Europe. Through Elec-
trosense, an Open Spectrum Data as a Service (OSDaaS) model was introduced to address
the usability of the spectrum data for a wide range of stakeholders, including wireless oper-
ators, spectrum enforcement agencies, and military and generic users.

16.3 Wireless Spectrum Analysis

The wireless spectrum data in general refers to the wide range of wireless information,
including radio signal power levels, frequency occupancy, specific signal features, wireless
channel/environment information, and the device details connected to a particular net-
work. In the spectrum sensing context we refer to, the spectrum data in its raw sensed form,
after sampling, is expressed in the time or frequency domain. To control the data transfer
costs associated with the sensing, Electrosense sensors enable three pipelines with very low,
medium, and high data transfer costs, namely, Feature, PSD, and IQ, respectively. The data
transfer rate required for the IQ pipeline is in the 30–100 Mbps range based on the sampling
rate of the sensor. Even though the IQ pipeline can support a broad range of applications,
the huge data transfer and storage costs involved prevent the use of the IQ pipeline for long
periods even for a subset of sensors. The data transfer rates are brought down to hundreds
of Kbps with the help of the PSD pipeline, which supports various applications like spec-
tral occupancy calculation and coarse anomaly detection. Electrosense allows a selection
of proper pipelines by considering all these tradeoffs.

The sensed spectrum data is processed locally for decoding, extracting features or com-
pression and sent to the backend for further processing. The core idea of any sensing method
is to extract meaningful information from the sensed data. The wireless spectrum data can
aid a large number of applications, such as spectrum enforcement, anomaly detection, or
even spectrum coverage maps over frequency, time and space dimensions. To emphasize
the power of such a framework, we concentrate on two major applications throughout this
chapter: anomaly detection and wireless signal classification.

16.3.1 Anomaly Detection

Detecting anomalous behavior in the wireless spectrum is a demanding task due to the
sheer complexity of electromagnetic spectrum use. Wireless spectrum anomalies can take
a wide range of forms, from the presence of an unwanted signal in a licensed band to the
absence of an expected signal, which makes manual labeling of anomalies difficult and
suboptimal. To achieve the vision of automated spectrum awareness, a wireless spectrum
anomaly detector which can continuously monitor the spectrum and detect unexpected
behavior is vital. Furthermore, in addition to the detection of anomalies, it is important to

5 https://github.com/electrosense/es-sensor.
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understand the cause of an anomaly. This ranges from an unexpected transmission in the
analyzed band that can be classified [26], to the absence of an expected signal.

Wireless anomaly detection to some extent has been addressed in wireless sensor net-
works in the past [22, 24, 37]. These techniques make use of derived expert features from
very low rate sensor data such as temperature and pressure instead of high volume radio
physical layer data, as is our interest. An anomaly detector for dynamic spectrum access
(DSA) is presented in [14], where distributed power measurements via cooperative sens-
ing are used for anomaly detection. The proposed detector is limited to authorized user
anomaly detection only, for the specific case of DSA. Similarly, [9] makes use of hidden
Markov model (HMM) on spectral amplitude probabilities that can detect interference on
the channel of interest, again in the DSA domain.

In [20], the authors present a recurrent anomaly detector based on predictive modeling
of raw IQ data. The authors used a LSTM model for predicting the next four IQ samples
from the past 32 samples and an anomaly was detected based on the prediction error. Even
though this model works on raw physical layer data which require no expert feature extrac-
tion, it is still not sufficiently automated and generic for practical anomaly detection. First,
different copies of the same model need to be trained for different wireless bands such that
the model is able to predict anomalies specific to the band of interest. For instance, an LTE
signal in the FM broadcast band is definitely an anomaly, thus preventing a single model
to be trained on both bands. Second, the model does not extract any interpretable features
to understand the cause of the anomaly. In [33], the authors extend this prediction idea
to spectrograms and test the model on some synthetic anomalies. A reconstruction-based
anomaly detector on vanilla deep autoencoders is presented in [6]. This model lacks inter-
pretable feature extraction properties like class labels, which implies the need for training
multiple copies of the same model on different bands.

An adversarial autoencoder (AAE)-based model which fills the shortcomings of these
state-of-the-art models is proposed in [27]. First, it is shown that a single model can be
trained over multiple bands in an unsupervised fashion, avoiding the need for multiple
copies of models on various bands. Second, the same model can be trained in a semi-
supervised fashion for extracting interpretable features such as signal bandwidth and
position. Third, the reconstructed signal from the proposed model can be used for local-
izing anomalies in the wireless spectrum. Furthermore, the model enables various other
advantages such as wireless data compression and signal classification, which are significant
contributions in contrast to the state-of-the-art models [6, 20, 33].

A deep learning model based on AAE is used to achieve the aforementioned properties,
as shown in Figure 16.2. A long short-term memory (LSTM) layer with 512 cells is used
as the encoder for extracting interpretable features while a convolutional neural network
(CNN)-based decoder is employed for reconstructing the input data from the extracted fea-
tures. The AAE architecture is trained in a semi-supervised fashion to make the features
more interpretable while the reconstruction is fully unsupervised. Two layer feed forward
networks with 256 cells and relu activations are employed in both discriminators. The
LSTM output is fed through a softmax layer for signal classification and a linear layer for
extracting the latent features.

The discriminators (Ds) are neural networks that evaluate the probability that the latent
code z is from the prior distribution p(z) that we are trying to impose rather than a sample
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Figure 16.2 Model architecture for anomaly detection.

from the output of the encoder (E) model. The discriminator receives z from both the
encoder and the prior distribution, and is trained to distinguish between them. The encoder
is trained to confuse the discriminators into believing that the samples it generates are from
the prior distribution. Thus the encoder is trained to reach the solution by optimizing both
networks by playing a min-max adversarial game that is expressed in [7] as

min
E

max
Ds

𝔼z∼p(z)[log(Ds(z))] + 𝔼x∼pdata
[log (1 − Ds(E(x)))] (16.1)

Generative models try to model the underlying distributions of the input data, the latent
variables, which are further used for data reconstruction. In a spectrum anomaly detector
with interpretable features (SAIFE), the input power spectral density (PSD) data is assumed
to be generated by the latent class variable which comes from a categorical distribution
with number of categories k = number of frequency bands and the continuous latent
features from a Gaussian distribution of zero mean and unit variance; p(y) = Cat(y) and
p(z) =  (z|0, I).
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Three scores are used to detect whether the input data frame is anomalous or not:

1. Reconstruction loss: This error measures the similarity between the input data and the
reconstructed data defined as Rl =

∑N
i=0 |x − x̂| where x is the frame input, x̂ = D(z) is

the decoder frame output, and N is the number of data points in the frame.
2. Discriminator loss: The discriminator in the AAE model is trained to distinguish between

the samples from the prior distribution and the samples generated by the encoder. We
use the same discrimination loss used during the training process, which is defined as
Dl = 𝜎(z, 1), where 𝜎 is the sigmoid cross entropy. The loss from both continuous (Dlcont)
and categorical (Dlcat) discriminators is used to compute the final anomaly score.

3. Classification error: The class labels predicted by the encoder are cross-checked with the
original band of interest to detect the presence of other known but unexpected signals
in a selected frequency band.

A simple n-sigma threshold is employed on the reconstruction and discriminator loss
based on the mean and standard deviation values from the training data. The symbol ∨ in
the following equation represents logical or operation. An input data frame is classified as
anomalous if Ascore is True:

Ascore = (Rl > (𝜇Rlt
+ n ∗ 𝜎Rlt

))

∨ ((𝜇Dltcont
− n ∗ 𝜎Dltcont

) > Dlcont > (𝜇Dltcont
+ n ∗ 𝜎Dltcont

))

∨ ((𝜇Dltcat
− n ∗ 𝜎Dltcat

) > Dlcat > (𝜇Dltcat
+ n ∗ 𝜎Dltcat

))

∨ (ClassEncoder! = Classinput) (16.2)

The threshold value n is selected empirically based on the expected true positive rate and
false detection rate.

We use two spectrum data sets along with one synthetic anomaly set to evaluate the per-
formance of the used model. A synthetic spectrum dataset is necessary to understand the
performance of the model in a controlled environment. The synthetic data set consists of
four different signal types with signal parameters as reported in Table 16.1. The signals
are (i) single-cont: single continuous signal with random bandwidth, signal-to-noise ratio
(SNR) and center frequency, (ii) single-rshort: pulsed signals in time with similar parameters

Table 16.1 Synthetic signal dataset parameters

Type
Single-cont, single-rshort,
mult-cont, dethop

Input frame size 6 × 64
SNR range 5 dB to +20 dB
Number of training samples 6000 vectors
Number of test samples 6000 vectors
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Figure 16.3 Sample signals single-cont, single-rshort, mult-cont, and dethop from synthetic signal
dataset (time on y axis and frequency on x axis).

Table 16.2 Synthetic anomaly dataset parameters

Type
Scont, randpulses,
wpulse, oclass

Input frame size 6 × 64
SNR range –20 dB to +20 dB
Number of training samples 6000 vectors
Number of test samples 6000 vectors

as single-cont, (iii) mult-cont: multiple continuous signals with possible overlap, and (iv)
dethop: random bandwidth and SNR signals with deterministic shifts/hops in frequency as
depicted in Figure 16.3. Similarly, four synthetic signals, (i) scont: same as single-cont, (ii)
randpulses: random pulsed transmissions on the given band, (iii) wpulse: pulsed wideband
signals covering the entire frequency, and (iv) oclass: signals from other classes in synthetic
dataset, are used as anomalies as reported in Table 16.2.

16.3.2 Performance Comparisons

To evaluate the performance of SAIFE, the anomaly detection performance is compared
against various state-of-the-art algorithms such as one-class support vector machines
(OSVMs), isolation forest (IFO) [13], lightweight on-line detector of anomalies (LODA)
[23], and robust covariance (RCOV) [28]. The average anomaly detection accuracy of these
algorithms over different frequency bands are plotted in Figure 16.4. On average SAIFE
performs better than all other algorithms for all anomalies on all synthetic frequency
bands. Oclass anomaly performance is quite good when compared to other algorithms
as SAIFE performs explicit frequency band classification as one of the features. Figure 16.5
shows the receiver operating characteristic (ROC) curves for all anomalies on the det-hop
channel for all algorithms. Anomaly signals similar to the original signals are intentionally
selected to thoroughly analyze the detection capabilities of the model. Improving the num-
ber of features of SAIFE from 20 to 100 can also help to improve the detection accuracy
to some extent, as shown in Figure 16.4.

To understand the performance on detecting real anomalies, the model is tested on the
real-world Electrosense dataset. The data is collected through the Electrosense API6 with a

6 https://electrosense.org/open-api-spec.html.
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Figure 16.4 Anomaly detection accuracies for different anomalies with a constant false alarm rate
of 10% averaged over four different frequency bands. For oclass anomaly, anomaly vectors are
randomly selected from other classes without specific SNR-based evaluation, resulting in one
detection accuracy value (plotted as a line for uniformity). Anomaly SNR on the x axis and detection
accuracy on the y axis.

spectral resolution of 10 kHz and time resolution of 60 seconds. These sensors are low-cost
RTLSDRs configured at a sampling rate of 2.4 MS/s with omni-directional antennas which
are deployed indoors. The sensors follow sequential scanning of the spectrum with an fast
Fourier transform (FFT) size set to 256, giving a frequency resolution close to 10 kHz. With
a FFT size of 256 and sensor ADC bit-width of 8, we get an effective bitwidth of 12, result-
ing in a theoretical dynamic range of 74 dB. Practical dynamic range depends on the ADC
front-end stages and the noise level, which may vary between 60 and 65 dB. Five FFT vectors
are averaged for reducing the thermal noise of the receiver. The model is trained on 7 days
of data from one of the Electrosense sensors and tested on the next 500 hours for anomalies
with a detection threshold of 3𝜎 (n = 3).

The number of detected anomalies, based on Ascore, along with a few sample anomalies
for seven frequency bands are shown in Figure 16.6. For instance, the model detects unex-
pected missing transmissions (top right) and some out-of-band transmissions (top left). It
can be noticed that after 230 hours the 192–197 MHz bands started giving more anomalous
detections. Visual inspection of the anomalous PSD patches in this band revealed trans-
mission pattern variations. These detected variations could be either because of the trans-
mitter behavior changes or from the position/antenna changes of the sensor. The model
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Figure 16.5 ROC curves for different detection algorithms on det-hop synthetic band for various
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also provides the flexibility to add these anomalous detections to the training set, enabling
incremental learning, if the user believes that the behavior is normal. Incorporating this
user feedback and enabling automated retraining of models on these kind of anomalous
behaviors will be addressed in future work.

In this section we have formulated wireless spectrum anomaly detection as an unsu-
pervised learning problem where the model tries to learn the normal spectrum data
distributions and detect the uncommon patterns as anomalous. As long as new anomaly
patterns are not present in the training data in abundance, the model can detect these
anomalies independent of the number of new patterns. SAIFE makes the basic assumption
that non-frequent behavior is anomalous, which is not always true. For example, trans-
missions in industrial, scientific, and medical (ISM) bands can be very sparse which are
not anomalies. Similarly, a pirate transmitter or transmission duty cycle limit violations
in a licensed band is anomalous even when they are very frequent. This prevents modeling
wireless anomaly detection as a fully unsupervised learning problem. We will solve
wireless spectrum anomaly detection, in a semi-supervised setup, by formulating it as a
crowdsourced active learning problem in the near future. Once we detect an anomalous
transmission, it is important to understand more about the anomalous signal. This is
where wireless signal classification comes into the picture.

16.3.3 Wireless Signal Classification

Wireless signal classification is an area of huge interest mainly due to its value in a wide
set of applications such as anomaly detection, interference detection, and wireless spec-
trum enforcement. Classification models try to map the input signal to the corresponding
modulation or technology type for further decoding and analysis. These models should be
robust against channel, time, SNR, and symbol rate variations. In addition, the speed of
signal classification is also an important factor. Classification models in supervised and
semi-supervised settings are detailed in the following subsections.

16.3.3.1 Fully Supervised Models
Recently, a few fully supervised deep learning models have been proposed for wireless signal
classification [21, 26, 36] that perform better than the expert feature based classifiers, even
in low SNR conditions. While the CNN models [21] try to learn a wide range of matched
filters for different SNRs, the LSTM models try to capture the temporal amplitude and phase
variations of the input signal. Detailed explanations about these models can be found in the
original papers.

A brief performance comparison of these deep learning models with other classifica-
tion techniques on a standard radio machine learning (RadioML) modulation classification
dataset [19] is presented in Figure 16.7. As the used sample length is only 128 (standard
RadioML dataset), expert features cannot be efficiently generated before feeding it to tradi-
tional machine learning methods like support vector machines (SVMs) or random forest.
All the models are fed with the same raw training and test data for this comparison. Random
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Figure 16.7 Wireless classification
accuracy of CNN and LSTM deep
learning models compared with
traditional machine learning
methods on the RadioML dataset.

forest with 150 decision trees is able to provide close to 70% of accuracy at very high SNR
conditions while others could reach only around 26%. It could be clearly noticed that the
deep learning models perform better than the other standard techniques when fed with
the raw sensed data from the in-phase and quadrature phase (IQ) pipeline. First, these
models can classify signals very efficiently with a very low number of symbols, usually
with hundreds of samples (tens of modulated symbols) when compared to the classical
cyclostationary-based expert feature models which require samples in the thousands range
(hundreds of modulated symbols) for averaging. Second, the deep learning models perform
better even in low SNR conditions. Finally, in typical modulation or technology classifica-
tion problems very deep models are not required to achieve good performance. Two layer
CNN or LSTM models can easily abstract features for reaching close to 90% accuracy.

The parameter space of typical wireless modulations is huge as there are multiple mod-
ulation parameters or wireless specifications that can be varied, such as the symbol rate,
sample rate, pulse shaping filter parameters, and so on. Even though the fully supervised
models can give very good classification accuracy on wireless signals with parameters it has
seen in the training phase, labeling the data for a wide range of parameters is very tedious.
This points to a pressing need for semi-supervised models.

16.3.3.2 Semi-supervised Models
A few papers in the literature have looked into wireless signal classification in a semi-
supervised manner. In [17], the authors perform a supervised bootstrapping of sparse repre-
sentation, that is training a deep learning model in a supervised fashion with known labels,
and then proceed with the idea that by discarding the last softmax-layer of the fully super-
vised model the features generated have the ability to separate additional classes. The model
is shown to be able to extract abstract features which can be used to separate unseen mod-
ulations with simple clustering techniques. However, the model makes use of non-labeled
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data only for clustering and not for training. This prevents the model from providing guar-
anteed clustering for all unseen modulations with drastic parameter variations.

Another work [8] makes use of sparse coding and dictionary learning to perform blind
signal classification. Sparse coding is an unsupervised method to learn a dictionary of
over-complete basis vectors that can represent data efficiently. Each basis vector in the
dictionary is also known as an atom. During the training stage a few dictionary atoms
are generated in a semi-supervised fashion by using well-known pulse shaping filters
and similarity matching [2] is used for finding the best suited modulation. In a realistic
scenario selecting parameters for generating supervised dictionary is difficult as filter
shape is not the only parameter that can vary. Also the model is tested only on an AWGN
channel and proper analysis is not done with fading and other hardware effects on the
dictionary generation. To address the shortcomings, generic models that can use both
labeled and unlabeled samples and can learn relevant features are required for proper
classification. In addition, similar to the fully supervised deep learning models, they
should do automated feature extraction avoiding the manual expert feature extraction
requirements.

To enable the specified requirements, a mutual information maximizing generative
adversarial network with layers specific to the wireless domain is selected [31]. This model
is an advanced version of the Information Maximizing Generative Adversarial Networks
(InfoGAN) [3] model with a semi-supervised setting. Used layers in the generator and dis-
criminator are detailed in Figure 16.8, where convolutional layers are used in the generator
and LSTM in the discriminator. Being a generative model, the generator makes signals
which resemble the actual input data while the discriminator tries to segregate them.
In addition, a softmax layer is added to the discriminator to enable signal classification
along with segregation. A discriminator which is trained on such generated and real inputs
is seen to be more robust as the amount of signal variation the model sees is much larger.
In-depth mathematical details about the model can be found in [31] and are omitted
here in order to avoid repetition. As shown in Figure 16.9, the trained discriminator on
instantaneous amplitude and phase of the received signal is able to achieve an average
accuracy of 80% only by using 10% labeled samples, which is only 10% lower than the
accuracy of the fully supervised discriminator. On the other hand, a fully supervised model
with the same LSTM layers could achieve only 50% accuracy using 10% of labeled samples.
The discriminator also reaches accuracy close to the fully supervised model by only using
20% labeled samples. Currently the model is tested only on pure modulation schemes
without any error correction or encoding schemes. Detailed classification tests for different
encoding schemes will be included in future work.

16.3.3.3 Performance-friendly Models
Deep layers and inherent non-linearities make deep learning models processor-intensive
for low-end sensor deployment. The typical average depth of the models currently used in
the wireless sensing is two, which prevents us from doing much network pruning with-
out sacrificing the performance. Quantizing the networks weights and activations is one
other method to reduce the required memory footprint for holding intermediate results. For
instance, binarized networks can exceptionally reduce the intermediate memory footprints
and replace most of the arithmetic operations with bitwise operations [10].
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Figure 16.8 Generator and discriminator details.

Even though quantized models can provide computational gains, the performance degra-
dation of these models should be analyzed in detail. To validate this, the accuracy compar-
ison plots of various quantized models for wireless signal classification are summarized
in Figure 16.10. In [10] the authors had already noticed that binarizing LSTMs results in
very poor accuracy. However, models with binarized CNNs have been reported to provide
accuracy close to their full precision variants. Also by allowing more quantization levels
on the LSTM models, a higher accuracy can be achieved while still reducing the compu-
tational cost. Two quantized LSTM model variants were tested, one with ternary weights
(–1, 0, +1) and full precision activation (TW_FA) and the other with ternary weights and
four bits activation (TW_4BA). The accuracy results of these models are summarized in
Figure 16.10. Results show that LSTM models with ternary weights and 4 bit activation can
provide close to 80% accuracy, reducing the very high computational power required for
full precision models. Binary CNN models also provided an accuracy level only 10% below
the full precision variants. We believe the classification accuracy can be further improved
by proper hyper-parameter tuning and longer training.
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Figure 16.10 Wireless signal
classification accuracy of two layer
quantized models on the RadioML
dataset.
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16.4 Future Research Directions

Low-cost SDR hardware and advances in big data have helped in developing large-scale
spectrum monitoring frameworks. New machine learning models are being developed
actively for understanding the signals better, for instance very deep models for wireless
signal classification [18]. Gradually, deep learning models are becoming an ingrained part
of future wireless technologies, especially for sensing and end-to-end communication sys-
tems [16]. The following are some open problems related to wireless spectrum monitoring
where new solutions can create a huge impact.
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16.4.1 Machine Learning

Interpretable feature extraction: In section 16.3 we only looked at one discrete interpretable
feature, namely, category of the signal. For a wireless signal there is a wide range of other
continuous features such the bandwidth, symbol rate, channel occupancy, duty cycle and so
on. The semi-supervised InfoGAN model presented in this paper also extracts some contin-
uous features that can also be trained in a semi-supervised manner. The expressive power
of alternative models based on variational autoencoders in terms of extracting disentan-
gled features from the wireless data is also an interesting research direction that can help
automated spectrum interpretation.

Expert feature extraction models: Deep learning models for wireless signal classification
presently use layers which basically apply non-linearity after simple multiply-accumulate-
add operations while it is well established in the research community that cyclic cumu-
lants, which are generated by time-shifted multiplication and averaging of the input itself,
perform well in the expert feature space. Models that can take advantage of these features
in the internal layers might be useful in improving the performance of current models.
These models might also be useful for multi-label classification setup, which can further
aid interference analysis.

Models for sub-sampled wireless signals: Recently there has been a surge in interest in
subsampled wireless classification models that can enable low-energy spectrum sens-
ing [30]. It should be also noted that, in Electrosense, the deployed low-cost spectrum
sensors’ SDR has many limitations, including low sampling bandwidth (max. 3.2 MS/s),
which prevents it from receiving high bandwidth signals like Wi-Fi or LTE. Efforts to
develop deep learning models that can work efficiently on subsampled signals are worth
pursuing.

16.4.2 Anomaly Geo-localization

Localizing detected anomalies geographically is very important to mitigate imminent
threats in high priority wireless communication scenarios such as airports. Anomaly
geo-localization is also important to understand the source of intentional or unintentional
jamming events. When compared to conventional localization, one of the major challenges
in localizing these signals is that they are not cooperating. Localizing unknown interfering
signals with complex frequency hopping patterns is a difficult and an interesting problem
to tackle in the future.

16.4.3 Crowd Engagement and Sustainability

An important challenge that we see for large-scale deployments is to improve the engage-
ment of new users. What are the best incentives that can motivate new users to join the
network and share spectrum data? How can the crowd-sourced model be kept cost-effective
in terms of the backend processing and storage costs? These are worthwhile problems to be
tackled for a self-sustaining spectrum monitoring framework.
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16.5 Conclusion

Automated monitoring of wireless spectrum over frequency, time, and space is still a
difficult research problem. In this chapter we addressed some of the main challenges
of large-scale wireless spectrum monitoring. A crowdsourced spectrum monitoring
framework, which leverages state-of-the-art SDR and big data architectures, can help to
address these challenges and democratize spectrum awareness. In addition, new machine
learning models were presented which can be used to interpret sensed spectrum data
effectively, as shown by the anomaly detection and signal classification examples. A
semi-supervised deep learning setup was also presented based on the latest deep learning
research which achieves performance close to fully supervised models with only 20% of
the labeled samples. Furthermore, the performance of quantized models was analyzed and
it was shown that, in principle, considerable computational performance can be achieved
at a cost of 10% classification accuracy loss. The rise of deep learning models for wireless
applications is inevitable and the future looks bright for the entire industrial and research
wireless sectors.
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17.1 Introduction

Fully realizing the vision of dynamic spectrum sharing (DSS) requires the adoption of
fundamentally new spectrum access paradigms. For instance, in DSS, a heterogeneous mix
of wireless systems of differing access priorities, quality of service requirements, and trans-
mission characteristics needs to coexist without causing harmful interference to each other.
In these novel paradigms, when different stakeholders share a common resource (such as in
spectrum sharing), security and enforcement become critical considerations that are essen-
tial to the welfare of all stakeholders. Policy enforcement is especially a paramount con-
sideration when sharing government (including military) spectrum with non-government
(commercial) systems. Hence, to securely and efficiently employ innovative spectrum
access technologies, the spectrum regulatory authorities throughout the world have empha-
sized the need to adopt new regulatory policies which could be enforced with the help of
frameworks, such as a spectrum monitoring system, which was discussed in Chapter 16.

In this chapter, we review the critical security and privacy threats to the harmonious and
efficient functioning of DSS ecosystems and their countermeasures. First, a taxonomy for
classifying the threats is discussed. The taxonomy considers fundamental mechanisms for
enabling coexistence (i.e., spectrum sensing-driven mechanism or database-driven mech-
anism) as well as the points of attack with respect to the five-layer protocol stack. For
each threat category, representative security and privacy threats, and their relation to other
types of threats are described. Furthermore, the existing proposals for threat countermea-
sures and spectrum policy enforcement are discussed. The enforcement mechanisms are
discussed in the context of two distinct approaches: ex ante and ex post enforcement. The
former represents actions that are designed to “prevent” or reduce the likelihood of a poten-
tially harmful interference event, while the latter denotes “punitive” measures designed
to punish malicious behavior after a potentially harmful interference event has occurred.
The chapter concludes by discussing the research and regulatory challenges that need to be
addressed to ensure policy enforcement in DSS.

Spectrum Sharing: The Next Frontier in Wireless Networks, First Edition.
Edited by Constantinos B. Papadias, Tharmalingam Ratnarajah, and Dirk T.M. Slock.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
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17.2 Technical Background

In the perspective of policy enforcement, there are three major attributes associated with
the DSS model: user, coexistence, and security attributes. These attributes are briefly dis-
cussed below. They will be utilized later to present a classification of threats and their
countermeasures.

User attributes In spectrum sharing, users of different access priorities share a common
resource, namely, spectrum, within a clearly defined hierarchy. On one hand, the licensed
shared access (LSA) model adopted in Europe employs a two-tier sharing structure (incum-
bent tier 1 users and licensee tier 2 users); on the other hand, the spectrum access system
(SAS) adopted in the USA employs a three-tier structure (incumbent tier 1 users, priority
access license tier 2 users, and general authorized access tier 3 users) [51]. For the following
discussions in this chapter, we follow the two-tier spectrum sharing model in which users
are broadly classified into two categories: incumbent/primary users (PUs) and secondary
users (SUs). The PUs have access priority over the SUs, and may consist of government
users and licensed users. The SUs have secondary (i.e., subordinate) rights to spectrum,
and typically consist of unlicensed opportunistic users.

Coexistence attributes There are two different mechanisms for enabling the harmonious
coexistence of heterogeneous wireless systems in a shared spectrum ecosystem: spectrum
sensing and geolocation databases. In a sensing-driven spectrum sharing scenario, SUs
become cognizant of the surrounding radio frequency (RF) environment through either
standalone or cooperative spectrum sensing [70], and their transmission behavior is dic-
tated by spectrum sensing results. Note that SU radios need to have sufficient intelligence to
use transmission parameters that are compliant with regulatory spectrum policies. Radios
with such capabilities are often referred to as cognitive radios (CRs). In a database-driven
spectrum sharing application, SUs are required to obtain spectrum availability informa-
tion from a geolocation database which may also prescribe policies to access the shared
spectrum (e.g., maximum allowed transmission power) [33, 52]. In some DSS ecosystems,
both geolocation databases and sensing-based mechanisms are utilized in tandem to enable
harmonious spectrum sharing between users of different access priorities [23].

Security attributes To ensure the viability of spectrum sharing, the following security and
enforcement requirements must be met [7, 57]:

● Confidentiality: The data communicated between users and the database should not be
disclosed to unauthorized users.

● Integrity: The data stored in the database and communicated among users should be pro-
tected from malicious alteration, insertion, deletion or replay.

● Availability: The users should have access to the database and/or the spectrum when it is
required.

● Authentication: The network components, including the database and the mobile termi-
nals, should be able to establish and verify their identity.
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● Non-repudiation: The users should not be able to deny either having received or sent a
message. Also, they should not be able to deny having accessed the spectrum at a specified
location and time.

● Compliance: The network should be able to detect non-compliant behavior causing harm-
ful interference.

● Access control: No user should be able to access either the database or the spectrum with-
out proper credentials.

● Data privacy: Along with the data stored in the geolocation databases, the users’ sensitive
data, should be properly protected.

● Operational privacy: Sensitive operational attributes (e.g., location) of the users should be
preserved.

17.3 Security and Privacy Threats

In the DSS paradigm, SUs may need to employ software-defined radios (SDRs) to harmo-
niously coexist with PUs as well as other SUs. Unlike a legacy radio, which is hardware or
firmware-based, a SDR enables a user to readily re-configure its transmission parameters,
allowing for greater flexibility. However, this “programmability” of SDRs also significantly
increases the possibility of “rogue” or malfunctioning SUs. In this section, the security and
privacy issues that pose the greatest threats to spectrum sharing are presented.

The threats to spectrum sharing can be classified into two broad categories based on
the spectrum sharing approach that the attacks target: threats to sensing-driven spectrum
sharing and threats to database-driven spectrum sharing. Based on this classification, a tax-
onomy of threats is presented in Figure 17.1 to provide a systematic discussion of the topic
and to offer a clear picture of the known security and privacy issues.

17.3.1 Sensing-driven Spectrum Sharing

The following threats exploit the vulnerabilities in the spectrum sensing-based mechanism
which is utilized for enabling a spectrum sharing ecosystem.

Threats to
Spectrum Sharing

Threats to
Sensing-driven

Spectrum Sharing 

Threats to
Database-driven

Spectrum Sharing

MAC-layer
Threats

Cross-layer
Threats

Threats to
Database Access

Protocols

Threats to
Privacy of Users

PHY-layer
Threats

PHY-layer
Threats

Figure 17.1 Taxonomy of threats to spectrum sharing.
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Figure 17.2 Primary user emulation attack.

17.3.1.1 PHY-layer Threats
Threats in this subcategory directly impact the physical (PHY)-layer mechanisms, most
notably spectrum sensing. Spectrum sensing by SUs can be manipulated by a rogue trans-
mitter to either hijack their spectrum or affect their spectrum sharing decisions, e.g. through
PU emulation (PUE) attacks [15, 17]. In a PUE attack (shown in Figure 17.2), a malicious
SU emulates a PU’s transmission characteristics in order to gain illegitimate access to the
spectrum and/or prevent other SUs from accessing the spectrum. The PUE attack can also
be used as a tool to launch more sophisticated attacks [54].

An approach for enhancing the accuracy of spectrum sensing is to employ cooperative
spectrum sensing and centralized decision making [40]. In this approach, multiple users
sense and send their observations about the RF environment to a fusion center. The fusion
center ingeniously combines the reported information to make the final decision regarding
the presence/absence of the PU’s transmissions. Another approach for collaborative
sensing is to employ cooperative spectrum sensing and distributed decision making. In this
approach, no fusion center is used, instead each SU makes the decision about the presence
of a PU based on its own observations and those shared by other SUs.

Both sensing approaches mentioned above are prone to spectrum sensing data falsifica-
tion (SSDF) attack in which rogue SUs send false observations about the RF environment
[14, 20, 60]. An illustration of the SSDF attack is presented in Figure 17.3. Due to the
SSDF attack, legitimate SUs in the network may acquire an inaccurate perception of the
RF environment and make decisions that may cause interference to PUs. Also, rogue SUs
may violate the spectrum sharing policies and transmit selfishly on convenient channels,
causing harmful interference to PUs and other SUs [42].

17.3.1.2 MAC-layer Threats
There are numerous attacks that may compromise the media access control (MAC)-layer
mechanisms of spectrum sharing. In a multi-hop CR network, a pre-defined frequency
channel – called the cognitive control channel – is used by SUs to exchange control infor-
mation, e.g. channel negotiation and spectrum hand-off. A rogue transmitter may jam this
channel with little effort and cause denial of service (DoS) to SUs [72]. This is referred to as
control channel corruption (CCC) attack. An alternative technique for enabling coexistence
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Figure 17.3 Spectrum sensing data falsification attack.

of SUs and coordinating the use of channels among SUs is to utilize beacons. Again, in this
mechanism a malicious transmitter can launch a beacon falsification (BF) attack which may
compromise critical functionalities, such as inter-cell spectrum contention and inter-cell
synchronization [12]. Some SUs may also implement a carrier sense multiple access with
collision avoidance (CSMA/CA) protocol in which a SU backs off by a random time after
sensing the transmission from another SU. If there is a collision of packets transmitted by
any two SUs, the SUs double the back-off window before retransmission. In this protocol, a
malicious user may utilize a small back-off window and gain priority over other users [61].
This is called the small back-off window (SBW) attack.

17.3.1.3 Cross-layer Threats
In some scenarios, multiple attacks can be conducted in tandem to exploit vulnerabilities
in two or more layers of the protocol stack. These attacks are called cross-layer attacks. For
instance, in DSS utilizing the CSMA/CA protocol, a malicious user can launch an SSDF
attack (at the PHY-layer) and an SBW attack (at the MAC-layer) in a coordinated fash-
ion [64]. This coordination makes it difficult to detect either of the two attacks. Also, this
cross-layer attack is more successful than a single-layer attack in diminishing the overall
SU channel utilization. Another example of a cross-layer attack is known as a Lion attack
which targets the PHY and transport layers [34]. In a Lion attack, a malicious user launches
a PUE attack and forces the target SUs to carry out frequency hand-offs. The transmission
interruptions caused by the frequency hand-offs lead to very poor throughput at the trans-
port layer since the transmission control protocol (TCP) is quite sensitive to variations in
delay and bandwidth.

17.3.2 Database-driven Spectrum Sharing

The threats described in this subsection impinge the security and privacy of users in spec-
trum sharing enabled by geolocation databases.
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17.3.2.1 PHY-layer Threats
Undesirable interference from rogue transmitters can significantly impact SU spectrum
utilization in database-driven sharing [33]. Specifically, the information about spectrum
availability provided by databases can be exploited by a rogue transmitter to amplify its
ability to launch targeted jamming attacks and hide its non-compliant transmissions [71].

17.3.2.2 Threats to the Database Access Protocol
The database access protocol attacks (DAPAs) refer to the varied set of security threats
related to the access control mechanism of the database [8, 58]. In database-driven sharing
without suitable protection mechanisms, different flavours of DAPA can be launched. In
a masquerade attack, a rogue SU can listen to registration exchanges between a legitimate
SU and the database, and later register with the database by claiming the identity of
the legitimate SU. Spoofing a database in order to provide malicious responses to SUs is
another type of attack that can disrupt the sharing environment.

Furthermore, the attacker may compromise the integrity of a SU’s query and/or
database’s response. If an attacker is able to change some of the information in the SU’s
query (e.g., the location of the SU or its capabilities), the database will respond with incor-
rect information about available spectrum or maximum allowed transmission power. The
attacker may also directly modify the available spectrum or power level information carried
in the database response. Additionally, selectively jamming database queries/responses
may cause a DoS to the SUs. Further, if a database includes a mechanism by which
spectrum allocated to a SU can be revoked by sending a revoke message, malicious users
can pretend to be the database and send a revoke message to that SU terminating or
unfairly limiting spectrum access of the SU.

17.3.2.3 Threats to the Privacy of Users
Although using geolocation databases for spectrum sharing has many advantages over the
sensing-based approach, it poses a potentially serious privacy problem. There is the possi-
bility that through sophisticated inference techniques, SUs can obtain knowledge beyond
what is revealed directly by the database’s responses. This type of attack is referred as a
database inference attack (DIA) [6], which compromises the operational privacy of the PUs.

For instance, SUs, through seemingly innocuous queries to the database, can infer var-
ious attributes of PUs. Some of these attributes include PU identity (e.g., the call sign of
the transmitter in the Federal Communications Commission (FCC) Consolidated Database
System), geolocation (i.e., latitude and longitude), antenna parameters, transmission power,
transmit protection contours (co-channel and adjacent channel), and times of operation.
When the incumbent systems are commercial systems, such as TV spectrum, the infer-
ence of these attributes is not an issue. However, when the incumbents are government,
possibly military, systems, then the information revealed by the databases may result in
a serious breach of operational privacy. For instance, the operational privacy of PUs is an
especially critical concern for sharing of federal government spectrum in the 3.5-GHz band
with non-government systems in the USA.

Another issue that may arise as a result of using geolocation databases for spectrum
sharing is the compromise of operational privacy of SUs. For instance, since SUs need
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Table 17.1 Security features compromised by threats.

Threats

Security feature PUE SSDF CCC BF SBW DAPA DIA

Confidentiality × ×
Integrity × × × × ×
Availability × × × × × ×
Authentication × × × ×
Non-repudiation × ×
Compliance × ×
Access control × × ×
Data privacy ×
Operational privacy ×

to send their location information to the database to receive information on the set of
available channels in their region, their location privacy may be threatened by an untrust-
worthy database. An advanced attack on the SU’s location privacy is called spectrum
utilization-based location inference (SULI) attack which allows an attacker to infer the
location of the SU from the channels utilized by it [26].

Table 17.1 summarizes the threats to spectrum sharing discussed in this section by high-
lighting the security features that they compromise (denoted by ×).

17.4 Enforcement Approaches

Enforcing spectrum access control in legacy radios (e.g., cellular phones) is relatively
straightforward since the spectrum access policies are an inseparable part of the radio’s
firmware and platform. Also, making controlled changes to a legacy radio’s behavior would
require an adversary to have very specialized technical expertise in the radio’s firmware
and hardware. Unfortunately, the reconfigurability of SDRs/CRs not only makes them
vulnerable to unauthorized modifications, but also makes it difficult to enforce spectrum
policies.

Considering the wide landscape of the threats, we discuss a battery of countermeasures
for spectrum policy enforcement by classifying them into two broad categories: ex ante
(preventive) and ex post (punitive) enforcement. The taxonomy of enforcement approaches
is illustrated in Figure 17.4. The objective of ex ante enforcement is to prevent or reduce
the probability of a policy violation causing harmful interference or loss of user privacy.
On the other hand, the objective of ex post enforcement is to identify and/or punish mali-
cious or selfish users after a policy violation has occurred. A real-world policy enforcement
framework may need to employ a combination of specific ex ante and ex post enforcement
approaches.
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Figure 17.4 Taxonomy of enforcement approaches for spectrum sharing.

17.4.1 Ex Ante (Preventive) Approaches

The ex ante approaches can be divided into three classes: device hardening, network hard-
ening, and privacy preservation.

17.4.1.1 Device Hardening
Device hardening is an important step in ensuring policy enforcement in DSS. It follows the
concept of target hardening, i.e. strengthening the security of SDRs/CRs to deter or delay
the threats. This technique is discussed below by differentiating between software and/or
hardware-based approaches.

Software-based approach The most prominent software-based approach for enforcing
policy control is to employ policy-based CRs. Policy-based CRs adapt with evolving spec-
trum access policies and constantly changing application requirements by decoupling the
policies from device-specific implementation and optimization. These radios can invoke
situation-appropriate adaptive actions based on policy specifications and the current
spectrum environment [28]. In order to regulate and enforce proper transmission behavior,
policy-based CRs need mechanisms to interpret and enforce spectrum access policies.
Each transmission from the policy-based CRs needs to be evaluated against those policies
to determine the legality of the transmission parameters. Within a policy-based CR, the
aforementioned tasks are carried out in real time by a software module called the policy
reasoner. There are two major types of policy reasoners: rule-based and ontology-based
policy reasoners.

Rule-based policy reasoners utilize logic programming techniques to encode the axioms
and rules, and enforce policy conformance [4, 58, 59, 62]. Using the rule-based approach
simplifies the design of the policy reasoner because the reasoning complexity is sufficiently
low in most applications to meet the real-time processing requirements of the radio. How-
ever, they do not support the sharing of the policy structure among different policy authors
(i.e., regulatory authorities), limiting the interoperability of the policy-based CRs across
different regulatory policy domains. Also, complex spectrum policies are difficult to specify
and manage with rule-based policies.

To overcome these limitations of rule-based policy reasoners, the IEEE 1900.5 Standard
for Policy Language Requirements and System Architectures for Dynamic Spectrum Access



�

� �

�

17.4 Enforcement Approaches 349

Real World Space
Model

Transmitter

Entities
Detector

Signal Receiver

Networks

Device

Location

Spectrum
Ontology B

Spectrum
Ontology C

Spectrum
Ontology A

Spectrum
Policy A

Spectrum
Policy B

Spectrum
Policy C

Spectrum
Policy D

Ontology Space
Policy Space

Import

Im
po

rt

Import

Refer

Figure 17.5 Components of an ontology-based policy reasoner.

Systems prescribes the use of an ontology-based policy language for managing the function-
ality and behavior of DSS networks [1, 5, 39]. Managing ontologies to support the formal
representation of spectrum policies in the ever-changing DSS ecosystem is significantly eas-
ier than managing rule-based policy enforcement. Figure 17.5 illustrates the components
of an ontology-based policy reasoner utilized for spectrum access policies.

Middleware-based approach A secure radio middleware (SRM) layer can be implemented
between the operating system and the hardware [46]. The SRM layer checks all software
transmission requests that are sent to the hardware layer to make sure that configurations
such as transmission power, frequency, and type of modulation conform with policies in
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a policy database. Unlike a software-based policy reasoner that provides feedback to the
radio’s software, the SRM layer simply discards non-conforming requests.

Hardware-based approach An effective hardware-based approach is to use tamper-resistant
techniques to protect a radio’s software against unauthorized modifications [67]. The
tamper-resistant module is designed to thwart static attacks (i.e., static information
extracted by examining the software code) and to protect partially against dynamic attacks
(i.e., dynamic information extracted while the software code executes). This approach is
also effective in enforcing countermeasures against rogue transmission [42, 43].

In addition to tamper-resistant techniques, the integrity assessment of an SDR can also
be performed by a hardware dedicated to power fingerprinting [30]. This mechanism is able
to detect the execution of a tampered routine by closely monitoring the power consump-
tion of the radio platform. Also, an independent power-check module can be implemented
at the hardware of the SDR transceiver to control its maximum transmission power [47].
These hardware-based approaches are designed to prevent transmissions that cause harm-
ful interference to PUs/SUs even if the radio’s software is compromised.

17.4.1.2 Network Hardening
The concept of network hardening refers to the preventive measures required to protect
PUs from interference, SUs from DoS, and geolocation databases from threats to the access
protocol.

Protecting PUs from interference As discussed in Chapters 2 and 4, a popular ex ante
approach to protect the PU from undesirable interference is to employ the concept of
exclusion zones [66]. An exclusion zone is a spatial region in which no in-band emissions
from SUs are permitted. This protection boundary can also be dynamically adjusted
based on the radio environment, network conditions, and corresponding PU interference
protection requirement [9]. The dynamic exclusion zones can be realized with the help of
a dedicated/crowd-sourced network with spectrum environmental sensing capability (ESC)
[55]. Dynamically adjusting the PU’s protection boundary allows more SUs to operate
closer to the PU, resulting in an improvement in spectrum utilization efficiency while also
ensuring that the PU is adequately protected from interference.

Protecting SUs from jamming The traditional well-known anti-jamming techniques, such
as direct-sequence spread spectrum (DSSS) and frequency hopping spread spectrum (FHSS),
are insufficient for preventing jamming attacks in the spectrum sharing ecosystem. This
is because the spectrum information disseminated in either the sensing-based or the
database-based sharing mechanism is available to all SUs, including rogues SUs/jammers.
Hence, novel countermeasures must complement the traditional techniques by considering
dynamic channel allocation mechanisms and jammer inference mechanisms [71].

Protecting geolocation databases The access control mechanism of the geolocation
databases must be protected using state-of-the-art cryptographic primitives for encryption
and authentication [8, 35, 37]. Additionally, a distributed architecture for storing and
disseminating information is an essential aspect for securing the database-driven DSS [2].
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17.4.1.3 Privacy Preservation
The application of the DSS paradigm in many scenarios is limited by the privacy concerns
of PUs and SUs. These concerns can be mitigated by employing the following measures
which thwart an adversary from directly gaining or inferring such information that could
compromise the privacy of users.

Protecting PU privacy In the database-driven sharing mechanism, the operational privacy
of PUs cannot be addressed by tightly controlling access to the database, since all SUs
need access to it to enable spectrum sharing. A more viable approach is to “obfuscate” the
information revealed by the database in its responses to SU queries [6, 11, 18]. For instance,
to infer the location of the PU, a rogue SU may exploit the allowed transmission power
values which are inherently provided by the database in response to the SU’s queries.
The true power values can be masked using two obfuscation strategies: perturbation with
additive noise and perturbation with transfiguration [6]. In perturbation with additive noise,
the database adds random noise values to the actual power values and responds with these
modified power values. In perturbation with transfiguration, the database modifies the
structure of the exclusion zone by employing randomly shaped contours in place of the
actual circular contour, and then responds with the power values corresponding to these
randomly shaped contours.

Figure 17.6 presents an illustration of the impact of perturbation with additive noise and
transfiguration on the normalized values of the location privacy of the PU and the spec-
trum utilization of SUs. The location privacy is measured by the metric called inaccuracy,
which is defined as the expected distance between the estimate of the PU location inferred
through queries and the PU’s true location. The spectrum utilization is measured by the
metric called area sum capacity, which is defined as the sum of channel capacity values of
the SUs in the region served by the database. Figure 17.6 illustrates that the obfuscation
strategies need to be performed in an intelligent manner such that a certain level of privacy
is assured to the PU while supporting an efficient use of the spectrum. For instance, the
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Figure 17.6 Trade-off between location privacy of the PU and spectrum utilization of SUs [6].
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database may keep track of the information revealed through its past responses so that it
can leverage such a history to compute an optimal response to the current query.

Another approach is to utilize the attribute-based encryption for the responses [48]. In
this approach, the PU obtains attribute credentials based on its operational specifications
and then utilizes these credentials for encrypting the responses. The encrypted responses
can only be decrypted by the SU with qualified attribute credentials. This approach is com-
putationally expensive, but it does not adversely affect the spectrum utilization.

Protecting SU privacy The location-based services, such as DSS, rely on accurate, contin-
uous, and real-time streams of the users’ location data. However, with the potential of
mishandling of such information by an untrusted database, these services pose a signifi-
cant privacy risk to SUs. Techniques for mitigating such a risk include sending a space- or
time-obfuscated version of the users’ actual locations [26, 32], hiding some of the users’ loca-
tions by using mix zones [24], sending fake queries which are indistinguishable from real
queries and issued from fake locations to the database [16], applying k-anonymity to loca-
tion privacy [27], and utilizing private information retrieval techniques [31]. Again, these
privacy-preserving techniques for SUs bring forth the delicate trade-off between privacy
and efficient spectrum utilization.

17.4.2 Ex Post (Punitive) Approaches

To counter threats which may bypass ex ante enforcement approaches, it is crucial to deploy
a multi-pronged ex post enforcement approach for detection and remedy [25]. The ex post
enforcement procedure can be divided into four stages: spectrum monitoring, spectrum
forensics, localization, and punishment.

17.4.2.1 Spectrum Monitoring
The logical first step in ex post enforcement for an enforcement entity (e.g., the FCC Enforce-
ment Bureau) is to perform data collection by spectrum monitoring, which refers to the pro-
cedure of recording spectral RF emissions. Spectrum monitoring helps in verifying policy
compliance in DSS by detecting interference events. It can be practically realized by com-
bining interference detection results from dedicated sensors [25, 55] and crowd-sourced
sensors [21, 45]. A detailed discussion on spectrum monitoring is presented in Chapter 16.

17.4.2.2 Spectrum Forensics
Spectrum forensics refers to the procedure of leveraging the data obtained from spectrum
monitoring to gather actionable evidence (which may be tenable in a court of law) of rogue
transmission by a SU. This can be performed by uniquely identifying or authenticating
rogue transmitters. Ideally, the enforcement entity would want to carry out the identifi-
cation using a PHY-layer scheme because it is not the intended recipient of the transmitted
signals, and it has little or no knowledge of the higher-layer parameters of the SU. Also, a
PHY-layer scheme enables the enforcement entity to quickly distinguish between compli-
ant and rogue transmitters without having to complete higher-layer processing.

Spectrum forensic schemes can be broadly divided into two categories: identifica-
tion and authentication approaches. Schemes in the first category utilize the intrinsic
characteristics of the waveform or communication medium (e.g., transmitter-unique
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RF signal characteristics) as unique signatures to identify transmitters. They include
RF fingerprinting and electromagnetic signature identification [13, 36]. Although these
identification approaches have been shown to work in controlled lab environments, their
sensitivity to environmental factors, such as temperature changes, channel conditions,
and interference, limit their efficacy in real-world scenarios. Moreover, they have been
shown to be vulnerable to impersonation attacks [19]. Hence, more mature and refined
detection/identification techniques, such as those based on machine leaning [41, 50], are
needed for robust spectrum forensics.

Schemes in the second category enable a transmitter to extrinsically embed an authen-
tication signal (e.g., message authentication code or digital signature) in the message
signal and enable a receiver to extract it. Such schemes include PHY-layer watermarking
[22, 29, 38] and transmitter authentication [43, 44, 68, 69]. For this approach to be viable, all
SU radios must incorporate a mechanism for authenticating their waveforms and employ
tamper-resistant mechanisms to prevent hackers from circumventing the mechanism.

17.4.2.3 Localization
After the identification of the malfunctioning or rogue transmitter (by analyzing its signal),
the logical next step in ex post enforcement is to localize the non-compliant transmitter. The
location of an authorized user who may be required to report its location can be verified by
the regulatory framework once its identity is established. On the other hand, it is unlikely
that the rogue transmitter would provide any cooperation for its location estimation. Thus,
the localization in DSS has to be achieved via a non-interactive technique, e.g. by measuring
the received signal strength (RSS) and time difference of arrival (TDOA) [15, 21, 49, 63]. The
information about the distances measured between the rogue transmitter and the receivers
in the spectrum monitoring system can be merged at the regulator to localize the rogue
transmitter.

17.4.2.4 Punishment
The aim of punishment is to impose a penalty for the non-compliant behavior [3, 20, 25, 53,
65]. Therefore, the efficacy of deterrence against rogue transmissions not only depends on
the probability of a bad actor getting caught, but also on the severity of punishment when
the perpetrator is caught. To be effective, the penalty has to be sufficiently large to offset
the benefits from non-compliance [25]. It should also be proportional to the harm caused
due to non-compliance. Additionally, the implications of imperfect enforcement mecha-
nisms need to be taken into account as the risk of punishing compliant users may deter the
prospects of spectrum sharing.

In a spectrum sharing ecosystem, there are two methods for penalizing non-compliant
transmitters: restricting access to spectrum and charging economic penalties. In the first
method, the resource allocation strategy takes into account the compliance behavior of the
SU. A rogue SU may not be allowed to access the spectrum for an amount of time that is
commensurate with the severity of the infraction. This can be achieved by revoking the
license/permit of the rogue transmitter and curtailing its operating rights [25]. The sec-
ond method is to handle the punishment financially. Those causing the harm are charged
commensurately with the severity of the harm. The collected amount can be paid to those
who suffered due to the rogue transmitter. In this way, it can act as one of the benefits to
legitimate SUs for their compliance.
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17.5 Open Problems

To motivate future work, we briefly discuss important open research and regulatory chal-
lenges in realizing a secure and efficient DSS ecosystem.

17.5.1 Research Challenges

Challenges in ex ante approaches The development of a flexible and descriptive policy lan-
guage, which can be used to specify spectrum access policies for DSS, is a challenge that
needs the attention of the research community. Another important challenge related to
spectrum policies includes the development of advanced algorithms for executing policy
inference and reasoning tasks carried out by policy-based cognitive radios. Another open
problem is the use of ontology-based policies for enforcement while meeting the real-time
processing requirements of the radio.

Challenges in ex post approaches Traditional ex post enforcement techniques for wireless
systems relied on transmitter specifications (transmission power, antenna parameters,
bandwidth, and sensitivity) to detect and prevent harmful interference. However, these
traditional approaches are less effective in DSS since the dynamic spectrum access enables
the flexibility/mobility of radios in time, space, and spectral domains, which exacerbates
the problem of security and enforcement [10, 56, 65]. Hence, novel mechanisms need to
be developed for monitoring, forensics, and localization of transmitters in DSS.

17.5.2 Regulatory Challenges

Enforcement and privacy There is an interesting tradeoff between enforcement and privacy
that exists in the context of shared spectrum access. The collaboration of wireless nodes to
monitor the neighboring nodes can help detect, locate, and punish policy-violating trans-
mitters. However, privacy considerations need to be addressed before such solutions can be
adopted.

Adjudication In ex post enforcement, the locus of adjudication is another critical problem
that remains unaddressed [66]. The adjudicating entity must have jurisdiction to adjudicate
interference events. At present, there is no clearly defined process for resolving certain types
of interference events. For example, for an event that occurs in the 1695–1710 MHz band
in the USA, a civil court may refer the matter to the FCC for resolution, but the FCC has
no jurisdiction over federal bands and the National Telecommunications and Information
Administration is ill-equipped to deal with civil disputes.

Regulation and enforcement There is a fundamental tradeoff between spectrum regulations
and enforcement. Tighter regulations can reduce the need for enforcement, but such an
approach incurs a significant cost: tighter regulations can create a regulatory ecosystem
that discourages investment in research and deployment of wireless innovation. Finding
an optimal tradeoff between regulations and enforcement is a challenge that the regulatory
community will need to address in the coming years.
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17.6 Summary

In this chapter we focused on the engineering aspects of spectrum enforcement and secu-
rity. Going forward, we believe that building an optimal policy enforcement framework
will require a skillful combination of ex ante and ex post, centralized and decentralized,
and general and application-specific enforcement components that co-evolve with markets
and regulatory policy frameworks within a complex ecosystem. Building such a complex
enforcement framework will require a greater understanding of not only the engineering
challenges, but also of the ramifications of the enforcement solutions in terms of legal, eco-
nomic, and regulatory policy aspects.
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Economics of Spectrum Sharing, Valuation, and Secondary
Markets
William Lehr

Massachussetts Institute of Technology, USA

18.1 Introduction

Advances in wireless technology that increase spectrum agility provide much of the
technical foundation needed for spectrum sharing among heterogeneous networks. The
emergence of robust markets for spectrum sharing will change the economics of wireless
with both predictable and, as yet, uncertain implications for how spectrum is valued.
This chapter will explore how the emergence of secondary spectrum sharing markets will
impact wireless industry economics and the valuation of spectrum resources.

Earlier chapters in this volume have addressed many of the emerging trends in wireless
technologies that are enabling more flexible and dynamic ways to use and share scarce radio
spectrum. Ensuring that this valuable resource is used efficiently and directed toward its
highest value uses for society requires the co-evolution of technology, wireless markets, and
regulatory policies. New technology gives rise to new market opportunities and business
models, which in the case of wireless requires new spectrum management frameworks. The
focus of this chapter is on understanding what the advances in information, computing and
telecommunications (ICT) technologies, leading us toward 5G, imply for the economics and
future of spectrum management.

The transition to a global digital economy is driving transformative and disruptive
changes across all sectors of the economy and society. The rise of big data, artificial intel-
ligence, cloud computing, autonomous vehicles, the Internet of Things (IoT), the sharing
economy, and a host of other transformations are pushing ICT capabilities ever deeper into
the fabric of our economic and daily lives. This is driving exponential growth in demand
for improved network connectivity and sensing capabilities and capacity. Increasingly,
that means growing demand for wireless, which in turn implies continued growth in the
demand for spectrum resources. It is no longer feasible to meet this growing demand
with new allocations of fresh radio spectrum, although extending access to ever higher
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bandwidths in the millimeter-waves and beyond is certainly part of the solution. Meeting
the growing demand for spectrum will require sharing spectrum more intensively.1

This chapter reviews the basic economics of spectrum as a resource and explains how
regulatory and technical trends have increased both the need and opportunities for sharing
spectrum more intensively. It provides a review of the different ways in which spectrum
may be valued in dollar terms, the challenges to using such estimates, and the factors that
contribute to making some spectrum usage rights more valuable than others. When viewed
as an economic asset, spectrum is best understood as a bundle of property or usage rights
that establish the terms under which potential users of the spectrum may use it. These usage
rights are given form by the technologies, regulatory policies, and markets that comprise the
wireless ecosystem. They may be altered and transferred by changes in technology, regula-
tory policies, or markets. Altering these rights and managing how they are used is central
to understanding how spectrum may be shared.

A central theme in this chapter is that 5G will require spectrum to be shared among many
types of heterogeneous users, uses, and networks along multiple dimensions to accommo-
date the needs of the diverse users, uses, usage contexts, and market/technical environ-
ments that are expected to co-exist in the 5G future. The chapter will discuss the need
for and some of the challenges associated with the rise of more robust markets for sec-
ondary spectrum trading. Such markets will be increasingly important to accommodate the
changing business models associated with 5G and will be rendered increasingly feasible by
the sorts of advances in technology and sharing frameworks discussed in greater detail in
earlier chapters. Collectively the trends toward softwarization, smaller cells, and more flex-
ible, dynamic, and granular capabilities facilitating agile spectrum management will help
fuel the demand for and the capabilities needed for the growth of more robust secondary
markets.

The biggest challenges in transitioning to a world of more dynamic spectrum sharing are
not principally technical, but are regulatory and economic. The goal of regulatory policies
should be to eliminate barriers to spectrum being efficiently valued by market processes to a
feasible extent. So long as demand outstrips supply, spectrum will be scarce and the oppor-
tunity cost of using spectrum will be determined by the next best use not currently being
served. Today, much of the scarcity is artificial and due to legacy regulatory frameworks and
the evolving nature of wireless markets. Some users (e.g., government) have access to spec-
trum that is significantly under-utilized, while others are forced to spend billions of dollars
to acquire spectrum rights. The emergence of many promising 5G business opportunities
and innovations may be foreclosed without more affordable spectrum access options. In the
former case, spectrum is effectively priced too low, while in the latter, potentially too high.
With the transition to 5G, much of the technical capabilities and demand cases for shar-
ing spectrum more intensively should exist. This will greatly expand the supply of usable
spectrum. Ceteris paribus, that should cause spectrum scarcity rents to decrease on average;
however, whether that happens, will depend on the relative speeds with which demand and

1 Even if extending access to millimeter-wave and beyond spectrum were to provide an ample excess
supply of spectrum, that would alleviate but not eliminate the need to share spectrum more intensively.
Expanded sharing of spectrum goes hand-in-hand with the transition to market-based spectrum
management, and is needed to facilitate smoother transitions when legacy uses for particular bands need to
be transitioned to newer and more socially valuable uses.
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supply grow. Managing this process will require the co-evolution of technology, regulatory
policies, and markets. It is too complex and uncertain for the centralized administrative
management, or command and control (C&C) spectrum management that characterized
legacy approaches. In the future, markets will need to play a bigger role in ensuring that
spectrum is efficiently allocated to users and usage cases so as to maximize the benefits
from using spectrum for society and the economy.2

18.2 Spectrum Scarcity, Regulation, and Market Trends

The value of radio spectrum derives from how it is used. It is an essential input for wireless
sensing and communication services. Spectrum is regarded as a national resource that is
managed by the government on behalf of the public interest. If allocated in terms of frequen-
cies, the quantity of spectrum is a finite resource. However, it is also a renewable resource
that can be shared,3 with its capacity limited only by the extent to which the wireless signals
intended for different users interfere with each other.

Interference occurs at the receivers, and a perfect receiver should be able to disambiguate
its intended signal if that signal differs along any dimension of the electrospace (in fre-
quency, time, space, or direction) from other transmissions arriving at the receiver, at least
in principle.4 In reality, this is often not the case due to various impairments in the prop-
agation environment, the lack of perfect channel knowledge or of the interference charac-
teristics, limitations in the receiver sensitivity, or a host of other technical issues. The limits
of sharing, and hence the capacity of spectrum, are determined by the state of technology.

Advances in radio technologies, many of which have been documented in other chapters
in this volume, have significantly expanded technical options for sharing spectrum along
multiple dimensions. Advances such as software and cognitive radios, smart antennas, and
new architectures for radio networks (e.g., small cells) have allowed wireless networks to
be much more agile in adapting to complex wireless environments to facilitate sharing the
spectrum more intensively. In addition to expanding the capacity of the spectrum to sup-
port ever more users and usage within occupied spectrum, further advances in technology
promise to extend commercial uses into the millimeter, and eventually sub-millimeter (ter-
ahertz), bands. Thus, technology has been continuously expanding the potential supply of
available spectrum capacity across all bands.

Although we are far from approaching the technical capacity limits of our spectrum
resources, usable spectrum remains an economically scarce – and hence valuable – resource

2 It is worth noting that the transition from C&C to markets does not eliminate the need for spectrum
regulation. There will still be a need to enforce property rights and ensure that markets operate efficiently
(e.g. are not subject to excess market power or suffer from other market failures). Relative to traditional
C&C regulation, market-based regulation is more light-handed, allowing more scope for market
participants to work things out among themselves in the marketplace and subject to the Darwinian forces
of competition.
3 Like bandwidth or water, but unlike oil or food, spectrum that is used (consumed) by one user/use can
be reused.
4 Matheson and Morris [1] characterized a seven-dimensional electrospace, consisting of frequency, time,
spatial location (x, y, z), and direction of travel (azimuth, elevation angle).
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across most frequency bands.5 The state of commercially available wireless technologies,
business models, and regulatory policies limits the extent to which spectrum is currently
able to be shared, thereby contributing to spectrum scarcity.

A significant contributor to spectrum scarcity has been legacy spectrum management
regimes that have imposed significant impediments to sharing spectrum more intensively,
thereby resulting in significant artificial scarcity. Historically, limitations in the capabili-
ties of available technologies and the range of users seeking access to spectrum resulted in
spectrum being assigned in specific frequency bands for specific uses and technologies. For
example, analog broadcast licenses were granted to radio and television stations to operate
high-powered, omnidirectional broadcast antenna stations in the spectrum below 1 GHz.
License areas were sized to permit reception by low-quality receivers at the edges of the
license territories. Although this architecture made sense at the time, and the relative abun-
dance of spectrum made it feasible to exclusively assign spectrum, it has proved extremely
challenging to transition legacy broadcast spectrum for use by higher-valued mobile broad-
band services today.

The prevailing regulatory model was C&C, by which regulators specified the usage, tech-
nology, assignment of licenses, and other important terms that limited opportunities to
innovate and expand sharing options [2, 3]. In a now famous article from 1959, economist
Ronald Coase pointed out that it would be more efficient to shift from administrative assign-
ment to market-based assignment for scarce spectrum resources [4, 5].6 Nevertheless, it has
taken decades to make significant progress in reforming regulatory models to enable more
market-based spectrum management. Regulatory reforms have increased opportunities for
more flexible spectrum usage models to emerge across many bands. Two of the most sig-
nificant steps toward market-based spectrum management are the introduction of auctions
for flexible, exclusive-use licenses and the expansion of unlicensed spectrum.

In the USA, the first auction was for 2G cellular licenses in the 900-MHz MHz personal
communication service (PCS) band in 1994,7 and unlicensed usage expanded following the
allocation of spectrum in the industrial, scientific, and medical (ISM) bands after 1985.8
These two licensing frameworks represent two distinct models for enabling market forces
to play a bigger role in spectrum management. The result is that each has helped sustain

5 In certain bands, spectrum efficiency (for the given available bandwidth and antennas) is actually
reaching its limits (e.g. with the use of advanced cooperative multiple input multiple output (MIMO), turbo
coding, etc.).
6 Although it is generally desirable to transition toward more market-based spectrum management, it is
likely both desirable and, in any case, unavoidable that C&C management will continue to be used in
certain contexts and for certain bands. Addressing the needs of government for national security and
public safety may be inconsistent with market-based allocation in all contexts. For example, first
responders can pre-empt normal traffic patterns and assert priority access with “lights and sirens,” and
similar arrangements are needed for spectrum management.
7 In a move to allow greater scope for service providers to make market-based choices, PCS licensees in the
USA were allowed to choose their cellular technology, whereas in Europe and many other markets,
regulators mandated that cellular providers adopt global system for mobile (GSM) technology.
8 ISM spectrum was allocated in the 900-, 2400-, and 5000-MHz bands in 1985 and was used for cordless
phones, garage door openers, wireless local area networks (WLANs), and other wireless devices. The
802.11a and 802.11b Wi-Fi standards were finalized in 1999. Unlicensed uses for low-power devices were
first permitted by the FCC in 1938 [6].
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exponential growth in wireless, spectrum sharing, and investment in enhancing spectrum
efficiency.

Under the exclusive, flexible use model, the licensee is granted property rights to deter-
mine how the licensed spectrum should be utilized, protection from interference, and the
right to exclude unaffiliated users. Under the unlicensed model, users are granted a property
right for non-exclusive use to the spectrum, and must tolerate potential interference from
other authorized users of the spectrum.9 In both cases, spectrum users are subject to regu-
latory controls over such things as their transmission power to limit interference to other
authorized users and uses. In both cases, the users may be viewed as possessing a bundle
of spectrum usage rights that include both entitlements (e.g., right to use the spectrum as
authorized) and obligations (e.g., limitations on causing interference to other users).10

The exclusive-use licensed model is well-suited to the traditional business models
employed by cellular providers offering wireless services to large numbers of subscribers
over a large geographic coverage area. The legacy network architectures (macro-cells) and
technologies used by cellular providers depended on having predictable quality spectrum
access over their serving area. This was crucial both to allow cellular providers to support
the base station hand-offs required for highway-speed mobile communications and for
their business models that relied on the promise of (near) ubiquitous service availability
anywhere in their geographic markets. Moreover, with older technologies, the radios,
networks, and services were co-specialized investments (e.g., hardware radios required
access to specific frequencies).11 Long-term exclusive licenses provided cellular operators
with a predictable supply of an essential resource, thereby protecting the cellular operator’s
investment in network facilities and in developing its cellular business model. Moreover,
exclusive licenses that are transferrable provide strong incentives to the licensees to use
the spectrum efficiently.12

The unlicensed-use model is better suited to equipment-based, end-user-deployed wire-
less business models. This is best exemplified by the success of wireless LANs based on
Wi-Fi. The property right to access the spectrum that is essential for the device to be usable

9 It is important to realize that all spectrum usage rights may be thought of as property rights. Property
rights describe a set of rights and obligations that pertain to the use of “property,” which in the case of
spectrum is not tangible in the way land is. The ability to transfer spectrum rights, to exclude other users
(or not), the right to enforcement of interference protection rights, the obligation to avoid emitting
radiation beyond what is allowed, etc. are all part of the property rights bundles. In the case of unlicensed,
users do not have the right to exclude other users (a right that does adhere to holders of exclusive-use,
licensed spectrum), but they have enforceable property rights to use the spectrum.
10 For various takes on viewing spectrum as a bundle of rights, see Faulhaber and Farber [7], Doyle et al.
[8], Hatfield and Weiser [9], and Weiss et al. [10].
11 Investments are co-specialized when they are more valuable when used together. In extreme cases, they
may only be valuable if used together (e.g., a right and left shoe or the railroad spur to the mouth of a
mine). When assets are co-specialized, joint-ownership is often desirable to avoid hold-up or coordination
problems and to realize the optimal value of the assets. When radio hardware was purpose-built to only
operate at a specific frequency, the hardware and the networks that made use of it were tightly bound to the
specific spectrum licenses. Frequency agile radios reduce this co-specialization which makes it feasible to
separate the investment in radios and the investment in spectrum licenses in particular bands. That allows
network operators to mix-and-match radios with spectrum and to allow innovations in the radios and in
how the spectrum is accessed to be partially decoupled.
12 When licenses are not readily transferrable to be used with other technologies or for other uses (as was
the case with broadcast spectrum), the incentives to use the spectrum efficiently are greatly reduced.
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is granted on a non-exclusive basis to the device owner. In this case, the incentive to use the
spectrum efficiently is indirect since individual users have non-exclusive rights and do not
internalize the interference externality that they may impose on other, unaffiliated users of
the spectrum. This provides a weaker economic incentive to adopt sharing solutions that
minimize interference than confronts the licensee of exclusive-use spectrum.13 Although
unlicensed users do not have a right to interference protection from other authorized users,
they also do not have to pay for access to the spectrum. That trade-off has proved very attrac-
tive for many wireless users and uses.

The risk that other users would interfere with each other proved not to be a hindrance
to significant Wi-Fi growth. Indeed, today most of the data traffic associated with cel-
lular smartphones is carried via Wi-Fi, thereby benefiting from the availability of wired
broadband back-haul and the lower opportunity cost associated with using unlicensed
spectrum.14 This off-loading of cellular traffic to Wi-Fi helps free up licensed spectrum
resources, enhancing the user’s experience when using cellular services, and thereby
contributing to the growth of demand and usage for both licensed cellular and unlicensed
spectrum. Indeed, it is worth remembering that the first iPhone that launched the
smartphone revolution in 2007 was not even a 3G telephone. Apple’s iconic design made
use of Wi-Fi to provide mass market consumers with a compelling (nomadic) mobile
broadband data experience that helped propel smartphone adoption from a niche “road
warrior” market to the mass market. Once launched, consumer demand for mobile data
services and the stimulus that provides for demand for increased wireless data networking
capacity – and hence spectrum resources – has continued at exponential rates.

Both the exclusive licensed and unlicensed spectrum management models have helped
sustain significant spectrum sharing. In the case of cellular networks, the operators manage
the sharing on behalf of their many subscribers, facilitating shared access for subscribers
moving around their coverage areas using a diverse array of licensed spectrum assets. Since
acquiring the spectrum resources is expensive (typically via auction but sometimes through
mergers and acquisitions (M&A) transactions or spectrum leases), cellular operators have
an incentive to efficiently balance investments in networking infrastructure (smaller cells
to facilitate spatial reuse or more flexible radios to enable integration of less expensive spec-
trum resources) and additional spectrum resources. Artificial scarcity that makes spectrum
too expensive may induce inefficient investment in network infrastructure. Partial esti-
mates of the value of such usage to society are feasible by looking at the total revenues
of cellular operators.

13 Although users of unlicensed spectrum have less strong incentives to use the spectrum efficiently, they
still benefit from and have incentives to expand the capacity of unlicensed spectrum, even if only to benefit
themselves (and affiliated users) by adopting more advanced and spectrally efficient unlicensed
technologies. In many situations (campuses, suburban homes), the only users that unlicensed may share
with are affiliated users.
14 In many locations, Wi-Fi provides faster data rate performance than 3G/4G cellular services, and since
many mobile data plans are subject to data caps that make them more expensive to use than Wi-Fi
broadband (which is typically not subject to data caps), end-users have an incentive to rely on Wi-Fi rather
than cellular service when available. Most smartphones on the market today can support multiple radio
connections, including Wi-Fi and various 3G/4G options that may be user-selected or controlled by the
operator or application, depending on the circumstances.



�

� �

�

18.2 Spectrum Scarcity, Regulation, and Market Trends 367

In the case of unlicensed networking, end-users typically deploy base stations for
coverage in local areas such as offices, homes, or hot-spots (e.g., coffee shops). Although
the users do not pay directly for the spectrum (and hence have little incentive to economize
on their use of spectrum to avoid interfering with other unlicensed users), unlicensed
users pay indirectly when interference from other users (congestion costs) either reduces
the value of their usage or induces them to invest in more interference-tolerant (and
typically more expensive) network equipment. Furthermore, since Wi-Fi networks are
often composed of a single or few access points within a small coverage area, it is not
unreasonable to anticipate that unaffiliated users might negotiate directly to manage inter-
ference among themselves.15 For example, Wi-Fi 802.11b networks operating at 2.4 GHz
share spectrum with microwave ovens. In the event that a microwave oven is causing
interference, then it is likely that both the Wi-Fi base station and the microwave belong to
the same home-owner, who can easily address the interference problem by either not using
the oven at the same time as the Wi-Fi or by relocating the Wi-Fi base station. The point of
this example is to highlight that the interference challenges emerging in different wireless
contexts (associated with different usage or business models, different frequencies, or
different technologies) may call for different spectrum management strategies.

Because no one pays directly for the spectrum used to support unlicensed use, estimat-
ing the value to society of unlicensed uses is more difficult than for exclusively licensed
spectrum. The social value of unlicensed use must be inferred indirectly from estimates of
the value of the uses enabled by unlicensed spectrum. These estimates are important to
policymakers engaged in spectrum reform.

Arguments over whether it makes more economic sense for society to allocate spectrum
as unlicensed or licensed continue to rage. Cellular operators have been strong advocates
of the licensed model, whereas other industry participants like Google, Microsoft, Cisco,
and Intel have argued in favor of expanded access for unlicensed and other models such as
licensed shared access (LSA).16 Comparing cellular revenues to equipment sales for unli-
censed, Hazlett [11] concluded that the licensed-spectrum awarded to cellular operators
had generated an order-of-magnitude higher surplus than unlicensed, whereas Thanki [12],
using an alternative approach that focused on the role of unlicensed in enabling several
important applications, produced surplus several times larger than Hazlett’s estimates.17

While these debates are expected to continue, they all point to the conclusion that spec-
trum is a valuable resource that remains economically – if not technologically – scarce and
that addressing the heterogeneous demand of wireless users (commercial and government,
communications and sensing) and uses (legacy and new, long and short range, variable data

15 Originally, most Wi-Fi access points were quasi-fixed and their range was limited, hence the number of
Wi-Fi access points likely to be located in the same area was relatively small. That limited the number of
unaffiliated Wi-Fi transmitters that would be expected to share the spectrum, potentially causing the
capacity of the spectrum to be interference limited. With the widespread proliferation of mobile Wi-Fi
devices (e.g., cellular providers offering tethering services) and Wi-Fi base stations with wider-area
coverage capabilities, Wi-Fi access has become increasingly congested in many high-usage locations,
raising calls for better models for coordinating shared access in “unlicensed-like” settings.
16 See Chapter 6 for a discussion of LSA.
17 Other examples of dueling estimates of the economic value created by the use of spectrum for licensed
or unlicensed spectrum are provided by Cooper [13], Deloitte [14], Katz [15], Lewin et al. [16], Milgrom
et al. [17], Thanki [18], and Ofcom [19].



�

� �

�

368 18 Economics of Spectrum Sharing, Valuation, and Secondary Markets

rates, asymmetric and symmetric connectivity, planned and ad hoc) of all kinds will require
us to expand shared access to spectrum.

Moreover, it is reasonable to expect that expanding shared access will require enabling
diverse business and regulatory frameworks that will accommodate shared access among
heterogenous users in the same spectrum. For example, enabling ultrawide band (UWB)
unlicensed operations below the noise floor for licensed bands, TV white space access
in broadcast bands, or unlicensed access in the 5-GHz bands used by satellites provide
examples of how regulators have expanded sharing options for heterogeneous radio
networks.

Perhaps the boldest experiment is the one associated with the launch of the three-tiered
sharing model for the Citizens Broadband Radio Service (CBRS) at 3.5 GHz, underway in
the USA.18 This is especially interesting because it provides a framework for sharing and
management among multiple tiers of spectrum users with heterogeneous protection rights
and operating under diverse business models in the same spectrum band. This includes gov-
ernment incumbent users, as well as two new classes of commercial users: priority access
license (PAL) and general authorized access (GAA) users. The PAL users are granted exclu-
sive usage rights when the incumbent users are not using the spectrum, while the GAA
users have unlicensed access rights to use spectrum not in use by the incumbents or PAL
users. A spectrum access system (SAS) that will rely on a mix of database and sensing capa-
bilities to manage real-time access to the shared spectrum is under development to support
sharing among these heterogeneous wireless users.19

This effort is important because it provides a regulatory model for managing the
sharing among a potentially arbitrary number of users with heterogeneous property rights
over spectrum access. Enabling this capability is important for promoting market-based
spectrum management, in which spectrum resources may be traded as bundles of property
rights. As already explained, both the exclusively licensed and unlicensed regulatory
frameworks represent property rights models that facilitate spectrum sharing. Intermedi-
ate models are also possible, and some of these may include elements of C&C management
(e.g., to facilitate sharing between government and commercial users, as may be desirable
to support public safety uses). The CBRS framework was also noteworthy in mixing sharing
among commercial and government users, each of which operate under distinctly different
business models [22]. This step is important for the transition to market-based spectrum
management to enable spectrum to be appropriately valued at its true opportunity cost
(rather than based on the artificial scarcity that arises when spectrum resources are
arbitrarily assigned in ways that preclude government and commercial users from sharing
the spectrum).

When successfully deployed, the SAS should facilitate easier tracking and transitioning of
property rights to accommodate future changes in spectrum usage associated with chang-
ing technologies and market conditions.20 Even if the ultimate regulatory model used to

18 See Chapter 4 and https://www.fcc.gov/wireless/bureau-divisions/broadband-division/35-ghz-band/
35-ghz-band-citizens-broadband-radio for further discussion of CBRS.
19 See Lehr [20, 21] or Weiss et al. [10] for a discussion of the CBRS and the role of more flexible
management capabilities for spectrum rights bundles in promoting spectrum sharing.
20 Once we have figured out how to support sharing among three tiers of users with different property
rights with respect to access, excludability, and interference protection, we can consider adding additional
tiers or allowing market players to negotiate their own exchanges of property rights. This capability would
facilitate the transitioning from legacy to newer technologies.
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manage 3.5-GHz spectrum in the USA ends up different from the multi-tiered framework
originally proposed for the CBRS, the progress made in developing the new regulatory
framework for dynamic spectrum sharing among heterogeneous wireless networks should
prove applicable to other bands in the USA and elsewhere.21

What these regulatory developments point to are the recognition of the growing demand
for access to spectrum resources from all types of users and for all types of uses (by appli-
cation, technology, frequency band, and business model) and the increasing commercial
availability of cost-effective technologies to allow spectrum to be shared more intensively
on a more granular basis in time and space. On-board and network-based spectrum sensing
technologies, software and cognitive multi-protocol radio technologies, and MIMO and
beam-forming antennas are facilitating dynamic spectrum access (DSA), bringing the
promise of real-time spectrum management ever closer. The latest long-term evolution
(LTE) standards for cellular give operators the flexibility in the radio access network
(RAN) to make use of diverse spectrum resources to seamlessly support applications on
a general-purpose Internet protocol (IP) network. Wireless applications are increasingly
capable of being unbundled from the underlying network infrastructure such that an
end-to-end communication may traverse a mix of wired and wireless hops. Increasingly,
network radios and end-devices are capable of operating in multiple frequencies, includ-
ing actively making use of both licensed and unlicensed spectrum to flexibly support
on-demand resource provisioning. For example, licensed spectrum can be used to support
more quality-of-service-sensitive applications like real-time voice or control services, while
unlicensed spectrum may be utilized for downloading resource-intensive video.

The net effect of these trends is to make spectrum resources more fungible. In the days of
C&C regulation, broadcast spectrum could not be used for voice telephony, and in the days
of heterogeneous 2G networks, customers of one cellular provider in the USA had to fall
back to a 1G advanced mobile phone system (AMPS) to roam on other cellular providers’
networks. Today, mobile broadband users can make telephone calls using over-the-Internet
voice over IP (VoIP) services like Skype, without caring what the underlying wireless con-
nectivity is (what frequency, what protocol, etc.). In that sense, the spectrum usage value
associated with supporting wireless voice telephony is more fungible.

Additionally, as operators move toward smaller cell architectures to facilitate spectrum
spatial reuse, economize on scarce device battery power, and take advantage of available
wired backhaul, the relative difference in propagation performance for sub-1 GHz and
higher mid-band spectrum at 3–5 GHz becomes less important, rendering these frequen-
cies closer substitutes.22 While the trends in wireless technology and architectures and
markets are moving spectrum toward becoming closer substitutes, there are limits to how

21 The progress made with the CBRS band relied heavily on the earlier work done to enable TV white
space sharing in the broadcast bands below 1 GHz. Similarly, the multi-tiered sharing framework advanced
for CBRS may prove useful for managing spectrum in the 5 GHz and higher bands that will be reformed in
coming years.
22 Reed and Tripathi [23], commenting on the rationale for weighting megahertz of spectrum held in
higher frequency bands lower when computing the spectrum market shares for implementing spectrum
cap rules, noted that with the transition to smaller cell architectures, the benefits of lower frequency (below
1 GHz) spectrum relative to mid-band spectrum (3–5 GHz) were less important. With small cells, the key is
to provide capacity rather than coverage (since, by definition, small cells offer less coverage). Thus, there is
greater scope for substituting among bands.
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far spectrum fungibility may progress. The underlying physics imply that the spectrum in
different frequency bands and locations will remain, at most, imperfect substitutes [24].

Terrestrial spectrum is a local resource. That is, access to spectrum in New York is not
a substitute for spectrum in California.23 Even more important, sub-3-GHz spectrum,
mid-band spectrum (3–10 GHz) and high-band spectrum (above 10 GHz) have significantly
different propagation characteristics. There is much more spectrum available at higher
frequencies and the shorter wavelengths enable smaller antennas, but the non-line-of-sight
(NLOS) performance of higher frequency spectrum is greatly reduced. In some cases,
technologies like MIMO can help turn that deficiency into an asset by exploiting the
additional information that may be extracted from multiple signals that follow different
paths from transmitter to receiver, whereas massive MIMO type beamforming could
make up for the steeper propagation loss and smaller antenna apertures in high-band
frequencies.

Lower frequency spectrum, especially below 1 GHz, is particularly valuable to
cost-effectively provide coverage over large areas where the reduced carrying capacity
of the spectrum is not a significant constraint. That includes rural areas with less dense
demand. Higher mid-band frequencies are useful to provide a mix of coverage and capacity
to meet the requirements of today’s 3G and 4G mobile broadband services. To meet the
order of magnitude improvements in performance and capacity called for by 5G, expanded
access to high-band spectrum above 10 GHz and eventually up to and including terahertz
ranges above 300 GHz will be needed to ensure that over-crowding of the spectrum does
not block the continued growth of wireless services. Spectrum in these higher frequencies
typically requires narrow beam widths and line-of-sight (LOS) transmission paths, which
limits its range. Such spectrum is likely to have its greatest application in providing
wide-channel bandwidth capacity for short-range data transmissions from small cells.

18.3 Estimating Spectrum Values

As noted earlier, spectrum is valuable because it is an essential input in the production
of valuable products and services. Observing that value is challenging because much of
the usage is not priced (e.g., unlicensed) or is bundled with other inputs (networks), the
value of which is difficult to separate from the spectrum resources it is used in combination
with. Moreover, even when the private value of the spectrum is observable, that is less than
the value to society since much of the consumer surplus is not directly observable. Fur-
thermore, if exclusive control of the spectrum helps protect market power, then part of the
private value of spectrum may derive from the monopoly profits that such control enables.
When applicable, that can provide a motivation for hoarding spectrum to raise rivals’ costs
and denying access to socially valuable users or uses that might otherwise share the excess
spectrum.

23 An advantage of space-based wireless is that its extremely wide coverage area makes it usable in many
more geographic locations, but at the cost of relying on a space-based platform that has meant higher
latency communications and reduced flexibility in upgrading technologies. New satellite designs suggest
some of these constraints may be relaxing, which would render satellite wireless usage interesting.
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As with any asset, there are multiple approaches that may be used to estimate its dollar
value: (i) analyze market transaction data to determine the value for different spectrum
bundles, (ii) build an engineering cost model to estimate a business model based on using
a specific bundle of spectrum assets, (iii) develop a general equilibrium model of supply
and demand to estimate a market equilibrium price for spectrum, (iv) infer the value of
spectrum indirectly from changes in the value of another asset (e.g., analyze changes in
firm equity values attributable to fluctuations in spectrum value), or a hybrid approach of
the above. All of these approaches suffer from the challenge of estimating the benefits of a
future that does not yet exist (but might with more innovative 5G capabilities enabled) and
of estimating benefits that are not readily measured in dollar terms (e.g., improved quality
of life, civil engagement, or safety). As a consequence, all of the approaches suffer from the
problem of “the drunk looking for his keys under the streetlight.” He looks there because
that is where the light is, not necessarily where the keys are. That problem notwithstanding,
of these approaches, the first two are the most common approaches.

Transaction data includes data on M&A involving spectrum assets, data on spectrum
leases, and, most importantly, data from the bids and prices paid for spectrum licenses
acquired via spectrum auctions.

A reason for using auctions to allocate spectrum is because they are believed to offer an
efficient mechanism for assigning spectrum to the user who will generate the highest value
use, assuming that the market for auction bids is competitive [25–27]. Of course, if the auc-
tion is poorly designed or if the markets for wireless services are insufficiently competitive,
then using auctions to assign spectrum may not be efficient. Furthermore, in the face of
rapidly changing technology and markets, even if the initial assignment of the spectrum is
efficient at the time of the auction, it may no longer be efficient later in the life of a long-term
spectrum license.

As we will discuss further below, in the absence of robust secondary markets to allow
for post-auction spectrum transfers, the hope that spectrum auctions will induce efficient
spectrum utilization decisions by the licensee is greatly reduced. The auction payments
represent a sunk cost for the licensee that is only (partially) reversible if the licensee can
sell the spectrum after the auction. Without an ability to transfer the spectrum, the licensee
will be partially immunized from bearing the opportunity cost of the spectrum. Moreover,
if good secondary markets exist, then efficient assignment can be realized even without an
auction by relying on an initial lottery and then an efficient secondary market to determine
who should actually make use of the licensed spectrum. A benefit of the auction is that it
allows any scarcity rents that the auction yields to be captured by the government on behalf
of the public, rather than by an arbitrary lottery winner.24 Auctions have also proved useful
in effecting the regulatory transition from one framework and class of usage to another (e.g.,
from government to commercial, from broadcast television to mobile broadband). Finally,
whether auctions are used or not, robust secondary markets can help address problems that
may arise, such as licenses that are associated with either too large or too small coverage

24 Scarcity rents accrue to the owner of an asset when the available supply of a resource is less than the
prevailing demand. The fact that the resource is worth more may have nothing to do with anything the
resource owner may have done, and so arguably the benefits of the higher prices may be something that
should be shared with society. In such cases, windfall taxes could be used to capture any excess profits for
the public that might otherwise accrue to the lottery winners.
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areas. A licensee who acquires a license with too much (too little) spectrum may off-load
excess (acquire more) spectrum via the secondary market [28].

Historically, different types of licenses traded on the basis of different price metrics. For
example, TV broadcast licenses were sold with local TV stations. TV stations in desirable
television markets (typically, dense metropolitan markets) were much more valuable than
in rural markets. The value of those stations was not directly affected by changes in the
demand for spectrum for other services like mobile broadband since those licenses could
not be used for other services. Finally, as with data about M&A involving spectrum assets,
the reported data is rarely standardized (often available only from trade press reports that
may not be adequately detailed) and usually includes other non-spectrum assets (e.g., cus-
tomer accounts and network infrastructure).

The spectrum transaction data that comes closest to reflecting direct market-based valua-
tions of the private value for spectrum is associated with the exclusive, flexible-use licenses
used by cellular operators. To compare spectrum valuations across different license terri-
tories and frequency bands, the most common metric used is $/MHz-POP, derived from
dividing the value of a spectrum transaction ($) by the total population (POP) in the licensed
coverage area times the bandwidth (measured in megahertz). These normalizations are
sensible for rough approximations: POP provides a rough measure of the addressable sub-
scriber market associated with the licensed spectrum, while MHz provides a rough measure
of the capacity of the spectrum.

At best the $/MHz-POP metric for standardizing spectrum values is an imprecise
measure since it does not account for inherent differences associated with the propagation
characteristics of different spectrum, other license features (duration, rights to transfer-
ability, current state of commercial availability of technology, etc.). The POP metric does
not directly account for obvious market and demographic factors that impact both revenue
potential and costs associated with using the spectrum to provide wireless services to
end-users. For example, rural licenses with less dense populations may be associated with
higher-networking costs, but also with a premium for lower-frequency spectrum (below
1 GHz) because of the usefulness of such spectrum for providing wider-area coverage with
fewer cell sites. License territories with richer populations or where existing network (and
spectrum) capacity is constraining further growth are more valuable. Furthermore, in a
world of increased spectrum sharing among heterogeneous users/uses, dynamic spectrum
access, and with the commercialization of higher frequencies for wireless services, the
$/MHz-POP metric is becoming an increasingly noisy indicator of spectrum value.

Nevertheless, several studies of auction data using the $/MHz-POP metric prove useful
in illustrating several characteristics of spectrum values. Connolly et al. [29] and Wallsten
[30] used data from US spectrum auctions since 1996 to analyze the econometric effect of
different factors on spectrum values. Wallsten used data for all 69 000 licenses that were
auctioned in the 80 auctions that took place from 1996 through 2011, whereas Connolly
et al. focused on a smaller subset of the licenses (about 7000) that were awarded from
1996 through 2015 for use by mobile applications. Wallsten found that licenses with more
megahertz are more valuable, but not on a $/MHz basis, which seems surprising and
may be due to unobserved factors (e.g., lower frequency spectrum which is also typically
associated with smaller megahertz licenses earning a significant premium relative to
higher frequency spectrum licenses). Both Wallsten and Connolly et al. found that
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licenses with higher POP are more valuable, which is logical since licenses covering more
POP signal larger addressable market demand potential. Connolly et al. also found that
license values increase with median income and POP density, which further accentuates
the demand potential. Both studies found that paired spectrum is more valuable than
unpaired, which reflects the legacy bias of mobile network technologies to use separate
channels for upstream and downstream traffic between the handsets and the cellular
base stations. Wallsten also found that policy uncertainty lowers license values, whereas
increased flexibility increased license values. The fact that CMRS licenses, which are
flexible, are more valuable is found by Connolly et al. Both studies found that spectrum
value increased over time as markets for wireless services and applications expanded and
demand soared.

An interesting point noted by Connolly et al. is that the discount associated with higher
frequency spectrum has decreased as a consequence of technological advances that make
using such spectrum less costly25 and demand for additional, less-crowded spectrum has
increased. Finally, Wallsten found that license prices (measured as $/MHz-POP) are higher
for smaller territory licenses, which challenged prior presumptions that larger area licenses
are more valuable. Both of these results are encouraging for the 5G future because of the
expected transition toward smaller cells and expanded use of higher-frequency spectrum.

The other common approach for valuing spectrum assets is to use engineering cost or
business models to estimate the tradeoffs from using different spectrum assets. Examples of
studies that have estimated the costs of building wireless networks with different spectrum
resources include Oughton and Frias [31], who provide a detailed cost-model for building
out 5G small cell infrastructure across the UK, Frias et al. [32], who consider the total cost of
ownership of different portfolios of spectrum assets, Johansson et al. [33], who model the
costs of supporting heterogeneous wireless networks, and Bouras et al. [34], who model
the costs of dense cell deployments. Gomez and Weiss [35] offer one of the few papers
to examine how different technical features may limit spectrum substitutability, thereby
reducing the fungibility of different spectrum rights. These studies highlight how spectrum
and non-spectrum assets may partially substitute for each other. For example, relying on
lower-frequency spectrum allows cell sites to be spaced further apart to provide equivalent
area coverage or more advanced base stations with smart antennas can expand the capacity
of existing spectrum resources.

18.4 Growing Demand for Spectrum

We are in the midst of transitioning to the digital economy of Smart(er)-X, where X refers
to any aspect of our social or economic lives that can be enhanced by taking advantage of
embedded ICT technology. Smart highways (with autonomous vehicles), smart healthcare
(with non-invasive real-time monitoring), smart power grids (with dynamic load manage-
ment of renewable energy), and smart supply chains (with just-in-time inventory control)
are some of the examples of smart X. There are Smart-X opportunities to be explored across

25 For example, widespread commercialization of MIMO techniques and more intelligent antenna designs
facilitates using higher-frequency spectrum.
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all sectors of the economy, from manufacturing to finance, from education to agriculture.
The horizon vision of the ICT infrastructure needed to fuel this transformation is one of
everything, always (24/7) connect(able) to networked digital communication, computing, and
storage resources wherever and whenever wanted.

Realizing this vision requires expanded access to radio frequency spectrum for remote
sensing and communications from a growing universe of wireless users and uses, using het-
erogeneous networks and technologies. These range from narrowband to wideband, short
to long range, planned to ad hoc, legacy to new technologies, all of which need to coexist and
share the radio frequency spectrum. The uses and users have diverse usage requirements
and business models.

Different applications may require different types of wireless support. For example, video
conferencing requires high-speed, two-way bandwidth and the service has to meet tight
end-to-end latency bounds, whereas most entertainment video is more latency tolerant and
most of the traffic is one-way, downstream to the user. The type of data may also impact the
types of service guarantees and security needed (e.g., healthcare versus entertainment data).

Different wireless usage models have different spectrum requirements. For example,
some users may have a high tolerance for interference because either their radios are
sufficiently sophisticated to be able to sustain communications in very noisy environments
or they have applications that are very disruption tolerant.26 Other users may be very
intolerant of noise. This may be users with poor quality receivers [e.g., legacy global
positioning system (GPS) or television receivers] or certain sensing applications that are
trying to extract low power signals (e.g., radio telescopes).

Different users may operate under different business models, impacting their demand
for spectrum resources. For example, commercial service providers are typically investor
financed and profit driven, whereas government users are typically budget financed and
mission driven. Business and consumer end-users do not acquire spectrum assets directly,
but provide infrastructure and equipment that supports wireless usage in both unlicensed
and licensed spectrum (e.g., handsets, small cells, and backhaul).

The exponential growth in ICT services of all types is driving heterogeneous growth in
demand for spectrum resources. Since supply has not been able to keep pace with demand
growth, spectrum prices have tended to rise over time across most bands, but as with many
other assets, spectrum prices have been subject to bubbles and prices vary widely across
countries, bands, and time. For example, Marsden et al. [36] summarized spectrum auction
pricing across markets since 2000 (see Figure 18.1). This data shows how the tech-bubble
around 2000 on the cusp of operators preparing for 3G fueled a bubble in spectrum demand.
With the crash in dot.com stock prices that began in March 2000, spectrum prices also fell.
In addition, poor auction design in the UK and Germany resulted in excessively high prices
being paid for 3G spectrum at the peak of the bubble.

As the data in the figure illustrates, prices have been trending upward since around
2008. Whether this upward trend continues or it levels off or declines will depend in part
on our collective success in moving toward more efficient spectrum usage models that

26 Cognitive radios and other types of waveform agile radios may adjust their power, frequency or other
radio parameters to adapt to radio conditions in real time. Low value or very delay tolerant applications
may be disruption tolerant and able to function adequately in noisy environments.
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more aggressively exploit sharing opportunities and expand access to additional (higher
frequency) spectrum. Thus, the future trend in average spectrum prices (across bands,
locations) is uncertain. Perhaps more interesting, however, are predictions about whether
the variance in spectrum value across bands and locations will narrow or increase in the
future. A case might be made for either outcome.

18.5 5G Future and Spectrum Economics

5G is the vision of the next generation of wireless infrastructure that is needed to support
the transition to a digital economy [37]. It calls for an order-of-magnitude improvement
in wireless performance along multiple dimensions (data rates, connected devices, latency,
reliability, etc.). In addition to requiring expanded access to spectrum resources, realizing
the 5G vision will have important implications for the wireless business ecosystem, and
consequently spectrum economics [38].

First, there is the trend toward smaller cell wireless network architectures that is driven
by the need to meet the performance requirements of 5G as well as to facilitate spatial
reuse of the spectrum [39, 40]. For example, meeting the latency goals of 5G will require
pushing computing resources closer to the edge of the wireless network. Furthermore, as
noted already, as cell sizes get smaller, some of the differences in propagation characteristics
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between lower and higher frequency spectrum become less important. Taking advantage of
higher frequency spectrum will in many cases require using smaller cells.

Second, the wireless ecosystem is becoming increasingly agile in being able to support
applications seamlessly using diverse spectrum assets. This trend is driven, in part, by the
need to support the diverse ICT usage cases associated with Smart-X, which requires a wire-
less ecosystem capable of supporting heterogeneous networking technologies (wired and
wireless, mobile and fixed, legacy and new) that may vary by location and evolve over time.
To reduce spectrum costs and support these heterogeneous demands for wireless connec-
tivity, network operators are adopting capabilities to support agile management of diverse
spectrum assets. All of the big four national mobile network providers in the USA (Verizon,
AT&T, Sprint, and T-Mobile) have portfolios of spectrum assets across multiple bands that
vary in coverage by location. Each of them has indicated that they need additional spectrum.
4G and 5G technologies are designed to provide the capability to flexibly and dynamically
manage spectrum on a more granular basis in time and space. For example, the CBRS PAL
licenses are expected to be allocated in 10-MHz chunks within the 3.5-GHz band, but not
to specific frequencies, which means that PAL licensees will have to have frequency tun-
able radios.27 Mobile broadband services offered by new entrants (in the market for mobile
broadband service) like Google and Comcast make use of Wi-Fi connectivity when avail-
able, and roll-over to cellular services (purchased at wholesale) when that is not available.
At the same time, most end-user radio equipment is capable of supporting wireless com-
munications using multiple wireless options, including multiple unlicensed bands as well
as cellular bands.28

Third, there has been an ongoing general trend toward softwarization across ICT systems,
including wireless networking. Softwarization is the process by which ICT functionality
is moved out of hardware into software. This has been enabled by ever-faster, lower-cost
hardware for both general purpose computation (computer processing units), specialized
processing (video processors), and programmable chips, and by the development of the nec-
essary software tools and platforms. Replacing hardware solutions with software facilitates
customization and faster innovation. It enables virtualization, the capability of creating
a virtual machine platform that can simulate the operations of different hardware and
software environments and isolate those simulations from the underlying hardware and
software on which it is deployed and from other virtual machines that may share those
resources. Virtualization supports network slicing where the resources of a network can be
allocated to different users/uses in a flexible, customizable way.

Softwarization and virtualization also support delocalization, where ICT functionality
can be remotely controlled or delivered from where the resources supporting the ICT
functionality are actually located. This allows network operators to realize scale and scope
economies by consolidating computing and storage resources in data centers, thereby
lowering costs and enhancing efficiency. This raises the potential to manage access to
spectrum resources remotely.

27 This has been characterized as buying tickets to a movie theater that guarantees you a seat, but not a
specific assigned seat.
28 For example, many user devices like eReaders, tablets, and smartphones support unlicensed broadband
connections via BlueTooth, multiple flavors of Wi-Fi, and have options for cellular connectivity as well.
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Increased softwarization, virtualization, and delocalization are enabling faster ICT
innovation and facilitating the deployment of more capable and flexible networking
infrastructures and expanding the usage/application domains (Smart-X opportunities)
for using ICTs and connecting them wirelessly. This is driving increased demand for
heterogeneous wireless applications and enabling new types of business models. The rise
of the sharing economy, cloud services, and IoT applications are helping to drive increased
demand for wireless connectivity of all types.

For example, cloud services from providers such as Amazon, IBM, Microsoft, and Google
are contributing to lowering the cost to accessing computation capabilities for all types of
businesses. Their services allow customers the flexibility to scale their demand for com-
puting and communication services. Virtualization allows cloud providers to share scale
and scope economies not available to individual enterprises. These arise from limiting data
center costs for equipment, power, ensuring reliability, and the backbone networking ser-
vices needed to tie the data centers together and make them accessible to end-users. By
outsourcing their ICT service needs to cloud service providers, businesses can reduce their
maintenance costs and turn what otherwise might be lumpy fixed cost investments into
variable costs that can scale more easily with their user needs. Moreover, as cloud services
have evolved to become more user-friendly, the specialized ICT expertise required to make
use of them is becoming less important and an ecosystem of intermediary service providers
(market research firms, consultants, business process providers) is emerging to expand
direct and indirect access to cloud services to businesses of all sizes. At this point, cloud
services have evolved sufficiently that analysts are talking about “Everything-as-a-Service,”
or “XaaS,” which highlights the rich portfolio of specialized and general-purpose cloud ser-
vices available to allow businesses to outsource virtually all ICT functions to the cloud,
turning them from capital investments to service purchases.

Although the cloud is increasingly attractive to more users, some users may still prefer
to self-provision their ICT. Wireless makes that increasingly feasible in ways not achiev-
able in a wired-only world. Unlicensed spectrum and a thriving ecosystem of equipment
and applications makes it feasible for users to deploy all sorts of wireless ICT applications
and solutions from video surveillance to WLANs. Moreover, the near ubiquitous availabil-
ity of wired broadband access services in most developed markets means that small cell,
end-user access points can readily be connected to wider-range networks and computing
resources when desired. Furthermore, mesh networking and software to manage multiple
access points makes it increasingly viable for end-users to deploy wireless edge-networks
should those be preferred to the services offered by cellular or other wide-area wireless
network service providers.

The trends toward smaller cells, more agile spectrum management capabilities, and
softwarization have important economic implications for the wireless ecosystem. For
example, the trend toward smaller cells is causing the worlds of fixed and mobile broad-
band, unlicensed and licensed spectrum use, government and commercial users, and
end-user-deployed and service-provider-deployed networking to converge.

Fixed and mobile broadband are converging because the improved quality of mobile
broadband services in a 5G future will allow mobile services to compete as closer substitutes
to (historically much faster) fixed broadband services. Additionally, smaller cells require
deeper penetration of wired (typically fiber) infrastructure closer to the edge to provide
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backhaul. Denser neighborhood fiber reduces the cost of deploying both faster mobile and
fixed services to more locations. Moreover, to better compete with mobile services and
address the growing challenges of over-the-top services, fixed broadband providers are
offering mobile application support to end-users.29 Finally, new fixed-wireless broadband
solutions (potentially using millimeter-wave spectrum) are further blurring the boundaries
between the network architectures and service offerings of mobile and fixed broadband
providers.30

The trend toward smaller cells and increased spectrum agility in equipment and provider
networks is also driving the convergence of unlicensed and licensed spectrum usage
models. As the cell sizes shrink, Wi-Fi and LTE become closer substitutes. As noted earlier,
it is already the case that most of the data traffic associated with smartphones is carried
on Wi-Fi because of the benefits to both cellular subscribers and service providers when
cellular traffic can be off-loaded to Wi-Fi. Moreover, the typical usage models for resource
intensive wireless is nomadic. That is, leaning-in applications or applications requiring
displays that may not be readily portable, like video conferencing or watching television
(on big displays), are typically experienced in relatively fixed locations that do not require
support for high-speed, continuous user mobility across wide coverage areas. Legacy
cellular networks were designed to provide such support for relatively low-speed voice
and mobile broadband services at highway speeds, which requires seamless base station
handoffs, a capability that is more difficult for Wi-Fi networks operating in unlicensed
spectrum. Options for supporting mobile broadband will blend both types of network
architectures and the competition between legacy and new architectures and operators
should provide stronger market incentives toward efficiency and toward selecting the best
network and spectrum depending on the local context.

The convergence of government and commercial users and usage is driven by the need
and high capital costs of supporting ubiquitous connectivity for all types of users. Ensuring
widespread availability of 5G infrastructure will be capital intensive and require substantial
new investment in new wireless infrastructure and spectrum resources. Deploying dense
small cell networks to provide support for ubiquitous coverage will present a significant
challenge. One category of government users with an especially pressing need for 5G
connectivity are public safety providers and first responders. The challenge of meeting
their needs are amplified because they need the capabilities wherever a problem arises,
which may be anywhere and not just where commercial demand for capacity is most
likely to occur. Moreover, the performance requirements for first responders engaged in
life-critical activities are typically more stringent. It will be challenging enough to deploy
one 5G infrastructure in many locations, and even more challenging to deploy two such

29 For example, Comcast’s Xfinity residential service, which provides fixed broadband, paid television
programming, and telephone service bundles, now allows its subscribers to access their media content,
telephone services, and broadband connectivity remotely. Subscribers can use an application running on a
smartphone, tablet or personal computer to access their content or telephone service using any available
broadband Internet access service, and allows subscribers to roam on Xfinity Wi-Fi access points
distributed throughout Comcast’s serving areas when away from home.
30 For example, two industry-led alliances, the Telecom Infra Project (TIP) and the Open Radio Access
Network (ORAN), are both focused on developing open access radio access network solutions to promote a
more vigorous and open ecosystem [41].
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infrastructures (one for commercial and another for government users). Furthermore,
in light of the advances in softwarization, virtualization, network slicing, and spectrum
agility, it will not be technically necessary to deploy separate infrastructures. In many
situations, sharing between government and commercial users will be facilitated by the
fact that their heaviest demands for capacity may be uncorrelated (i.e., commercial uses
are interrupted during emergency situations).

Finally, the transition to 5G should help drive the convergence of end-user deployed
and service-provider deployed wireless networking infrastructure. As network-supported/
connected ICT capabilities are pushed closer to the edge and in light of the transition to
smaller cell architectures, end-user provided resources will represent a larger share of the
total investment in wireless infrastructure. The traffic and users served by a small cell will
be less than for a larger macrocell. A small cell uses less spectrum resources (which cost
less). At the same time, access to the antenna site, power for the small cell, and even the
hardware supporting the small cell may be provided by the end-user or be more directly
under the end-user’s control. The ability to delocalize functionality means that service
providers can manage end-user provided equipment remotely, if so desired. At the same
time, growing availability of X-as-a-Service cloud services means that end-users who so
wish can self-provision more of the functionality that they might previously had to rely on
service providers for.

These 5G architectural and convergence trends will also facilitate the emergence of new
classes of business models for spectrum users. These will include new types of wireless
virtual network providers and new local infrastructure providers, both of which should
increase demand for support for shared spectrum access.

Realizing Smart-X will require a lot of support for wireless services, but in addition it
will require significant domain-specific knowledge and capabilities. The challenges and
investment required to put in place the sort of Smart-X solutions that will be enabled by
5G and the transition to a digital economy will involve much more than just improving the
quality and expanding options for wireless access. It is reasonable to expect that many of
the firms that will compete to provide Smart-X solutions to end-users and their suppliers
with the necessary domain expertise may choose to specialize in the vertical sectors where
they have relevant and specialized domain capabilities. This implies that many of the new
business opportunities that 5G will enable will arise in vertical sectors and be pursued by
firms with vertical niche experience, whether the X in Smart-X refers to intermodal trans-
port services, building and environmental control systems, healthcare, finance, education,
agriculture, etc.

These vertical service 5G providers are likely to have specialized requirements for wireless
access support, depending on the focus of their niche markets. For example, smart health-
care solution providers are likely to have different cybersecurity requirements, supply-chain
relationships, and wireless connectivity requirements than entertainment media providers.
Addressing these vertical niches is likely to create opportunities for new types of special-
ized mobile virtual network operators (MVNOs) that cannot justify incurring the full costs
of managing facilities-based wireless networks. For these firms, supporting heterogeneous
wireless solutions is not a core competency but a necessary capability whose availabil-
ity they may need to ensure for their customers. Moreover, being too committed to any
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particular wireless solution may introduce “channel” conflicts31 and lock them in with sunk
costs that will limit their strategic flexibility. The rise of such vertical niche MVNOs will
increase demand for shared spectrum since these MVNOs are likely to seek to meet their
wireless needs via a portfolio of wholesale solutions. The ability to address this demand
will be facilitated by the significant expansion in wireless networking capacity, the trend
toward more agile spectrum management capabilities, smaller cells, and virtualization that
will characterize the transition to 5G.

Another important change that may be expected with the transition to 5G is the emer-
gence of new types of shared infrastructure providers of local facilities. Enabling 5G will
require significant new capital investment in the deployment of small cell infrastructure.
For example, the siting of small cells requires a lot of complementary infrastructure (site
access, power, management of interconnection to wider-area networks) that may make
more sense to manage locally where the spectrum is actually being used and the comple-
mentary networking assets are physically located. For many of the Smart-X applications
(such as smart cities), the natural manager and deployer of much of the 5G infrastruc-
ture may be the city or municipality. The city may be able to justify the investment costs
on the basis of specialized applications such as IoT for public safety (e.g., using sensors
to detect gunshots and enable faster responses), for traffic management (e.g., to reduce
congestion, improve public transportation, and manage parking), or for monitoring crit-
ical infrastructure (e.g., repair statuses of roads and bridges). In stadiums, factories, malls
or other shared-use venues, the owner of the venue may be well-suited for deploying the
infrastructure.

In addition to the above business models, there is growing interest in so-called “neu-
tral hosts” business models. Such providers may focus on providing the natural monopoly
elements of local 5G infrastructure, offering shared access to wider-area mobile network
providers or end-users. Softwarization and virtualization techniques that are used at the
core of the networks can also be used in edge components to support the sharing of these
elements. For example, the resources of software-enabled base stations may be dynami-
cally reconfigured to support multiple wireless networks or sliced to provide on-demand
access to local 5G capabilities. Mobile network operators (MNOs) have demonstrated their
willingness to outsource components of their networks and share these with other MNOs
already in the case of large coverage area cell sites. Historically, MNOs built out their mobile
telephone networks by building their own cell towers. Today, most macrocell towers are
owned by third parties who lease space on the towers to multiple MNOs. The towers sup-
port multiple base station radios. In a world of software radios, the towers can be smaller
and the radios themselves can be shared. Opportunities for such outsourcing and shared
use of facilities are likely to expand in the transition to 5G.

31 For a Smart-X solution provider in a niche market without an investment stake in wireless
infrastructure, facilitating flexible options for their customers (e.g., to choose among wireless network
service providers or self-provisioning) may avoid conflicts with customer interests. A channel conflict
arises when a vertically integrated provider is induced to sell the integrated bundle when it would be better
for the customer to mix-and-match the products from different suppliers. Such problems arise often in
business. For example, the telephone switch manufacturer Alcatel-Lucent sold switches both to carriers
and to large corporate customers. The sales to the latter cannibalized the sales to the former, resulting in a
sales channel conflict. Alcatel-Lucent responded by splitting into two companies.
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The economic implication of these 5G transition effects for spectrum is that there will
be a growing demand for access to heterogeneous spectrum resources from all sorts of
participants with all sorts of wireless networking needs that are likely to change over time
and differ by location. This implies increased demand for more granular dynamic spectrum
management capabilities in an increasingly crowded wireless ecosystem. The implication
of this is that locking-in spectrum assignments to specific technologies, uses, or users
is likely to be increasingly costly for society. At the same time, and partially in response
to these changing demand demographics, the technical capabilities to support more
dynamic and flexible spectrum management are being deployed. These complementary
developments on both the demand and supply sides of the evolving wireless ecosystem are
pushing us toward a world of shared spectrum, where the sharing may occur flexibly across
multiple dimensions. This includes more options for real-time spectrum provisioning,
options for frequency hopping to take advantage of white space and support seamless and
transparent connectivity for higher-level applications, and options for customized access
for different classes of users or uses (e.g., commercial and public safety, planned and ad
hoc networking, etc.).

18.6 Secondary Markets and Sharing

An important and needed development for supporting the more dynamic 5G future of spec-
trum sharing is the emergence of more robust secondary markets for trading bundles of
spectrum rights. Secondary market trading is an essential mechanism to enable spectrum
resources to be shared across heterogeneous networks, business models, and uses. If effi-
cient secondary markets did exist for spectrum, such markets would serve a number of
important functions. First, such markets would provide a continuously available mecha-
nism for balancing aggregate spectrum supply and demand over time, and thereby help
ensure that spectrum is continuously assigned to its most valuable use. The transaction data
provided by such markets would be useful for estimating the value of spectrum and a signal
to all market participants of mismatches between supply and demand. The availability of
such market price signals would help promote competition and enable market participants
to better target their wireless investments and business planning. Spectrum users would be
forced to confront the opportunity cost of using the spectrum and the price signals would
impose stronger incentives to use spectrum efficiently.

The emergence of efficient secondary markets for spectrum would expand opportunities
to further unbundle spectrum and networking infrastructure, facilitating more options
to efficiently mix-and-match users, technologies, and networks with spectrum resources.
This would enable emerging 5G businesses scale their spectrum assets as their businesses
grow. In effect, the rise of efficient secondary markets will help make spectrum more
commodity-like. Finally, such markets could also provide the basis for derivative financial
securities that could allow better mechanisms to insure against market, technical, or
regulatory uncertainty regarding future fluctuations in spectrum supply and demand.32

32 Derivative securities such as futures, options, and forward contracts in financial security and
commodity markets provide an important business tool for managing risk. The emergence of secondary
markets for spectrum could give rise to spectrum financial derivatives.
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For there to be efficient spectrum markets, there needs to be a liquid supply of spectrum
and willing competitive population of both buyers and sellers able to conclude spectrum
trades at low transaction costs. This is a tall order that is far from today’s reality and
likely never to be fully realized. First, although trends like softwarization, small cells, and
spectrum agility may make spectrum more commodity-like, the fundamental inherent
differences in the propagation characteristics of spectrum, the heterogeneous requirements
of wireless users, and the location-specificity of spectrum resources ensure that spectrum
assets will never be perfectly substitutable. This points to what might be reasonably
expected from future secondary markets, that is, we should not expect one homogeneous
market, but rather many secondary markets, potentially different ones for different types
of transactions (long-term leases versus real-time access), by location (perhaps local band
managers), by frequency (separate markets in below 1 GHz and higher frequencies), etc.
Although secondary spectrum markets do already exist, they are in nascent form.33

It is also premature to believe that there is a competitive population of potential buyers
and sellers. The fact that more trading does not occur today could be because spectrum is
already efficiently allocated and the efficient matching of spectrum assets with users is suf-
ficiently long term that trades should be relatively infrequent and transaction volume low.
Alternatively, it could be because transaction costs are too high and that might be because
the secondary markets are not efficient. Transaction costs may be high because of regu-
latory, technical or other market impediments to trading that are precluding the markets
from being efficient. For example, those with spectrum assets might feel that the relative
scarcity of spectrum protects their market power from competition or that the risks of future
spectrum scarcity (that cannot be addressed later through secondary market transactions)
induces them to hoard spectrum. Or perhaps the lack of sufficiently liquid supply fore-
closes the emergence of new wireless ventures that otherwise might provide the population
of potential buyers. While spectrum is a necessary input, it is far from the only input and
some assurance of access to a reasonable supply of spectrum is a necessary condition to
justify the investment in the other complementary assets.

Also, much of the spectrum that is arguably under-utilized is currently allocated to
users/uses (broadcast television licenses or government users) who are precluded by
spectrum regulations or other rules from selling their excess spectrum. For example,
US laws that are designed to protect government agencies from engaging in financial
deals outside the standard budget process preclude agencies from negotiating directly
with commercial spectrum users who might otherwise be interested in buying or leasing
government spectrum.34 These problems illustrate how the emergence of secondary
markets is a chicken/egg story and why we should expect secondary markets for spectrum
to take time to grow and evolve with the evolution of the 5G ecosystem.

At this stage in the evolution of 5G, it remains unclear precisely what form the needed
secondary markets should take. For example, unlicensed spectrum is not exclusive and is
currently free to use. Any authorized compliant radio may utilize unlicensed spectrum.

33 Mayo and Wallsten [42] found evidence of significant trading of spectrum assets and the prevalence of
MVNOs suggests that there are wholesale options for accessing spectrum resources (although MVNO
access is typically bundled with wireless network services).
34 See, for example, IDA [43], which documents some of the challenges that would need to be overcome to
allow government agencies to trade their spectrum.
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This raises the potential problem of the Tragedy of the Commons.35 However, that could
be addressed if access were priced and that might be accomplished with a tax or fee for
unlicensed devices. The fee could be established by a secondary market in unlicensed
device medallions, like the medallions used to manage the supply of taxicabs. While this
would require changing how unlicensed spectrum is regulated, it highlights how regulatory
reforms could be used to create a market in access to unlicensed spectrum that would
internalize the aggregate congestion externality that arises with open and unlimited access.

Alternatively, a framework like the multi-tiered rights model for the CBRS and its SAS
framework might be further extended to allow markets to emerge offering variable classes
of interference protection and sharing opportunities. Lehr [20] outlined how the right to
exclude other users could be offered as an additional right that could be separately priced
from different levels of technical interference protection. Users who want stronger inter-
ference protections would pay more, and if additionally they wanted to exclude other users
either as added insurance of interference protection or for other reasons, they would pay
even more.36

The secondary markets for spectrum resources that may emerge may be more akin to
the markets for real estate. Consider, for example, the market for temporary housing which
ranges from owner-occupied houses to apartments to hotel rooms. There are intermediaries
like Hotels.com and AirBnB that create platforms for commoditizing/transacting rooms.
There are many models for how these may work, including various ala carte rental or pur-
chase options, bulk purchases of rooms, or forward contracts for reservations that allow
the diverse accommodation needs of users to be flexibly addressed. In the case of spec-
trum, analogously diverse business model approaches may be needed to address 5G wireless
spectrum demand. Whereas in the market for rooms there are realters of houses, in spec-
trum there might be license brokers; where there are hotel chains that provide rooms as a
service, in wireless there are large full-service MNOs. Also, in the housing markets there
are lots of specialty providers and in 5G there may be neutral hosts. Finally, as there are
market-makers like AirBnB facilitating end-users to directly match rooms with those seek-
ing them, so ad hoc sharing arrangements for dynamic spectrum access of Wi-Fi access
points may emerge. Obviously, not all of these business models for sharing spectrum will
prove successful. Figuring out what models for secondary market trading make the most
sense ought to be left to the market to sort out.

35 Hazlett [11] discusses both the Tragedy of the Commons and the Tragedy of the Anticommons. The
former arises when open access of a shared resource results in over-consumption because no one takes into
account the adverse impact on others of one’s own consumption. The Tragedy of the Anticommons exists
when resource rights are so distributed that no-one can organize an effective plan for administering access.
36 For example, Lehr [20] proposed adding an option to exclude the licensing framework for PAL licenses
under the CBRS three-tiered framework. A PAL licensee would have a guarantee of interference protection
from GAA users, while also having an obligation to avoid interfering with incumbents. This highlights the
multi-tiered interference protections enabled by the CBRS framework. Should a PAL licensee want to
exclude GAA users, potentially separately from any interference protection concerns, the licensee would
pay to exercise the option. This separation of rights would provide a mechanism for market-based
differential pricing for shared spectrum (a PAL licensee is protected against interference from GAA and
other PAL licensees, but must avoid interfering with incumbent users). Precisely how this might work in
practice for spectrum was not worked out, but the sorts of thinking that may be appropriate in considering
how spectrum might be more efficiently shared in the future and the role that secondary markets may play
in enabling such sharing was suggested.
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18.7 Conclusion

We are in the midst of a (decades long) process of transitioning from a rigid spectrum
management framework characterized as C&C in which spectrum resources were tightly
co-specialized with wireless network infrastructures, technology and usage models toward
a more market-based world. This transition is needed because of the increasing complexity
and need for continuous re-optimization of the allocation and assignment of spectrum
resources in light of the continuing exponential growth in wireless services of all types and
the rapid pace of market and technical change. The transition to 5G is illustrative of these
trends.

In this environment, the inefficiency of relying on centralized, administrative manage-
ment of spectrum resources becomes even more evident. It is too slow, confronts too many
asymmetric information problems, and is too prone to capture. These economic features
accentuate the benefits of decentralizing resource management to competitive markets.
This was a point recognized by Coase in 1959 that is even more applicable to the com-
ing world of 5G. However, then as now, the ideal of perfectly efficient competitive markets
is unlikely to ever be fully realizable. Active spectrum regulation is likely to be necessary
indefinitely, but that should not block the general movement toward increased reliance on
market forces.

Facilitating this transition requires the emergence and evolution of robust secondary
markets. As these markets grow, the market price signals they will provide will help serve
as signals for market participants of the opportunity cost of using spectrum for alternative
uses and will help sustain the further growth of such markets. Indeed, the lack of good data
on the relative value of spectrum in different uses is itself an impediment to the growth
of secondary markets, since would-be buyers and sellers need such pricing data to decide
whether to participate in the market.

In the past, the tight binding of spectrum resources to specific network architectures,
technologies, services, and usage models was re-enforced by the state of the available tech-
nology (e.g., limited capabilities to share spectrum without interference and high costs of
trying to share), business models (e.g., purpose-built networks tailored to specific usage
cases), and regulatory regimes (that limited the ability of users to alter their business model,
which specified specific technologies, coverage, build-out, service requirements, and other
aspects of the business37). In this framework, it was very difficult to separate (unbundle)
spectrum from the networks or their associated usage cases.

Over time, networks have become more capable, allowing unbundling of spectrum
from applications to a significant extent (e.g., voice telephony can be supported over
very heterogeneous spectrum – in frequency, channel, cell-size, etc.). The transition to
LTE with 4G created an IP data platform that facilitates unbundling applications on
the network side, while at the same time providing more flexibility to mix-and-match
spectrum resources on the RAN side. Concurrent regulatory reforms have expanded access
to flexible-use/exclusive licenses for mobile broadband and to additional unlicensed spec-
trum. Both models facilitate different types of complementary spectrum sharing models.

37 For example, grant of broadcast licenses came with public service obligations for children’s
programming and political advertising, as well as coverage requirements.
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An important next step in the evolution of spectrum secondary markets, which has
already begun, is to enable secondary markets with more robust capabilities to endogenize
and reformulate spectrum usage rights in response to changing market and technological
requirements. Increasingly, the technology is becoming available to enable this to take
place on a more granular basis (in time, geospacer, and context). Sorting out which sharing
models make the most sense is best accomplished by leaving it to markets, if markets can
be sustained that are sufficiently liquid, competitive, and low-transaction cost. Ensuring
these last properties will require continued attention and the co-evolution of wireless
technologies, business models, markets, and regulatory policies.
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The Future Outlook for Spectrum Sharing
Richard Womersley

LS Telcom, Germany

19.1 Introduction

This book has explored a number of regulatory and technical mechanisms for improving
the efficiency of spectrum utilization through sharing between different users and services.
The prerequisite for the need for spectrum sharing is the ever-growing demand for wireless
connectivity which is mainly driven by the continued appetite for mobile data, whether
by consumers or professional organizations such as governments, broadcasting, and var-
ious industry verticals. It will come as no surprise, therefore, that much of the examina-
tion of the outlook for spectrum sharing focuses on mobile network operators and those
who require wide-area broadband communications rather than niche applications which,
although desiring radio spectrum, do not place high demands on this limited resource.

Against the backdrop of growing demand for wireless connectivity, however, there
has been little evidence of an appetite to implement spectrum sharing mechanisms. For
example:

● Television white space has been met with limited success. In the USA, where the Fed-
eral Communications Commission (FCC) established multiple TV white-space database
providers in 2012, 6 years later there have been just over 1000 transactions, the majority
of which (976) have been for fixed, point-to-point connections [1].

● Licensed shared access (LSA) has also been met with some friction. The notion that bands
which are primarily for governmental usage (such as 2.3 GHz) could be opened up to
commercial services on a basis that potentially requires the second tier of users to switch
off or change frequency if the primary user requires access to the band, is less than ideal.
Operators need certainty of access and as such very few examples exist of successful LSA
deployment.

In addition, the operators of wireless networks have historically been, and continue to
be, very protective of their spectrum. They prefer to have individual and exclusive licences
which assign frequencies uniquely for their use. This remains the case, even where the spe-
cific frequencies assigned to operators are not in full use (i.e. to provide ubiquitous national
coverage). Higher frequency mobile bands (i.e., 2.6 or 3.4 GHz) are typically used only to
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provide additional capacity in places with dense mobile demand such as urban areas. This
is perhaps best evidenced by the fact that a number of new operators, who do not have any
pre-existing spectrum portfolio, have secured access to these high-frequency bands and aim
to be niche players in these areas (picking on niches where revenues tend to be highest).
In rural or remote areas, lower frequencies are used to provide wide-area coverage and the
higher frequency bands are often unused. It would therefore make sense for other poten-
tial users to be able to access and share unused frequencies in whatever area or region they
exist, but the incumbent operators do not encourage such sharing as they are concerned
about the consequences of unintentional interference into their network. Nor, it is fair to
say, are there often the necessary regulatory mechanisms in place to permit operators to
allow secondary access to their spectrum.

Even with moves to millimeter-wave bands for mobile services, in which coverage will
be naturally limited to very short ranges due to the propagation characteristics, operators
continue to demand individual, exclusive licences despite the fact that such frequencies are
only likely to be deployed in a very few locations. Conversely, those responsible for regulat-
ing the radio spectrum are becoming increasingly aware of the need to provide a mechanism
which permits shared access to harmonized mobile spectrum in order to enable many of
the use-cases envisaged for 5G services. For example, the provision of mobile connectiv-
ity to high-speed trains is most likely best delivered by the organization responsible for the
track-side infrastructure, rather than a traditional operator. The rail infrastructure operator,
however, does not need a national, exclusive licence, just spectrum covering a very narrow
corridor along which the trains run. Equally, such an entity is unlikely to wish to participate
in a spectrum auction as it does not have the financial means to bid.

19.2 Share and Share Alike

Spectrum sharing between different services and users is nothing new. Look at any band on
any frequency allocation table and there is almost always more than one service allocated
to the band, with the different services sharing the same spectrum. Fixed links share with
satellite up- and downlinks, maritime services share with land-based services, fixed and
mobile services share spectrum in a variety of ways. This is clearly illustrated by the extract
from the International Telecommunications Union (ITU) radio regulations [2] shown in
Figure 19.1.

Such sharing is the hallmark of spectrum management and comes with a variety of rules
concerning which of the services sharing a band takes priority over the others, which in
general follows the principle of first-come, first-served. This is enshrined in Article 4.3 of
Chapter II of the ITU Radio Regulations:

“Any new assignment or any change of frequency or other basic characteristic of an
existing assignment shall be made in such a way as to avoid causing harmful inter-
ference to services rendered by stations using frequencies assigned in accordance
with the Table of Frequency Allocations in this Chapter and the other provisions
of these Regulations, the characteristics of which assignments are recorded in the
Master International Frequency Register.”
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Allocation to services
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1710–1930

1970–1980

1980–2010

1930–1970 1930–1970 1930–1970
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FIXED

FIXED

FIXED

FIXEDFIXED
MOBILE 5.388A 5.388B MOBILE 5.388A 5.388B

MOBILE 5.388A 5.388B

MOBILE

FIXED FIXED
MOBILE

MOBILE 5.388A 5.388B

MOBILE 5.388A 5.388B
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MOBILE-SATELLITE (Earth-to-space) 5.351A

MOBILE-SATELLITE
(Earth-to-space)

2010–2025 2010–2025 2010–2025
FIXED
MOBILE 5.388A 5.388B
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5.388

5.388

5.3885.388

MOBILE 5.384A 5.388A 5.388B
5.149 5.341 5.385 5.386 5.387 5.388

Region 3

Figure 19.1 Extract from the ITU Radio Regulations showing mobile allocations.

This often means that if a user fills a band with transmissions, anyone who follows there-
after will find it impossible to use the spectrum without causing harmful interference to the
incumbent user. In essence, whilst sharing is technically and administratively possible, in
the end bands often end up being occupied by just a single service.

From the perspective of mobile network operators, sharing is both an opportunity and an
inconvenience. The opportunity is that, in principle, any band that has a mobile allocation
could be used for mobile service. However, for it to be harmonized for mobile services it
also needs to be identified by the ITU for international mobile telecommunications (IMT)
services. It is obviously easier for an existing mobile allocation to be identified for IMT than
for a band that currently has no mobile allocation.

Attempting to share a band with an IMT service, however, is tantamount to handing that
band over to the mobile network operators. It is extremely difficult to share a spectrum band
between a mobile network and any other kind of service. The very high density of mobile
networks, together with the relatively high power of base stations, leaves little chance of
any other service being able to successfully operate unless large geographic distances are
left between them. Given the typical density of mobile deployment, even using spatial sep-
aration such as might be found between mobile services and fixed point-to-point links does
not offer much by way of opportunity for sharing. Whilst the fixed links may use a narrow
beam and may be at heights above those of the mobile network subscribers (e.g., those at
street level), there are still several interference mechanisms:

● The aggregate signals generated by a multitude of user devices could be sufficient to inter-
fere with the fixed link receivers.
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● There could be users in elevated positions (e.g., in tower blocks) who would be directly
in line with the fixed links, causing interference to them and receiving interference from
them.

● The mobile base stations themselves are often on high towers or on top of tall buildings,
and being omni-directional could cause interference to the fixed links even if they are not
directly in the path of the links (e.g., through reflections from other structures).

As such, any offer by the mobile industry to share spectrum with other services largely
represents a move by the industry to take over the usage of the band. The GSM Association
(GSMA) (the organization representing mobile network operators) has endorsed sharing
as [3]:

“a way to help, when clearing a band is not possible, by enabling mobile access to
additional bands in areas, and at times, when other services are not using them.”

What they seem less keen on is the notion of mobile network operators sharing spectrum
amongst themselves, of which it states:

“Mobile network operators should not be prohibited from voluntarily sharing their
spectrum to support faster services, improve coverage and drive innovation.”

So whilst the GSMA is keen to open up opportunities for mobile network operators to gain
access to bands through sharing, their opinion with regards to operators sharing spectrum
between themselves, or indeed with other services, is that it should be voluntary (i.e., not
enforced by regulation).

The inconvenience for mobile network operators is that where they are forced to share
with other users, the rules around this sharing may present difficulties for the use of the
spectrum for mobile services. Whilst the 3.5-GHz band has been licensed in many countries
for mobile services, it also supports C-band satellite downlinks. In countries with heavy
rainfall, the band is so heavily used for these satellite services that licensing its use for
mobile services would cause significant harmful interference to satellite reception.

In countries where the rainfall is not so heavy, however, the band is typically only used at
a small number of satellite Earth stations, which often form gateways to satellite capacity
between the country concerned and one which is subject to heavy rainfall. There is still a
need to protect these Earth stations from interference, and this is often enacted through
placing an exclusion or protection zone around the station in question. These can range
from 5 km for a micro cell to over 30 km for a macro cell [4]. Whether or not this repre-
sents a significant inconvenience for mobile network operators depends on the location of
the Earth stations. If these are located in urban centers, the necessary exclusion zone may
preclude the use of the band for a large proportion of the population. If they are located in
more rural areas, the impact on population coverage may be far less.

Sharing between mobile networks and other services is therefore generally problematic,
and in most cases providing exclusive, harmonized spectrum specifically identified for IMT
services is preferable to trying to fit services in amongst other uses.

Sharing between non-cellular services is potentially more straightforward. For example,
it has been proposed that it may be possible for radiomicrophones to share the spectrum
used by aeronautical navigation systems in the frequency range 960–1164 MHz [5]. There
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are reasons for and against such a move, and at present radiomicrophones tend to use
the white-spaces between television transmitters in the 470–790 MHz ultrahigh frequency
(UHF) television band. The UHF band is of prime value to the mobile industry and is on
the agenda for identification for mobile and IMT services at the 2023 ITU World Radiocom-
munciations Conference. Whilst the potential for radiomicrophones to share and access
new spectrum is of some interest, moving them into a band that is not of interest to the
mobile industry, such that it might ease access to the band for IMT services, is of great
interest as it would potentially leave the band clear of services (other than television broad-
casting), meaning that negotiations over its use would involve just one other party, rather
than multiple ones.

This kind of inter-service sharing is likely to become more common as the pressure to
maximize the utility of the radio spectrum increases. It may be, though, that it is services
other than IMT that find ways to share spectrum to leave other bands empty for mobile
networks.

19.3 Regulators Recognize the Value of Shared Access

Regulators have historically argued that there has been no impediment to anyone estab-
lishing a wireless network for a particular industry or purpose, however the reality of the
situation is that if the spectrum that is available is not harmonized for a particular applica-
tion, the cost of developing equipment in a non-standard band can be excessive.

After the ITU has identified a particular spectrum band for IMT services, there is then a
need to determine which parts of that spectrum are used in what way [6]: which parts of the
spectrum will be used for uplink and which for downlink. It is these arrangements that are
then used by mobile equipment manufacturers to design the infrastructure and handsets.
They are known as harmonized bands and are enshrined by the groups who standardize
mobile technologies, in particular the 3GPP.

For example, the frequency range 2500–2690 MHz is identified by the ITU for IMT ser-
vices. However, there are a number of harmonized arrangements within this band, as illus-
trated in Table 19.1.

The harmonization arrangements also define the channel widths possible (i.e. 1.4, 3, 5,
10 or 20 MHz).

Using frequencies that are not harmonized in this way means that off-the-shelf equip-
ment is not widely available. As an example, the use of frequencies just outside the har-
monized 900-MHz band for the Global System for Mobile communications for Railways
(GSM-R) services for train control has meant that the rail industry, despite being nearly
global in scope, has been restricted to a limited number of vendors, pushing up the cost of
both infrastructure and handsets.

This has always been a dilemma for regulators. On the one hand, they wish to encour-
age, and to ensure, that those who need access to spectrum to establish a wireless network
(e.g., the emergency services, defence, or transport industry) should be able to do so. On
the other, making available spectrum that is harmonized and thus highly valued by com-
mercial mobile network operators may go counter to the wider governmental expectations
concerning maximizing the value of spectrum through raising large sums of money for it
at auction.
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Table 19.1 Range of harmonized frequency arrangements
in the 2.6 GHz mobile band

Frequency arrangement 3GPP reference

2500–2570 MHz (uplink)
2620–2690 MHz (downlink)

Band 7

2570–2620 MHz (bidirectional) Band 38
2500–2690 MHz (bidirectional) Band 41

Some regulators have made such tough decisions. The Communications Regulatory
Authority (CRA) in Qatar has provided the emergency services with spectrum in the
800-MHz band in which to operate a private long-term evolution (LTE) network for public
protection and disaster relief (PPDR) users. It is worth noting, however, that Qatar has only
two mobile network operators, and with 2 × 30 MHz of spectrum being available in the
800-MHz band, each operator, and the PPDR organizations, could each access 2 × 10 MHz.
In a country with a larger number of mobile network operators, such an arrangement may
not be viable.

It is only with the advent of the larger spectrum bands that are being considered for 5G
(such as the 3.5-GHz band, which in some countries totals up to 500 MHz of spectrum,
and the 24.25–27.5-GHz band, which totals 3.25 GHz) that there may be sufficient spec-
trum available to consciously set aside spectrum to be shared between smaller users or
uses without government treasuries feeling the pinch due to lower income from spectrum
auctions. The 3.5-GHz band in particular is being eyed as a potential opportunity for such
uses. The propagation characteristics of the band are suited to many of the possible appli-
cations allowing reasonable coverage (especially along narrow corridors such as rail and
road) whilst having sufficient bandwidth to allow both the mobile network operators and
other potential users to have enough spectrum to provide a reasonable quality of service.

Some regulators have begun to identify radio spectrum specifically for 5G use cases. In
Germany, for example, the Bundesnetzagentur has set aside 100 MHz of spectrum in the
harmonized 3.4–3.8-GHz band for “small and medium-sized enterprises and start-ups” [7]
to ensure that such organizations have a mechanism for accessing spectrum as and when
they will require it. Such usage is on a fully shared basis, and users will have to coordinate
amongst themselves to ensure that any interference between networks is minimized. Given
the limited geographic scope of the likely uses, this should not prove excessively onerous.

Of course, some frequency bands operate on a fully shared basis. The so-called
licence-exempt bands (such as 433, 915, and 2400 MHz) are shared between a wide variety
of users and uses. There are, however, significant restrictions on the use of these bands, in
particular the requirement for devices to operate at low power levels, to limit interference
potential, and to operate on a “non interference” basis, which is to say that any user should
not cause interference to any other and must accept any interference that is caused by those
using the band within the regulated parameters. On the whole, the use of such bands is not
commercial (though there are paid-for WiFi networks), but there is increasing interest in
the opportunities that such shared bands present by commercial operators. Technologies
such as LTE in unlicensed spectrum (LTE-U) and MulteFire will bring commercial mobile
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services into the license-exempt bands, most notably 5.8 GHz. According to the GSA
there are nine launches of LTE in unlicensed bands, primarily in the USA and South-East
Asia, and over 100 mobile devices, including those from Apple and Samsung, support the
necessary technologies [8].

The license-exempt bands are also home to a growing range of Low Power Wide Area
Network (LPWAN) Internet of Things (IoT) networks such as Sigfox and LoRa and some of
these offer commercial services in these shared bands. There is therefore some evidence that
sharing may become more commonplace as a result of innovative technology developments
and a willingness for regulators to provide shared access to frequency bands.

The remaining question is therefore, Is it likely that sharing techniques will extend beyond
today’s position to become the de-facto norm for the use of the radio spectrum? This boils down
to two key factors:

1. Will demand for wireless connectivity exceed the capability of networks to meet demand
without the need for sharing?

2. Will the environment for wireless services change such that operators of systems will be
willing to, or have the necessity to, share spectrum?

19.4 The True Demand for Spectrum

Mobile infrastructure and handset manufacturers, including Cisco and Ericsson, publish
annual statistics and forecasts for the amount of data traffic that will be sent over wireless
(primarily cellular) networks. The forecasts present ongoing growth that is exponential, typ-
ically rising by around 50% per annum. Growth can never be exponential as, in the limit, it
would reach infinity. Current forecasts suggest that the amount of energy needed to transfer
1 bit of data will reduce to around 1 picoJoule by the 2020s (current technologies require 2 or
more picoJoules per bit [9]). Based on this figure, if data growth continued to be exponential
at a rate of 50% per annum, by 2080 the amount of energy that would be needed to transport
the data would equal that which is currently produced by every power-generating plant on
the planet. Clearly, therefore, there is a limit to how much data can be consumed. The graph
below shows the forecasts produced by Cisco [10], Ericsson [11], the ITU [12], and LS Tel-
com [13]. Only the LS Telcom forecast suggests any slowdown in growth, suggesting that
there may be a flattening out of data traffic by the late 2020s (Figure 19.2).

The ITU’s role in convincing national regulators of the relative importance of spectrum
requirements that drive international policy on allocation and assignment should not
be underestimated, given its highly respected status as a specialist agency of the United
Nations. Decisions concerning the necessity for radio spectrum to be used for various
wireless technologies and services is often driven by the data published by the ITU, which
has continuously over-estimated both traffic and spectrum demand since the first estimates
were produced for the World Radiocommunication Conference in 2007. At that time, the
ITU [14] forecast that by 2015, 1300 MHz of spectrum would be required for IMT services.
Excluding the millimeter-wavelength bands being considered for future 5G services, the
total amount of spectrum that has been identified by the ITU for IMT services is generally
around 1000 MHz (there are minor variations by ITU region). It is clear, therefore, that the
ITU process may be driving unrealistic and excessive expectations of demand for spectrum
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Figure 19.2 Different forecasts for mobile data traffic growth.

and in the process forcing regulators to consider approaches to spectrum use that are
not strictly necessary. Spectrum sharing may fall into that category, with a view being
perpetrated that demand will be very high, and thus there is a need for new techniques,
whereas in reality, there may be sufficient spectrum to sate demand.

Several organizations have attempted to convert data demand into spectrum demand,
and this step is equally fraught with difficulties. The ability of wireless networks to deliver
capacity is, of course, dependent on the amount of spectrum that is available to them, but is
also driven by the amount of infrastructure (e.g., number of cell sites), the specific technol-
ogy in use (e.g., 4G versus 5G), and the implementation of advanced spectrum efficiency
techniques (e.g., massive multiple input multiple output). There is also the question of traf-
fic offload, from the cellular network to alternatives such as Wi-Fi (IEEE 802.11b, g, n, ac
and ax) and WiGig (IEEE 802.11ad and ay) in homes and offices where such networks are
available.

Some organizations have used bottom-up methodologies, defining the technical charac-
teristics of mobile networks to develop a model of the operation of the network that leads
to an understanding of how it handles traffic. These can range from simplistic models that
look only at a limited number of cells (e.g., those handling the peak traffic demand) to those
that consider a range of technologies and service types. The ITU’s model [15] falls into this
latter category, but it has been shown [16] that some of the assumptions used in the calcula-
tion of spectrum demand are extremely unrealistic, including very high user density values,
high throughput demands per user, and high estimates of the achieved spectrum efficiency
of networks.

Other organizations have used top-down methodologies in which the network through-
put achieved in the currently available spectrum is extrapolated with data growth and
improvements in network efficiency and density to yield a forecast of spectrum demand.
Even these methodologies are subject to some error. The FCC in the USA forecast in
October 2010 [17] was that 275 MHz of additional spectrum would be required for the
country’s mobile networks to meet expected demand by 2014. In reality, US wireless
operators were able to accommodate all of the traffic growth projected without deploying
even the spectrum that was already allocated in 2010 for wireless services, despite the fact
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that both traffic growth and the number of cell sites deployed have been largely in line
with the FCC’s projections.

The conversion of data growth forecasts into spectrum demand forecasts is a less than
exact science. This is exacerbated by the fact that most demand forecasts focus on countries
where traffic is high (e.g., Scandinavia, China, Japan, and South Korea) and where, perhaps
not surprisingly, many of the world’s mobile equipment manufacturers are based. Whilst it
may be the case that the need for spectrum for wireless services in these countries is high,
such high demand may not exist in most other countries in the world. Judging the correct
reference for spectrum demand is therefore not straightforward.

19.5 The Impact of Sharing on Spectrum Demand

A study for the European Commission [18], as part of an examination of the socio-economic
data around the roll-out of 5G, also considered the impact of spectrum sharing on spectrum
demand. It concluded that:

“Analysis showed there is a requirement to share spectrum in all the spectrum
ranges, particularly in bands below 6 GHz where it is beneficial to share as much
spectrum as possible.”

In fact, the analysis shows not just that spectrum sharing is beneficial, but that it is essen-
tial. For one use case (motorways), the report identifies that the demand for spectrum in an
environment where no mobile network operators share spectrum is:

● 1.6 GHz of spectrum sub 1 GHz
● 16.2 GHz of spectrum between 1 and 6 GHz
● 38.4 GHz of spectrum above 6 GHz.

Obviously it is not possible to meet the first two of these requirements, even if all of the
spectrum in the requisite frequency ranges were made available for mobile networks (i.e.,
the frequency range 1–6 GHz represents just 5 GHz of available spectrum, so it would not be
possible to license 16.2 GHz of it). Figure 19.3 shows the total demand for spectrum based
on a number of different sharing scenarios.

The different sharing scenarios envisaged in the European Commission study considered
the extent to which operators had exclusive, individual spectrum of their own (0% shared)
or where, as shown in the Figure 19.3, 4 operators used the same spectrum as each other
(100% shared). In the various use cases, the amount of spectrum needed to support vari-
ous applications (e.g., healthcare, transport) was calculated and this was then distributed
between the operators. In the case where each operator has their own spectrum, it is feasible
that all of the subscribers could be on one network, and thus each operator needs enough
spectrum to handle all the traffic. Where spectrum is shared between operators, the total of
all the traffic can be shared 4 ways.

Disregarding, for the moment, the continued insistence of mobile network operators that
they should each have dedicated spectrum, why does spectrum sharing in this scenario
make so much difference to the amount of spectrum needed? There is no less traffic being
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transferred across the networks regardless of the sharing scenario. The answer comes from
the fact that the lower amount of spectrum (e.g., 19 GHz in Figure 19.3) is sufficient, and
perhaps more than sufficient, to carry the expected data traffic. Thus it is the additional inef-
ficiencies created by overlaying multiple networks on top of each other that drive up spectrum
demand in the unshared case. In the case of there being a number of discrete networks, it
has been assumed in the report that each network would be capable of carrying all of the
traffic generated in the scenario. In principle this makes some sense, as there is nothing to
say that all of the users in the scenario may not be subscribers to a single network, but in
reality it is likely that they would be distributed amongst the network operators such that
each would see a reduced demand.

The difficulty with having a single network shared between operators in a scenario such
as this is the reduction in competitiveness that could result. If all of the mobile network
operators shared the same radio access network infrastructure, they could not differentiate
themselves on coverage and, depending on the way that the available capacity was divided
between them, may also demonstrate identical service levels. Thus, some of the key differen-
tiators between operators are taken away. A few countries have developed national, shared
network infrastructure operating in the same spectrum, but the model is one of a whole-
sale network from which operators can buy capacity, rather than being driven by operators
themselves developing a unified network.

The Mexican government licensed Red Compartida (Shared Network) in 2016, which
offers wholesale mobile coverage and capacity using LTE in the 700 MHz band. Eventu-
ally it is expected that the network will cover over 90% of the population. This move has
received wide acclaim and the Mexican government was recognized for its leadership at the
2016 Mobile World Congress. However, the desire to build such a network was not driven
by spectrum sharing, spectrum efficiency or economic factors, but was instead an attempt
to break the near monopoly of Mexico’s largest mobile network operator, America Movil.
A similar initiative in Rwanda (KTRN) has so far covered 95% of the country’s population,
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but is driven mainly by economics, that is, it is cheaper to roll-out a single network given
the commercial reality of providing broadband coverage in countries with low incomes,
than to expect multiple operators to provide overlaying coverage. So far, therefore, there
does not appear to be a drive by the mobile network operators themselves to roll-out shared
networks.

Of course, many mobile network operators already share large proportions of their net-
works, both passive and active. Site sharing (e.g., the use of a single tower or mast for
multiple service providers) is common to reduce costs and results in near-identical cov-
erage for those operators. Similarly, backhaul and electricity supplies may also be shared
between operators, meaning that they would have similar levels of availability and reliabil-
ity due to the common single point of failure. In fact, some countries mandate site sharing
(e.g., Austria and some cities in India) or at least have the power to step in and enforce
sharing if operators fail to agree commercial terms (e.g., Hong Kong, Jordan, Sweden).

Sharing of the radio access networks (RAN) is less usual, other than national roaming,
which is often used to enable an operator who has limited service provision capabilities
(e.g., only spectrum for 4G LTE services) to deliver a full range of services (e.g., voice, SMS
and data) or to allow a new operator to provide wide-area coverage whilst they grow the
coverage of their own network. Even where RAN sharing does happen, mobile network
operators will generally deliver services only in their own spectrum assignments, which is
not what the authors of the aforementioned Commission report were envisaging. So whilst
there appears to be a compelling case for operators to fully share both passive and active
elements of their networks, even stretching to spectrum, there are virtually no examples of
this taking place at the behest of the operators, rather than when enforced by regulation.

19.6 General Authorization needed to Encourage Sharing

One of the reasons why operators may have failed so far to implement the benefits of a
fully shared network is the way in which their radio spectrum has been authorized. Almost
without exception, the operators of wireless networks (cellular, broadcasting, government,
and otherwise) use dedicated spectrum that is individually licensed for their use. Within
such a framework there is little opportunity for sharing, and with the exception of licenses
which permit spectrum trading, there may be no regulatory or legal mechanism for one
operator to provide services in the radio spectrum that has been assigned to another.

There are a wide range of mechanisms for authorizing access to the radio spectrum and
Table 19.2 identifies the most common ones.

The individual license approach is the primary mechanism used to license wireless net-
works. Each licensee has the right to their own piece of radio spectrum, and this spectrum
is not shared with anyone else.

The concurrent license approach provides each licensee with access to a dedicated piece
of radio spectrum, but there may be more than one licensee with access to the same piece
of spectrum. The number of licensees is limited so as to try and enable a reasonable quality
of service to be provided. An example of this method of licensing is that used by Ofcom in
the UK for the Digital Enhanced Cordless Telecommunications (DECT) guard band which
comprises 2 × 3.3 MHz of spectrum at the upper end of the 1800-MHz mobile band, directly
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Table 19.2 Different methods for authorizing access to the radio spectrum

Individual authorization
(individual rights of use)

General authorization
(no individual rights of use)

Individual license Concurrent licenses Light-licensing License-exempt

● Individual frequency
planning and
co-ordination

● Traditional
procedure for issuing
spectrum licenses

● Individual frequency
planning and
co-ordination

● Simplified licensing
procedure

● Limitations in the
number of users

● No individual
frequency planning
or co-ordination

● Registration and/or
notification of use
required

● No limitation in the
number of users

● No individual
frequency planning
or co-ordination

● No registration nor
notification of use
required

adjacent to the band used by DECT digital cordless telephones. Ofcom considered that the
power output permitted in this band should be reduced to provide interference protection
to DECT services and that conversely services in this band may suffer some interference
from nearby DECT devices. Ofcom therefore licensed 12 separate organizations to use the
spectrum on a low-powered, shared access basis. The specific conditions of usage include
a need for the users to co-ordinate their usage:

“All licensees have the same rights and obligations and they are licensed to use
the same frequencies on a shared basis in the whole of the UK. However, to avoid
interference each licensee must undertake technical coordination with other
licensees.” [19]

In the light-licensing approach, licensees are provided with access to specific pieces of
spectrum, but the number of possible users of the spectrum is not limited, meaning that
any interference between users is not managed. In essence, if users experience interference,
it is up to them to change the parameters of their usage (e.g., power, frequency, antenna
height) to mitigate the problem. In general, light-licensing either requires users to register
their specific usage or may require them to obtain a license. An example of this approach
is the Simple Radio scheme operated by Ofcom in the UK. This permits licensees access
to a pre-defined selection of radio frequencies (VHF and UHF) to be used at relatively low
transmitter power (5 W) anywhere in the UK. Users must pay a relatively low fee, and the
license is valid for 5 years.

The license-exempt approach permits anyone to use defined pieces of radio spectrum
without the need for registration or the payment of any license fee, but is subject to several
restrictions (often transmitter power, duty cycle, and emitted bandwidth). No protection
from interference is provided. It is also fair to say that many regulators do not patrol these
bands or enforce compliance, and there are those who flout the rules with little expectation
or chance of being caught or punished. A common example of this is those operating drones
who install video links that use transmitter powers far in excess of those permitted.

The license-exempt approach is probably not a recipe for a successful approach to sharing
of spectrum by mobile network operators, as there would be little to no guarantee of quality
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of service. That being said, this would be the primary method used for technologies such
as LTE-U and MulteFire, though the light-license approach could be equally valid. What
is more likely is that the concurrent license approach could be used to permit multiple
operators to share the same spectrum, and in particular support many of the 5G use cases.

In the European Union, for example, the Radio Spectrum Policy Group (RSPG)
has recognized the need for a range of approaches to be taken to the licensing of 5G
spectrum [20]:

“Member States will need flexibility in the way they authorise access to spectrum, for
example: appropriate geographical areas (e.g. national, regional, city or hyper-local,
e.g. for use in a factory), individual licencing or under a general authorisation frame-
work”
“the focus of 5G authorisations in the 26 GHz band should be on an individual
licence regime. However, the possibility of a general authorisation regime under
sharing conditions that protect the other users of spectrum in this band (e.g.
EESS/SRS) is not excluded”
“general authorised frequency use can be an important breeding ground for innova-
tion and contributes towards a dynamic market environment”

Some countries (including Germany, the USA, and the UK) have already begun to con-
sider such an approach to sharing harmonized mobile spectrum for multiple users through
a general authorization approach to licensing, and it could be envisaged that this approach
will become more common if it is shown to encourage and enable innovative and novel new
service provision models.

The USA is perhaps the furthest forward in this respect, with its Citizens Broadband
Radio Services (CBRS). This amounts to 150 MHz of spectrum in the 3.6-GHz band
(C-band) and is available for licensing to anyone on a number of different bases. On
the most basic level, users may access the spectrum at no cost, on an opportunistic and
non-interference basis. Above this is priority access, in which users can secure access to
a 10-MHz block of spectrum for 3 years and are given some protection from interference.
Incumbent users (such as the military and satellite services) are provided with full pro-
tection from interference for up to 5 years. The CBRS Alliance, an industry organization
established to exploit this spectrum, has over 60 members. Foreseen uses of the CBRS
spectrum include in-building (e.g., education, hospitality and healthcare), public spaces
(e.g., entertainment and retail), and industrial IoT (e.g., manufacturing, utilities and
transportation).

19.7 The Long-term Outlook for Spectrum Sharing

The pressure on spectrum bands in and around 1–3 GHz for mobile services is not driven by
some odd political or economic principles, but instead is caused by the propagation charac-
teristics of frequencies in that range, which make it ideal spectrum for a range of services,
including cellular technologies but also broadcasting, aeronautical, defense, and a variety
of others.
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Sharing of spectrum between mobile networks and other technologies is problematic,
given the dense nature of mobile networks and therefore the large potential for harmful
interference, and it seems unlikely that mechanisms to permit this will yield beneficial out-
comes insofar as enabling services to operate side by side in a cooperative manner. What
seems more likely is that sharing will enable greater spectrum efficiency in two ways:

● non-cellular services will find ways to share spectrum amongst and between themselves
such that whole bands can be cleared for IMT services

● mobile network operators will share spectrum amongst themselves.

To a large extent the first of these is already happening. Satellite services often share with
fixed links, government services share with civil uses, and a whole host of technologies
cooperate in license-exempt bands (including, ironically, mobile networks, though this is
not strictly in the first category).

Mobile network operators sharing spectrum between and amongst themselves, how-
ever, has yet to become the norm, but the economics of 5G networks and the use of
millimeter-wave bands with extremely limited geographic coverage may bring about
a change. It may not be economically viable to roll-out multiple 5G networks where
adjacent cells may be no more than 100 m apart. In addition, there may not be sufficient
infrastructure (e.g., streetlights, traffic lights or other buildings) on which to mount
multiple competing networks. The capacity of a 5G cell, using several hundred MegaHertz
of spectrum, yet covering no more than a few square meters, is likely to prove sufficient
for all the users in that cell in all but the most densely populated areas. It would therefore
make sense for the operators to share a single network, and in doing so combine their
spectrum assets such that each cell could deliver the widest possible bandwidth. Enforcing
such a circumstance through introducing general authorization processes to the licensing
of the spectrum to mobile operators may become as commonplace as enforcing passive
infrastructure sharing.

In addition, the use of spectrum for delivering 5G services for the various use cases identi-
fied amongst a range of industry verticals (including manufacturing, transport, healthcare,
and education) will almost certainly be on a shared basis. Though mobile operators claim
that they could offer these services through the use of technologies such as network slic-
ing, there are significant doubts over the commercial viability of doing this. Providing, for
example, 5G coverage to a factory for use in industrial automation would require a high
integrity network, but would have very few revenue generating users. Most use cases are
relatively geographically restricted, whether this is along a narrow strip of land that repre-
sents a railway, on a university campus or in a hospital. Although there will be cases where
such usage may come into close proximity, simple mitigation techniques such as directional
antennas ought to be able to permit services to operate without harmful interference.

It may also be possible for such uses to share spectrum with the mobile network
operators themselves. There are cases where mobile capacity is under severe pressure, but
on a short-term or narrowly focused geographic basis such as at a railway station, in the
rush-hour, or at a 2-day rock concert in a remote field where there is usually no need for
extensive mobile capacity. Mobile capacity in these cases could easily be supplemented
from spectrum shared with the industry verticals, though the additional capacity that may
be provided from a relatively small portion of the overall spectrum that is harmonized may
not necessarily be sufficient.
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The long-term outlook for spectrum sharing looks positive as long as the regulatory mea-
sures necessary to encourage and enable sharing are put in place, and the environment in
which sharing is considered a beneficial means of improving coverage, services or capacity
is embraced by the mobile industry and those with whom it may wish to share spectrum.
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