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Preface

The present book is at the crossroads of aeronautical propulsion
science and engineering. It attempts to bridge the gap between the
fields of combustion and combustor design in a compact man-
ner yet giving a comprehensive overview of the state of the art
and of the current challenges. This book is to a large extent on
premixed swirled combustion and on future design of premixed
swirl-stabilized combustors. In that respect, this book is written
for the following audience: students in the field of aeronautical
engineering and researchers and engineers in university, public,
and private research laboratories. The book covers introductory
and state of the art topics and also significant recent research work
by the author on premixed swirling flames, their physical under-
standing, and their modeling. This book presents and summarizes
elements of a decade of work in the field.

The author is grateful to his advisors, peers, and colleagues
whom he has learned from, interacted with, discussed with, elab-
orated with, encouraged, mentored, argued with, and discovered
with on the topics related to this book at various levels.

The present book includes some elements of recent works
funded by AFRL and NASA: (i) by the US Air Force Small Busi-
ness Technology Transfer (STTR) program under contract num-
ber FA8650-17-C-2036 and (ii) by the NASA SBIR program un-
der contract number 80NSSC18P1886 Phase I. Computational re-
sources supporting elements of this work were provided by the
NASA High-End Computing (HEC) Program through the NASA
Advanced SuperComputing (NAS) Division of the Ames Research
Center and by DoD HPCMP HPC Systems.

The author is thankful to his previous and present affiliations:
CNRS ECP EM2C Laboratory, the United Technologies Research
Center, and CFD Research Corporation. The author wishes to
thank the Agence Nationale de la Recherche, DoE, NASA GRC, and
AFRL for previous and ongoing research activities on unsteady
combustion. The Elsevier team is gratefully thanked for the entire
process of the publication of this book. The reviewers of the book’s
proposal are sincerely thanked for their comments and feedback.
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Introduction

The industrial energy and transport technologies, including gas
turbine engines, are directly linked to the current and future
worldwide economic needs and climate requirements. As the pas-
senger transport capacity and electricity capacity demands are in-
creasing, and because the constraints on global warming/climate
change are becoming more important, there is a requirement for
better-designed and improved technologies.

The gas turbine engine relies on swirl-stabilized combustion,
which consequently has a key role in this context. For example,
operating a gas turbine engine with hydrogen can enable carbon
emission-free electricity generation and propulsion technologies.
Such technologies have been documented in the literature, see
Brewer [1], Guynn and Olson [2], Council et al. [3], Khandelwal
et al. [4]. For the future development of these systems, we will
need to address various technological and scientific challenges
in the energy and transport sectors. Some of these challenges are
sector-specific, and some are common to both sectors. The pollu-
tant emission reduction challenge is shared by both sectors, but
the treatment of the emissions can be very different due to the
weight and size constraints of land-based gas turbines and aircraft
gas turbine engines. The noise footprint is also important in the
transport sector for airports located close to cities. Other impor-
tant challenges of these technologies include aircraft speed, fuel
burn, transportation safety, the increase of data, and knowledge
generation. Some of these challenges are specifically discussed
below.

Aeronautics plays a key role in the worldwide transportation of
passengers, particularly over long distances where rail transport is
no feasible option. It has been and will be the preferred mode of
transportation to cross oceans and cover long distances. The fore-
cast of future global passengers traveling with aircraft is sketched
in Fig. 0.1. This forecast indicates a global trend that the number of
passengers using aircraft transport will approximately double be-
tween 2020 and 2040. This will require an increase of the number
of aircraft and jet engines. Nowadays, this trend drives (i) a signif-
icant manufacturing momentum for turbofan engines and (ii) the
development of future technologies that will fulfill the next gen-
eration of requirements from organizations’ regulations. Some of
these requirements are detailed below.
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Figure 0.1 Global passengers forecast. International Air Transport Association data forecast of global passengers (in
billions). Source: Permission from IATA Economics.

In the energy sector, the gas turbine engine plays an important
role in the generation of electricity and heat. As the global demand
for electricity is increasing, see Fig. 0.2, this technology will also
play a key role in the near future.

The aeronautics field and the energy sector share the gas tur-
bine engine, with requirements specific to each application. The
gas turbine engine is also found in various other applications,
such as propelling ships. The energy and transport industries face
many outstanding technical challenges driven by environmen-
tal, economical, and geopolitical constraints. Some of these chal-
lenges are summarized next.

Environmental footprint
Since the increases in awareness of global warming and its con-

sequences, the USA have signed multiple international treaties
with the ultimate goal of reducing greenhouse gas (GHG) emis-
sions, including CO2, N2O, and CH4. The Kyoto Protocol is the
international reference agreement that sets targets in terms of re-
ducing GHG emissions. Since its entry into force on 16 February
2005, signatory countries that have ratified the text have under-
taken efforts to reduce their emissions by 5% from 1990 levels
during the period 2008 to 2012. To achieve this reduction, the am-
bition was to increase the energy expenditure linked to renewable
energies. In 2004, 17% of the world’s primary energy produced was
derived from renewable sources, see REN21 [5]. Europe has set the
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Figure 0.2 Electricity production projection. Current and future projection of electricity production per source.
Source: US Energy Information Administration (2014).

goal to derive 20% of its primary energy from renewable sources
by 2020.

The 2015 United Nations Climate Change Conference, COP21,
held in Paris, France, from 30 November to 12 December 2015 led
to the Paris Agreement. This agreement states an overall objective
to maintain the global temperature increase well below 2◦C above
preindustrial levels and to pursue efforts to limit the tempera-
ture increase to 1.5◦C. One of the major consequences of the Paris
Agreement is the targeted reduction of emissions “so as to achieve
a balance between anthropogenic emissions by sources and re-
movals by sinks of greenhouse gases in the second half of this cen-
tury.” Two types of actions are defined by the Paris Agreement: (i)
to reduce GHG emissions to the balance point between emission
and sequestration and (ii) to increase sequestration of GHG emis-
sions. It is important to recall the predicted use of combustion in
electricity generation in the future, see the electricity production
in Fig. 0.2. This graphic indicates the major role of combustion of
coal, natural gas, and petroleum in the future of electricity gener-
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ation. Therefore, the development and use of technologies aiming
at reducing or suppressing pollutant emissions will have a strong
impact and will support reaching the targeted COP21 goals.

In this general context, it is important to improve combus-
tion technologies by enhancing system efficiencies and reduc-
ing the environmental impact in terms of emissions. It is known
that conversion of hydrocarbon fuels into burned products gen-
erates GHGs like CO2 and pollutants like unburned hydrocarbons
HC, nitric oxides NOx , and carbon monoxide CO. Amongst other
harmful consequences, nitric oxides NOx and unburned hydro-
carbons are major contributors to the formation of smog and the
production of near-ground level ozone. There are two ways to re-
duce those emissions: reduce their formation or eliminate their
emission. It is also important to distinguish between emissions
from ground gas turbines and jet engines, as the former can be
sequestrated or undergo posttreatment, while the latter cannot.

As indicated in the previous section, combustion is utilized in
many technological applications for the generation of electric-
ity, for the production of heat, and for transport, especially in
automotive transportation and aeronautics. In Tab. 0.1, the ma-
jor sources of energy for transport and electricity production are
summarized. The table lists the energy and transport sources,
their areas of use, the category of energy conversion, the percent-
age of use as of 2014, and the major pro and con of each source.
From this table, one can see that combustion is the key contrib-
utor with an accumulated 91.4% at the worldwide level for both
transport and energy production. This number demonstrates the
importance of the combustion discipline. While the main advan-
tages of combustion are its range of operability and its range of
use, its main disadvantage is the associated emission of combus-
tion products, including CO2 and NOx .

The NASA Glenn Research Center (GRC) leads the effort in
aeronautics to minimize the impact of aircraft transportation in
terms of pollutant emissions to satisfy the future Federal Aviation
Administration (FAA) requirements on emissions. The Interna-
tional Civil Aviation Organization (ICAO), through its Committee
on Aviation Environmental Protection, has established interna-
tional certification limits, see ICAO [6] and Chang et al. [7] for
nitrogen oxide (NOx) emission regulations for jet engines. The FAA
enforces these standards through engine certification. The history
of the ICAO NOx regulations is presented in Fig. 0.3. This graphic
shows the past accomplishments and the future requirements.

The contribution of the combustion of fossil fuels to the total
energy demand at the worldwide level is significant. The other
contributors to the total energy are renewable and nuclear en-
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Table 0.1 Main advantages/disadvantages of energy and propulsion sources. Percentages were
obtained from the International Energy Agency, 2014.

Source Oil Natural gas Coal Hydro GSW Nuclear Biofuels

Area Transport Elec. Elec. Elec. Elec. Elec. Transport
Automotive Elec.

Aeronautical Elec.

Category Comb.a Comb. Comb. Renew.b Renew. Nuclear Comb.
Use (%) 31.3 21.2 28.6 2.4 1.4 4.8 10.3

Pros Range Range Range Unlimited Unlimited Cost Emission
Cons CO2/NOx CO2/NOx CO2/NOx GWD GWD Waste CO2/NOx

a Combustion.
b Renewable.

Figure 0.3 History of ICAO NOx regulations for jet engines. History of ICAO NOx regulations for engines and NASA
program goals. Source: NASA from Chang et al. [7].

ergy. While each type of energy source follows a quasilinear growth
since 1972 as a function of time, the slopes are different for differ-
ent energy sources and thus modify the global percentage of each
energy source a little. While the absolute contribution of renew-
able energy is increasing, its relative contribution remains stable
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as a function of time. Combustion also shows a consistent relative
contribution.

Primary energy sources are transformed through energy con-
version processes to more convenient forms of energy that can
directly be used by society, such as electrical energy, refined fuels,
or synthetic fuels. In the field of energetics, these forms are called
energy carriers, and they correspond to the concept of “secondary
energy” in energy statistics. The ton of oil equivalent (toe) is a unit
of energy defined as the amount of energy released by burning
one ton of crude oil. It is approximately 42 GJ or 11 630 kWh. The
worldwide electricity production by source of energy shows that
the contribution from combustion is significant with respect to all
other sources.

It is interesting to recall that most of the energy used in trans-
portation is extracted from oil and transformed into mechanical
energy through combustion. It is also worthwhile to remember
that on a worldwide basis, 91% of the primary energy is delivered
by combustion systems. In these applications, and in particular in
high performance systems used in propulsion such as jet engines
or energy conversion, combustion can interact with the acoustics
of the system, leading to multiple types of instabilities. This phe-
nomenon combines the complexities of combustion and those re-
lated to acoustics and unsteady fluid motions, giving rise to a wide
range of challenges. Some of these are the subject of the present
book and will be described and reviewed in detail.

Acoustic footprint
The acoustic footprint of aircraft is an important aspect to con-

sider. Multiple sources of noise from the airplane, see Hubbard
[8], induce the footprint around an airport, see the book of Za-
porozhets et al. [9] on the regulation and standards for aircraft
noise. These sources include the airframe noise, which is the noise
due to the aerodynamic interaction between the air and the air-
craft, including the wings, the landing gear, and the flaps. Other
sources are the noise release near the jet of the engine, near the
fan, and from the core, including turbomachinery and combus-
tion noise. This latter is directly relevant to the present review
and is usually referred to as core or engine noise, see the reviews
by Dowling and Mahmoudi [10] for premixed combustion and
by Ihme [11]. In Fig. 0.4, a breakdown of the noise into separate
components of a typical engine with 1992-level technology dur-
ing take-off and approach to landing indicates the large role of the
engine noise.

Regulations around airports with respect to aircraft noise have
been a priority for a long time. This is reflected by aircraft noise
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Figure 0.4 Aircraft noise distribution histogram. Maximum perceived noise level in dB. The representation of the
noise distribution components for typical aircraft with 1992-level technology during take-off (right) and approach to
landing (left) indicates the large part played by engine noise. Source: Figure taken from NASA.

standards and regulations from agencies such as the FAA, the Eu-
ropean Aviation Safety Agency (EASA), and the International Civil
Aviation Organization (ICAO). The FAA sets stages while the ICAO
sets chapters, these two expressions corresponding to noise stan-
dards that must be met for airworthiness certification.

Economical and technical challenges
Economical and technical challenges are intrinsically linked.

Sustained growth in aircraft transport will be achieved in the up-
coming decades if transport speed is increased, fuel consumption
is decreased, and the footprint is decreased, while the cost re-
mains competitive with respect to other types of transports, such
as trains. Indeed, this latter has shown continuous speed improve-
ments; the fastest train circulating as of today, the Shanghai Ma-
glev train, reaches 430 km h−1, while demonstration tests with the
French TGV have been carried out at 575 km h−1, and existing
projects such as the Hyperloop are targeting travel speeds near
Mach 1. This is an important aspect, considering the fact that
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where railways can compete, domestic flights transport a signif-
icant part of the total number of passengers. For example, in the
USA in 2016, 77% of nearly one billion aircraft passengers trav-
eled by domestic flights according to the Bureau of Transportation
Statistics.

To reduce the environmental and acoustic footprints in order
to meet the current and future pollutant emission and noise stan-
dards, and to be competitive with other transport markets, out-
standing technical challenges need to be overcome. While a com-
plete list of these challenges is beyond the scope of the present
book, we can point out the ones directly linked to pollutant emis-
sion and acoustic footprint reductions, the increase in transport
speed, and fuel burn reductions. Any progress in these four fields
will have a tremendous impact on aeronautics.
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The combustor

1 Overall principle of the gas turbine engine
1.1 Generalities and overall description

This section describes the principle of the gas turbine engine.
The main goal of the gas turbine engine is to provide momentum
to the fluid at rest to generate power or propulsion. Indeed, in the
laboratory frame of reference and considering cruise conditions:
for an aircraft engine or nominal conditions for a stationary gas
turbine, the air is at rest upstream the engine. The momentum is
transferred firstly to the air at rest by the rotating inlet fan and sec-
ondly to the ambient air by the exhaust jet. These two momentum
exchanges are the two sources of thrust for current commercial
subsonic turbofans (the thrust from the fan is dominant). The goal
of the gas turbine engine is therefore to generate these two sources
of momentum: fan rotation and exhaust jet. To achieve this goal,
the turbofan engine has two distinct and linked flow paths: the
so-called cold air flow path (also referred to as bypass flow), where
the fan driven by the turbine transmits its momentum, and the
so-called hot air flow path (also referred as core flow) due to the
combustion inside the combustor, where the engine core trans-
mits its momentum. The core is responsible for the rotation of the
fan and induces the exhaust jet as well.

The main modules of the gas turbine engine are sketched in
Fig. 1.1. The operation of the gas turbine engine and its compo-
nents are now described. The description begins by considering
the initial start of a typical engine, which corresponds to two si-
multaneous actions: (i) the ignition of the fresh gases in the com-
bustor and (ii) the rotation of the core turbomachinery to enable
the correct mass flow within the core, providing the upstream
flame front flowfield. These two actions are respectively carried
out with (i) a combustor igniter device and (ii) an electrical starter
motor. Once the starting phase is finished, combustion is estab-
lished within the combustor and the rotating parts of the core and
the fan rotation are synchronized. The chemical energy of the fuel
is converted to thermal energy within the combustion chamber.
The thermal energy is converted to kinetic energy through two
processes: the pressure expansion throughout the turbine and the
change of fluid density from combustion. This kinetic energy en-
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Figure 1.1 Schematic of the main modules of the gas turbine engine. The main modules of the gas turbine engine are
sketched: the fan, the compressor, the combustor, and the turbine. The two main flow paths are also outlined: the cold
air flow path through the fan (bypass flow stream) and the hot air flow path through the turbomachinery core (core
flow stream). These two streams induce the total thrust of an aircraft’s engine.

trains the turbine rotors through the viscous and pressure forces,
and transfers momentum to the exhaust jet. The turbine also en-
trains the compressor rotor stages linked by a central shaft. The
exhaust jet induces the second source of thrust. This description
is further detailed in this chapter.

Within each gas turbine engine, a set of nearly 20 combus-
tion sectors and injectors are distributed along the azimuth. Most
recent annular combustors do not have walls separating these
sectors. At least one swirling flame is located in each of these
combustion sectors (depending on the concept, sometimes more
than one). Swirl-stabilized combustion systems are part of most
of the combustion-based devices generating electricity or thrust.
In that perspective, any improvements to such systems can have
tremendous impact. Both transform the chemical energy of the
fuel into kinetic energy. This kinetic energy is used to entrain an
alternator in the first case or to generate momentum in the second
case. While these two applications have key common features,
they also differ strongly. The most important differences include
(i) the size and weight constraints for jet engines compared with
ground-based operated gas turbines and (ii) the operating enve-
lope and associated flow perturbations that are different. Two typ-
ical commercial turbofan engines are given in Fig. 1.2 and Fig. 1.3.
Fig. 1.2 shows a CFM International from General Electric (GE) and
Safran Aircraft Engines (SAE) turbofan CFM56-3 engine longitu-
dinal cutaway describing the location of the engine’s modules.
Fig. 1.3 shows a Pratt and Whitney PW4000-94 turbofan engine
with superimposed station numbers used to identify longitudinal
location in such engines. The station numbering varies between
engines and manufacturers. In Fig. 1.3, the far upstream flow con-
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Figure 1.2 CFM International (GE and SAE) turbofan CFM56-3 engine. Turbofan engine longitudinal cutaway describing the location of the engine’s
modules. Source: Reproduced with permission from CFM International. CFM56 engines are a product of CFM International, a 50/50 joint company
between GE and SAE.
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Figure 1.3 Pratt and Whitney PW4000-94 Turbofan engine. Illustration of the station numbers used in identifying longitudinal locations in an engine.
Source: From A. Staroselsky, T. J. Martin, B. Cassenti, Transient Thermal Analysis and Viscoplastic Damage Model for Life Prediction of Turbine
Components, J. Eng. Gas Turbines Power. Apr 2015, 137(4): 042501. Used with permission from ASME.
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ditions are referred to as station 0, the station in the immediate
vicinity of the air intake inlet, also called diffusor, is named sta-
tion 1, and inside the diffusor upstream of the fan, the station
number is 2. Downstream of the fan, the station is referred to
as 2B. Station 2C is located at the exit of the low pressure com-
pressor (LPC) and prior to the high pressure compressor (HPC).
Station 3 is situated at the HPC outlet or injector/diffusor inlet,
depending on the nomenclature. Station 4 is located at the end of
the combustion chamber and at the inlet of the high pressure tur-
bine (HPT). The stations downstream the HPT and the low pres-
sure turbine (LPT) are marked 4A and 5, respectively. The station
numbers are important because they are used for performance
evaluation and various engine descriptions.

1.1.1 Propulsion versus power generation
Propulsion and power generation systems both rely on the gas

turbine engine. In the first case, the engine is used to rotate a fan
(turbofan) or a propeller (turboprop), or to generate a jet (turbo-
jet). These systems induce a thrust, inducing vehicle motion. In
the latter case, the engine is used to rotate a shaft that entrains an
electricity generator.

Propulsion systems
In aeronautics, the propulsion system plays a major role in the

range that can be covered by a given aircraft during initial and final
instants t0 and tT , respectively. This range is known as the Breguet
range and is written

Range = V × L

D
× T

ṁf g
× ln

W0

WT

, (1.1)

where V is the constant aircraft velocity at cruise speed, L and D

are the lift and drag forces on the aircraft, T is the engine’s thrust,
ṁf is the total fuel mass flow rate of the engine, and g is the grav-
ity constant. This equation is obtained by considering the rate of
change of the overall weight W of the aircraft as being equal to
the fuel weight consumption during cruise flight. This equation
involves three main parameter groups: the aerodynamics of the
aircraft through the ratio L/D, the propulsion/combustion sys-
tem through T/ṁf g, and the mechanical structure of the aircraft
through its overall weight W . The second group can be expressed
as a function of the specific fuel consumption defined by the ratio
of the fuel mass flow rate ṁf to the thrust T .

The thrust definition of an engine is now introduced. The cal-
culation of the thrust in an engine is conducted by considering
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a fluid control volume encompassing the engine. On that control
volume, by assuming steady flow, the conservation of mass and
momentum in the axial direction of motion lead to the following
formula for the thrust T :

T = ṁa[(1 + �gsa)Ve − V ] + Ae(pe − pa), (1.2)

where �g is the global equivalence ratio (i.e., the equivalence ratio
based on the total air mass flow inside the turbomachinery core),
sa is the stoichiometric ratio, and Ve and pe are the flow speed and
pressure at the exhaust of the engine, respectively. The ambient
pressure is pa .

The other important characterization of the propulsion sys-
tems is based on the efficiencies. The efficiency reflects the reduc-
tion of power at the output of a system (for a given input) or in
each of its components. The overall efficiency of a given system is
consequently the product of the efficiencies of its components. In
addition to the components’ and modules’ efficiencies, the per-
formance of gas turbine engines is characterized by two major
efficiencies, called the propulsive ηp and thermal (or thermody-
namic) ηth efficiencies. They are now described for a single-stream
turbojet engine. These two efficiencies have been used to compare
engine performances and analyze past and future trends in avia-
tion history. Their product leads to the overall efficiency η defined
as the ratio of the thrust power (product of thrust T and flight ve-
locity V ) to the thermal power (equal to the product of the fuel
mass flow rate ṁf and the heat of reaction �hf of the fuel consid-
ered), such that

η = T V

ṁf �hf

. (1.3)

The propulsive efficiency writes as the ratio of the thrust power to
the power transmitted to the exhaust air stream:

ηp = T V/ṁa

(1 + �gsa)V 2
e /2 − V 2/2

. (1.4)

The propulsive efficiency is an estimation of the power lost in the
exhaust/plume of the engine. Indeed, not the entire exhaust jet
dynamics participates in jet propulsion, but only some particular
terms of the governing equations. A way to increase the propulsive
efficiency is thus to reduce fluid motion in the directions orthogo-
nal to the flight direction, by avoiding fluctuations in those direc-
tions. This long-term goal could be enabled by coupled magneto-
hydrodynamic simulations or plasma-fluid dynamics interactions
modeling. The thermal efficiency writes as the ratio of the output
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Table 1.1 Aircraft and engine features plus key performances at cruise (C) and take-off (TO)
conditions. Orders of magnitude.

Range
[km]

Thrust T

[kN]
sfc

[g s−1 kN−1]
ηp

[1]
ηth

[1]
Massa

[kg]
Length

[m]
Turbojet
(F135, M88)

2200 150 (TO) 22b (C) 27 000 15.6

Turboprop
(A400M)

8900 100 (TO) 6 (C) 141 000 45.0

Turbofan
(A320, PW1000G)

6300 120 (TO) 16 (C) 0.7 (C) 0.5 79 000 37.6

a Maximum take-off weight.
b Without afterburner.

power transmitted to the air stream to the input engine thermal
power:

ηth = (1 + �gsa)V
2
e /2 − V 2/2

ṁf �hf

. (1.5)

While the propulsive efficiency concerns the exhaust jet dynam-
ics, the thermal efficiency is directly linked to the combustor, the
combustion processes, and, importantly, to the combustor dilu-
tion jet for future premixed combustors.

The propulsive, thermal, and overall efficiencies, the thrust, the
specific fuel consumption, and the Breguet range are key engine
performance parameters. Table 1.1 lists typical aircraft and engine
features plus performance parameters.

In order to complete the overall description of the gas turbine
engine, it is important to introduce the model of the reference
international standard atmosphere (ISA) and the typical mission
envelope of a subsonic aircraft equipped with turbofan engines.
The ISA is a static atmospheric model describing the evolution of
the static pressure, temperature, and density as a function of the
altitude. It is widely used in aeronautics to calculate aircraft and
engine performances. The International Organization for Stan-
dardization (ISO) publishes the ISA as an international ISO stan-
dard. The International Civil Aviation Organization (ICAO) uses
the same atmospheric model. Computed results for temperature,
pressure, and density with this model are displayed in Fig. 1.4 from
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Figure 1.4 International standard atmosphere (ISA). Evolution of temperature, pressure, and density in the ISA. The
horizontal lines correspond to the altitudes at sea level (0 m) and cruise flight (10 000 m) for a standard commercial
aircraft.

sea level to 40 000 m altitude. The ISA is defined up to 100 km alti-
tude.

The jet engine operating conditions are intrinsically linked to
the performance requirements for a given aircraft at specific oper-
ating points on the trajectory (mission envelope) for that aircraft.
The operating point can correspond to various positions along the
flight envelope: taxi, take-off, climb, cruise, descent, approach, or
landing conditions. These various positions along the trajectory
are illustrated in Fig. 1.5. These different phases of flights are doc-
umented in detail by the ICAO safety regulations, see Organization
[12], and include hundreds of possible flight phases. An interme-
diate level description between the presentation of Fig. 1.5 and the
ICAO taxonomy is given in Penner et al. [13]. Three aircrafts en-
gines configurations are given in Figure 1.6.

Power generation systems
In the case of a land-based gas turbine engine, the upstream

conditions of the engines are atmospheric conditions. The mis-
sion envelope in that case is an operational envelope which de-
pends on the required electricity power output. Some of the per-
formance metrics presented in the previous section still apply,
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Figure 1.5 Schematic of the aircraft flight phases. The main phases of flight include taxi, take-off, climb, cruise, and
descent.

Figure 1.6 Three aircraft engine configurations. There are three main types of engines: the turboprop (propeller), the
turbojet (jet), and the turbofan (fan + jet).

while others have to be adapted to consider as output the shaft
power instead of the thrust.

1.1.2 Turboprop
A turboprop is a gas turbine engine where the power generated

by the combustion of the fuel is used to rotate a propeller. The pro-
peller momentum created is subsequently the only thrust source
of the aircraft propelled. Turboprop engines equip a wide range
of aircraft, from the single-engine land class to the multi-engine
oversea class.

1.1.3 Turbojet
A turbojet is a gas turbine engine where the power generated

by the combustion of the fuel is used to create a gaseous jet. This
generated jet is the only source of thrust on these types of engines.
Turbojet engines are mostly used on fighter aircraft. A specific fea-
ture of that type of aircraft is the addition of an additional combus-



10 Chapter 1 The combustor

tion chamber downstream of the turbine, the so-called augmenter
or reheat combustor. In that region of the engine, additional fuel
is burned to generate additional thrust.

1.1.4 Turbofan
The turbofan is the pillar of commercial aviation. Most com-

mercial aircraft are equipped with these types of engines, and they
are consequently responsible for a large economic activity world-
wide. The turbofan can be seen as the trade-off between the tur-
boprop and the turbojet. Indeed, the turbofan has two sources of
thrusts: the fan (bypass stream) and the jet (core stream). For a tur-
bofan engine, the thrust is produced by these different streams. As
a consequence, Eq. (1.2) is rewritten as

T = ṁaC[(1 + �gsa)VeC − V ] + ṁaB(VeB − V ), (1.6)

where the subscripts B and C correspond to bypass and core air
flow streams, respectively. Assuming the fuel to air ratio (FAR) neg-
ligible (�g = FAR/sa), and assuming an unchoked exhaust nozzle
such as for turbofans (pe = pa), one can obtain the following ex-
pression for the propulsive efficiency:

ηp = 2V [VeC + βVeB − (1 + β)V ]
V 2

eC + βV 2
eB − (1 + β)V 2

, (1.7)

where β is the bypass ratio of the turbofan engine, defined as
β = ṁB/ṁC , the ratio of air flowing between the bypass and the
core flow paths. The thermal or thermodynamic efficiency writes
within the same assumptions as

ηth = V 2
eC + βV 2

eB − (1 + β)V 2

2�gsa�hf

. (1.8)

A summary of performances taken from the literature for two
turbofan engines is given in Tab. 1.2. The table lists the take-off
maximum thrust, the bypass ratio, the overall pressure ratio (OPR
= P3/P0), the fan diameter, the engine mass and length, the engine
staging configuration, and modules’ rotational speeds, along with
the combustor architecture.

1.1.5 Turboshaft and land-based gas turbine
Turboshafts are gas turbine engines that are used to rotate a

shaft, which can for example be used to propel a ship or a set of
helicopter blades. Land-based gas turbine engines are turboshafts
that are used to entrain an electrical generator. These gas turbines
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Table 1.2 Comparison of CFM LEAP (GE and SAE) versus PW GTF engines. Both engines are
equipped with the A320 NEO.

LEAP-1A PW1100G GTF
Max thrust (TO) 155.7 kN 147.3 kN
Bypass ratio (β ) 11 12.5
Overall pressure ratio (OPR) 40 50
Fan diameter 1980 mm 2200 mm
Length 3328 mm 3401 mm
Mass 3 t 3 t
Engine staging configuration 1 + 3 + 10 + 2 + 7 1 + G + 3 + 8 + 2 + 3
Fan - LPC - HPC - HPT - LPT
Rotational speeds 4000 4000 20 000 4500 13 500 20 000
FAN - LPC - HPT
Combustor TAPS II (LPPa) TALON-X (RQL)

a With dilution holes.

have various sizes and weights, delivering low to high power. They
have limited constraints (except for helicopters) on the space re-
quirements compared with aircraft engines, and their efficiency
can be consequently increased. This is for example carried out
by utilizing the heat exiting from the turbine to generate steam
through a steam generator which is used to power a steam turbine.
This scheme of operation is called a combined cycle configura-
tion.

1.2 Component/module technology descriptions
The present section focuses on the description of the compo-

nent (module) technologies of the fan, the compressor, the com-
bustor, the turbine, and the exhaust nozzle. It is important to dis-
cuss those modules because several of those are directly respon-
sible for the upstream flow that will be seen by the flame front,
and they also drive the flow that is exiting the combustor. In other
words, understanding the flowfield is important (i) for the mod-
eling and the physical description of the combustion chamber
reacting swirling flow and (ii) for the understanding and descrip-
tion of the flowfield leaving the combustor, the latter impacting
the thermal efficiency and the kinetic energy imparted to the tur-
bine. Each stage of the compressor or the turbine is composed
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Figure 1.7 Close-up views of rotating modules’ airfoils. (A) Fan. (B) Low pressure compressor stage. (C) High
pressure turbine stage. Source: From patents: (A) patent EP-0763164B1, (B) US patent 6,331,100, and (C) US patent
8,038,411.

of a rotating (rotor) and a static (stator) element. These elements
support a set of airfoils. Characteristic airfoils of each module are
given in Fig. 1.7 for (A) the fan, (B) the low pressure compressor
(LPC) rotor, and (C) the high pressure turbine (HPT) rotor. The
dimensions of the airfoils will directly impact the smallest turbu-
lent scale in each module. Characteristic orders of magnitude will
be given in the last section of this chapter. The next subsections
present key quantities used to characterize each module by con-
sidering a turbomachine consisting of two shafts. The first shaft
connects the LPC and the LPT and the second shaft connects the
HPC and the HPT. They have respective rotational speeds N1 and
N2. Detailed descriptions are given in El-Sayed [14] and PLC [15].

1.2.1 Intake and fan
The intake of the turbofan engine refers to the diffuser located

upstream of the fan. The intake’s role, during subsonic cruise, is to
decelerate the flow stream prior to its passage through the fan to
minimize the transonic regime of the flow throughout the fan, and
particularly at the blade tips of the fan. The intake is defined by its
stagnation pressure ratio and its efficiency ηi :

P0,2

Pa

=
(

1 + γ − 1

2
ηiMa2

) γ
γ−1

. (1.9)

The stagnation temperature ratio is defined by

T0,2

Ta

=
(

1 + γ − 1

2
Ma2

)
. (1.10)
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The fan is located downstream of the subsonic diffuser inlet inside
the engine casing. The fan provides an essential part of the engine
thrust. The fan is defined by its total pressure ratio:

πf = P2A,0

P2,0
, (1.11)

where P2A is the stagnation pressure on its downstream side and
P2 is the stagnation pressure on the upstream side. The ratio of
total temperatures writes

T2A,0

T2,0
=

(
1 +

[
π

(γ−1)/γ

f − 1

ηf

])
. (1.12)

The exhaust velocity of the fan nozzle (outer guide vane) can be
determined using the following expression:

VeB =
(

2ηf,ogv

γ

γ − 1
RT2A,0

(
1 − (Pa/P2A,0)

(γ−1)/γ

))1/2

. (1.13)

1.2.2 Compressor
The LPC and HPC components (as well as each of the com-

pressor stages) are characterized with the following pressure and
temperature ratios. For the LPC, one has

πLPC = P2B,0

P2A,0
, (1.14)

where P2B,0 is the stagnation pressure on its downstream side and
P2A,0 is the stagnation pressure on the upstream side. The ratio of
total temperatures writes

T2B,0

T2A,0
=

(
1 +

[
π

(γ−1)/γ

LPC − 1

ηLPC

])
. (1.15)

For the HPC, these expressions are written, for the pressure ratio,
as

πHPC = P3,0

P2B,0
, (1.16)

where P3,0 is the stagnation pressure on its downstream side and
P2B,0 is the stagnation pressure on the upstream side. The ratio of
total temperatures writes

T3,0

T2B,0
=

(
1 +

[
π

(γ−1)/γ

LPC − 1

ηLPC

])
. (1.17)
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1.2.3 Combustor
As pointed out earlier in this book, the combustor has a cen-

tral role in the operation of the engine. This section describes key
elements of that module. The variation of total (stagnation) pres-
sure through the combustor is defined as �Pc = P3,0 − P4,0. The
upstream pressure and temperature T3 and P3 are key for the com-
bustion processes as they drive the conditions that will be seen by
the flame region. These variables are controlled by the altitude, the
phase of the flight, and the design of the turbomachinery through
the quantities defined previously. The equivalence ratio inside the
combustor is defined by

� = ṁf /ṁa

[ṁf /ṁa]st = FAR/sa, (1.18)

where FAR is the fuel to air ratio and sa is the stoichiometric ratio
for a chemical reaction between fuel and air. For a fully premixed
mixture of fuel and oxidizer, the equivalence ratio writes

� = (Yf /YO2)/sO2 , (1.19)

where sO2 is the stoichiometric ratio for a chemical reaction be-
tween fuel and oxygen.

The equivalence ratio �g can be expressed as the global equiv-
alence ratio based on the total air mass flow rate through the
core turbomachinery. It includes the air flowing through the flame
front, through the dilution jets and the cooling holes. Alternatively,
it can be defined as the equivalence ratio �i based on the air flow-
ing through the injector only (not the dilution holes nor the cool-
ing holes).

While in previous subsections, the thermodynamic analyses al-
lowed to determine components’ pressure and temperature ratios
and efficiencies, such analyses also enable to determine the equiv-
alence ratio �g at a given operating condition. The thermal energy
balance between the energy exiting the compressor plus the en-
ergy added by combustion is equal to the thermal energy entering
the turbine. This balance is written as

ṁa,C(1 + �gsa)Cp,hT4,0 = ṁa,CCp,cT3,0 + ṁf �hf , (1.20)

where ṁa,C is the total air mass flow rate through the core of the
turbomachine and consequently includes the primary air (flow-
ing through the injector) and the secondary air (flowing through
the dilution holes) within the combustor. The derivation for the
expression of the global equivalence ratio and thus the FAR leads
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to

�g = (Cp,h/Cp,c)(T4,0/T3,0 − 1)

sa�hf /(Cp,cT3,0)) − (Cp,h/Cp,c)(T4,0/T3,0)
. (1.21)

This expression can be used to provide estimates of the global
equivalence ratio �g required to reach a given outlet burned gas
temperature in the combustor, expressed in term of stagnation
temperature. The effect of the dilution holes air stream inside the
combustor and the effect of the mode of combustion inside the
combustor are not explicitly included in this expression. In other
words, it assumes that the whole mass flow of air is used for the
combustion process. The specifics of premixed combustion are
discussed in the last section of Chapter 2. In that perspective, it is
important to be cautious and to distinguish between the adiabatic
flame temperature of combustion with the turbine inlet temper-
ature (TIT), particularly when discussing premixed combustion
and in the presence of the dilution hole. The optimization of the
equivalence ratio, mode of combustion, power output, TIT, and
adiabatic flame temperature is key to fuel burn reduction. It will
require global integrated theoretical and experimental work, and
local computer-based simulations to optimize the fuel burn.

1.2.4 Turbine
The turbine is the second module of the so-called hot section

of the engine after the combustor. This component ensures the ex-
traction and conversion of kinetic energy from the flow to the shaft
in order to intrinsically entrain the upstream fan. Contrarily to the
compressor module, the turbine includes the additional challenge
of high temperature environments. A key quantity defined for the
turbine is the so-called TIT. The TIT T4,0 is equal to the stagnation
temperature at the inlet of the HPT. The energy balance between
the HPT and the HPC leads to the following expression:

T4A,0 = T4,0 − ṁaCCp,c

ṁaC(1 + �gsa)Cp,h

. (1.22)

The pressure ratio through the HPT is given by the following ex-
pression:

P4A,0

P4,0
=

[
1 − 1

ηHPT

(
1 − T4A,0

T4,0

)γ /(γ−1)]
. (1.23)
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Similar expressions are obtained through the LPT energy balance
with the LPC. For the temperature, one has

T5,0 = T4A,0 −
[
βṁaCp,c(T2A,0 − T2,0)

ṁa(1 + �gsa)Cp,h

+ ṁaCp,c(T2B,0 − T2,0)

ṁa(1 + �gsa)Cp,h

]
.

(1.24)

The stagnation pressure at the outlet is given by

P5,0

P4A,0
=

[
1 − T4A,0 − T5,0

ηnT4A,0

]γ /(γ−1)

. (1.25)

1.2.5 Exhaust nozzle
The exhaust velocity of the exhaust nozzle with no augmenter

and considering outlet atmospheric pressure can be determined
using the following expression:

VeC =
(

2ηn

γ

γ − 1
RT5,0

(
1 − (Pa/P5,0)

(γ−1)/γ

))1/2

. (1.26)

1.3 Thermodynamics and nonreacting fluid
dynamics

This section focuses on the thermodynamic description and
the nonreacting fluid dynamic governing equations that are widely
used in turbomachinery systems. The underlying assumptions are
introduced along with the applications of these equations to each
module. Particular emphasis of this section is on the link between
the thermodynamics and the fluid dynamics and their global and
local perspectives.

1.3.1 Thermodynamic formalism
The objective of thermodynamic analysis is to evaluate the

pressure, temperature, and density of a fluid (gas or liquid) in a
system at a given state. This description can take various forms,
expressed over a control volume of different size whose size de-
termines global or local quantities with respect to the geometry
considered. In other words, thermodynamics can be firstly ex-
pressed with integrated quantities such as inside each stage of
the engine’s modules previously described and whose states were
expressed in terms of stagnation variables. For example, the stag-
nation pressure and temperature at the injector inlets are given
by (P03, T03). In addition, thermodynamic quantities can be eval-
uated locally at the typical scale of the fluid control volume, for
example, represented by a numerical simulation mesh grid cell.
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Thermodynamics of systems have several important assumptions
and principles. First of all, the system considered is defined by
boundaries where mass, heat, and work can be exchanged. Also,
the changes between two states must be slow so that the fluid is in
thermodynamic equilibrium, i.e., the perfect gas law is valid. This
assumption is for example supported by the static state of a sys-
tem with no time-dependent evolution that can be obtained for
example by extracting the boundary value problem solution of an
unsteady problem. In practical applications such as discussed in
the present book, thermodynamic equilibrium is assumed to hold
for all operating conditions considered.

The three foundational principles and laws of thermodynam-
ics are now introduced. The first principle regards the tempera-
ture equilibrium of a system: A set of connected system evolves
towards the same temperature as time increases. The second prin-
ciple regards the conservation of total energy: The total energy is
conserved (but not constant) and its variation through the passage
from an initial state (1) to a final state (2) is balanced by the en-
ergy transfers from the heat q and from the work done w. The total
energy per kilogram of mass e in turbomachinery systems essen-
tially includes the internal thermal energy ei , the kinetic energy
ek = v2/2, and the potential energy ep = gz. The second principle
can be written as

det |21 = dw|21 + dq|21, (1.27)

where det is the total energy variation per unit mass during the
thermodynamic transformation which corresponds to the varia-
tions of work done dw (such as from the rotor of a compressor
stage) on the system and the heat dq added to the system (such as
due to the combustion of fuel). The thermodynamic transforma-
tion or process can be qualified as (i) adiabatic, when no heat is
added or subtracted (δq = 0), (ii) reversible, when diffusion phe-
nomena (thermal, mass, and momentum) are neglected, and (iii)
isentropic, i.e., both adiabatic and reversible. The third principle
of thermodynamics states that there is an additional thermody-
namic variable, called entropy s, which is used to quantify the
isentropic assumption. In other words, entropy is used to evaluate
how much a thermodynamic transformation is close to the isen-
tropic conditions. This third principle is known as the second law
of thermodynamics, and is written

ds|21 = dqrev

T
+ dsirrev. (1.28)

By definition, the change of entropy between the initial and fi-
nal states is always positive or null. It is by definition zero for an
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isentropic thermodynamic transformation ds|21. The first term re-
lates to the exterior environment of the system, while the second
term corresponds to the internal fluid dynamics of the system.
The term dsirrev characterizes the degree of nonisentropicity and
is due to the diffusion phenomena. As pointed out in Vincent [16],
“entropy-increasing operations taking place in any system reduce
its capacity to deliver mechanical work.” It is also worthwhile to
note that by Eq. (1.28), the area under a T -S diagram is equal to
the heat added to or lost by the system during operation. The first
and second laws of thermodynamics can also be written in their
local forms.

For a control volume of fluid, the material derivative of the total
energy et is given by

ρ
d

dt

[
ei + v2

2
+ ep

]
= −∇ · (pv) + ∇ · (τ · v) − ∇ · q, (1.29)

where the right-hand terms represent from left to right the power
of the pressure forces, the power of the viscous forces, and the heat
flux. A similar expression can be obtained for the entropy com-
bining the first and second thermodynamic principles assuming a
reversible transformation where dw|21 = pdV |21:

T ds = dei + pd(1/ρ). (1.30)

This equation also holds for a nonreversible process. Associating
the latter equation with the conservation equation of the internal
energy ei , one obtains

ρT
ds

dt
= −∇ · q + τ : ∇v, (1.31)

which demonstrates that the sources of entropy are the thermal,
mass (included into the complete expression of the heat flux vec-
tor for reacting flows), and the momentum diffusion. A process
would then be isentropic when these sources are zero. Detailed
thermodynamic presentations relevant to turbomachinery can be
found in Candel [17], Hill and Peterson [18], Vincent [16], Oates
[19], Anderson [20]. In general, the relationships and the transport
coefficients presented in this section can be retrieved with statis-
tical physics approaches considering an ensemble of interacting
molecules of distributed positions and velocities. Such descrip-
tion is beyond the scope of the present book.

It is now important to discuss and introduce the equations of
state in addition to the thermodynamic principles. These equa-
tions link the state variables (pressure, temperature, and den-
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sity or volume). For systems where the intermolecular force be-
tween molecules is neglected (such as in the pressure range 0.1 to
10 atm) compared with their collisions, the equation of state is the
equation of state of perfect gases and can write p = ρrT , where
ρ = m/V is the density, r is the perfect gas constant defined by
r =R/M , where R = 8.314 J mol−1 K−1, and M is the molar weight
of the considered gas. For systems at higher pressure, when the
intermolecular forces are important because of the reduced mean
free path and stronger particle interactions occur, the equations
of state of real gases are used. There are many forms of the latter,
such as the van der Waals equation of state. In the applications
that are discussed in the present book, the perfect gas law is a
valid assumption for a wide range of conditions. The internal en-
ergy introduced earlier can be obtained from dei |21 = cvdT |21 when
the specific heat at constant volume cv is temperature-dependent
for a thermally perfect gas, or from ei = cvT for a calorically per-
fect gas. Other notation includes using the enthalpy h = ei + p/ρ

instead of the internal energy, and the specific heat at constant
pressure cp. The specific heats are linked by cp − cv = r and γ =
cp/cv .

1.3.2 Nonreacting fluid dynamics formalism
In a turbofan engine, there are countless physical mechanisms

and processes that are driven by fluid dynamics, either nonreact-
ing or reacting. Most of the flow regimes that occur in a turbofan
gas turbine engine are unsteady, nonisothermal, turbulent, noisy
and subsonic, and reacting in the combustion chamber. This sec-
tion is devoted to the nonreacting fluid dynamics governing equa-
tions, the Navier–Stokes equations, whose goal is to determine the
flow velocity components for example at each location in the en-
gine. The reacting governing equations will be detailed in Chap-
ter 2. Two-phase flows and phase change fluid dynamics will be
discussed in Chapter 6.

The equations of fluid motion express the conservation of
mass, momentum, and energy over a control volume for a fluid
particle of position r(x, y, z, t) and of velocity v(vx, vy, vz, t) at in-
stant t . Their complete derivation can be found for example in
Candel [17] and Kuo and Acharya [21]. They can be written in the
following forms in Cartesian coordinates.

The mass budget writes

∂ρ

∂t
+ ∇ · (ρv) = 0. (1.32)
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The momentum budget writes

ρ

[
∂v

∂t
+ v · ∇v

]
= −∇p + ρg + ∇ · τ , (1.33)

where p is the static pressure, g is the gravity, and the viscous
stress tensor τ of a Newtonian fluid is

τij = 2μdij +
[
κ − 2

3
μ

]
dkkδij , (1.34)

where μ is the dynamic viscosity, κ is the second viscosity coeffi-
cient (neglected in most applications), and the velocity gradient
(or strain-rate) tensor dij is

dij = 1

2

[
∂vi

∂xj

+ ∂vj

∂xi

]
. (1.35)

The energy budget in its temperature form is written as

ρcv

[
∂T

∂t
+ v · ∇T

]
= −∇ · q − p∇ · v + τ : ∇v. (1.36)

The previous set of equations coupled to the equation of state al-
lows to determine the density, the velocity components, the tem-
perature, and the pressure of a fluid in its Eulerian description,
i.e., when describing these quantities at fixed spatial points as a
function of time. The other description of fluid motion is the so-
called Lagrange description, which tracks the position of the fluid
particle as a function of time. It is not used in general in turboma-
chinery or combustion simulations.

1.3.3 Overall cycle and component efficiencies
The overall thermodynamic cycle of a geared turbofan two-

shaft engine is now discussed. The Brayton cycle is a thermody-
namic cycle describing the operation of a constant-pressure heat
engine. Originally used for piston engines, it is also the basis for
gas turbine engines. Although the cycle was initially designed for
closed systems such as internal combustion engines, it is also
used for the thermodynamic analysis of open system such as gas
turbine engines. The most representative schematics associated
with the Brayton cycle are the temperature–entropy and pressure–
specific volume diagrams. Representative diagrams are sketched
in Fig. 1.8 and Fig. 1.9 for a geared turbofan engine. In these fig-
ures, stations 3, 4, and 5 correspond to the station numbers de-
picted in Fig. 1.3.
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Figure 1.8 Overall thermodynamic Brayton cycle. Typical temperature (T )–entropy (S) diagram for a geared turbofan
gas turbine engine.

The ideal Brayton cycle consists of several steps: an isentropic
process, where the ambient air flows into the compressor to in-
crease its pressure, an isobaric process, where heat is added to
the compressed air inside the combustion chamber, an isentropic
process, where the hot, pressurized air expands through the tur-
bine modules where the work done entrains the turbine/compres-
sor shaft, and finally an isobaric process, where the heat exits the
exhaust nozzle. The actual Brayton cycle is as follows: a compres-
sion adiabatic process (2 to 3), a heat addition isobaric process (3
to 4), an expansion adiabatic process (4 to 5), and a heat rejection
isobaric process (5 to 8).

In Section 1.2, the components’ efficiencies have been intro-
duced. In the present section, the focus is on the overall ther-
modynamic description of the engine. Firstly, the static and total
variables’ definitions are recalled because of their use in turboma-
chinery systems. The total or stagnation temperature (subscript
0) is defined as T0 = T + u2/2cp and is obtained from the conser-
vation of energy for an isentropic process. This ratio can also be
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Figure 1.9 Overall thermodynamic Brayton cycle. Typical pressure (P )–specific volume (V ) diagram for a geared
turbofan gas turbine engine.

formulated as a function of the Mach number Ma, i.e.,

T0

T
= 1 + (γ − 1)

2
Ma2. (1.37)

Similarly, the pressure ratio of stagnation to static pressure at a
given engine station can be written as

P0

P
=

[
1 + (γ − 1)

2
Ma2

]γ /(γ−1)

. (1.38)

And the density ratio is expressed by making use of the perfect gas
equation of state as

ρ0

ρ
=

[
1 + (γ − 1)

2
Ma2

]1/(γ−1)

. (1.39)

These expressions are used to determine the isentropic evolutions
inside multiple components of the jet engine, such as the com-
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pressor and turbine stages, and correspond to component effi-
ciencies of unity. The corresponding expressions with the actual
efficiencies are presented in Section 1.2. In order to evaluate the
differences between isentropic and actual thermodynamic trans-
formations, one uses the efficiencies of the components defined
by the following expressions. For the inlet diffuser, the efficiency
writes, in term of stagnation enthalpies,

ηd = h0,2,is − ha

h0,2 − ha

. (1.40)

For the compressor, one has

ηc = h0,3,is − h0,2

h0,3 − h0,2
. (1.41)

For the turbine, one has

ηt = h0,4 − h0,5

h0,4 − h0,5,is

. (1.42)

And for the outlet nozzle,

ηn = h0,5 − h0,6

h0,5 − h0,6,is

. (1.43)

The previous expressions can also be used to determine the bulk
velocity at various locations inside a turbomachine considering
1D variable section areas and isentropic transformations. The
mass flux conservation is expressed as ṁ = ρvxS for a section area
S. By combining the perfect gas law, the expression of the axial
bulk velocity vx = Ma × c = Ma(γ rT )1/2, and the stagnation to
static temperature and pressure ratios (Eq. (1.37) and Eq. (1.38)),
one obtains

ṁ = SMaP0

[
γ

rT0

]1/2[
1 + γ − 1

2
Ma2

]−(γ+1)
2(γ−1)

. (1.44)

From this equation, one can retrieve the axial velocity knowing the
section area, and it is also possible to show that the peak of mass
flow ṁ per unit area S reaches a maximum for a Mach number of
unity, a condition that is not met in a turbofan engine in any sec-
tion due to the gas temperature dependency of the sound speed
(see the flow quantities evaluated at the end of this chapter).

When combustion occurs (nonisentropic case), the stagnation
temperature changes due to the heat addition of combustion and
the previous expressions take the following form, where (1) refers
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to the initial state and (2) to the final state. For the stagnation tem-
perature ratio, one has

T0,2

T0,1
=

[
1 + γ Ma2

1

1 + γ Ma2
2

(
Ma2

Ma1

)]2(1 + γ−1
2 Ma2

1 + γ−1
2 Ma1

)
. (1.45)

For the pressure ratio, one has

P0,2

P0,1
=

[
1 + γ Ma2

1

1 + γ Ma2
2

(
Ma2

Ma1

)]2(1 + γ−1
2 Ma2

1 + γ−1
2 Ma1

)γ /(γ−1)

. (1.46)

Similar expressions can be obtained for the static temperature and
pressure ratios. For the temperature ratio, one has

T2

T1
=

[
1 + γ Ma2

1

1 + γ Ma2
2

(
Ma2

Ma1

)]2

. (1.47)

And for the pressure ratio, one obtains

P2

P1
=

[
1 + γ Ma2

1

1 + γ Ma2
2

]
. (1.48)

1.3.4 Components design, challenges, and future trends
In this section, some elements of component design are pre-

sented along with the challenges associated with those. Finally, fu-
ture trends of turbofan engines are introduced. Each engine mod-
ule (fan, compressor, combustor, and turbine) has its own design
challenges, and the objective of this section is to briefly provide an
overview of those.

The speed and the section area of the fan drive the thrust of the
bypass stream. The design requirements are thus to enhance the
fan surface area and to impart a high speed to this component.
The challenges associated with those requirements are known.
The increase of the fan thrust is limited by two factors: (i) the dis-
tance between the engine casing lower side and the tarmac of the
airport (engine fan diameter) and (ii) the flow speed reached at the
tips, at the highest radius of the fan blades, which should remain
subsonic to avoid extra aerodynamic loading and unsteadiness on
the blades. The compressor design requirement is to ensure the
highest compression ratio possible in the minimum number of
stages possible to minimize the weight of the engine. In practice,
a fluid flows from the highest to the lowest pressure, when not sub-
jected to external forces. In a compressor, the reverse is expected;
one applies an external force to enable the flow through the com-
pressor stage. Under certain circumstances, the unsteady flow on
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the airfoils (boundary layer flow separation) can lead to stall when
the force applied on the fluid reduces. If this effect is amplified
and the forces applied to the fluid are further reduced, if the un-
steadiness is too large, this local stall can lead to compressor surge
where the imposed flow direction is reversed and engine power is
lost. The combustor also has to face multiple challenges; the most
important one is to create a localized flame without melting the
walls of its ultraconfined environment. Other challenges related to
the combustion chamber are described in the next sections. The
turbine design requirement is to ensure efficient conversion of the
translational kinetic energy to rotating kinetic energy to transmit
the forces to the shaft in order to entrain the compressor. As the
fluid in the turbine stages exits the combustion chamber, the hot
gases induce challenges for the thermal resistance of the blades
in terms of material and coating layers. The loading due to the
aerodynamic forces is also a challenge for the design of the stages.
Each blade/airfoil of the engine fan, compressor, or turbine stage
(rotor or stator) has a specific profile, angle, and geometry to ad-
dress these challenges and improve the efficiency of each module.
It is also worthwhile to indicate that the way cooling is conducted
(cooling flow, material coating, thermal protection systems, etc.)
will affect the efficiency of the force transmitted between the flow
and the rotating components.

In this section, some design criteria, elements of geometry, and
guidelines are described for each module. There are various de-
grees of turbomachinery analyses distinguishable by their level of
complexity. These analyses can be conducted theoretically, exper-
imentally, or numerically. The first one consists of analyzing the
different stages of the turbomachinery core with 0D approaches
where each quantity/flow variable is approximated by one single
number at each station number. This description is fundamental
and has been carried out in the previous sections. A second ap-
proach relies on the description of the 2D mean flow quantities
throughout the engines’ stages. In that description, the flow ve-
locity component in the radial direction (along the blade height) is
neglected compared with the axial and tangential velocity compo-
nents, and the flow is modeled or measured on a 2D cascade. This
description relies on the velocity triangle upstream and down-
stream of each compressor or turbine stator and rotor. Additional
theoretical analyses rely on the radial equilibrium assumption for
turbomachines where the variation of the blade angle (twist) is
taken into account. Finally, another approach is to take into ac-
count the full 3D module or component such as a compressor or
turbine stator or rotor or a blade. It is straightforward to under-
stand the advantages and the disadvantages of each method. The
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0D approaches allow to describe a full engine system at various
operating conditions in a rapid manner but provides only some
bulk variables without detailed flowfield. The 3D approach con-
trarily allows to resolve the full 3D flowfield for a limited duration
and spatial domain of the engine. The 2D approach is a trade-off
between these two methods.

The turbofan engine represents a trade-off between the tur-
bojet and the turboprop in terms of global efficiency. Indeed, the
turbojet engine has a high jet velocity, superior to the flight veloc-
ity, to maximize the thermal efficiency but also has consequently
a low propulsive efficiency. The turboprop reversely has a high
propulsive efficiency because its jet speed (throughout the pro-
peller) is of the order of the flight velocity. To maximize both the
thermal and the propulsive efficiency and consequently reduce
the thrust-specific consumption for long-distance transport, the
turbofan jet and fan exhaust flow velocities are of similar mag-
nitudes. The idea beyond the turbofan is to create the thrust by
accelerating a large amount of air a little bit. Future trends will
then include higher bypass ratios and reduced core size of the tur-
bomachinery, in order to reach better overall efficiencies, with less
engine weight and reduced global size, along with less fan and jet
noise. To do so, the geared turbofan engines are designed to allow
the fan and the low pressure compressor/turbine shaft to rotate at
different speeds. The lower fan speed indeed enables higher by-
pass ratios, leading to reduced specific fuel consumption and also
reduced fan noise.

2 Combustor role, requirements, and
environment

2.1 Overall view
In this section, some elements of thermodynamics are again

given in order to briefly recall the essential role of the combus-
tor within the thermodynamic cycle and the principle of the gas
turbine engine. The starting point is the first principle of thermo-
dynamics, which states that the total energy per unit mass (includ-
ing internal, kinetic, and potential energies) variation e2 − e1 of a
given system from one state to a second state is equal to the sum
of the work done w and heat q received by the working fluid per
unit mass. The second thermodynamic principle states that the
entropy variation per unit mass s2 − s1 between two states is equal
to the sum of the entropy variation resulting from external source
additions δeS and from internal source additions δiS. When the
latter is zero, the transformation is reversible. The thermodynamic
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principles presented here and in the previous section are key for
the derivation of the equations of state for perfect gases. In ad-
dition, those relations are the basic elements to describe the gas
turbine engine components’ efficiencies when assuming an isen-
tropic state.

Gas turbines and jet engines have similarities to some inter-
nal combustion engines. In an internal engine, the working fluid is
subject to a series of transformations, i.e., an isentropic compres-
sion step, where the working fluid pressure increases, a constant-
pressure combustion, where heat is added to the working fluid,
an isentropic expansion, where the pressure decreases and the
heat gained by the working fluid is converted to mechanical en-
ergy, and an exhaust step, where the burned gases are rejected.
In a gas turbine, the process is similar except that those steps
are distributed spatially and not temporally. Indeed, in an inter-
nal combustion engine, the steps occur at one location, while in a
gas turbine, these steps occur at different locations on the working
fluid flow path.

In a gas turbine engine, the description of the working fluid
state is performed along the flow path at selected stations num-
bered, such as presented in figure 1.3. At those locations, the prop-
erties such as stagnation pressure, temperature, and Mach num-
bers are evaluated to determine characteristics such as efficien-
cies or variable ratios across components such as the LPC/HPC
stages, the combustor, and the HPT/LPT stages. In figures 1.8 and
1.9, the Brayton cycle is represented, where the numbers corre-
spond to the station numbers relevant to a gas turbine, including
the postcombustion chamber, while these are not included in fig-
ure 1.3 because there is no postcombustion on turbofan.

The role of the combustor is to convert energy. Chemical en-
ergy is first converted into thermal energy to increase the tem-
perature from the outlet compressor, and the thermal energy is
then converted into kinetic energy to increase the velocity at the
inlet of the turbine. This overall process occurs at constant pres-
sure when not considering the details of the combustor’s swirling
flowfield. In general, the flowfield (in the combustion chamber or
elsewhere) can indeed be affected by the effects of transients due
to changes of altitude or variations from perturbation of the up-
stream gas turbine fluid state. The temperatures at the stations
numbered 3, 4, and 5 in figure 1.3 have an important role in the
turbine components’ efficiencies and in the thermal efficiency of
the gas turbine engine.

The conversion of chemical energy into thermal energy can
be achieved through multiple different combustion modes. These
modes are the premixed, stratified premixed, partially premixed,
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and nonpremixed combustion regimes, and occur in the gas
phase. The premixed mode involves the perfect mixing of fuel
and air, so that each given fluid control volume upstream of the
flame has the same equivalence ratio, see the reviews on pre-
mixed combustion by Huang and Yang [22] and Candel et al.
[23] on swirling flames and Taamallah et al. [24], Rashwan et al.
[25] focusing on hydrogen combustion and the monograph of
Dunn-Rankin and Therkelsen [26]. In practice, the equivalence
ratio can slightly vary due to effects of convection and diffusion
of the multi-component mixture. The stratified premixed regime
consists of a flow where the equivalence ratio is not constant as
in the premixed case and where multiple homogeneous zones of
equivalence ratio are seen by the flame front. The partially pre-
mixed case characterizes regimes where both nonpremixed and
premixed burning occur or where the premixture equivalence ra-
tio is time- and space-dependent. The nonpremixed combustion
or diffusion flame regime is observed when the flame is generated
by two distinct streams of fuel and air so that a given fluid control
volume upstream of the flame is located either in the fuel or the air
stream. Those regimes are at work in different injector/combustor
configurations. The major types of combustors will be described
next.

2.2 Design and requirements
The design space for an injector is at the intersection of com-

bustion physics, combustor constraints, and jet engine operating
conditions. Each of these aspects has to be described in detail to
determine a given design space. A summary of the design space
for the lean fully premixed (LFP) injector presented in Chapter 7
is given in Fig. 1.10. Each main element of this schematic is ex-
panded in Fig. 1.11. The combustor has to fulfill multiple require-
ments. Combustor architectures have different behavior with re-
spect to those requirements. The combustor has to satisfy a set of
constraints to ensure safe functioning while minimizing the envi-
ronmental impact and optimizing efficiencies of the jet engine.

The jet engine operating conditions are intrinsically linked to
the performance requirements for a given aircraft at the consid-
ered operating point. In general the design point corresponds to
cruise conditions. The jet engine design procedure is a complex
procedure and its details are beyond the scope of the present
book. The design of an injector/combustor can be enabled by
assuming a defined aircraft and engine characteristics from lit-
erature allowing to develop the main steps of a methodology for
design. As seen in a previous section, the ISA is the reference
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Figure 1.10 Design space of next-generation combustors. The design is at the intersection of combustion physics,
combustor requirements, and the operating envelope.

Figure 1.11 Main elements of the design components. Each component contains various elements. The present list is
not exhaustive.

model for the evolution of pressure, temperature, and density of
the Earth’s atmosphere and it is used in aeronautics to determine
the jet engine upstream conditions along the flight path.

At certain operating conditions, such as take-off, the gaseous
fresh mixture can be in the critical thermodynamic regime where
the pressure and the temperature are above the critical point. At
this critical point, the thermodynamic properties and the trans-
port coefficients correspond to a supercritical fluid. This regime
has been studied in applications such as liquid rocket engines,
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Figure 1.12 Pressure–temperature phase diagram. As the pressure and temperature change, the material changes
state.

see Oefelein and Yang [27], where the pressure and temperature
reached require the modeling to be appropriate to this supercrit-
ical regime. This is also the case for internal combustion engine
operation at high pressures, see Ma et al. [28]. For gas turbine en-
gines, the treatment of the fluid as supercritical is justified due
to the high OPR jet engines trend targeted by multiple interna-
tional agencies and jet engine manufacturers. Near the critical
point, fluid mixture properties exhibit liquid-like densities and
gas-like diffusivities. Surface tension and enthalpy of vaporization
approach zero, and the isothermal compressibility and the spe-
cific heat increase significantly.

In Fig. 1.12, an illustrative phase diagram is sketched. This di-
agram indicates the phase changes between solid, gas, and liquid
states along with the critical point where the gas and fluid states
become not distinct and thus in the supercritical state. It is im-
portant to point out that depending on the operating conditions
and thus on the ISA, the local fluid state (fuel and air) inside the
injector will vary accordingly. It is expected that for a high OPR
combustor, at take-off conditions, the fresh gases will be in the su-
percritical fluid regime while at cruise conditions (at high altitude,
low local ambient pressure P3 near 15 atm) they will not be in that
particular regime.
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Table 1.3 Supercritical pressure and temperature for various substances.

Pressure [atm] Temperature [K]
Air 37.4 133
O2 49.4 155
N2 34 126
H2 12.8 33
CH4 45.8 191
Kerosene 21.4 662
H2O 217.7 647
CO2 72.8 304

Tab. 1.3 lists the critical pressure and temperature of multiple
species, fuels, and substances. Beyond those values, the fluid is
expected to be in the supercritical regime.

Combustion physics is one component of the design space rep-
resented in Fig. 1.10. It broadly encompasses many aspects, such
as autoignition, chemical kinetics, vaporization, flammability lim-
its, flame propagation, turbulent mixing, combustion instability,
flashback, blowout, turbulent combustion, and radiation. One of
the most important aspects of premixed combustion is the bal-
ance between the flame surface speed, the flow speed, and the
burning velocity. Indeed, this balance drives the flame surface po-
sition within the combustor and subsequently impacts static sta-
bility. In addition, this balance includes implicitly most physical
processes at work. The flow processes determine the flow velocity
vector, while the chemical ones determine the flame speed. The
flame speed contains two terms: the thermal diffusion term and
the reaction term. It is worthwhile to recall that the flame speed
reduces with increasing operating pressure and increases with in-
creasing upstream unburned gas temperature. Recently, the link
between the flame speed and the flow speed has been studied, and
the results indicate that the instantaneous flame surface speed is
controlled predominantly by flow effects, see Palies [29]. It was
further shown that the flame stabilizes in regions of balance be-
tween flow and flame speeds or regions of approximate balance
between flow fluctuations and flame speeds. For these reasons,
particular attention needs to be paid to the resolution of the quan-
tities of the flame surface speed, flow speed, and burning velocity
budget in the numerical simulations. Another important aspect of
combustion physics relevant to the design of fully premixed injec-
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tors is the autoignition phenomenon. This phenomenon occurs
when the following three required elements are at work together:
presence of heat, oxidizer, and fuel, with the appropriate levels
to trigger autoignition. Autoignition requires a mixture of oxidizer
and fuel within the flammability limits and with a local temper-
ature above a threshold. The lower and upper flammability limits
are function of the pressure, temperature and the fuel. In addition,
the flow strains can induce local extinction of the premixed flame
or inhibit local autoignition. These are important elements with
respect to injector design.

The second component of the design space represented in
Fig. 1.10 consists of the combustor requirements. Pollutant gener-
ation is strongly related to the combustion mode (premixed, non-
premixed, partially premixed, etc.), how the flame is stabilized,
and which fuel is used in the combustor. Static and dynamic sta-
bility are also closely linked to the combustor through the bound-
ary conditions, the flowfield, and the flame region, which are
highly dependent on the design of the injector and the swirler. The
role of the combustor is to provide energy, i.e., chemical energy
converted first into thermal energy to increase the temperature
from the compressor outlet and then into kinetic energy to raise
the velocity at the inlet of the turbine. The conversion of chem-
ical energy to thermal energy can be achieved through multiple
different combustion modes (premixed, stratified premixed, par-
tially premixed, and nonpremixed combustion modes), occurring
in the gas phase. The premixed mode involves the perfect mix-
ing of the fuel and the air so that each given fluid control vol-
ume upstream of the flame has nearly the same equivalence ratio,
see the reviews on premixed combustion by Huang and Yang [22]
and Candel et al. [23] on swirling flames. In practice, the equiva-
lence ratio can slightly vary due to effects of convection and dif-
fusion of the species. The stratified premixed regime involves a
flow where the equivalence ratio is not constant as in the premixed
case and where multiple homogeneous zones of equivalence ratio
are seen by the flame front. The partially premixed case charac-
terizes regimes where both nonpremixed and premixed burning
occurs. The nonpremixed combustion or diffusion flame regime
is observed when the flame is generated by two distinct streams of
fuel and air so that a given fluid control volume upstream of the
flame is located either in the fuel or in the air stream until these
streams mix up to the stoichiometric line. Laboratory-scale and
jet engine combustors operate in these regimes, depending on the
injector/combustor configurations.

The combustor must satisfy multiple requirements. The rel-
evant requirements to the fully premixed design are (i) sustain
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static stability (the flame must be sustained over the flight en-
velope); (ii) avoid blowout (the combustor must be able to func-
tion in the lean combustion regimes); (iii) allow reignition (ig-
nition must be enabled in case of flameout); (iv) limit pollutant
emissions; (v) mitigate dynamic stability (combustion instabilities
have to be suppressed); and (vi) prevent fuel deposit.

The third component of the design space represented in
Fig. 1.10 consists of the jet engine operating conditions. They are
intrinsically linked to the performance requirements for a given
aircraft at the considered operating point. In general, the design
operating point corresponds to cruise conditions. The take-off
conditions can be selected to evaluate static stability challenges
(flashback, flame stabilization) at these critical conditions on the
flight envelope of commercial aircraft. It is also assumed that any
LFP operating at cruise conditions will have reduced pollutant
emissions compared with nonpremixed flames. Aircraft and en-
gine characteristics from literature can be used to develop the
main steps of a methodology for injector design. As seen earlier
in this chapter, the ISA is the reference model for the evolution
of pressure, temperature, and density of the Earth’s atmosphere
and it is used in aeronautics to determine the jet engine upstream
conditions along the flight path. The index 0 marks the station
upstream of the fan, while station 3 refers to the upstream condi-
tion of the combustor (or compressor outlet without taking into
account the diffuser effect). The conditions are usually given for
the total variables and not the static ones. As the stagnation val-
ues are higher than the static ones, they can be selected for design
purposes providing design margins. In addition, by assuming the
thrust and the thrust-specific fuel consumption of existing en-
gines from public domain literature data, one can estimate the
mass flow of fuel.

2.3 Combustor, injector, and swirler designs
2.3.1 Gas turbine combustor requirements and combustion modes

It is important to recall that swirling flames are located and sta-
bilized in real combustors at various operating conditions, includ-
ing high pressures and temperatures. Inside the combustor, the
conversion of chemical energy to thermal energy can be achieved
through different combustion modes. Those modes are at work in
different injector/combustor configurations. Among them, three
architectures are mostly studied and developed, see Tacina [30]:
the lean direct injection (LDI), lean premixed/prevaporized (LPP),
and RQL combustion systems. The LDI concept directly injects the
fuel (liquid or gaseous) into the reaction zones. The LPP combus-
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Table 1.4 Comparison of combustor types: LDI, LPP, and RQL.

Combustor LDI LPP RQL
Principle Direct Premixing Sequenced

fuel prevaporizing combustion
injection injection zones

Manufacturer Rolls-Royce CFM Pratt and Whitney
Model TrentXWB LEAP PW1000 GTF

References Buelow et al. [31] Dhanuka et al. [32] Sen et al. [33]

tor involves a mode where liquid fuel is mixed and vaporized prior
to combustion. The RQL has three distinct combustor regions, i.e.,
the front one, where the rich combustion zone limits the forma-
tion of NOx , the centered one, where additional air quenches the
flame and reduces the equivalence ratio, allowing a lean combus-
tion zone minimizing the thermal NOx in the downstream loca-
tion of the combustor (third region of the combustor). The three
types of combustors are listed in Table 1.4 along with the engines
that use those.

The combustor has to satisfy the following requirements while
ensuring its function during operation:
• limit weight: The combustor must remain compact to limit the

weight and subsequently the size of the overall core.
• ensure proper pattern factor: The temperature profiles at the

inlet of the turbine must be uniform.
• maintain static stability: The flame must be maintained over

the flight envelope.
• avoid blowout: The combustor must be able to function in lean

combustion regimes.
• allow reignition: Ignition must be enabled in case of flameout.
• keep cool walls: Combustor walls must be cooled.
• limit pollutant emissions.
• limit noise emission.
• mitigate dynamic stability: Combustion instabilities have to be

suppressed or controlled.
The previously presented types of combustor have different be-
havior with respect to these requirements. To summarize this sec-
tion, the combustor has to satisfy a set of constraints to ensure a
safe operation while minimizing the environmental impact and
optimizing efficiencies of the jet engine.
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2.3.2 Combustor physics
The role of the combustor has been introduced in the previ-

ous section. In this section, the focus is on the physical mecha-
nisms underlying combustor technologies, which have been ex-
amined by Lefebvre [34]. One key aspect of combustor physics,
discussed in Lieuwen [35], is stability, which is split into static
and dynamic stability. Static stability includes flame stabilization,
flashback, and blowout phenomena. In addition, blowout and ig-
nition are linked because when blowout occurs, reignition is re-
quired. Static stability refers to the capability of maintaining the
flame in the combustion chamber without blowout. Flame stabi-
lization or static stability in combustors is a key element of a suc-
cessful combustor design. Figure 1.13 shows flame stabilization
at various conditions. When the combustion region is not stabi-
lized and blowout occurs (for example due to the rapid decrease of
the fuel mass flow following a sudden deceleration), the flame has
to be reignited to avoid loss of power. This affects the operating
envelope of the system and therefore the operability and perfor-
mances of the engine. It is therefore important to understand the
mechanisms by which the flame blows out and the fundamen-
tal mechanisms driving the ignition process to respectively avoid
and mitigate blowout and ensure reignition. Also, flame flashback
inside the injector can lead to detrimental effects on the metal
components due to unexpected sudden heat fluxes.

Flashback usually occurs when the flame propagates towards
the upstream fresh gases at a speed higher than the incoming flow
speed. The articles of Caffo and Padovani [37] and Plee and Mellor
[38] have reviewed flashback mechanisms. In Sommerer et al. [39],
fundamentals mechanisms leading to flashback were also stud-
ied and briefly reviewed. The recent monograph of Benim and
Syed [40] provides an overall description of the mechanisms of
flashback in premixed combustion systems. Flashback of swirling
flames has received significant attention in the literature. The phe-
nomenon has been studied with simultaneous high speed laser
diagnostics (PLIF and PIV) by Konle et al. [41] and Konle and
Sattelmayer [42] for confined swirling flows. The authors identi-
fied the interaction of heat release by chemical reactions and flow
turbulence as the main contributors to flame transition to flash-
back. Flashback has also been investigated by Heeger et al. [43]
using time-correlated, simultaneously acquired PIV, OH-PLIF, and
chemiluminescence data at several kHz acquisition rates. It was
observed that flashback in this configuration was often associated
with negative axial velocities beneath the flame base tip. The role
of the wall’s boundary layer low velocity region has been recog-
nized as a significant contributor to the upstream flame propa-
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Figure 1.13 Operating envelope for a lab-scale combustor. Operating envelope for a combustor when fueled on
methane–air mixtures, with an inset plot showing the conditions leading to flame blowout or audible resonance. The
matrix of images shows a sample of flames observed over a range of equivalence ratios varying horizontally and inlet
velocities varying vertically. Each image has been converted to grayscale, inverted, and individually scaled to
highlight flame structure. Source: Figure taken from Williams et al. [36].
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Figure 1.14 Flashback transient sequence. Time sequence of flame luminosity during flashback of a methane–
hydrogen swirl flame. Source: Figure reproduced with permission from authors Ebi and Clemens [47].

gation of premixed flames and was initially studied by Kurdyu-
mov et al. [44]. This aspect was also studied by Kurdyumov et
al. [45] analytically and experimentally considering the propaga-
tion in a duct. The role of the wall boundary layer was investi-
gated in Eichler and Sattelmayer [46] for methane–hydrogen–air
premixtures. It was observed that the turbulent transport inside
the boundary layer considerably increased the flashback propen-
sity. Recently, Ebi and Clemens [47] experimentally investigated
the upstream flame propagation during boundary layer flashback
of swirl flames. The study focused on lean premixed methane–
hydrogen–air flames in a model combustor featuring a swirler and
a center bluff-body and reported detailed velocity measurements
during the flashback process. Figure 1.14 depicts a flashback tran-
sient sequence.

The reviews of Plee and Mellor [48] and Shanbhogue et al. [49]
focused on blowout and blowoff but not specifically for swirling
flames. Blowout of swirling flames has been investigated experi-
mentally with high speed video and OH filtering by Muruganan-
dam et al. [50], Muruganandam and Seitzman [51], where the
blowout events preceding the total extinction of the flame in the
gas turbine model combustor were linked to the presence of cold
reactant in the inner recirculation zone. Stöhr et al. [52] investi-
gated partially premixed swirling flames close to the lean blowout
limit using chemiluminescence imaging, stereo-PIV, and OH-PLIF
high speed measurements. Flame stabilization occurred in two
regions, i.e., the helical region along the PVC on the inner shear
layer and at the flame base. The levels of strain rate influenced
the zone where the reaction took place. For example, in the max-
imum strain regions like the flame base, the flame was not ro-
bustly stabilized. It was concluded that the flowfield modification
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Figure 1.15 Lean blowout sequence. Time sequence of flame chemiluminescence during blowout of a swirling flame.
(A) Statistically stable combustion. (B) Transient to blowoff. Source: Figure taken from Stöhr et al. [52].

at the flame base could shift the lean blowout limit lower. This ar-
ticle demonstrated the role of the local high strain rates as a local
stage to blowout. An illustration of lean blowout on a swirling pre-
mixed flame is given in Fig. 1.15, taken from Stöhr et al. [52]. In
the article of Cavaliere et al. [53], premixed, diffusion, and spray
flames were experimentally studied at conditions near blowout.
It was shown that the premixed flame changed shape prior to
blowout, and the diffusion flame exhibited holes in the flame
front, occurring at higher frequencies on approaching blowout.
The diffusion and spray flames showed randomly occurring lift-off
events due to localized extinction. The lift-off height and their oc-
currence were characterized and a Damköhler number collapsed
the blow-off velocity data for all flames with reasonable accu-
racy. The work of De Giorgi et al. [54] made use of a high speed
camera to characterize the blowout limits by varying the fuel/air
ratio of a liquid-fueled gas turbine combustor operating in dif-
fusion flame mode. Wavelet-based analysis of flame images was
used to investigate local unsteadiness in the flame area. In Ganji
and Ebrahimi [55], the authors investigated with numerical sim-
ulations blowout, flashback, and flame position. Different equiv-
alence ratios were studied and thermal coupling of the reacting
flow with the walls of the combustor was taken into account. In
Sigfrid et al. [56], the temperature of the gas was shown to affect
the stability limits at blowout in a dry low emission gas turbine. In
Santhosh and Basu [57], the partially premixed swirling flame was
shown to blow out due to excessive straining and due to entrain-
ment of large amounts of oxidizer due to partial premixing. The
blowout phenomenon was studied by increasing the swirling flow
rotation from zero to high values. It was shown to have a strong
effect on the flame shape. In Muruganandam and Seitzman [58],
the authors investigated extinction–reignition events occurring in
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swirl-stabilized combustors and analyzed the interaction of these
precursor events interacting with the double helical mode of the
vortex breakdown leading to blowout. Numerical simulation has
also been used to capture blowout phenomena and describe its
physical processes. In Esclapez et al. [59,60], the authors inves-
tigated with two-phase flow large eddy simulation the blowout
phenomenon sensitivity to different fuels. Tyliszczak et al. [61],
Zhang and Mastorakos [62], Giusti et al. [63], Giusti and Mas-
torakos [64] studied the blowout phenomena initially observed by
Cavaliere et al. [53] with numerical simulations of the diffusion
and spray flames. Significant differences between experimental
measurements and the predictions with numerical simulations
were seen.

A description of ignition of reacting flows is now given. The
fundamental principle is that an energy source initiates the com-
bustion reactions of the mixed reacting species through heat
transfer and species/radical formation. Significant challenges ex-
ist in achieving that objective in combustion devices for a wide
range of operating conditions because of the complexity of the
physics associated with the transfer of energy and species or radi-
cals between the igniter and the flowfield. As a consequence, there
is a need for analysis and modeling of ignition processes with
respect to real combustors. In the present section, a brief presen-
tation of the key known ignition processes and mechanisms that
initiate chemical reactions within a flow with fuel and air is given.
Specifically, the role of spark, laser, and plasma ignition is de-
scribed. Continuous combustion systems such as swirl-stabilized
and bluff-body-stabilized systems induce a recirculation zone of
hot gases producing the heat source of the upstream fresh reac-
tants, see Lefebvre [34], Shanbhogue et al. [65], Huang and Yang
[22] and favorable fluid velocity regions for flame anchoring, see
the recent description by Palies [29]. While these methods for sta-
bilization are robust, they need an initial start and can suffer from
blowout phenomena along the flight envelope. Continuous sys-
tems for flame stabilization need an external igniter after blowout,
or to start the engine. The three main ones are now detailed. Spark
ignition involves an igniter located within the combustor that will
create a local energy source. This is achieved by imposing an elec-
trical current between two electrodes. This induces a local energy
discharge and a local ionized gas with high local thermodynamic
temperature, see Lacaze et al. [66], Maly and Vogel [67] that will
be convected by the gas flow, see Swett Jr [68]. As this spark ker-
nel is created, it propagates and ignites the combustor fresh gases,
see Kravchik and Sher [69]. One important aspect is that the spark
kernel has to cross a region of appropriate FAR in order to initiate
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and sustain combustion. This is a difficult task for RQL combus-
tors but an easier task for premixed combustion. Spark igniters are
not expensive but suffer from a fixed location in a combustor and
therefore can result in nonignition in some situations. Depending
on the combustion mode (premixed versus nonpremixed), the ig-
nition has different challenges. For example, for a diffusion flame,
there is a limited zone where the flame can be ignited, contrar-
ily to a fully premixed flow. Laser ignition involves using laser
beams to induce a local increase of temperature that will initi-
ate combustion. Laser ignition is more complex to implement but
has the potential to be oriented in the combustion chamber to
focus on different spatial locations so that energy addition oc-
curs in favorable locations. Plasma discharge induces ignition in
a similar manner to the spark ignition in that the plasma ion-
ized gas created (by a current between two electrodes) impacts
the local flowfield adding heat and chemical radicals and allowing
potential ignition, see Grisch et al. [70]. The application of plasma
in combustion has recently been reviewed, see Ju and Sun [71],
Starikovskiy and Aleksandrov [72], including its application in ig-
nition in combustors.

The mechanisms of ignition have been divided into the follow-
ing scenarios by Poinsot [74]: an energy deposition model, see Von
Elbe and Lewis [75]; the effects of ionized gas on electron tem-
perature and radical species created initiating combustion, see
Starikovskiy and Aleksandrov [72], Stancu et al. [76]; the induced
temperature by the pressure wave formed by the local spark, see
Liu and Zhang [77], Freeman and Craggs [78]; and the presence of
local hot surfaces, see Shepherd et al. [79]. The first type of igni-
tion mechanisms is called the energy deposition model and is the
result of a spark igniter or a laser, see Lacaze [80]. The process is
described by Lacaze [80] in four steps. The first is the prebreak-
down phase (0 to 1 ns), where a weak current is established be-
tween the electrodes and the gas is qualified as nonequilibrium
cold plasma. Breakdown (1 to 30 ns) follows, where current in-
tensity increases and the number of electron collisions increases.
At the end of this phase, the gas is a hot plasma and the associ-
ated temperature rise generates a strong wave. The arc phase takes
place between 30 ns and 1 µs and the now conducting gas from
previous phases is subject to a current flow, see Lacaze [80], Ternel
[81]. The high temperature and radical species created start initi-
ating the combustion reactions. The glow phase (1 to 2 µs) is when
the temperature decreases and most of the energy is deposited to
sustain the developing flame kernel. The following influential pa-
rameters have been determined to influence spark ignition (as re-
viewed in Lacaze [80]): minimum ignition energy deposited, min-



Chapter 1 The combustor 41

imum radius of ignition, duration of deposition, and flow condi-
tions (pressure, temperature, mixing, velocity, and local heat dis-
sipation). A sequence of ignition (taken from Bourgouin et al. [73])
for a premixture is given in Fig. 1.16 which focuses on the “light-
around” mechanisms that occur at engine start, ensuring flame
spreading from one injector to the next, eventually leading to sta-
bilized swirling flames on each injector of the laboratory-scale
MICCA2-EM2C-Bourgouin combustor.

On the other hand, while the flame can be stabilized in the
combustion chamber for certain operating conditions or during
the design stage, dynamic stability can still be a challenge during
final testing or at certain operating conditions. Dynamic stabil-
ity occurs when the unsteady heat release of the combustion re-
gion couples to the acoustics of the combustor through different
possible physical mechanisms. The study and the understanding
of these fundamental mechanisms (reviewed in Chapter 5) are
important in order to address this challenge. Dynamics stability
corresponds to combustion instabilities and is the focus of Chap-
ter 5.

2.3.3 Combustor design
The role of the combustor and the subsequent requirements

have been presented in previous sections along with some ele-
ments of the state of the art in combustors physics. In the present
section, the emphasis is on combustor design for gas turbine en-
gine geometry.

Jet engine combustor geometries taken from patents will be
depicted in Section 3 on combustor architectures. Several mono-
graphs have focused on the design of jet engines and aircraft
propulsion. Among those books, Oates [19] describes in detail the
aerothermodynamics of aircraft gas turbine engines, covering all
aspects in a comprehensive manner. In [15], the overall principle
of the jet engine is examined along with detailed component de-
scriptions (including compressor, combustion chamber, turbine,
and fuel system) with important descriptive and informative illus-
trations. Functioning (starting/ignition, performance) and main-
tenance of engines are also discussed. In Hünecke [82], the funda-
mentals of theory, design, and operation are treated in a compact
manner, providing an overall view of the jet engine. The aerody-
namic and thermodynamic design and performance of jet engines
are treated by Cumpsty [83] in a comprehensive manner and in-
clude the analysis of a high bypass ratio turbofan engine for large
aircraft such as the A380. Aircraft propulsion and gas turbine en-
gine components are also presented comprehensively by El-Sayed
[14]. Fundamentals of propulsion systems including jet engines
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Figure 1.16 Sequence of transient ignition in the MICCA2-EM2C-Bourgouin combustor. Light-round sequence of
annular chamber ignition. Source: Figure taken from Bourgouin et al. [73].
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are investigated in the book of Hill and Peterson [18] along with
the corresponding relevant equations. A dedicated monograph fo-
cusing on combustor design was written by Lefebvre and Ballal
[84].

Combustion instability for propulsion and power generation
has been considered in a series of edited books by the American
Institute of Aeronautics and Astronautics (AIAA), see Anderson
and Yang [85], Dranovsky [86], Lieuwen and Yang [87], Natanzon
and Culick [88]. The edited book from the North Atlantic Treaty
Organization (NATO) by Culick et al. [89] focused on combustion
instabilities and their active control. More recently, researches
on unsteady combustor physics have been presented in Lieuwen
[35].

Combustor design relies heavily on numerical simulations, ex-
perimental measurements, and testing. Jet engine manufacturers
deploy integrated approaches to accelerate the design cycle time
and minimize costs. In these approaches, large data sets are gener-
ated and data analysis reduction methods, processing algorithms,
and physical understanding are required to reach data-driven de-
cisions. Such integrated approaches have been documented in the
literature, see Anand et al. [90], James et al. [91] for Rolls-Royce,
Mongia et al. [92], Mongia [93] for GE, McKinney et al. [94], Sen et
al. [33], Ma et al. [95] for Pratt and Whitney, and Boudier et al. [96],
Musaefendic et al. [97], Lacombe and Méry [98] for SAE. Current
and future combustor design challenges and requirements have
been discussed in Mongia [99], Liu et al. [100], with the emphasis
on emission reductions.

2.3.4 Design of injector’s swirler
Within the combustor, two key parts are the injector and

the swirler(s) because of their role in static stability and overall
flow features. Their design has received considerable attention
in the literature. The injector role is to carry the fuel up to the
combustion zone while satisfying the combustor design require-
ments previously presented. The swirlers have to ensure common
roles among the different types of combustors: (i) induce mixing
zone(s) of the continuously upcoming fresh gases (air and fuel)
and (ii) create a hot and low speed flow region allowing flame sta-
bilization.

In Figure 1.17, multiple geometries of swirlers are surveyed.
Fig. 1.17B presents a type of axial swirler that consists of axial
vanes located on a centerbody plus additional holes arranged
along the ring for the passage of the liquid fuel and secondary
air injections, see Han et al. [102]. The axial swirler of the lean
direct injector from Tacina et al. [103] is displayed in Fig. 1.17C.
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Figure 1.17 Review of swirler configurations. (A) MICCA1-EM2C-Palies axial swirler from Palies et al. [101]. (B)
Teless axial swirler from Han et al. [102]. (C) LDI from Tacina et al. [103]. (D) MICCA1-EM2C-Palies radial swirler from
Palies et al. [101]. (E) Movable-block swirler from Palm et al. [104]. (F) LSI axial swirler from Cheng et al. [105].

The movable-block swirler of Palm et al. [104] allowing variation
of the swirl number is given in Fig. 1.17E. In Fig. 1.17F, multiple
designs of the low swirl injector (LSI) of Cheng et al. [105] are
given. The axial and radial swirlers of Palies et al. [101] are pre-
sented in Fig. 1.17A and D, respectively. The geometries of those
swirlers were optimized to obtain a given value of the swirl num-
ber corresponding to a flow featuring a strong inner recirculation
zone, as characterized by its reversal flow velocity. Another objec-
tive was to reduce the perturbation level produced downstream of
the swirler due to the presence of the vanes. This was obtained by
using NACA 8411 airfoil profiles to design the swirler’s vanes. The
result of the design process for the axial swirler was a swirler com-
prising eight periodically spaced vanes. The vanes were twisted,
so that the angle at the trailing edge evolves linearly from 30 de-
grees at the hub to a value of 58 degrees at the vane tip. Twisting
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was employed to impose the same rotation to the flow streamlines
along the vane. In the absence of twist there would be regions near
the vane tip in which the flow might not be deflected enough. The
swirler was manufactured by fast prototyping of plastic material.
The swirl number was determined experimentally by integrating
the profiles of mean axial and azimuthal velocities measured at
the injector outlet. The evolution angle at the trailing edge as a
function of the radius is given by

δ(r) = δ1

[
1 + α

(
r − r1

r2 − r1

)m]
, (1.49)

where α = 1 and m = 1 are the coefficients of the profile and δ1 =
30 degrees is the vane angle at the trailing edge at the hub (r = r1).
The swirl number computed from the experimental measurement
was 0.55.

The radial swirlers were made of 18 vanes periodically spaced
at 20 degrees. These vanes were also made of NACA 8411 airfoil
profiles. Two parameters characterized the radial geometry: the
thickness of the circular inlet section of the swirler and the trailing
edge angle of the vanes. Two swirlers were designed. The trailing
edge angle was equal to 58 degrees for the first one and 72 degrees
for the second one. The thickness of the circular inlet section was
6 mm for the first swirler and 4 mm for the second one. They pro-
vide two distinct swirl numbers, measured respectively at S = 0.55
and S = 0.65.

In many combustion systems, the flow is set in rotation with
axial swirlers equipped with straight or twisted vanes. The design
of the first type of swirler was carried out for example by Gupta et
al. [106]. It is also worthwhile examining the latter case. The vane
angle effect on the steady swirl number is now investigated, start-
ing with the following expression:

S =
∫ r2
r1

ρvθvzr
2 dr

r2
∫ r2
r1

(ρv2
z + p)r dr

. (1.50)

One can assume that the axial velocity vz is constant over the ra-
dius r and that the density of the fluid is also constant. Neglecting
the pressure term p, one obtains

S = 2

r2(r
2
2 − r2

1 )

∫ r2

r1

vθ (r)

vz

r2 dr. (1.51)

The ratio vθ (r)/vz can be directly linked to the angle δ(r) of the flow
at the trailing edge of the vane of the swirler by tan δ(r) = vθ (r)/vz.



46 Chapter 1 The combustor

Figure 1.18 Swirl number evolution. The swirl number S obtained with Eq. (1.52) taking into account the radius
dependency of the axial swirler as a function of the angle of vane δ(r). Data obtained theoretically are compared with
expressions based on straight vanes assumptions.

This leads to the following expression:

S = 2

r2(r
2
2 − r2

1 )

∫ r2

r1

tan δ(r)r2 dr. (1.52)

This expression reflects the effect of the dependency of the swirl
number on the angle of the trailing edge of the vane.

When the velocity distribution is not known, it is possible to
determine the level of swirl by specifying the angle distribution of
the swirler vanes. This can be used in the swirler design process.
The swirl number S defined by Eq. (1.52) can be numerically deter-
mined for a given δ(r) distribution. The choice was made for this
distribution to use Eq. (1.49) for the design of the axial swirler. Sub-
stituting this expression in Eq. (1.52), one obtains results plotted
in Fig. 1.18. The center curve corresponds to straight vane expres-
sions, see Gupta et al. [106], in which δ(r) is a constant. The two
other curves correspond to a preset value of the swirl number S

and provide the inner and outer angles δ1 and δ2 which need to be
specified to reach this number. These curves have been obtained
by using α = 1 and m = 1. For example, to obtain a swirl number
of 0.6 at the swirler outlet, it is necessary to have δ1 = 23.5 degrees
and δ2 = 47.5 degrees. To obtain a swirl number near 0.6 at the in-
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jector outlet, additional constraints have to be taken into account,
such as the effect of section area reductions or increases.

The sensitivity of the flowfield to swirler design is the topic
of the article by Bourgouin et al. [107]. The study of two radial
geometry swirlers showed that the induced different swirl num-
bers (0.84 for swirler 1 and 0.70 for swirler 2) strongly impact the
subsequent flowfield while the swirler designs were slightly differ-
ent: the section passage area (impacting the azimuthal velocity,
higher for swirler 1) and swirler vane shape were different. It was
shown with numerical simulations that with an increase of the
swirl number, the internal recirculation zone expands in the ra-
dial direction. The frequency of the PVC was also increased, which
was linked to the increase of the mean azimuthal velocity in this
higher swirl number case. The amplitude of the PVC was larger
but its modal shape was more concentrated than in the lower swirl
number case.

The swirler and the injector geometries directly affect the tur-
bulent combustion processes through the range of scales induced
(from the largest turbulent/integral length scale to the smallest
ones) and the subsequent turbulent cascade and unsteadiness im-
pacting the combustion region. Some elements of turbulent com-
bustion relevant to swirling flows will be reviewed next.

3 Combustor architectures
A standard combustor architecture is presented in Fig. 1.19.

There are multiple geometrical elements sketched on this com-
bustor.

Low emission combustors can be categorized into two cate-
gories: rich-burn and lean-burn combustor architectures. In ad-
dition, lean-burn combustors can be further distinguished into
LDI and LPP combustor architectures. In both LPP and LDI, the
entire combustor air mass flow, except for liner cooling flow, en-
ters through the combustor upstream inlet so that combustion
occurs at the lowest possible flame temperature without any addi-
tional dilution holes in the combustor walls. The LPP combustor
architecture has been shown to have the lowest NOx emissions
compared with other existing architectures, but for future high
OPR engines, the possibility of autoignition or flashback is a sig-
nificant drawback. The LDI is different from the LPP because the
fuel is injected directly into the flame zone, avoiding autoignition
or flashback. As it is not premixed and prevaporized, high effi-
cient atomization and uniform fast mixing are necessary so that
the flame temperature is low and NOx formation stays at low lev-
els. Nevertheless, even lean-burn combustor architectures such as
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Figure 1.19 Combustor geometry. The main geometrical elements of the combustors are highlighted. Source: Adapted
from CFM56 image. CFM56 engines are a product of CFM International, a 50/50 joint company between GE and SAE.

the LPP, operating at low equivalence ratio near the lean blowout
limit with kerosene fuel, have temperatures that are too high with
respect to the maximum possible temperature allowed by the tur-
bine material, thus requiring some dilution air to reduce that tem-
perature.

3.1 Rich-burn quick-quench lean-burn
The abbreviation RQL stands for rich-burn, quick-quench,

lean-burn. In this section, some generalities are provided and ele-
ments of literature on this type of combustor. In the RQL combus-
tor, as described in Chang and Holdeman [108], the air is mixed
with the fuel into two stages. In the most upstream location of the
combustor (the primary zone), an overall rich combustion zone
is provided with excessive fuel that is burning in the downstream
location of the combustor (the secondary zone) with the addition
of oxidizer from the dilution jet air streams. The design intent of
this combustor architecture is to reduce the temperature in the
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Figure 1.20 Jet engine RQL combustor geometry. Fuel nozzle guide plate design. The dilution holes are not sketched.
Source: From US patent 8,689,563 and Low [110], Pratt and Whitney.

primary zone by operating at rich conditions, and thus limit the
formation of NOx , which is formed at high temperatures. One is-
sue is that the primary zone operates in a diffusion flame regime
where the reactions are occurring at the stoichiometry, where the
associated temperature of this combustion regime is peaking and
where maximum NOx levels are reached, see Tacina [109]. While
this is a severe issue, the main advantage of the RQL combustor
is its relative dynamic stability with respect to combustion insta-
bility compared with other combustor architectures. As of today,
a typical turbofan engine equipped with RQL combustor is the
Geared Turbofan (PW 1000G GTF) of Pratt and Whitney, see McK-
inney et al. [94]. A jet engine RQL combustor geometry is provided
in Fig. 1.20.

3.2 Lean direct injection
The abbreviation LDI stands for lean direct injection, a com-

bustor architecture where the fuel is directly injected into the
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combustion zone. LDI is also a technology aiming at reducing the
emissions of NOx in aircraft engine gas turbine combustors, see
the LDI summary by Tacina [111]. Like all fuel-lean combustor
concepts, the LDI architecture targets NOx emission reductions by
minimizing local flame temperatures because the thermal forma-
tion rate of NOx is a direct function of flame temperature. Con-
sequently, minimizing the local flame temperature induces the
avoidance of local near-stoichiometric zones requiring efficient
fuel atomization, fuel vaporization, and uniform fuel–air mixing.
In order to achieve this objective, the injection system is made of
multiple small fuel–air LDI injectors. Multi-point LDI is a combus-
tor concept where multiple fuel injectors and fuel–air swirlers are
used to rapidly and uniformly mix the fuel and the air so that ul-
tralow levels of NOx are produced. Each fuel injector has an air
swirler associated with it for fuel–air mixing in order to create a
small recirculation and burning zone. Various arrangements of
these injectors have been studied to understand the impact on
the NOx levels for various realistic operating conditions: single-
injector design and testing, seven-injector assembly by Hicks et
al. [112], nine-injector assembly by Tacina et al. [113] and Hicks
et al. [114], 12-injector assembly by Tacina et al. [115], and 25-
and 36-injector assemblies by Tacina et al. [116]. The main dis-
advantages of the LDI systems are the limited compactness of the
combustor, which may limit its implementation into future high
pressure small core engines, and the high number of swirler units,
increasing the engine cost. An example of LDI system is sketched
in Fig. 1.21.

3.3 Lean premixed/prevaporized
The abbreviation LPP stands for lean premixed/prevaporized.

It is accepted that NOx is produced mainly by oxidation of ni-
trogen in the regions of high temperature that exist within the
reaction zone and around large burning droplets. The LPP injec-
tor/combustor architecture attempts to reduce this issue by lim-
iting the gas temperature. The LPP injector/combustor has been
defined by the Lean Premixed/Prevaporized Combustion 1977
Cleveland Workshop, see the proceedings report edited by Lefeb-
vre [117]. A key feature of the LPP concept is targeting complete
vaporization of the fuel and complete mixing between the fuel and
the air prior to combustion. By attempting to avoid droplet com-
bustion and by operating the combustion zone at a lean equiv-
alence ratio, NOx emissions are reduced due to the low reaction
temperature and “hot spots” are minimized in the combustion
zone. In the report by Lefebvre [117], the authors identified several
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Figure 1.21 Jet engine LDI combustor geometry. LDI atomizer for gas turbine engines. Source: From US Patent
7,779,636 and Buelow et al. [31], Rolls-Royce.

challenges for LPP combustion: flameout, autoignition and flash-
back, altitude reignition, application of variable geometry, achiev-
ing satisfactory premixing and prevaporization, advanced control
systems, and the impact of LPP burners on overall engine opera-
tion. An example of LPP system is given in Fig. 1.22.

3.4 Low swirl injector
The abbreviation LSI stands for low swirl injector. LSI is an

ultralow emissions technology for gas turbines and industrial
heaters, see the reference article of Cheng et al. [105] and Cheng
et al. [119]. It uses an aerodynamic flame stabilization method
developed for fundamental research on turbulent premixed com-
bustion, see Cheng [120] and Chan et al. [121]. The specific flow-
field and self-similarity features as well as the flame characteristics
have been investigated by laser diagnostics. The LSI is another
land-based gas turbine engine injector but not an aircraft engine
injector. It has been developed for industrial and domestic heaters
and electricity generation systems, such as for gas turbine engines.
Lean premixed combustion involves burning gaseous fuels mixed
with air at low equivalence ratio. This method allows to lower
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Figure 1.22 Jet engine LPP combustor geometry. Mixer assembly for gas turbine engine combustor. Source: From US
Patent 8,171,735 and Mancini and Mongia [118], GE.

NOx formation by lowering the flame temperature. The LSI dif-
fers from other swirl-stabilized premixed combustion systems by
the absence of an inner recirculation zone. Indeed, the flame sta-
bilization of the LSI is such that the flame speed balances the flow
speed at a near-zero flow velocity without reversal flow. The LSI
injector has been developed for electricity generation gas turbine
engines ensuring 7.7 MW of electrical production from natural
gas. This engine was rated for NOx emissions between 15 to 25
ppm. The LSI allows gas turbines to operate on hydrogen and nat-
ural gas. The LSI for the Flexible Fuel Near Zero Emissions Gas
Turbine, see Littlejohn et al. [122], is designed for use in gas tur-
bines from 70 kW for on-site power generation to over 250 MW
in power plants burning gaseous fuels such as hydrocarbons (in-
cluding natural gas, liquified natural gas, waste gases, petroleum
production and refinery gases, and biogases), syngases (a blend
of H2 and CO produced by gasification of coal), and pure hydro-
gen.
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3.5 Lean fully premixed
The abbreviation LFP stands for lean fully premixed. This com-

bustor architecture is different from the LPP because it is a spray-
less system where all fuel is expected to be fully vaporized before
its mixing with air. It has dilution holes as in the RQL combustion
system to decrease the TIT, whereas LDI and LPP do not, in princi-
ple, which could be a limitation of these technologies operating in
lean regimes where the flame temperature is still too high for the
downstream turbine material requirements. While the LPP design
target is to reduce the temperature of the gas in the combustor for
the entire flight envelope, the LFP design goal is to achieve fully
premixed regimes along the flight envelope, achieving NOx reduc-
tion compared with existing technologies. The LFP combustion
technology consists of three separated linked units: a vaporization
unit, a premixing unit, and a premixing-stabilizing unit. The LFP
design is described in detail in Chapter 7 of the present book.

4 Operating conditions and flight envelope
The combustor is a central piece of the gas turbine engine for

several reasons, i.e., firstly because of its geometrical location at
the center, secondly because of the complexity of the physical pro-
cesses involving reacting gas dynamics coupled to heat transfer,
and thirdly because this technology enables to sustain these pro-
cesses in a confined manner. The combustor is indeed the place
on the turbomachinery core flow path where the heat is added to
the working fluid through combustion of the upstream air exiting
the compressor with the injected fuel. The combustor implies var-
ious coupled disciplines, presented in the schematic of Fig. 1.23.
In an industrial combustor, all these physical aspects are at work
together in a coupled fashion.

It is now relevant to first describe qualitatively (and later more
quantitatively) the impact of the upstream combustor flowfield
and the relevant geometry (swirler, casing, compressor, diffuser,
etc.) affecting the flowfield and thus the combustion process it-
self. It is important to study the combustor flowfield and its im-
pact on the downstream turbine module. In this section, we begin
by focusing on the upstream flame’s flowfield. The flowfield that
will see the flame front is strongly dependent on the fluid par-
ticle path. For example, the turbulence levels are a direct conse-
quence of geometrical elements such as the swirler or the rotor of
the compressor. These turbulence sources are then convected and
dissipated as well by the flow up to the flame front. Similar obser-
vations hold for the acoustics levels. In other words, these geomet-
rical elements will influence the combustion processes at various
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Figure 1.23 Reacting gas dynamics. Combustionencompasses multiple physical aspects.

Table 1.5 Orders of magnitude at various engine power settings.

ṁbypass

[kg s−1]
ṁcore

[kg s−1]
ṁf

[kg s−1]
Power
[MW]

�global

[1]
Thrust
[kN]

TSFC
[g kN−1 s−1]

Ground idle 71.9 2.33 0.009 0.05

Take-off 628.4 47.74 1.16 50 0.4 124 9.4

Cruise 146.9 12.4 0.335 14.4 0.4 24 14.1

TSFC stands for thrust-specific fuel consumption.

scales. It is therefore important to understand that the geometrical
elements, and their design and operation, influence the combus-
tion processes. This points toward the critical role of geometry
in understanding turbulence and its generation. This should be
emphasized for numerical modeling. Another important aspect,
already highlighted in the previous section, is the static pressure
and temperature, which depend on the flight envelope point and
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Table 1.6 Orders of magnitude at various engine stations.

Intake Fan LPC HPC Comb. HPT LPT Exhaust
Geometry
Section edge size [m] 2.15 0.77 0.07 0.018 0.037 0.034 0.119 0.128
Idle
Pressure P [kPa] 101 101 101 105 100 93 93 85
Temperature T [K] 288 288 288 294 NAa 380 376 365

Density ρ [kg m−3] 1.225 1.225 1.225 1.24 0.87 0.87 0.87 0.8
Rotor speed [RPM] 733 1832 4748 4748 1832

Velocity U [m s−1] 13 5 10 60 80 37 2 150
Kolmogorov scale [µm] 141 223 73 13 20 35 420 18
Mach Ma [1] 0.04 0.02 0.03 0.17 0.2 0.1 0.01 0.37

Reynolds Re (×103) 1894 262 48 74 112 49 9.3 707
Take-Off
Pressure P [kPa] 101 105 210 3400 3000 650 105 101
Temperature T [K] 288 300 380 850 1750 1250 800 725

Density ρ [kg m−3] 1.225 1.35 2.0 13.5 6.0 2.0 0.55 0.5
Rotor speed [RPM] 3030 7575 15008 15008 7575

Velocity U [m s−1] 155 135 175 115 245 330 145 270
Kolmogorov scale [µm] 22 18 7 3 4 7 35 23
Mach Ma [1] 0.45 0.39 0.44 0.2 0.3 0.49 0.26 0.49

Reynolds Re (×103) 22581 7567 1107 731 934 464 255 495
Cruise
Pressure P [kPa] 24 25 60 1625 1500 400 25 24
Temperature T [K] 245 250 300 770 1700 1275 800 725

Density ρ [kg m−3] 0.4 0.45 1.0 7.25 3.25 1.1 0.2 0.15
Rotor speed [RPM] 4000 10000 18000 18000 10000

Velocity U [m s−1] 155 160 175 115 235 345 200 475
Kolmogorov scale [µm] 46 32 10 4 7 10 60 37
Mach Ma [1] 0.5 0.5 0.5 0.2 0.3 0.5 0.37 0.9

Reynolds Re (×103) 8407 3462 663 418 493 263 128 261

a Convergence issue.

thus directly impact the combustion process, for example through
the flame speed and the adiabatic flame temperature for a future
fully premixed combustor.
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Table 1.5 lists key orders of magnitude at various engine power
settings (ground idle, taxi, take-off) for a geared turbofan engine,
including bypass and core mass flow rate, fuel mass flow rate,
corresponding equivalence ratio, thrust, and specific consump-
tion.

In Table 1.6, orders of magnitude at various engine stations
of a two-shaft turbofan engine are given. These orders of magni-
tude are given at the exit of each of the following modules: fan,
LPC, HPC, diffuser, combustor, HPT, LPC, and exhaust nozzle. El-
ements that can be used to perform the variable calculations are
now given. The static pressure, temperature, and density can be
obtained from the previously introduced isentropic ratio through-
out the engine. The rotation speed of the first or second shaft is
deduced from the power balance in the compressor or turbine
rotor modules (low or high pressure). The characteristic sections
of each module are given by a minimum scale (the airfoil trailing
edge thickness) and a maximum scale (the section area edge size
calculated as (ṁ/ρU)1/2/N , where N is the number of blades of the
stage considered). In addition to this list, the Kolmogorov scale
ηk is computed at each module exit with the following expres-
sion: ηk = lt × Re−3/4

t , where lt is the turbulent integral length scale
taken as the maximum scale and Ret is the turbulence Reynolds
number defined by Ret = ρu′lt /μ. The turbulence level u′ is taken
as 20% of the axial flow velocity and the dynamic viscosity func-
tion of the temperature is obtained from separate calculations.
The thermal flame thickness δth is computed from the Blint thick-
ness formula δth = (2λ/ρcpSL) × (Tb/Tu)

0.7 and corresponds to the
thermal flame front thickness. The Mach number is defined by
the local ratio of axial fluid velocity to the sound speed. The local
Reynolds number is defined by Re = ρUL/μ, where L is the char-
acteristic size of the module interblade section area. The Karlovitz
number is defined by the ratio of chemical time to the smallest
eddies characteristic time such that Ka = (δth/ηk)

2. The Damköh-
ler number is defined as the ratio of largest turbulent eddies to the
chemical time and writes Da = lt /δ

th. These relations allow to pro-
vide some useful estimates that were computed and documented
in Table 1.6.



2
Premixed combustion for
combustors
1 Mathematical descriptions
1.1 Governing equations of reacting flows

Some of the variables that can be solved with the governing
equations are the density of the gas ρ = m/V , the mass fraction
Yk = mk/m of the species that compose the N-species gas consid-
ered, the fluid velocity vector v(vx, vy, vz), and the temperature T .
The equation of state of a reacting gas writes

p = ρ
R

W
T, (2.1)

where the average molar mass W is given by

1

W
=

N∑
k=1

Yk

Wk

. (2.2)

For a multi-component mixture of N species, one can also de-
scribe the static pressure p as the sum of the partial pressure pk

of each species k, i.e.,

p =
N∑

k=1

pk. (2.3)

The density ρ can be described as the sum of the partial densities
ρk,

ρ =
N∑

k=1

ρk. (2.4)

The perfect gas law can consequently be written for each species
of such mixture as

pk = ρk

R

Wk

T . (2.5)

In the metric system of units, the pressure is in Pascal, the tem-
perature is in Kelvin, the molar mass is in kg kmol−1, and the per-
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fect gas constant R is 8314 J kmol−1 K−1. The governing equations
(mass, momentum, and energy) of compressible reacting gas are
written below for a 3D Cartesian fixed frame of reference.

The mass conservation writes

∂ρ

∂t
+ ∂

∂xi

(ρui) = 0, (2.6)

where ρ refers to the fluid density and ui to the ith component of
the velocity vector.

The momentum conservation equation writes

∂ρuj

∂t
+ ∂

∂xi

(ρuiuj ) = − ∂p

∂xj

+ ∂τij

∂xi

+ ρ

N∑
k=1

Ykfk,j , (2.7)

where p is the pressure, Yk is the mass fraction of species k, fk,j

is an external force acting on species k in the j direction (such as
gravity), and τij is the viscous stress tensor.

The viscous stress tensor is expressed as

τij = −2

3
μ

∂uk

∂xk

δij + μ

(
∂ui

∂xj

+ ∂uj

∂xi

)
. (2.8)

The species equations are written

∂ρYk

∂t
+ ∂

∂xi

(ρ(ui + Vk,i)Yk) = ω̇k, (2.9)

where Yk is the mass fraction of species k, ω̇k refers to the reaction
rate of each k species (k = 1,N), and Vk,i are the species diffusion
velocities in the i direction. The unit of ω̇k is kg m−3 s−1. The ex-
pression of the diffusion velocities Vk,i can be obtained with differ-
ent levels of assumptions. For a multi-component/multi-species
system, see the treatment by Kuo and Acharya [123], the diffusion
velocities Vk are obtained by resolving the following system:

∇Xp =
N∑

k=1

XpXk

Dpk

(Vk − Vp) + (Yp − Xp)
∇p

p
+ ρ

p

N∑
k=1

YpYk(fp − fk).

(2.10)

The coefficient Dpk expresses the binary mass diffusion of species
p into k. Xk represents the mole fraction of species k. The Soret ef-
fect expressed as a function of ∇T/T representing the diffusion of
mass due to the temperature gradients is neglected in this expres-
sion. The Hirschfelder–Curtiss approximation is a simplified form
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of this equation where the system reduces to

VkXk = −Dk∇Xk, (2.11)

where the coefficient is defined for each species k with respect to
the mixture and writes

Dk = 1 − Xk∑
j �=k Xj/Djk

. (2.12)

Other expressions include the diffusion velocities with Fick’s law
for the mass fractions or use constant Lewis number(s) method-
ology. In that approach, the diffusion of species mass is treated as
a function of the Lewis number for each species, i.e., as a func-
tion of thermal diffusion. It can be unity Lewis number, in which
case the species and thermal diffusion are modeled with the same
diffusion coefficient.

The energy conservation equation writes in terms of tempera-
ture as

ρcp

[
∂T

∂t
+ vi

∂T

∂xi

]
= ω̇T + dp

dt
+ ∂

∂xi

(
λ

∂T

∂xi

)

−
(

ρ

N∑
k=1

cp,kYkVk,i

)
∂T

∂xi

+ τij

∂ui

∂xj

+Qst

+ ρ

N∑
k=1

Ykfk,iVk,i . (2.13)

The Dufour effect which is neglected here is the energy flux asso-
ciated to diffusion velocities variations. In this equation, Qst is a
heat source term and ω̇T refers to the heat release rate, expressed
as

ω̇T = −
N∑

k=1

hskω̇k −
N∑

k=1

�h0
f kω̇k, (2.14)

where the sensible enthalpy hsk is defined by

hsk =
∫ T

Tref

cpkdT . (2.15)

The chemical enthalpy �h0
f k is a quantity defined by the enthalpy

required to form (subscript f ) one kilogram of species k at the ref-
erence temperature T0 (superscript 0). The sensible and chemical
enthalpies have the same unit, which is J kg−1. The reaction rate
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ω̇k of species k is expressed in kg m−3 s−1. Accordingly, the heat
release rate term is expressed in W m−3. The integration of that
quantity over the combustion volume leads to the heat release of
the flame, expressed in Watt.

The chemical kinetics of reacting gas dynamics is modeled by
considering a system of N species reacting through M reactions:

N∑
k=1

ν′
kjMk �

N∑
k=1

ν′′
kjMk, (2.16)

where the molar coefficients ν of species Mk in reaction j are de-
noted with single prime for the reacting species and double prime
for the product species. The mass conservation1 for the reaction
leads to

N∑
k=1

νkjWk = 0, (2.17)

where νkj = ν′′
kj − ν′

kj . In addition, the mass reaction rate of species
k due to the M reactions writes

ω̇k =
M∑

j=1

ω̇kj = Wk

M∑
j=1

νkjQj , (2.18)

where the rate of progress of reaction j , written as Qj , is equal
to ω̇kj /(Wkνkj ). The unit of the rate of progress of a reaction is
m−3 s−1. This rate takes the following form:

Qj = Kfj

N∏
k=1

(
ρYk

Wk

)ν′
kj − Kbj

N∏
k=1

(
ρYk

Wk

)ν′′
kj

. (2.19)

The rate constants Kfj and Kbj are modeled with the Arrhenius
law,

Kfj = AfjT
βj exp

(−Ea,j

RT

)
, (2.20)

where Afj are the preexponential factors with unit s−1, βj are the
temperature exponents, and Ea,j is the activation energy of reac-
tion j . The preexponential factor quantifies the number of colli-
sions per second occurring between species that can induce reac-
tion, while the activation energy reflects the probability that any
given collision will result in a reaction given an activation temper-
ature threshold Ta = Ea/R. The activation energy unit is J mol−1.

1Lavoisier: Rien ne se perd, rien ne se crée, tout se transforme.
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When the local temperature increases or if a reaction has a lower
activation energy, the rate of that reaction increases.

There are three important quantities to define because of their
wide usage: the equivalence ratio �, the adiabatic flame tempera-
ture Tad , and the determination of the gas composition expressed
in terms of mass fraction at equilibrium Yeq . These quantities are
now detailed.

1.1.1 Equivalence ratio
The equivalence ratio � is defined as the ratio of the fuel mass

flow rate to the air mass flow rate divided by the same ratio at the
stoichiometry of the reaction considered. The equivalence ratio
can take a global form such as used for diffusion flames and com-
bustor design. It can also take a local form to characterize various
combustion regimes locally. It writes between fuel and air as

� = [ṁf /ṁa]
[ṁf /ṁa]st = [ṁf /ṁa]

sa
, (2.21)

or, expressed as a function of the oxidizer O2,

� = [ṁf /ṁO2 ]
[ṁf /ṁO2 ]st

= [ṁf /ṁO2 ]
sO2

. (2.22)

The stoichiometric ratios s can be defined with respect to air (sa)
or oxygen only (sO2 ). For a premixture, the equivalence ratio can
also take the following form:

� = Yf /Ya

sa
= Yf /YO2

sO2

. (2.23)

Now we consider three different fuels reacting with air: methane,
hydrogen, and decane. The overall chemical reaction mechanisms
have the following stoichiometries:
• CH4 + 2(O2 + 3.76 N2) =⇒ CO2 + 2H2O + 7.52N2,
• 2H2 + (O2 + 3.76 N2) =⇒ 2H2O + 3.76 N2,
• 2C10H22 + 31(O2 + 3.76 N2) =⇒ 20CO2 + 22H2O + 116.56 N2.
The ratio of oxygen in air (3.76 moles of N2 for 1 mole of O2 in air)
is obtained with the following expression:

Ratio = WO2

WO2 + 3.76WN2

= 0.233. (2.24)

By definition of the equivalence ratio, one has ṁf = �saṁa . The
total mass flow rate can be expressed as ṁ = ṁf + ṁa = (1 +
�sa)ṁa . By writing the mass fractions of oxidizer (o) and fuel (f )
as Yf = ṁf /ṁ and Yo = ṁo/ṁ, one obtains the following expres-
sions:
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Yf = �sa

1 + �sa
, (2.25)

Yo = 0.233

1 + �sa
. (2.26)

In addition to these expressions, it is good to know the following
fuel to air ratios (FARs), defined by ṁf /ṁa . For kerosene, the FAR
at stoichiometry is 0.067. For methane, the FAR at stoichiometry is
0.058. For hydrogen, the FAR at stoichiometry is 0.029. The lower
heating values of these fuels are respectively 43, 50.1, and 120.5
MJ/kg. The lower heating value considers the product H2O as va-
por. The higher heating value considers the product H2O as liquid.

These expressions are used to determine the fresh gas compo-
sition in Tab. 2.1.

1.1.2 Equilibrium composition
The equilibrium composition can be determined from the

global reaction mechanism. For a given equivalence ratio �, the
previous reaction mechanisms can be written as follows in the
lean regime (� ≤ 1):
• �CH4 + 2(O2 + 3.76 N2) =⇒ �(CO2 + 2H2O) + 2[(1-�)O2 +

3.76N2],
• �2H2 + (O2 + 3.76 N2) =⇒ 2� H2O + [(1-�)O2 + 3.76 N2],
• 2�C10H22 + 31(O2 + 3.76 N2) =⇒ 20� CO2 + 22�H2O+ 31[(1-

�)O2 + 3.76 N2].
The mass fractions of H2O and CO2 can be computed as fol-

lows. For the CH4–air reaction, for YH2O one has

YH2O =
2�(2WH + WO)

2�(2WH + WO) + �(WC + 2WO) + 2[(1 − �)2WO + 2 × 3.76WN ] ,
(2.27)

and for YCO2 one has

YCO2 =
�(WC + 2WO)

2�(2WH + WO) + �(WC + 2WO) + 2[(1 − �)2WO + 2 × 3.76WN ] .
(2.28)

Similarly, for the H2–air reaction mechanism, for YH2O one has

YH2O = 2�(2WH + WO)

2�(2WH + WO) + [(1 − �)2WO + 2 × 3.76WN ] . (2.29)

No CO2 is formed in this reaction. Finally, for the C10H22–air reac-
tion, for YH2O one has
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Table 2.1 Mass fractions at various equivalence ratios � for combustion of methane (CH4),
hydrogen (H2), and decane (C10H22) with air. Adiabatic flame temperatures are also listed.

Operating conditions are atmospheric pressure and temperature.

� 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2
CH4–air
YCH4 0.0283 0.0337 0.0392 0.0445 0.0498 0.0550 0.0602 0.0653
YO2 0.2264 0.2251 0.2238 0.222 0.2213 0.2201 0.2189 0.2177
YH2O 0.0637 0.07601 0.0881 0.1002 0.1121 0.1238 0.1355 0.1470
YCO2 0.0778 0.0929 0.1077 0.1224 0.1370 0.1514 0.1656 0.1797
YN2 0.7452 0.7411 0.7369 0.7328 0.7288 0.7247 0.7208 0.7168
TAd 1480 1665 1838 1996 2133 2224 2209 2136

H2–air
YH2 0.0143 0.0171 0.0199 0.0227 0.02555 0.0283 0.0310 0.0337
YO2 0.2296 0.2289 0.2283 0.2276 0.22704 0.2264 0.2257 0.2251
YH2O 0.1292 0.1546 0.1798 0.2050 0.22998 0.25481 0.2795 0.3040
YCO2 0 0 0 0 0 0 0 0
YN2 0.7559 0.7538 0.7516 0.7495 0.7474 0.7452 0.7432 0.7411
TAd 1500 1850 1950 2075 2250 2375 2400 2350

C10H22–air
YC10H22 0.0323 0.0385 0.0446 0.0507 0.0567 0.0625 0.0684 0.0741
YO2 0.2408 0.2423 0.2440 0.2454 0.2469 0.2485 0.2501 0.2516
YH2O 0.0450 0.0536 0.0622 0.0706 0.0790 0.0872 0.0953 0.1034
YCO2 0.1001 0.1192 0.1383 0.1570 0.1756 0.1938 0.2119 0.2297
YN2 0.7269 0.7191 0.7114 0.7038 0.6963 0.6888 0.6815 0.6742
TAd 1520 1700 1900 2060 2200 2280 2300 2220

YH2O =
22�(2WH + WO)

22�(2WH + WO) + 20�(WC + 2WO) + 31[(1 − �)2WO + 2 × 3.76WN ] ,
(2.30)

and for YCO2 one has

YCO2 =
20�(WC + 2WO)

22�(2WH + WO) + 20�(WC + 2WO) + 31[(1 − �)2WO + 2 × 3.76WN ] .
(2.31)

All equilibrium mass fractions are displayed in Tab. 2.1.
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1.1.3 Adiabatic flame temperature
In this section, the focus is on the calculation of the adiabatic

flame temperature Tad . The adiabatic flame temperature of a pre-
mixed flame corresponds to the maximum temperature that the
flame can reach for a given equivalence ratio if the flame is the
only source of heat; any heat transfer will lower that temperature.
The calculation of Tad here is based on the balance between the
specific enthalpy of the mixture and the corresponding specific
energy released during combustion. The premixed combustion
adiabatic flame temperature in the lean regime can be estimated
with

Tad = Tu + QYf /cp, (2.32)

where Tu is the unburned fresh gas temperature of the mixture
with a mass fraction of fuel Yf and Q is the specific heat of reaction
of the fuel considered with unit kJ kg−1. The adiabatic premixed
flame temperatures for various fuels are reported in Tab. 2.1 for
multiple equivalence ratios for an upstream mixture at Tu = 300 K.
The reported values were calculated with detailed chemical mech-
anisms.

1.2 G-equation formalism
Mathematically, a surface obeys the equation G(x,y, z, t) = 0

and the normal to that surface writes n = −∇G/|∇G|. The unit
normal vector n of the surface points towards the fresh gases. The
curvature of the surface is given by ∇ · n. The material derivative
of the surface, i.e., its motion within the flow as a function of time,
takes the following expression:

d

dt
G(x, y, z, t) = ∂

∂t
G(x, y, z, t) + w · ∇G(x,y, z, t) = 0, (2.33)

where w is the flame surface speed within the flow. This equation
is the time derivative (rate of change) of the points following the
surface. In addition, the flame surface speed, the flow speed, and
the flame displacement speed are linked by the kinematic rela-
tionship w = v + SDn. The G-equation models the evolution of a
flame front without solving the explicit contributions of the chem-
ical reactions but considering them implicitly through a burning
flame speed at which the flame front propagates. The finally ob-
tained kinematic equation is the G-equation, derived by Mark-
stein [124], Williams [125], Kerstein et al. [126], written as

∂G

∂t
+ v · ∇G = SD|∇G|, (2.34)
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where one of the isocontours G defines the flame front location,
v is the local flow velocity, and SD designates the local displace-
ment velocity of the flame. This equation is valid along multiple
successive isocontours G as long as the velocity field and the flame
speed are consistently taken on those particular isocontours. In
most cases, the flame speed SD denotes the unburned displace-
ment speed.

The G-equation has been investigated in many researches,
both theoretical and numerical, including applications to laminar
and turbulent premixed flames and particularly flame dynamics,
see the pioneering articles of Baillot et al. [127], Ducruix et al.
[128], Schuller et al. [129] for laminar flames and the reviews by
Ducruix et al. [130], Lieuwen [131]. In laminar flame configura-
tions, the application of the G-equation is straightforward while
in turbulent flow the G-equation is valid to model the evolution of
the turbulent flame under specific assumptions. In the turbulent
regime, when the flame can be considered as a sheet and when
the burning velocity is well defined, such as when the flame front
exhibits a locally laminar flame front structure, the G-equation
can be used. While the reacting flow governing equations allow
to model any regime of laminar or turbulent combustion, the
G-equation is limited to certain regimes constrained by specific
assumptions. But for those regimes, the G-equation allows to de-
scribe much of the physical behavior at work with only one equa-
tion instead of multiple (5 + N) equations. These assumptions and
regimes are detailed now.

In the next section, it will be shown that turbulent premixed
combustion of swirling flames evolves mainly in the so-called
corrugated flame regimes. This regime corresponds to physical
length scales where the chemical reactions are faster than the tur-
bulence time scales and the flame thickness is smaller than the
Kolmogorov scale, so that turbulent fluctuations have a relatively
weak effect on the flame structure with respect to laminar com-
bustion. In addition, in that regime, the amplitude of the largest
turbulent scale velocity fluctuation is higher than the unstretched
laminar flame speed. In other words, in that flamelet regime, the
premixed flame front keeps a laminar-like flame front inner struc-
ture locally. In practice, it is more accurate to indicate that the
flame front in that regime can be defined by a local flame displace-
ment speed while its inner structure remains 3D due to the three-
dimensionality of the swirling flow for swirl-stabilized combus-
tors. The main physical phenomena that can be observed in the
corrugated flamelet premixed combustion regime are a combina-
tion of wrinkling and formation of pockets of fresh and burned
gases.
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Because laboratory-scale and gas turbine swirl-stabilized com-
bustion under take-off conditions will be in the corrugated flame-
let regime, it is important to investigate the analytical, experi-
mental, and numerical literature related to that regime. This is
achieved in the next sections.

The laminar flame front characterization is first provided here.
Firstly, the inner flame structure of a methane–air 1D laminar pre-
mixed flame is introduced in Fig. 2.1, which corresponds to atmo-
spheric pressure (1 atm) and temperature (T = 300 K) at equiv-
alence ratio � = 0.7. The results were obtained with a detailed
chemical mechanism. Fig. 2.1A depicts the profile of temperature
and heat release throughout the flame front. Fig. 2.1B depicts the
profiles of mass fractions of the unburned and burned species. In
that 1D case, we have the following relationship throughout the
flame front: ρ(x)SD(x) = ρuS

0
L.

2 Physical-chemical description
2.1 Premixed combustion overview

Premixed combustion consists of the chemical reactions within
a flow of a premixture of reacting species. These reactions occur in
a fluid in motion such as would occur in a gas turbine combustor.
The chemical kinetics induce various temporal and spatial scales
because of the multiple preexponential factors and activation en-
ergies between all species of each reaction at stake. Furthermore,
the flow, due to its motion (through various geometrical elements)
adds a wide range of both temporal and spatial scales, particularly
if turbulent. Selected geometrical scales quantified in turbulent
combustion are listed in Tab. 2.2 and estimated in Tab. 2.3. The
first spatial scales of this list are the geometrical dimensions of
the combustor and the swirler. For the primer, the size corre-
sponds to that of the combustion chamber length (maximum) and
transversal direction (minimum). For the latter, it corresponds to
the swirler diameter. Next, the turbulent integral scale, which is
directly linked to the geometrical size, is listed and calculated as
90% of the minimum geometrical dimension. The Kolmogorov
scale ηk is computed with ηk = lt × Re−3/4

t , where Ret is the turbu-
lent Reynolds number. This scale is computed as a function of the
turbulent Reynolds number and integral length scale in Fig. 2.2.
The Gibson scale is defined as lG = lt (S

0
L/u′)3 and characterizes

the scale at which eddies interact with the flame front. The Tay-
lor scale is defined as λT = lt

√
10 × Re−1/2

t . The length scales that
are larger than the Taylor scale are not significantly impacted by
viscosity and are in the inertial range of the turbulent spectrum.
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Figure 2.1 Methane–air 1D premixed flame inner structure. (A) Temperature and heat release profiles. (B) Mass
fraction profiles.
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Table 2.2 List of scales and nondimensional numbers. Some are particularly used for turbulent
combustion characterization.

Scale/number Definition Comment
Scale
Geometrical size 1 L Transverse combustor size
Geometrical size 2 D Swirler diameter
Integral scale lt 90% L Largest scale

Kolmogorov scale ηk lt × Re−3/4
t Turbulence dissipation scale cutoff

Gibson scale lG lt (S
0
L
/u′)3 Eddies/flame front cutoff scale

Taylor scale lT lt
√

10 × Re−1/2
t Inertial range cutoff scale

Diffusive thickness δ Dth/S0
L

Diffusive flame thickness

Thermal thickness δth 2δ(Tad/Tu)0.7 Blint flame thickness

Mean free pathc l kBT /
√

(2)πd2p

Nondimensional number

Turb. Damköhler Dat = τlt /τc = S0
L
lt /u

′δ Turbulent integral to chemical

Turb. Karlovitz Kat = τc/τηk = (δ/ηk)
2 Chemical to Kolmogorov time

Knudsen Kn = l/L Mean free path to geometrical size
Lewis Le = λ / (ρcpDk ) Heat to species k diffusion time
Mach Ma = u/c Flow velocity to sound speed

Markstein M=L/δth Markstein to flame length
Peclet (m) Pem = Lu/Dm Convection to mass diffusion
Peclet (th) Peth = Lu/αa Convection to thermal diffusion
Prandtl Pr = ν/α Momentum to heat diffusion
Reynolds Re = ρuL/μ Convection to momentum diffusion
Schmidt Sc = ν/Dm = Le Pr Momentum to mass diffusion
Strouhal St = f L/u Convective to oscillating

Turb. Reynolds Ret = u′lt /ν = Ka2
t Da2,b

t

Zeldovich β Ea/RTad × (Tad − Tu)/Tad

a α = Dth = λ/ρcp .

Scales that are lower than the Taylor scale are subject to signifi-
cant viscous forces and their kinetic energy is dissipated into heat.
The turbulent scales are such that lt > λT > lG > ηk. These tempo-
ral and spatial scales are also largely described by making use of
many important nondimensional numbers. Selected nondimen-
sional numbers are specifically listed in Tab. 2.2.
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Table 2.3 List of spatial scales and nondimensionalized numbers for turbulent combustion
characterization. Orders of magnitude.

Atmospheric lab-scale
combustor

Take-off GT
combustor

Scale

Combustor size 0.03 < L < 0.20 0.03 < L < 0.20

Swirler size 0.020 < L = D < 0.15 0.020 < L = D < 0.15

Integral scale lt 0.018 < lt < 0.18 0.018 < lt < 0.18

Kolmogorov scale ηk 35a µm 8b µm

Gibson scale lG 45a µm 10b µm

Taylor scale λT 940a µm 430b µm

Diffusive thicknessc δ 60 µm 2 µm

Thermal thicknessc δth 500 µm 9 µm

Mean free pathd l 100 nm 5 nm

Number

Turb. Damköhler 40 > 1 550 > 1

Turb. Karlovitz 2.5 > 1 0.06 < 1

Knudsen 5 10−6 << 1 0.25 10−6 << 1

Lewis 1.0e 2.7e

Mach 0.04 0.2

Markstein

Peclet (m) 12 733 463 977

Peclet (th) 12 031 635 896

Prandtl 0.7 0.80

Reynolds 18 874 417 791

Schmidt 0.72 2.2

Turb. Reynoldsf 8232 1120

Turb. Reynoldsg 3362 136 939

Zeldovich 16.5 11.3

a With lt = 0.018 and u′ = 3 m s−1 .
b With lt = 0.018 and u′ = 20 m s−1 .
c At � = 1 (CH4 for lab-scale data and kerosene for TO data).
d Based on nitrogen.
e Based on fuel species.
f Based on the definition Ret = Ka2 Da2 , where Dth = ν is assumed and � = 1.

g Based on the definition Ret = u′lt /ν, where ν �= Dth .
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Figure 2.2 Kolmogorov scale ηk values. Evolution of the Kolmogorov scale ηk as a function of the integral length
scale lt and the turbulence Reynolds number Ret .

Laminar flame front thickness definitions and estimates are
provided in Tab. 2.3 and Fig. 2.3. Fig. 2.3 presents the evolution of
the flame thickness for three definitions (thermal, diffusive, and
reactive thickness) as a function of the equivalence ratio. One ob-
serves the order of magnitude of those and the trend as the equiv-
alence ratio is decreased.

The scales and nondimensional numbers aim at describing
different regimes of premixed combustion and their subsequent
modeling. It is important to remember that those scales and
nondimensional numbers vary in space and time, such as in a
combustion chamber. This is important for an accurate descrip-
tion. For example, the Reynolds number in a cylindrical duct is
expected to be of the order of 3500 when it transits from laminar
to turbulence. But the same duct with a swirler inside will be tur-
bulent at any Reynolds number. To conclude, care must be taken
when evaluating the nondimensional numbers.

Turbulent combustion aims at describing physically the inter-
action of chemical kinetics and flow turbulence. These descrip-
tions are required for multiple reasons: (i) advance the state of
the art, (ii) enhance modeling capabilities of such phenomena,



Chapter 2 Premixed combustion for combustors 71

Figure 2.3 Premixed 1D laminar flame thicknesses. Evolution of the laminar premixed flame thickness as a function
of the equivalence ratio (Tu = 300 K and p = 1 atm).

and (iii) improve technologies that rely on these processes. Tur-
bulent premixed combustion is usually described by the use of
the Borghi diagram, which allows to categorize various turbu-
lent combustion regimes as a function of two main groups of
parameters: (i) the ratio of the velocity fluctuation u′ to the un-
stretched laminar flame speed S0

L and (ii) the ratio of the integral
length scale lt to the diffusive flame thickness δ. The derivation
of the diagram makes use of the relationship between nondimen-
sional numbers and their representation in a log-log scale. The
classical turbulent premixed combustion diagram is sketched in
Fig. 2.4. Various regimes of premixed turbulent combustion are
now briefly described with respect to the scales and nondimen-
sional numbers introduced in the previous paragraphs. When the
Damköhler number Da is beyond unity, the chemical reactions
are faster than the integral turbulence time scale, so that the flow,
at the first order, does not impact the reaction. In that perspec-
tive, the flame has a so-called flamelet structure so that its local
structure is nearly that of a 1D flame, while its global structure
is wrinkled by turbulent fluctuations. In practice, for a turbulent
swirling flow, the flow is highly 3D. While the flame temperature
profile would appear 1D, the local velocity field is not. For high
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Damköhler numbers, there are two regimes, which depend on the
Karlovitz number (Ka). For low Ka, turbulent eddies do not enter
the flame front (flamelet regimes), while for higher Ka, these ed-
dies can enter the flame front (thickened flame regime). Indeed,
when the Karlovitz number is lower than unity, the chemical time
is shorter than turbulence time scales, and the flame front thick-
ness is smaller than the turbulence scales, inducing the evolution
of a turbulent wrinkled 1D-like flame front. Depending on the
values of the turbulence fluctuations and the unstretched lam-
inar flame speed, the flamelet regime is split into two regimes:
(i) the wrinkled flamelet regime (u′ < S0

L) and (ii) the corrugated
flamelet regime (u′ > S0

L) inducing pockets of fresh and burned
gases. When both the Damköhler and the Karlovitz number are
well beyond unity, the regime is known as the thickened flame
regime or distributed reaction zone regime. When the Damköh-
ler is lower than unity, the chemical reactions are slower than the
flow motion. This regime corresponds to the well-stirred reactor
where turbulent mixing is shorter than chemical reaction times.
All these regimes are reported in Fig. 2.4.

In addition to these scales, there are many quantities that are
key to the understanding of the generation, propagation, and ex-
tinction of premixed flames. The generation of a premixed flame
is the consequence of natural ignition, which is called autoigni-
tion, or of forced ignition, simply called ignition. In both cases,
the required elements are the fuel, the oxidizer, and heat. These
elements are necessary but they are not sufficient. Indeed, in or-
der to ignite, the sufficient conditions include that there may be
no extinction processes at work (flame stretch, vorticity, flamma-
bility limits, etc.) or they have not reached a threshold level. The
generation of a premixed flame begins with an initial kernel that
will propagate until flame stabilization is reached. This propaga-
tion will be dependent on the geometry of the system considered
and subsequently of the velocity field. Extinction of the flame can
be caused by a multitude of physical processes, such as the effects
of the flame stretch, vorticity, and local flammability limits.

The most important quantities at work during premixed com-
bustion are now introduced and discussed. They are listed in
Fig. 2.5. The operating condition corresponds essentially to the
static pressure P and temperature T of the fresh upstream gases.
The equivalence ratio � is determined by the engine configura-
tion, the fuel, and the operating conditions. The operating con-
ditions and the equivalence ratio drive the flame speed value
SD . The flame thickness δth estimate is deduced from the flame
speed, the fresh gas thermophysical properties (conductivity, con-
stant pressure specific heat, density), and the adiabatic flame
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Figure 2.4 Turbulent combustion regime diagram. The diagram depicts the various premixed combustion regimes.
The left dot indicates the premixed combustion regime typical of laboratory-scale studies, while the right dot indicates
the regime at take-off of current gas turbine engines.

Figure 2.5 Important premixed combustion aspects. Each aspect plays a key role in the description of premixed
combustion.

temperature. The flame stretch κ, which consists of three terms
(flow strain, volume expansion, and flame curvature), is a rele-
vant quantity in premixed combustion because of its impact on
extinction and flame speed. Similarly, the vorticity � levels can
impact the local flame structure, inducing local extinction. Flame
stretch and vorticity levels are direct consequences of the velocity
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field at stake. Finally, these scales are important because they will
control the interaction of the flowfield with the flame front and
associate with the operating conditions to determine the combus-
tion regime.

There are several types of flame anchoring methods for pre-
mixed combustion. Among them, there are two essential ones
for turbulent premixed flames: the bluff-body-stabilized and the
swirl-stabilized type. Both rely on forming a recirculation zone of
burned gases continuously igniting the upstream fresh gases. The
former is mainly used in gas turbine engine augmenters, while
the latter is the focus of the present book and is used in the main
combustors of commercial aircraft and fighters. The next section
focuses on documenting briefly the main features of premixed
swirling flames.

2.2 Swirling flames overview
This section focuses on the description of swirling flames,

which are swirling flows with chemical reactions. The MICCA-
EM2C-Palies laboratory-scale combustor is used to introduce key
features of premixed swirling flames. The experimental setup
comprises three main parts: a plenum ended by a contraction
with a constant diameter (not shown here), the injector where
the swirler made of NACA 8411 vanes is located, and a cylindrical
quartz tube allowing optical access. An air–methane premixture
of equivalence ratio 0.7 is generated and the rotation of the flow is
induced by the swirler equipped with twisted vanes arranged pe-
riodically around the central rod. Velocity measurements with hot
wire anemometry and LDV have been carried out on this setup.
Photomultiplier signal acquisition and ICCD camera flame imag-
ing were also conducted. The time-average velocity field in the
(r-z) plane colored by axial velocity is displayed in the left panel of
Fig. 2.6, while in the right panel the instantaneous photograph of
the chemiluminescence light signal showing the flame wrinkling
by various turbulence scales is given. Swirling jet boundaries and
iso-0 axial velocity contours identified from the left panel are su-
perimposed on the right panel for illustration.

The key features of swirling flames are presented in Fig. 2.6. It
includes the inner recirculation zone (IRZ) and outer recirculation
zones (ORZs) identified on the time-average velocity field, along
with the shear layers positioned on the sides of the swirling jet (in-
ner and outer shear layers). The flame chemiluminescence image
allows to distinguish the flame surface and the relative location
of this surface with respect to the time-average velocity field for
this statistically steady operating condition. No precessing vortex



Chapter 2 Premixed combustion for combustors 75

Figure 2.6 Swirling flame chemiluminescence and time-average velocity fields. MICCA-EM2C-Palies premixed
confined swirling flame configuration. Left panel: Time-average velocity field in the (r-z) plane colored by axial
velocity. Right panel: Instantaneous photograph of the chemiluminescence light signal from the flame showing the
flame wrinkling by turbulence. Swirling jet boundaries and iso-0 axial velocity contour identified from the left panel are
superimposed. The quartz tube diameter is 70 mm.
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Table 2.4 List of possible swirling flame flow features under stable configuration.

Flow feature Comments
Swirl flow rotation Oscillation frequency associated with vθ = �r

Inner/central recirculation zone (IRZ) Central reversal flow
Outer/corner recirculation zone (ORZ) Corner reversal flows
Azimuthal shear layer (ASL) Shear layers due to azimuthal velocity gradients
Swirling jet (SJ) Main momentum stream
Inner shear layer (ISL) Due to velocity gradients interface IRZ/SJ
Outer shear layer (OSL) Due to velocity gradients interface ORZ/SJ
Vortex shedding Swirler vortex shedding function of swirl number
Swirler’s vane wakes Wakes associated with the vanes inducing velocity deficit
Vortex breakdown Bubble type or spiral type
Precessing vortex core (PVC) Precessing of the central vortex core

core has been identified in this configuration at those operating
conditions, which may be due to the presence of the central rod
inhibiting the central vortex core generation.

Tab. 2.4 lists the possible swirling flame flow features under sta-
ble configuration. The present section discusses some of those.
Each of these phenomena has a specific oscillating frequency that
depends on the particular configuration considered. Future work
should include systematic investigation and identification of each
of those flow patterns on a single configuration. A key aspect of
swirling flames is the existence of flow features which interact with
the flame front. The axisymmetric vortex breakdown mode con-
sists of a reverse flow downstream of the swirler in the combustion
chamber. This reverse flow, also known as inner or central recir-
culation zone (IRZ), is used to stabilize the flame by recirculating
the hot combustion products acting as a heat source. For swirling
flows above a certain threshold, a strong recirculation zone will ex-
ist, while for lower swirl number, there is no recirculation zone or
vortex breakdown appearing. In reality, this swirl number thresh-
old is not universal and can vary from configuration to configu-
ration due to geometry and the specific velocity profiles created.
The IRZ has effects on the flow strain at the flame surface, the as-
sociated pressure gradients will have an effect on the flame speed,
and the flow balance between flame speed and local velocity will
be impacted. The precessing vortex core is an oscillating pattern
occurring near the shear layers and the IRZ. It consists of a heli-
cal vortex tube precessing around the axis of the combustor such
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that the center of rotation of the helical vortex is not the center of
the combustor. This structure is present in nonreacting and react-
ing flowfields and impacts the upstream flow/flamefield, like the
mixing. The precessing vortex core (PVC) impacts other local con-
tributors, like the vorticity, the flow strain, the local equivalence
ratio, and the local flow versus flame speed balance. Between the
IRZ and the ORZ, the shear layers are zones of intense gradient of
velocity on both sides of the swirling jets. The inner shear layers
at the interface of the swirling jets and the IRZ will significantly
impact the level of flow strain at the flame surface and the vor-
ticity field. The outer shear layer is at the interface of the IRZ and
ORZ. The ORZs present a reverse flow on the sides/corners of the
combustion chamber confinement and participate in the orga-
nization of the overall swirling flowfield for a specific design. It
is worthwhile to mention that these flow features are important
to the understanding of the local flowfield in the swirl-stabilized
combustion chamber. In other words, these large-scale phenom-
ena are directly responsible for some local contributors identified,
which will directly affect the flow physics. In addition to these
large flow scales, it is important to highlight the swirler as a central
source of turbulence generation upstream of the flame front. This
function usually ensures mixing of fresh gases. The generation of
turbulence by the swirler will also play a key role in the determi-
nation of the flame speed. This point will require detailed analysis
of the turbulent flowfield, turbulence levels, and turbulence spec-
tra generated by various swirlers. Finally, generation and existence
of some of these structures/features (for example, PVC and vortex
shedding) depend on the geometry. This is the case for swirling
flows with or without the presence of a swirler and with or with-
out the presence of a central rod (bluff-body).

2.3 Acoustic wave–flame interactions
There are four main acoustic wave–flame interactions: (i) the

interaction of acoustic waves propagating from the unburned
mixture with the flame front, (ii) the interaction of acoustic waves
propagating from the burned gases with the flame front, (iii) the
acoustic waves propagating in the unburned gases and leading
to convective vortical/velocity waves through mode conversion
processes, and (iv) the generation of acoustic waves by the flame
front, covered in combustion noise studies. These interactions
have been the topic of many studies and reviews, see Lieuwen
[132] for (i), see Lieuwen [133] for (ii), see Palies et al. [134] for (iii),
and see Candel et al. [135] for (iv).

The interaction of acoustic waves propagating from the un-
burned mixture with the flame front has been investigated in a
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multitude of geometrical configurations in the laminar regime.
These studies rely largely on the determination of the so-called
flame transfer function, which is the flame response to inlet
loudspeaker modulations. Transfer functions are characterized in
terms of nondimensionalized heat release fluctuations with re-
spect to the upstream nondimensionalized acoustically induced
velocity fluctuations for a range of frequencies. When the in-
put velocity signal is also a function of the amplitude level, the
function is called the flame describing function. In Ducruix et al.
[128], the authors focused on laminar conical flames submitted
to acoustic waves, and the comparison between theory and ex-
periments led to the verification of model assumptions for the
phase of the transfer function, i.e., for the propagation speed of
disturbances. In Schuller et al. [129], the authors used an acoustics
and a convective model for the flame transfer function of coni-
cal and “V” flames, the latter allowing more precise predictions
and confirming the convective propagating mechanism of dis-
turbances. Laminar “V” flames were considered by Durox et al.
[136], clearly demonstrating experimentally the vorticity mode
convected along the flame front. These studies have shown the
role of the mode conversion processes in these configurations.
A systematic experimental approach for various laminar flame
configurations was reported by Durox et al. [137]. Various scalings
of the flame transfer function have been proposed based on these
studies, see Schuller et al. [138], Cuquel et al. [139]. An important
aspect in the scaling is that of the mean flow speed along the flame
front, an influential parameter for combustion dynamics and self-
sustained oscillations. These types of studies have been extended
to turbulent conical flames by Preetham and Lieuwen [140], who
used G-equation modeling. The authors noted that the turbulence
affects the time-average flame shape. The case of turbulent “V”
flames submitted to upstream acoustic waves was investigated ex-
perimentally by Balachandran et al. [141,142] and numerically by
Armitage et al. [143]. Similarly, the turbulent “V” flame configu-
ration was studied by Chapparro et al. [144]. While these studies
have led to tremendous improvements in our understanding of
the interaction of upstream acoustic waves with premixed lami-
nar and turbulent flame fronts, future work should be undertaken
to analyze the mechanisms at work in a transient time sequence
to measure, simulate, and observe the finest interactions between
the flow modulation and the flame front dynamics, including
the flowfield–reacting flame front interaction. The interaction of
acoustic waves propagating from the burned gases with the flame
front is significantly less documented in the literature. It has been
studied analytically by Lieuwen [133], but there is a lack of nu-
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merical and experimental studies allowing to precisely isolate
and study those effects for harmonic and broadband noise. It is
straightforward to understand the challenges associated with nu-
merical simulations and experiments enabling those researches
in a reacting medium. While the acoustic waves propagating in
the unburned gases and leading to convective vortical/velocity
waves through mode conversion processes have been discussed
for canonical configurations in the previous paragraph, the case
of swirling flames will be considered further in a dedicated sec-
tion of Chapter 5. Finally, the generation of acoustic waves by the
flame front, known as combustion noise, has been the topic of
recent investigations, see Rajaram and Lieuwen [145], Blanchard
et al. [146], Haghiri et al. [147]. These interactions will be further
detailed in a dedicated next section.

2.4 Autoignition
The phenomenon of autoignition, also called spontaneous ig-

nition, is of importance to the design of novel advanced combus-
tion systems, such as the LFP, detailed in Chapter 7. Autoignition
can be defined as the ignition of a mixture without any external
sources (of heat or additional radical/species). In other words, the
local temperature and mixture composition of the mixture are suf-
ficient to activate the ignition. Autoignition is often characterized
with an ignition time that corresponds to the time taken to evolve
from the unburned gas temperature to the burned gas tempera-
ture. The ignition time varies considerably with the temperature
and pressure considered for a given fuel mixture. There are a few
methods to determine this ignition time. Computations where the
flow is not taken into account are practical to obtain rapid and
comprehensive trends of the ignition times for various conditions.
Unlike these computations, measurements imply the need to take
the flow time until ignition into account, requiring additional cal-
culations. It is important to understand that in such experiments
this ignition time is reflected as a distance which depends on the
geometrical configuration and intrinsically on the turbulent mix-
ing. Consequently, the ignition time corresponds to the ignition
distance too, and consequently depends on the detailed fluid dy-
namical processes within the flowfield. This is important for the
design of injectors for combustors. The ignition time is inversely
proportional to the pressure and the reaction rate. At high pres-
sure, the ignition time is short. For example, for kerosene at 50
atm, it is of the order of one millisecond. A short ignition time
also corresponds to a high reaction rate, expressed as an Arrhe-
nius law. Measurements of ignition time delays are experimentally
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carried out with three main tests: rapid-compression machines,
shock-tube, and flow reactor/continuous preheated flows experi-
ments. The shock-tube experiment makes use of the downstream
shock side high temperature level as thermal energy source. The
flow reactor allows to measure the distance from the fuel injector
to the reaction front to determine the ignition time. In those ex-
periments, the flow can be swirling or not.

In Lefebvre et al. [148], the authors studied the autoignition of
lean hydrocarbon mixtures with temperature range between 670 K
and 1020 K at various pressures. For gaseous mixtures, the au-
toignition time is the sum of the time for the fuel vapor to mix
with the air and the time of the chemical kinetics. The mixture
then autoignites at some distance downstream, depending on the
air velocity. Similar studies have been undertaken on jet flames by
Cabra et al. [149,150], where the coflowing hot vitiated flow pro-
vides the heat to the central fuel jet stream, leading to a distance
where the flame stabilizes. This has been further studied by Schulz
et al. [151], where limited reactions were observed immediately
downstream of the injection prior to the autoignition and flame
stabilization of the methane–air jet in the 1350 K vitiated coflow
occurring far downstream. It is clear that the role of the turbu-
lent flow and associated heat losses, see Mastorakos et al. [152] is
significant in terms of impact on the ignition time delay, and the
method to determine its value has to be the closest to the target
application.

2.5 Blowout
Lean blowout (LBO) is important because this phenomenon

can occur at regimes that are relevant to the performance and op-
eration of gas turbine engines. In addition, they are of interest for
the reduction of NOx emissions. While a review of lean blowout
has been carried out for bluff-body flames, see Shanbhogue et al.
[49], no such review exists for swirl-stabilized flames. As a first step
in reviewing the literature, it is important to recall the definition
of the blowout or blowoff given by Zinn [153]: “A significant is-
sue for both Lean Premixed Pre-vaporized (LPP) type combustors
and conventional (partially premixed) combustors is flame stabil-
ity during lean operation, i.e., lean blowout, which can result in
a severe operability loss. Flame stabilization involves competition
between the rates of the chemical reactions and the rates of turbu-
lent advection and diffusion of species and energy to and from the
flame, and includes local ignition and extinction behavior. As the
equivalence (or fuel-air) ratio of a reaction zone is reduced, extinc-
tion events become more likely, and the lean limit for stable oper-
ation may be reached.” Blowout is defined as the observation that
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the flame is blown away from the combustor. Blowoff is the total
extinction of the flame. Extinction usually refers to blowoff or lo-
cal extinction events. Blowout and blowoff processes are a unique
process: blowoff and blowout are coupled. A dedicated section in
Chapter 4 will review the mechanisms by which blowout occurs
(the term blowout will encompass blowoff too) for lean regimes
in swirl-stabilized combustors. We refer here to lean regimes for
the following types of applications: lean premixed/prevaporized
(LPP) and lean fully premixed (LFP). The main objective of that
review is to identify in the literature the existing mechanisms re-
sponsible for blowout.

2.6 Chemical kinetics
Chemical kinetics of reacting flows are crucial for the under-

standing and the design of injection/combustor systems. While
the next chapters will show the key role of the flowfield in flame
stabilization and the dynamics of swirling flames, there are spe-
cific aspects of future combustion systems that will require de-
tailed chemical mechanisms. This is for example the case to
model autoignition in LFP systems such as presented in Chap-
ter 7. It is also the case for the evaluation of the sensitivities of
chemical mechanisms with respect to vorticity vector compo-
nents and flame stretch terms. It will enable to compare the lo-
cal flame displacement speed in turbulent 3D swirling reacting
flows for single-step and complex chemical combustion mech-
anisms. Chemical kinetics is defined by the chemical reactions
that occur between a given oxidizer and a fuel. These chemical
reactions involve various chemical species, substances, and radi-
cals that collide together which determine their rates of variations.
These collisions are modeled with two main elements: a reaction
mechanism and the parameters of those reactions. The reaction
mechanism can be simplified or detailed. It is a model of the colli-
sions taking place between substances. It informs on the chemical
reaction occurring between substances, species, and radicals. The
parameters of those reactions are the parameters of the Arrhenius
law that controls each reaction. The Arrhenius law is generally
written as the product of the collision factor A with the exponen-
tial term exp(−Ea/RT ). The collision factor A for each reaction of
a given chemical combustion mechanism provides the number
of collisions per second between the substances/species consid-
ered. The activation energy Ea of those reactions reflects an energy
threshold that is required to trigger the reactions implied by those
collisions, i.e., the passage from one species/substance to another
one. The modeling of combustion in combustors requires an ap-
proach that takes into account the chemical kinetics. This step
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needs the determination of a design intent or a goal. For example,
the prediction of emission of pollutants such as NO and NO2 re-
quires a set of mechanisms able to model the formation of those
species (prompt NO, thermal NO, etc.), that is, a mechanism of rel-
evant complexity. Single-step or global mechanisms have shown
tremendous impact in turbulent reacting flows, for example in
the modeling of combustion instabilities. The advantage of these
simplified mechanisms is that they enable numerical simulations
of highly refined large-scale combustion systems. The main dis-
advantage of these simplified mechanisms is that they cannot
predict pollutant emissions, unless using a posteriori processing,
and their validity is usually limited to the lean regime only for
premixed combustion. In addition, the single-step mechanisms
are very stiff compared to complex chemical mechanisms, i.e.,
the temperature gradients and the reactions throughout the flame
front are taking place on very small spatial scales, which has lim-
ited their usage due to grid requirements. There are various meth-
ods to investigate complete detailed combustion mechanisms
and single-step combustion mechanisms: analytically reduced
chemical mechanisms, virtual chemical mechanisms, or mecha-
nisms based on data mining studies. It is also important to outline
for future applications that some substances generated as inter-
mediates during combustion are ionized, i.e., these substances
have lost or gained electrons. Accordingly, these aspects may be
modeled considering the set of electromagnetism equations in a
coupled fashion to the full reacting (magneto-hydrodynamic) flow
equations and potentially lead to the discovery of control meth-
ods for combustion. To finalize this section, it is also important to
point out that some of the substances emit radiation (along a wide
spectrum or at discrete spectral bands, depending on the species)
during the chemical reactions and obviously some of them release
heat.

2.7 Combustion noise
In addition to elements of turbulent combustion, combustion

noise aspects relevant to swirl-stabilized combustors are reviewed
in this section. The theoretical framework of combustion noise
has been established by Chiu and Summerfield [154], who fo-
cused on the identification and quantitative description of the
mechanisms of noise emission from different combustion pro-
cesses. This pioneering article also emphasized the need of de-
tailed understanding of the interaction between waves such as
acoustic, entropy, and vortical waves in the combustion zone as
an essential step towards the identification and the description of
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the noise sources. The reviews of Strahle [155,156] have been fo-
cused on presenting the state of the art in physical understanding,
prediction, and scaling for combustion noise in different com-
bustion systems, including gas turbine engines. The main mes-
sage in these articles was that combustion noise is a turbulence–
combustion interaction. The article of Putnam and Faulkner [157]
reviewed broadband noise emission of diffusion flames. More re-
cently, attention has been paid to the fundamental noise gener-
ation mechanisms from premixed flames, see the progress and
perspectives review of Candel et al. [135]. The article of Duran
et al. [158] documented the standard method to predict the direct
and indirect combustion noise from aeroengine combustors by
using a combination of large eddy simulation (LES) and analytical
methods, respectively, for the noise sources and their propagation
through the engine components. The article of Dowling and Mah-
moudi [10] reviewed in detail theoretical, numerical, and exper-
imental studies on combustion noise. In the review of Ihme [11],
the focus was on turbulent reactions and exhaust jet noise and the
effect of flow disturbances. The focus of the book of Schwarz and
Janicka [159] was on predicting methods for combustion noise
and the investigation of emission sources.

This section examines specifically the noise emitted from
swirl-stabilized combustion regions. In a jet engine, the contribu-
tion of the noise emitted from the combustor to the environment
increases as the other sources of noise (fan, exhaust, airframe) are
reduced. In a geared turbofan jet engine, the fan has a reduced
rotational speed, contributing to the fan noise reduction along
with a high bypass ratio, allowing reduced exhaust jet velocities.
These two complementary design choices have significantly re-
duced the overall noise signature of geared turbofan engines but
in the meantime increased the combustor noise contribution.

Combustion noise has been traditionally split into two cate-
gories: direct and indirect combustion noise. Direct combustion
noise refers to the noise emitted directly by the flame, while indi-
rect combustion noise is the noise induced by the former (the re-
acting flowfield) interacting with the combustor flowfield and the
combustor boundary conditions. Indirect noise can be referred to
as combustor noise, as it is strongly dependent on the combus-
tor geometry and the operating conditions. Direct noise can be
referred to as flame noise, as it relates strongly to the unsteady
heat release of the flame (the latter also having some dependency
on the geometry of the combustor through the flowfield and the
operating conditions).

The identification of mechanisms and sources of direct noise
or flame noise has been the subject of a few investigations for
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swirling flames. One important aspect for combustion noise re-
lies on the experimental measurements of both the turbulence–
chemistry interaction and the associated density fluctuations, as
those fluctuations are directly associated with the unsteady heat
release. Such measurements have been undertaken by Greiffen-
hagen et al. [160] with laser interferometric vibrometry in order to
calculate the overall sound power emitted by the flame. In Merk
et al. [161], the authors compared the sound pressure amplitudes
and spatial distributions from experiments and predictions from
LES for a confined turbulent premixed swirl burner, reaching a
good agreement. Another approach for the modeling of combus-
tion noise applied to the Preccinsta swirling flame implied the use
of time-average and fluctuating flowfields coupled to linear equa-
tions to model the sound propagation, see Grimm et al. [162]. The
indirect noise or combustor noise is related to the interaction of
entropy, vortical, or acoustic waves with the boundary conditions
of the combustor. An evaluation of both contributions on an aero-
engine combustor was attempted by Liu et al. [163] by splitting the
modeling approach for the source generation and the propagation
within the combustor, and similarly by O’Brien et al. [164] mak-
ing use of theoretical and numerical simulation results to predict
the far field radiated noise. The article of Grimm et al. [162] pre-
sented a developed framework to identify acoustic sources which
was applied to the DLR-Preccinsta-Lartigue configuration. The
methodology relied on the averaged flowfield and the turbulence
statistics from numerical simulations and attempted to determine
the direct versus indirect noise in the combustor. Entropy noise
has been the subject of multiple fundamental studies on canon-
ical configurations experimentally, numerically, or theoretically,
see the review by Morgans and Duran [165]. The article of Live-
bardon et al. [166] focused on the theoretical coupling between
LES results obtained on a full annular chamber (where the waves
are generated) and an actuator (where the waves are transmitted),
confirming the importance of the contribution of entropy noise
to overall radiated noise. The article of Silva et al. [167] focused
on assessing the effects of full LES versus hybrid LES/acoustic
analogy combination on combustion noise modeling of a swirl-
stabilized combustor. In Silva et al. [168] the authors focused on
the BRS-TUM-Komarek configuration and assumed that sound is
generated firstly by the unsteady heat release induced by turbu-
lent fluctuations and secondly from the response of the flame to
incoming acoustic perturbations. The first effect is described by a
source term for combustion noise, i.e., a spectral distribution of
the unsteady heat release rate. The second is described by a flame
transfer function. Both quantities were identified from time se-
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ries data for fluctuating velocity and heat release rate, generated
with LES of a premix swirl burner. The subsequent impact of those
sources in terms of thermoacoustics modeling was also investi-
gated.

Combustion noise has been documented and reviewed by sev-
eral authors, see Chiu and Summerfield [154], Strahle [155,156],
Putnam and Faulkner [157], Candel et al. [135], Leyko et al. [169],
Tam et al. [170], Duran et al. [158], Dowling and Mahmoudi [10],
Ihme [11], and in a book, see Schwarz and Janicka [159].

2.8 Combustion instability
Combustion instability refers to a coupling between the com-

bustion and the flowfield through the acoustics of the combustor.
The field of combustion dynamics focuses on the interaction of
waves, aerodynamic structures, and combustion processes inside
the combustion chamber. Due to this challenge as well as fun-
damental interest, swirling flame dynamics have been extensively
investigated, see the reviews by Huang and Yang [22], Candel et al.
[23]. Future advanced propulsion and power systems may operate
in lean premixed mode, i.e., when fuel and air are homogeneously
mixed to form a premixture to achieve lower pollutant emissions.
The lean premixed mode is sensitive to combustion dynamics, see
Candel [171], Poinsot and Veynante [172], Lieuwen [35]. Combus-
tion instability stems from the resonant closed loop involving the
flowfield, the flame region, and the combustor acoustics. When an
unsteady heat release source is generated due to flow structures or
waves, it induces an unsteady pressure field that feeds back to the
initial flow disturbances through the combustor cavity acoustics
and the mode conversion processes. The mechanisms by which
flames respond to flow oscillations are of primary importance for
unsteady heat release modeling.

Research on swirling flames dynamics and combustion insta-
bilities in swirl-stabilized combustion systems has been the sub-
ject of several monographs, studies, and review articles. Predic-
tion of combustion instabilities at the design and developmental
stages of jet engines and gas turbine combustors is a challenge.
There has been a significant amount of research on combustion
instabilities, and this topic has been reviewed in many articles,
including, but not limited to, Crocco [173], Putnam [174], Culick
[175], Candel [171] for canonical configurations, Huang and Yang
[22], Candel et al. [23], O’Connor et al. [176] for swirling flames,
and Lawn and Penelet [177], Juniper and Sujith [178] for other con-
figurations. The prediction and control of combustion instabili-
ties in realistic geometries has been recently reviewed by Poinsot
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[179]. It is known that high performance combustors feature insta-
bilities which are mainly driven by the unsteady heat release rate.
In these systems, the heat release rate fluctuations can be delayed
with respect to incident perturbations and give rise to growing
oscillations, see Crocco [173], Putnam [174], Culick [175]. These
perturbations can be generated in many different ways, as seen
in the previous section, but in most cases they are associated with
convection of aerodynamic perturbations, see Candel [171], Palies
[180], or fluctuations in reactant composition, see Lieuwen and
Zinn [181].

2.9 Flame speed
The flame speed is a key quantity in laminar and turbulent

premixed combustion. The former is very well characterized in
1D and validated experimentally, while the latter will benefit from
new perspectives in experiments and modeling in the future. This
section begins with reviewing the existing flame speed definitions
and expressions. The flame surface speed vector is given by w. The
burning velocity, also referred as the displacement speed, is de-
noted as SD . In laminar regimes, the flame speed writes SD = SL

for any laminar stretched flame and SD = S0
L for the unstretched

flames configuration, such as obtained from 1D laminar premixed
flame calculations or from theoretical solutions. The 1D laminar
flame speed, also known as the unburned laminar flame speed,
is defined as the upstream axial velocity of the velocity profile in
such calculations, where the flame has constant position. Theo-
retical solutions of unstretched laminar premixed flames aim at
characterizing the flame speed for different assumptions. They
enable to study trends of laminar flame speed for various pres-
sures and temperatures for example. Derivations and expressions
of unstretched laminar flame speeds are documented in Poinsot
and Veynante [172]. For stretched flames, there are analytical ex-
pressions enabling to define SL. As will be discussed in the next
section, the flame stretch κ includes various terms (flow strain,
flame curvature, flow dilatation) and consequently requires ex-
pressions that depend on those terms. These effects are classically
defined by the following expression: SD = SL = S0

L − Mκδ, where
the Markstein number is defined by M = L/δ, where the Mark-
stein length L is the variation of flame speed with respect to the
flame stretch. These previous results are very important for the
understanding of premixed turbulent combustion flame speed in
the flamelet regimes (corrugated or wrinkled), as these expres-
sions may hold for these turbulent regimes too. There is also an
additional flame speed, known as the turbulent flame speed ST ,
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that is important to discuss in the present context. We will see that
these notions are points of discussion in the literature and that
their definitions may be modified with respect to recent results
discussed in Chapter 4. The first notion is that of the equivalence
of the ratio of turbulent flame speed to the unstretched laminar
speed ST /S0

L and the ratio of turbulent flame area to the flame
surface area AT /A. The second notion is that the turbulent flame
speed correlation ST has many forms, see the reviews by Lipat-
nikov and Chomiak [182] and Kuo and Acharya [21], and is mostly
defined as ST /S0

L = 1 + a(u′/S0
L)b, where a and b are experimen-

tally obtained. Another important definition of the displacement
speed is now given:

Sd = ∇ · λ/cp∇T + ω̇T /cp

ρ|∇T | . (2.35)

This flame speed includes two elements: the thermal diffusion
and the reacting terms. This definition will be used throughout the
book. In Chapter 3, the flame speed will be particularly studied in
the context of flame stabilization and combustion instability with
a recently developed approach.

2.10 Flame stretch
The flame stretch κ is a variable that quantifies three effects on

the flame front: (i) the flow strain effect, (ii) the flow dilatation ef-
fect, and (iii) the flame curvature effect. These effects impact the
flame surface area evolution as a function of time. The flow strain
effect consists of the velocity gradients of the flow expressed at
the flame surface as nn : ∇v, where n is the normal to the flame
front and v the velocity vector. It is important to recall that the
flow strain is the summation of nine terms. The term associated
with flow dilatation writes ∇ · v, and the term associated with the
flame curvature is expressed as SD∇ ·n. The flame stretch is conse-
quently made up of a sum of 15 terms, and each of these terms has
specific effects on the flame speed and the inner flame structure in
3D turbulent flow. Flame stretch is an important quantity because
it influences the local flame speed SD , it impacts flame extinction,
and it affects flame surface area variation. While flame stretch ef-
fects are very well documented for canonical configurations, al-
lowing to isolate some specific terms, the effects of the individual
15 terms on the flame stretch in 3D turbulent premixed flame are
largely unknown, and would require detailed 3D investigations
with large data analysis capabilities. Flame stretch is important
for flames in laminar, unsteady laminar, and turbulent flowfields.
Because of the 1D-like flame structure in the turbulent flamelet
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regime, flame stretch is a quantity to take into account for flame
understanding and modeling. Flame stretch and detailed expres-
sion of this quantity will be further discussed in Chapter 4, which
focuses on flame stabilization.

2.11 Flammability limits
The flammability limits of a premixed flame are defined as the

lower and upper equivalence ratio for which combustion can oc-
cur. These limits depend on the fuel considered and vary as a
function of the pressure and the temperature. For fully premixed
flames, upper rich and lower lean extinction limits are known for
specific values of the global equivalence ratio, which depends on
the fuel. The flammability limits are functions of local tempera-
ture and pressure Williams [125], Lovach Ev [183] as well. Flamma-
bility limits directly impact extinction and lean blowout phenom-
ena. Unlike perfectly premixed combustion, where the composi-
tion of the mixture is homogeneous, significant variation of the
local composition of the mixture is observed in other types of pre-
mixed flames, as the mixture is still premixed but at various levels.
Thus, in those flames, local pockets of fuel-lean or fuel-rich com-
position, which may be outside the flammability limits, can be
reached.

2.12 Flashback
Flashback usually occurs when the flame propagates towards

the upstream fresh gases at a speed higher than the incoming flow
speed. The articles of Caffo and Padovani [37] and Plee and Mellor
[38] have reviewed flashback mechanisms. In Sommerer et al. [39],
fundamental mechanisms leading to flashback were studied and
briefly reviewed. The recent monograph of Benim and Syed [40]
provides an overall description of the mechanisms of flashback in
premixed combustion systems. Flashback of swirling flames has
received significant attention in the literature. The phenomenon
has been studied with simultaneous high speed laser diagnostics
(PLIF and PIV) by Konle et al. [41], Konle and Sattelmayer [42] for
confined swirling flows. The authors identified the interaction of
heat release by chemical reactions and the flow turbulence as the
main contributors to flame transition to flashback. Flashback has
also been investigated by Heeger et al. [43] using time-correlated,
simultaneously acquired PIV, OH-PLIF, and chemiluminescence
data at acquisition rates of several kHz. It was observed that flash-
back in this configuration was often associated with negative axial
velocities beneath the flame base tip. The role of the wall bound-
ary layer low velocity region was initially studied by Kurdyumov
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et al. [44] and has been recognized as a significant contributor
to upstream flame propagation of premixed flames. This aspect
was also analytically and experimentally studied by Kurdyumov
et al. [45], considering the propagation in a duct. The role of the
wall boundary layer was investigated in Eichler and Sattelmayer
[46] for a methane–hydrogen–air premixture. It was observed that
the turbulent transport inside the boundary layer considerably in-
creased the flashback propensity.

2.13 Ignition
The description of ignition of reacting flows is now carried

out. The fundamental principle is that an energy source initiates
the combustion reactions of the mixed reacting species through
heat and species/radicals formation. Significant challenges exist
in achieving that objective in combustion devices for a wide range
of operating conditions because of the complexity of the physics
associated with the transfer of energy and species or radicals be-
tween the igniter and the flowfield. As a consequence, there is a
need for analysis, modeling, and study of ignition processes with
respect to real combustors. In the present section, a brief presen-
tation of the key known ignition processes and mechanisms that
initiate chemical reactions within a flow with fuel and air is given.
Specifically, the role of spark, laser, and plasma ignition is pre-
sented. Continuous combustion systems such as swirl-stabilized
and bluff-body-stabilized systems induce a recirculation zone of
hot gases, producing the heat source of the upstream fresh reac-
tants, see Lefebvre [34], Shanbhogue et al. [65], Huang and Yang
[22], and favorable fluid velocity regions for flame anchoring, see
the recent description by Palies [29]. While these methods for sta-
bilization are robust, they need an initial start and can suffer from
blowout phenomena along the flight envelope. Continuous sys-
tems for flame stabilization need an external igniter after blowout,
or to start the engine. The three main ones are now detailed. Spark
ignition involves making use of an igniter located within the com-
bustor that will create a local energy source. This is achieved by
imposing an electrical current between two electrodes. This in-
duces a local energy discharge and a local ionized gas with high
local thermodynamics temperature, see Lacaze et al. [66], Maly
and Vogel [67], that will be convected by the gas flow, see Swett Jr
[68]. As this spark kernel is created, it propagates and ignites the
combustor fresh gases, see Kravchik and Sher [69]. One important
aspect is that the spark kernel has to cross a region of appropriate
FAR in order to initiate and sustain combustion. Spark igniters are
not expensive but suffer from fixed location in the combustor and
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therefore can result in nonignition in some situations. Depending
on the combustion mode (premixed versus nonpremixed), igni-
tion has different challenges. For example, for a diffusion flame,
there is a limited zone where the flame can be ignited, contrarily
to a fully premixed flow. Laser ignition involves using laser beams
to induce a local increase of temperature that will initiate com-
bustion. Laser ignition is more complex to implement but has the
potential to be oriented in the combustion chamber to focus on
different spatial locations so that energy addition occurs in fa-
vorable locations. Plasma discharge induces ignition in a manner
similar to spark ignition in that the plasma ionized gas created
(by a current between two electrodes) impacts the local flowfield,
adding heat and chemical radicals and allowing potential ignition,
see Grisch et al. [70]. Plasma in combustion application has been
recently reviewed, see Ju and Sun [71], Starikovskiy and Aleksan-
drov [72], including its application for ignition in combustors.

2.14 Pollutant emissions
The reduction of combustion systems’ CO2 emissions is to-

day one of the top priorities, not only in combustion sciences
and technologies but in public policies as well. Two specific ap-
proaches will enable such drastic reductions: premixed and hy-
drogen combustion. The first involves utilizing fully premixed
gases prior to combustion as a way to reduce pollutant emissions
with respect to existing combustion architectures. The second
method is the use of hydrogen to stop CO2 emission. The techno-
logical motivations of current research and development projects
are to enable technologies to reduce or stop the formation of CO2.
To do so, these projects are dedicated to develop fundamental sci-
entific understanding of processes with premixed hydrocarbons
and hydrogen combustion. One method for nitric oxide (NOx)
emission reduction involves burning in a lean premixed mode,
where fuel and air are premixed before they react. This method
also reduces the formation of CO2 in lean regimes compared with
stoichiometric conditions. While this method allows reduction in
pollutant emissions, it does not allow complete suppression. One
possible method for complete suppression of pollutant emissions,
including NOx and CO2, is hydrogen combustion, for which the re-
action between the three species at work writes 2H2 +O2 ⇒ 2H2O.
This single-step combustion reaction indicates that the reaction
of dihydrogen and dioxygen will generate water vapor and release
heat. This is a major argument in favor of hydrogen/oxygen com-
bustion to suppress the formation of pollutants. While it gives rise
to many technical challenges, it is now a technical path that could
be considered.
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2.15 Turbulent combustion
In the present section, the focus is on turbulent combustion

with specific emphasis on premixed combustion. A comparison
between laboratory-scale and representative jet engine operating
conditions is firstly given to set orders of magnitude. The focus
is on laboratory-scale experimental and numerical simulation re-
sults. It is important to recall the differences between operating
regimes of laboratory-scale and jet engine configurations. For ex-
ample, the operating pressure and inlet temperature are different.
Typical lab-scale combustors operate at atmospheric conditions
(1 atm, 300 K) while jet engines operate at higher values (30 atm,
750 K). This affects turbulence and combustion processes, partic-
ularly the characteristic Kolmogorov and flame thickness scales.

Premixed turbulent combustion has been examined in many
monographs, such as Poinsot and Veynante [172] and Kuo and
Acharya [21]. Turbulent combustion regimes are generally stud-
ied with the turbulent premixed combustion diagram in order to
build a bridge between the operating conditions of a configuration
and the subsequent turbulent combustion modeling approach
required. The classical turbulent combustion diagram of Peters
[184] consists of characterizing the regime with the level of turbu-
lence (RMS velocity nondimensionalized by laminar flame speed)
versus the integral length scale of the largest eddies nondimen-
sionalized by the flame thickness. The diagram allows for example
to distinguish regimes where the combustion can be described as
thin reaction zones or distributed reaction zones. It is also worth-
while to point out that for a given configuration, multiple regimes
can coexist, depending on the location inside the flame region
and the operating conditions. Multiple characterizations of the
turbulent combustion regions have been carried out with DNS to
describe and understand the interaction of a turbulent flowfield
with a premixed flame front on canonical configurations repre-
sented by 3D boxes. These configurations have allowed tremen-
dous progress in turbulent combustion but have been limited to a
small computational domain due to the high CPU requirements.
In addition, 3D boxes cannot replicate some key spatial scales of
realistic configurations due to size limitations. For example, the
influences of the turbulent integral length scale (such as for the
swirler or injector diameter) or the wavelengths of propagating
acoustic waves (through reflections at the walls) on the local ve-
locity field cannot be captured. 3D box simulations will continue
to be a fundamental tool for turbulent premixed combustion re-
search and will benefit from the inclusion of relevant parame-
ters of additional applications. This will require novel modeling
strategies: embedded DNS, hybrid DNS/LES approaches, and lo-
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cal mesh refinements (static or dynamic). Because numerical sim-
ulations have made and will make tremendous impacts on tech-
nology design, such possible future strategies have to be comple-
mented with improvements of the present existing tools, for ex-
ample for turbulent combustion with LES modeling. Some of the
challenges discussed in this section are in direct connection with
the Model Validation for Propulsion Workshop held by the AIAA,
an open forum bringing together researchers and modelers to
help improve the understanding and capabilities of modeling tur-
bulent reacting flows in relevant aerospace propulsion systems.

Few direct numerical simulations have been carried out to fill
this need, see the two swirling flame configurations shown in
Fig. 4.4. The challenge of these direct simulations is the develop-
ment of dedicated, fast postprocessing tools to improve our phys-
ical insight and to refine the design of technologies. On the other
hand, experimental visualization of turbulent flames at jet engine
operating conditions is rare too. These data, from both experi-
ments and numerical simulations, will be key in order to refine
our understanding of the physical mechanisms at work and some
aspects of the technologies that rely upon them.

2.16 Turbulent mixing
Turbulent mixing is an important process that is used to form a

premixture between fuel and air. It is consequently an important
aspect of the injection design. In any combustion application, at
the laboratory scale or at the gas turbine engine scale, the fuel and
air flow through two distinct streams. They are both required to
mix to form a premixture to enable premixed combustion. There
are various forms of mixing. Turbulent mixing is one of the most
efficient ways to achieve full premixing in a given injection sys-
tem. This is usually carried out with the use of so-called swirlers
(also known as mixers), as these systems generate high turbulence
levels. A mixing tube can also be employed to enhance mixing
downstream of a swirler. Perforated plates also impact mixing.

3 Combustion modes
3.1 Overview

The combustion mode can be defined as the state of the mix-
ture upstream of the flame zone in the injection system. As is
known, there are two main types of flames: nonpremixed (also
known as diffusion) flames and premixed flames. The former are
mostly used in rich-burn quick-quench lean-burn (RQL) and lean
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Figure 2.7 Premixed combustion modes. These figures depict the multiple premixed combustion modes for a
turbulent swirling flame configuration. (A) Prevaporized mode. (B) Partially premixed mode. (C) Stratified premixed
mode. (D) Fully premixed mode.

direct injection combustor architectures. In the present book, the
focus is on the following four premixed combustion modes: (A)
prevaporized/premixed, (B) partially premixed, (C) stratified pre-
mixed, and (D) fully premixed. These four combustion modes are
depicted in Fig. 2.7. Prevaporized/premixed combustion and fully
premixed combustion are the most studied nowadays. The for-
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mer can be found in the LPP combustor architecture. The latter
has been significantly studied at the laboratory scale. Partially and
stratified premixed combustion modes are less investigated but
surely will be combustion modes in future combustion devices.
The prevaporized mode consists of a separate injection of air and
fuel, where first the fuel vaporizes due to the radiation of the flame
and second the vaporized fuel and the air mix downstream of one
or more swirler(s) prior to combustion. There are many challenges
associated with this mode. Among them is the achievement of full
vaporization and the full mixing of the gaseous fuel and air. In-
deed, in practice, full vaporization requires strong heat transfer,
i.e., to be close to the flame. Particularly, fuel injection has to be
between the swirler outlet and the flame, as the swirler acts as a
radiation heat transfer frontier. But in the meantime, the injection
has to be sufficiently far to enable full mixing. In other words, full
vaporization and full mixing in LPP have opposite requirements.
The fully premixed mode is largely used at the laboratory scale for
fundamental studies. In those configurations, the injection is such
that the premixing occurs in a dedicated separate unit without
any space or weight constraints, allowing various possibilities. The
stratified combustion mode is achieved when different streams
of a given equivalence ratio are injected into a combustion sys-
tem. The partially premixed combustion mode is defined as an
injection system where the local equivalence ratio is unsteady and
spatially varying but locally fully premixed.

3.2 Prevaporized mode
This combustion mode is depicted in Fig. 2.7A. The prevapor-

ized combustion mode is the mode of combustion of LPP com-
bustor architectures. This combustor architecture has been shown
to have the potential of using LPP combustion in aircraft gas tur-
bine engine combustor systems to reduce NOx formation in many
previous investigations, see Lefebvre [117], Mularz [185], Dickman
et al. [186]. These initial studies have identified most of the cur-
rent challenges of premixed combustion systems. They are now
reviewed. The challenges associated with the practical applica-
tion of the LPP concept were found to be: blowout, flashback, au-
toignition, altitude reignition, application of variable geometries
for performance optimization, achieving satisfactory premixing
and prevaporization, advanced control systems, and the impact of
the LPP burner on overall engine operation (system level study).
Among these challenges, some have been particularly studied in
that context at the laboratory scale in order to enable LPP tech-
nology.
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Lean blowout in LPP combustors has been investigated in
many researches. Most early studies focused on the establishment
of correlations between the occurrence of LBO and temperature,
pressure, and equivalence ratio, along with other geometrical pa-
rameters, see Leonard and Mellor [187], Blust et al. [188], Xie et al.
[189]. While these studies enable to capture trends and first-order
effects, they lack in the precise description of the phenomena at
work. Those descriptions have been and will be enabled by re-
cent and future numerical simulations and highly temporally and
spatially resolved laser diagnostics experiments. Numerical sim-
ulations of lean blowout have for example been undertaken by
Esclapez et al. [59] to study the fuel effects and by Ma et al. [190]
to study the transient evolution to LBO. Early laser diagnostics
experimental measurements applied to LBO were undertaken by
Galley et al. [191], Sommerer et al. [39], Galley et al. [192]. Flash-
back was also investigated in those studies. Various mechanisms
were reviewed regarding lean blowout and flashback. These pro-
cesses will be detailed in Chapter 4. The phenomenon of autoigni-
tion has been identified as a challenge too by early studies on
LPP combustion systems. The autoignition in LPP systems occurs
because of one key cause. The overlap of the high local tempera-
ture in the presence of both oxidizer and fuel species is the root
cause. This overlap can occur for regimes in nonpremixed and
premixed cases. The temperature increase can be caused by the
isentropic increase of temperature from a propagating acoustic
wave, triggering autoignition. It can also be due to flame radiation,
impacting the surfaces of the liquid spray or the wall surfaces.
Autoignition can be suppressed by many local effects, includ-
ing processes such as vorticity, flow strain and/or flame stretch,
the local flammability limits, and the control of wall tempera-
tures. Altitude reignition is another challenge once the flame is
extinguished. Indeed, at high altitude, the radiation of the flame
does not allow the spray temperature increase and may not guar-
antee its vaporization either, because the only source of heat is
the upstream flow exiting the high pressure compressor, with-
out specific flow path to enable full vaporization. The application
of variable geometries for performance optimization would be a
great progress, allowing several optimization and performance in-
creases. Achieving satisfactory premixing and prevaporization in
LPP systems is one of the mostly studied and documented aspects
in the literature. This section now reviews some of these studies.
Prevaporization involves the passage of the liquid phase to the
gas phase, while premixing involves the mixing between the va-
porized fuel and air. Prevaporization of liquid fuel involves many
coupled complex processes. There is one main route for the pas-
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sage from liquid to gas, which is that of boiling, i.e., the change
of phase from liquid to gas by heating effects (radiation, conduc-
tion, convection). In addition, the liquid fuel follows a succes-
sion of transformations during the phases of prevaporization and
premixing that are due to the local fluid dynamic effects. These
transformations are also directly linked to the fuel injection de-
vice used, see Lefebvre [34]. They are usually split into two se-
quences consisting of three elements (liquid column, ligaments,
and spray droplets). The primary breakup consists of the passage
from the liquid column exiting the injection system to a series
of so-called ligaments of liquid fuel. This breakup occurs due to
the flowfield and possible instability on the surface of the liquid
column. The second transformation is that of the passage from
these ligaments to spray droplets. Some injection devices ensure
the direct passage to spray droplets. The boiling phase acts on the
liquid fuel column and spray droplet surfaces and induces evapo-
ration/vaporization of the fuel. At those surfaces, heat conduction
and convection are actively at work as well. Vaporization of fuel
droplets and spray combustion have been reviewed by Sirignano
[193]. Once prevaporization is achieved, the obtained fuel gas can
be premixed with the local air. This is carried out through (i) the
mass (species), thermal, and momentum diffusion processes, (ii)
the convection processes, and (iii) turbulence. The specific effects
of each of these processes are not very well documented in multi-
component swirling flows, and further studies are required. It is
recognized that turbulence induced by the swirler is the main
source of mixing, leading to satisfactory premixing. One aspect
that was not originally identified by Lefebvre [117] is the combus-
tion dynamics challenges associated with LPP combustion sys-
tems. They have been summarized and reviewed by Lieuwen and
McManus [194], and will be discussed in Chapter 5.

3.3 Partially premixed mode
This combustion mode is depicted in Fig. 2.7B. In the litera-

ture it is also described as hybrid flames possessing characteristics
of both premixed and nonpremixed flames. In the present book,
the partially premixed mode involves an unsteady spatially vari-
able field of equivalence ratio (within or outside the flammability
limits) upstream of the flame front, without any nonpremixed re-
gions. This is coherent with the definition of Masri [195]. In the ar-
ticle, the author reviewed recent advances in our understanding of
the structure of turbulent partially premixed and stratified flames
with the emphasis on the local flowfield effects on the flame front.
The partially premixed mode has been studied in various config-
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urations, both experimentally and numerically. The present sec-
tion reviews some of these studies. Canonical experiments and
numerical simulations of well-controlled canonical experiments
in partially premixed regimes such as defined here are not well
documented. Contrarily, simulations and experiments closer to
industrial setups have been achieved by Galley et al. [192] with
detailed investigations of the fuel mixing with laser diagnostics
or with LES by Galley [196]. Stöhr et al. [197] performed an ex-
perimental study of unsteady flame structures of an oscillating
swirl flame in a gas turbine model combustor focusing on the
combustion dynamics of swirling partially premixed flames. The
investigation of the temporally resolved planar measurements of
transient phenomena in a partially premixed swirl flame in a gas
turbine model combustor was undertaken by Boxx et al. [198].
Franzelli et al. [199] focused on LES of combustion instabilities
in a lean partially premixed swirling flame to study the effects of
incomplete mixing between fuel and air at the combustion cham-
ber inlet, giving rise to a partially premixed regime. The study of
Stöhr et al. [52] focused experimentally on the transient to LBO for
partially premixed regimes. Stöhr et al. [200] focused on the same
regime and configuration when the interaction between velocity
fluctuations and equivalence ratio fluctuations synchronized and
sustained thermoacoustic oscillations. While these studies were
focused on the combustion dynamics, the mixing challenge (once
the decoupling from the acoustics is executed) was addressed in
other studies. In Dem et al. [201], the authors focused on the
experimental study of turbulence–chemistry interactions in per-
fectly and partially premixed confined swirl flames. The study in-
vestigated the influence of the mode of premixing on the combus-
tion behavior with laser diagnostics. By decoupling the acoustic
oscillations of the system, the authors measured the mode of pre-
mixing, which has been shown to have no major influence on the
general flame behavior characteristics. Differences were observed
with respect to flame anchoring, the flowfield in the IRZ, and the
CO concentration level. They were attributed to the unsteadiness
of the equivalence ratio and variation from very lean to rich mix-
tures. Stöhr et al. [202] focused on a lean partially premixed tur-
bulent swirl flame using coupled particle image velocimetry and
OH-PLIF at high frequency, enabling local flame dynamics analy-
sis between the identified precessing vortex core and the partially
premixed fresh gases. The study of the partially premixed mode for
combustion as defined in this section has been carried out mostly
by experiments equipped with swirlers because of the difficulty to
achieve similar conditions on canonical setups. It is worthwhile to
point out that nowadays, there are limited capabilities enabling
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such studies. Further work should be undertaken to investigate
the level of unsteadiness (both temporally and spatially) of the
equivalence ratio field and the impact on the inner flame structure
and thus on the flame speed. The detailed modeling and numer-
ical simulations of the flowfield at the flame surface will also be
worthwhile to study. This will be important for the description of
flame dynamics and the development of future combustor sys-
tems, such as described in Chapter 7.

3.4 Stratified premixed mode
This combustion mode is depicted in Fig. 2.7C. It consists of

two or more streams at a given equivalence ratio. This mode is
used for the laboratory-scale combustor and can be investigated
in configurations without swirlers. Like the partially premixed
mode discussed in the previous section, the experiments with
the stratified mode have to be considered as fundamental and
relevant for model validation. Indeed, it offers a well-controlled
partially premixed regime. The review article of Masri [195] also
considered stratified injection systems. There are several setups
that have been developed and subsequently investigated with ex-
periments and numerical simulations to study stratified flames.
Among them, the Cambridge/Sandia swirl burner was designed to
investigate the effect of stratification under no-swirl, see Sweeney
et al. [203], and swirl, see Sweeney et al. [204], operating condi-
tions. It has two main annular streams, where each stream has its
own equivalence ratio. This experiment, initially developed and
studied by Barlow et al. [205], allowed the detailed structure of tur-
bulent stratified flames to be investigated. The laser diagnostics
enabled resolving the internal structure of stratified flames at at-
mospheric pressure, and the local equivalence ratio and the tem-
perature gradient were measured. These experiments have been
used for validation of numerical simulation models and strate-
gies, see the works by Proch and Kempf [206], Turkeri et al. [207].
Another experiment dedicated to stratified lean premixed flames
was designed and studied by Seffrin et al. [208] and enabled the
determination of radial profiles of mean axial velocity, mean ra-
dial velocity, and turbulent kinetic energy, as well as integral time
scales. The case of low swirling stratified premixed flames was
studied by Nogenmyr et al. [209–211] with both experiments and
LES. Results by Fooladgar and Chan [212] show that spatial and
temporal nonuniformity of mixture stratification not only affect
the structure of turbulent premixed flames but also alternate the
stability and pollutant emissions of the swirl burner at the same
global operating conditions. In addition, NOx emission for axial
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stratified flames was found to be more pronounced from medium
to high swirl numbers.

3.5 Fully premixed mode
This combustion mode is depicted in Fig. 2.7D. It consists of

a single stream of a given equivalence ratio. The fully premixed
mode relies on the perfect mixing of fuel and air so that each
given fluid control volume upstream of the flame has the same
equivalence ratio. In practice, the equivalence ratio can slightly
vary due to effects of convection and diffusion of the species. To
comply with future engine emission certifications, the fully pre-
mixed combustion mode could be a preferred candidate. Future
advanced propulsion and power systems may operate in premixed
mode, which occurs when fuel and air are homogeneously mixed
to form a premixture to achieve low pollutant emissions. Premixed
combustion has received significant attention over the last few
decades, with tremendous advances both in physical understand-
ing and modeling, see for examples the articles of Huang and Yang
[22], Candel et al. [23], Palies et al. [213], but there is still under-
standing of physical mechanisms to gain from detailed analysis,
thus enabling the derivation of improved models. Premixed com-
bustion is a promising candidate for satisfying the future FAA re-
quirements on NOx and soot emissions. It has indeed been shown
in various settings at the laboratory scale to reduce NOx and soot
emissions Tacina [30], Yegian and Cheng [214] compared with
other combustion systems. Fully premixed combustion, which
has been widely studied at the laboratory scale, may consequently
become the future mode of operation of gas turbine engines at the
industrial level. Stabilization of swirling flames inside combustion
chambers, also known as static stability, is important over the en-
tire envelope of operation and is a challenge of any future fully
or partially premixed combustion system. There have been mul-
tiple series of work considering flame stabilization, but currently
few theoretical foundations, such as discussed in Chapter 3 of the
present book, have been suggested to avoid systematic numerical
modeling and experimental testing. Combustion dynamics and
flame stabilization are important for the design of current and fu-
ture combustion systems. Considerable experimental testing and
design iterations are usually required at the laboratory scale or
at industrial scales to achieve flame stabilization and to ensure
that the flame, once stabilized, is not dynamically unstable. This
has been shown through the development of many novel engines
and combustor architectures/injectors, and it could be the case
for many future combustion systems, such as gas turbine engines
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for aircraft propulsion. In that perspective, it is very important to
continue studies in these fields to enhance and propose new di-
rections and refine the state-of-the-art approaches to understand
the fundamental mechanisms responsible for flame stabilization
and combustion dynamics. In addition, to reduce the cost associ-
ated with the development of a novel injection system, it is neces-
sary to minimize the systematic use of CFD or experiments.

4 Effects of operating conditions on
premixed combustion and the flame

4.1 Current operating conditions
One important challenge in the design of future combustors

that operate in one of the previously presented premixed modes
is the consideration of the power settings, i.e., the operating con-
ditions of the gas turbine engine. Indeed, many combustor and
combustion parameters change with respect to the power set-
tings. As a consequence, both the design and the modeling have to
take into account those aspects. In this section, we discuss some
of these aspects and present key variables that are modified with
respect to the power settings. For future design, the most signifi-
cant impact of the aircraft operating envelope on combustion and
combustor operation will be: (i) the air mass flow, (ii) the fuel mass
flow, (iii) the operating temperature, and (iv) the operating pres-
sure. The air and fuel mass flows (along with the fuel type and the
fraction of flow used for dilution) combine to determine the equiv-
alence ratio of the swirl-stabilized flame inside the combustion
chamber. The operating pressure and temperature determine the
corresponding 1D laminar flame speed, adiabatic flame temper-
ature, and laminar thermal flame front thickness. These variables
will be important for the investigation of the swirling flame sta-
bilization inside the combustion chamber. Tabs. 2.5 and 2.6 list
these quantities for take-off and cruise operating conditions of an
existing kerosene-fueled turbofan aircraft engine. It is important
to recall that these are orders of magnitude, as the combustion
regime of current aircraft is not premixed combustion. These ta-
bles also include the values of these quantities for two other fuels
(CH4 and H2) at the same operating conditions for possible future
retrofitting. The operating conditions will be different with those
fuels but are expected to have similar values. The tables list a wide
range of equivalence ratios for design purpose. Tab. 2.7 lists also
the unstretched laminar flame speed, the adiabatic flame temper-
ature, and the laminar flame thickness as a function of the power
settings for all premixtures.
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Table 2.5 Flame speed, adiabatic flame temperature, and flame thickness as functions of the fuel
and the equivalence ratio �. The inlet pressure is 30 atm and the inlet temperature is T = 850 K.

� 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2
CH4–air

S0
L

[m/s] 0.228 0.363 0.514 0.657 0.773 0.847 0.863 0.801

TAd [K] 1934 2109 2270 2414 2536 2616 2612 2546

δth [µm] 68 46 34 28 25 23 23 24

H2–air

S0
L

[m/s] 1.152 2.218 3.62 5.28 7.01 8.61 9.94 11

TAd [K] 2099 2283 2446 2592 2716 2803 2824 2801

δth [µm] 21 12 8 6 5 4 4 4

NC10H22–air

S0
L

[m/s] 0.333 0.532 0.733 0.912 1.054 1.14 1.175 1.126

TAd [K] 1978 2162 2332 2481 2601 2679 2688 2636

δth [µm] 44 29 22 18 16 15 14 14

Table 2.6 Flame speed, adiabatic flame temperature, and flame thickness as functions of the fuel
and the equivalence ratio �. The inlet pressure is 15 atm and the inlet temperature is T = 770 K.

� 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2
CH4–air

S0
L

[m/s] 0.207 0.348 0.506 0.652 0.768 0.838 0.843 0.760

TAd [K] 1865 2041 2204 2349 2469 2549 2546 2480

δth [µm] 134 85 62 50 44 42 41 45

H2–air

S0
L

[m/s] 1.628 3.002 4.617 6.287 7.852 9.202 10.313 11.187

TAd [K] 2031 2215 2382 2527 2648 2731 2752 2729

δth [µm] 27 16 12 9 8 7 7 7

NC10H22–air

S0
L

[m/s] 0.297 0.486 0.675 0.845 0.979 1.067 1.095 1.047

TAd [K] 1908 2094 2264 2414 2533 2610 2620 2568

δth [µm] 87 56 42 34 30 28 27 27
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Table 2.7 Comparison of engine settings for three different fuels.

Th. power
[MW]

αa �g
d �i

e TAd

[K]
S0

L

[m/s]
δth

[µm]
Current engine
Kerosene

Take-off 50 20/80 0.4 1.81 2679b 1.14c 15

Cruise 14.4 20/80 0.4 2.01 2610b 1.067c 28

Take-off 50 40/60 0.4 0.90 2679b 1.14c 15

Cruise 14.4 40/60 0.4 1.00 2610b 1.067c 28

Premixed engine
Kerosene
Take-off 50 50/50 0.4 0.725 2350 0.75 23
Cruise 14.4 50/50 0.4 0.806 2414 0.84 34

Premixed engine
Methane
Take-off 50 50/50 0.359 0.718 2300 0.52 32
Cruise 14.4 50/50 0.399 0.799 2414 0.66 28

Premixed engine
Hydrogen
Take-off 50 50/50 0.30 0.600 2283 2.218 12
Cruise 14.4 50/50 0.333 0.607 2215 3.000 16

a α is the injectors/dilution holes air split; a value of 20/80 indicates that 20% of the total core air mass
flow goes through the injector and 80% through the dilution holes.
b Assuming that combustion in the combustors occurs in the diffusion flame regime.
c Whereas a diffusion flame does not have flame speed, the quantity can still be defined to estimate
flame thickness.
d Global equivalence ratio taking into account core air stream.
e Injector/main flame equivalence ratio, not taking into account dilution air.

4.2 Fuel, equivalence ratio, and power settings
engine matching

The previous section provided orders of magnitude for pre-
mixed combustion in terms of the current turbofan operating
conditions. In the present section, the fuel (hydrogen, methane,
or kerosene) and the power settings are discussed to match the
power requirements at three targeted operating conditions (idle,
take-off, and cruise). Particular attention is paid to the ratio of pri-
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mary air (flowing through the injector) and secondary air (flowing
through the dilution holes). There is a trade-off between reduc-
ing NOx emissions and keeping a sufficient mass flow rate on
the secondary stream to ensure dilution/cooling of the burned
gases prior to reaching the turbine blades. From this table and the
equivalence ratios obtained, one can deduce the obvious advan-
tage of being able to adapt the parameter α through an adaptive
geometry in order to mitigate or avoid lean blowout and com-
bustion instability. Results of matching the thermal power of the
current engine at take-off and cruise for three different fuels are
reported in Tab. 2.7. The table compares the operation of exist-
ing engines operating with kerosene with future premixed engines
operating with methane or hydrogen fuels.



3
Premixed swirling flame
stabilization
1 Mechanisms and processes of stabilization

In the next two sections, the mechanisms of stabilization for
premixed swirling flames are investigated and large eddy simula-
tions (LESs) are used to support the analyses. The reacting flow-
field is studied with a set of local contributors that are referred to
as implicit or explicit. These local contributors consist of all pos-
sible variables into the flowfield along with their time and spatial
derivatives (gradient and divergence) that belong to the governing
equations. The explicit local contributors include for example the
equation of state variables, the velocity field, the mass fractions,
the reaction rates, and the gradient or the time rate of those vari-
ables. The implicit variables are quantities that are derived from
the explicit variables. The implicit variables are the local equiv-
alence ratio, flame speed, flame stretch, and the vorticity vector
components. Flame-resolved numerical simulations are carried
out to evaluate some of the local contributors on the flame sur-
face with a compressible finite volume reacting code named Loci-
CHEM, see Luke et al. [215], Luke and George [216]. The swirl-
stabilized MICCA-EM2C configuration is used and operated at an
inlet bulk velocity of 30 m s−1, a factor nearly 10 times higher than
the original initial experiment. A quarter of the injector and the
flame tube are modeled. The structured mesh, consisting of nearly
nine million cells, is refined so that only the dissipation scales are
modeled while the smallest eddies are expected to be captured in
both the fresh and burned gases. The methane–air combustion
chemistry is modeled with a single global step and the reaction
rate is computed based on the resolved quantities. Multiple ex-
plicit and implicit local contributors are determined on the flame
surfaces along with their distributions and median, mean, and
peak values. By examining the flame surface, flame speed, and
flow speed budget relationships and the local contributors, it is
deduced that the flame is stabilized by flow effects, including both
low and hot flow velocity regions and unsteady velocity fluctua-
tions. In particular, thermal diffusion from the burned gas of the
recirculation zone does not appear to be the only mechanism of
stabilization.

Stabilization and Dynamic of Premixed Swirling Flames
https://doi.org/10.1016/B978-0-12-819996-1.00011-1
Copyright © 2020 Elsevier Inc. All rights reserved.
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1.1 Definitions
This chapter focuses on the definition of flame stabilization

and flame propagation. It is known that a deflagration is a com-
bustion wave. As a wave, it has its own (burning or displacement)
speed. Consequently, it is said to propagate in the flowfield at this
speed. Nonetheless, while the flame front is propagating, it can
also be said to be stabilized if the flame surface speed is nearly
zero, i.e., the position of the flame surface in the laboratory frame
of reference is nearly constant. Therefore, in this chapter, we will
refer to a stabilized flame when its flame surface speed is nearly
zero and its static flame surface speed is exactly zero.

1.2 Key stabilization mechanisms: local contributors
Flame stabilization mechanisms, and subsequently those de-

termining the evolution towards lean blowout or flashback, are a
combined effect of local quantities and local and global effects of
flow features, which are referred to as local contributors through-
out this chapter. The focus of this section is on the contributors
that ensure flame stabilization and it is worthwhile to point out
that they are not restricted to one type of flame, but can be applied
to swirl-stabilized or bluff-body flames. Also, as will be shown in
this section, it is important to indicate that these quantities are not
independent, and some of their dependencies are discussed. It is
possible to list the local quantities, processes, and flow features
that will have a role in flame stabilization. Those are identified
and discussed in the following subsections. The local contributors
presented in this section, responsible for flame stabilization, will
be analyzed with detailed flame-resolved numerical simulation
data in this chapter to determine the most important contribu-
tors. A summary of the local contributors is given in Fig. 3.1.

1.3 Local equivalence ratio
The equivalence ratio is the ratio of fuel mass to oxidizer mass

divided by the same ratio at stoichiometry for a given reaction, see
Poinsot and Veynante [172], Kuo and Acharya [21]. This quantity
is usually defined at the injector inlets through the mass flow rates
of fuel and air to characterize the quantity of fuel versus the quan-
tity of air available for reaction in a combustor. It can be defined
locally also for premixtures as the fraction of the reacting fuel to
oxidizer mass fractions ratio to the stoichiometric ratio by

�(x) = YCH4/YO2

(YCH4/YO2)st
. (3.1)
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Figure 3.1 Local contributors for flame stabilization analysis. A list of explicit and implicit local contributors and
schematic highlighting some of the possible couplings and interactions.

For fully premixed flames, upper rich and lower lean flamma-
bility limits are known and occur for specific values depend-
ing on the fuel. The flammability limits are functions of lo-
cal temperature and pressure as well, see Williams [125]. These
flammability limits will directly impact flame stabilization and the
blowout/blowoff/extinction phenomena. Another important rela-
tion between flame stabilization and the equivalence ratio is the
role of this latter on the displacement speed for premixed flames.
The lower and upper flammability limits could be responsible for
the generation of flame holes in the flame sheet in certain cases.

Another subtle aspect of the role of the local equivalence ra-
tio is through the distributions of mass fractions due to transport
processes. In Fig. 3.2, one can see three injection configurations
that will affect the flame front because the spatial equivalence
ratio distribution will be impacted. For an overall single equiva-
lence ratio mixture injected, the flame speed is usually assumed
to be single-valued for modeling purposes, but variations will oc-
cur due to these transport processes. For a configuration with two
streams of different equivalence ratio, the flame will see gradients
of the inlet mixtures and the flame speed will be impacted. The
third configuration illustrates the impact of swirl on the previous
jet flame configuration. The effect of the swirl through the axial
and radial pressure gradients will impact the balances in the re-
acting flow governing equations so that the local equivalence ratio
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Figure 3.2 Configurations of injection. Injection configurations for fully and partially premixed combustion systems
with or without swirl.

is not the same as upon injection. These transport processes in-
clude convection and diffusion. As these effects may be limited,
they have received little attention.

1.4 Flame stretch
Flame stretch is an important quantity in combustion, and it

is used to characterize the interaction of the flowfield with the
flame front surface. Flame stretch is defined formally for all types
of flames with a flame surface area A by Kuo and Acharya [21],
Candel and Poinsot [217], Matalon [218], Law [219] as

κ = 1

A

dA

dt
. (3.2)

For turbulent and laminar premixed flames (because the flame is
a propagating deflagration wave characterized by a displacement
speed in contrast to a diffusion flame) the expression of flame
stretch can be written as follows:

κ = −nn:∇v + ∇ · v + Sd∇ · n. (3.3)

The first right-hand side term of Eq. (3.3) is associated with the
flow strain at the flame front, the second one with the dilatation
of the flowfield, and the third one with the curvature of the flame
front surface. For premixed flames, it has been shown by Law and
Sung [220] that the flame front will extinguish at a local extinction
stretch rate limit that can be expressed with a Karlovitz number
which depends on the stretch, with Ka = τc × κ, where τc is the
chemical time (defined by the ratio of the flame thickness to its
displacement speed) and κ is the flame stretch. It has been found



Chapter 3 Premixed swirling flame stabilization 109

Figure 3.3 Strained flame front. Illustration of the counterflow premixed flame configuration where two streams of
premixture are in opposite directions, forming a stagnation point separating two planar premixed flames.

that this extinction Karlovitz number is close to unity or slightly
higher than unity by Law and Sung [220], Chung et al. [221]. The
stretch value for premixed flames at which extinction occurs de-
pends on the local thermodynamic conditions, the type of fuel,
and the local equivalence ratio, see Cho et al. [222]. Many studies
have been carried out to determine those limits for different types
of fuel in counterflow flame configurations Chung et al. [221], Cho
et al. [222], Law et al. [223] or in inwardly/outwardly expanding
spherical configurations, see Law and Sung [220].

Fig. 3.3 presents the classical counterflow experiment config-
urations used to measure the flame speed of stretched premixed
flames, such as by Wu and Law [224], Fayoux et al. [225], Renard
et al. [226]. Flame stretch depends on flow and flame quantities.
In other words, to capture the local extinction due to flame stretch
with numerical simulations such as LES, the flow speed and the
flame speed, which will determine the wrinkling of the surface
through the surface normal vector (which appears in the expres-
sion of the flame stretch), have to be accurately modeled. In Can-
del and Poinsot [217], the evolution of the flame surface area per
unit mass explicitly takes the flame stretch into account in the
modeling approach of the flame front dynamics.

1.5 Flame speed versus flow speed
The local flame front surface velocity of a fully or partially pre-

mixed flame w is defined as w = v + Sdn, where v is the flow
velocity vector, Sd is the flame displacement speed, and n is the
normal vector of the flame front. This flame surface velocity w
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Figure 3.4 Flame speed versus flow speed balance. The top schematic represents the balance between the laminar
flame speed and the local flow speed. The bottom schematic represents a similar balance between the turbulent
flame speed and the flowfield.

is important as it will determine the surface position so it is di-
rectly linked to the blowout, flashback, and flame stabilization
mechanisms. This velocity balance is key for both laminar and
turbulent premixed flames. The determination and definition of
the flame speed in laminar studies has led to many analytical and
experimental research efforts for intrinsic characterization and
for turbulent combustion modeling, see Egolfopoulos et al. [227],
Vagelopoulos et al. [228], Wu and Law [224], Andrews and Bradley
[229], Lee et al. [230], Botha and Spalding [231], Tien and Mat-
alon [232]. The determination of the turbulent flame speed has
also been the subject of many research articles, see Lipatnikov and
Chomiak [182], Daniele et al. [233], Spalding [234]. While the flame
speed is intrinsically linked to premixed combustion, it is natural
to possibly apply that characteristic to a partially premixed flame.

The flame speed Sd and the reaction rate in turbulent combus-
tion models are directly linked as the flame consumes the fresh
reactants. It is also important to compare the flame speed and the
local flow velocity as their balance determines the location of the
flame. This balance participates locally in the flashback, blowout,
and flame stabilization mechanisms.

The illustration of Fig. 3.4 depicts laminar and turbulent con-
figurations for the flame speed and flow velocity balance. In a
laminar case or in turbulent premixed combustion where the
flame structure retains its laminar thermal structure, the local
flame front surface position is constant in time in the laboratory
frame of reference if the flow velocity balances the flame speed.
If the flow velocity is higher than the flame speed locally, this can
lead to global blowout (typical in bluff-body-attached flames); in-
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versely, if the flow speed is lower, flashback can occur. For a swirl-
stabilized system with an inner recirculation zone (IRZ), due to
the reverse flows of the IRZ and outer recirculation zone (ORZ),
the balance between flame speed and flow speed can lead to a
more complex flame motion. For the turbulent illustration, the
phenomenological observed effect of turbulence is to increase the
flame surface by wrinkling it. The G-equation LES model for tur-
bulent combustion makes use of a turbulent flame speed to define
the propagation of the front in turbulent flow, defined as ST . In LES
turbulent combustion modeled with the G-equation, the model-
ing of this quantity is of primary importance to capture flame sta-
bilization, lean blowout, and flashback. We will see that the next
sections offer novel perspectives in modeling this quantity and
thus would be useful for LES models.

1.6 Reaction rates
For all types of flames, the reaction rates are functions of

fuel and oxidizer mass fractions, density, and temperature, see
Williams [125], Poinsot and Veynante [172], Kuo and Acharya [21].
The reaction rate of the fuel can be written in the following form
for a single-global step reaction:

ω̇CH4 = −WCH4A

[
ρYCH4

MCH4

]nCH4
[
ρYO2

MO2

]nO2

exp(−Ea/RT ). (3.4)

Each variable (ρ, YCH4 , YO2 , and T ) of that equation can lead to lo-
cal flame extinction when that variable reaches a threshold. Con-
sequently, the reaction rates are important in the local extinction
phenomena and they can drive consequently local flame holes in
the flame sheet, specifically for the partially premixed regime. The
local equivalence ratio φ is indirectly linked to the reaction rate
through the mass fractions. Analytical expressions of the reaction
rates as functions of the equivalence ratio are available, see for
example Mitani [235]. The reaction rate has also a role in flame
stabilization through the flame speed. In addition, it is worthwhile
to recall that the flame speed is directly linked to the ability of the
LES turbulent combustion model to capture the consumption rate
of the fresh gases.

1.7 Vorticity
When vortices or vorticity interacts with a flame front, it can

lead to local extinction. This has been determined experimentally
by Renard et al. [236], Brockhinke et al. [237], Fayoux et al. [225],
Renard et al. [226] and it was pointed out that the reduction in
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Figure 3.5 Interaction of vorticity with a flame front. The bottom schematic represents a flame front and an upstream
vortex. The top schematic represents the flame front after the passage of the vortex.

flame surface leads to extinction. It was postulated that the flame
stretch and/or the vorticity effects are responsible for flame ex-
tinction. It is important to point out that while each component
of the vorticity vector components is included in the flow strain
expression, their specific relationships are not.

Fig. 3.5 illustrates the local extinction of a flame front after the
passage of a vortex such as observed experimentally in Renard
et al. [238].

1.8 Temperature, pressure, and density (equation of
state)

Temperature is one criterion for the reaction to occur and is
strongly coupled to density and pressure through the equation
of state. These three variables will thus have a role in the local
extinction/ignition participating in flame stabilization. In a swirl-
stabilized system, the role of the pressure gradient is also impor-
tant to establish the flow and the resulting pressure field may im-
pact the reaction rate and, therefore, the flame speed. For laminar
premixed flames, an increased pressure decreases the flame speed
for a given inlet fresh gas temperature and stoichiometric equiva-
lence ratio, see Kuo and Acharya [21], Metghalchi and Keck [239].
But the reverse effect occurs if the inlet fresh gas temperature is in-
creased, see Kuo and Acharya [21], Gu et al. [240]. The effect of wall
temperatures on local extinction, see Poinsot and Veynante [172],
can also play a role because the low wall temperatures (cooled in
a jet engine combustor) inhibit the reaction (through the reaction
rate). The local thermodynamic conditions will consequently af-
fect local flame stabilization.
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1.9 Governing equations
We refer here to the transport operators (unsteady terms, spa-

tial derivatives), transport properties (viscosity, thermal conduc-
tivity, species diffusion coefficients), and source terms such as
radiation in the governing equations (density, velocities, mass
fractions, and temperature). Most phenomena experimentally ob-
served should be captured by the governing equations of com-
pressible reacting flows using a reacting compressible DNS code.
The transport terms are responsible, for example, for determining
the local values of mass fractions and temperature due to trans-
port phenomena. The mixing of species in the premixture due to
the swirling flow or the mixing of premixed gases with burned
gases will also impact the temperature, velocity, and mass frac-
tions locally. All previous quantities are the result of the transport
operators, transport coefficients, and source terms, and all terms
are coupled.

1.10 Role and impact of global flow/flame features
The previous sections have described the local quantities and

mechanisms, referred to as local contributors, which have a role
in flame stabilization. The main stabilization mechanisms of
swirling flows and the large-scale features of these flows impact
these local quantities directly. The objective of the present section
is to briefly document them and to elaborate on their roles. Sta-
bilization mechanisms and coherent flow structures for swirling
flames have been investigated and reviewed in several articles,
see the reviews by Syred and Beer [241], Peters and Williams [242],
Coats [243], Paschereit et al. [244], Huang and Yang [22], Gicquel
et al. [245], and in the book of Beer and Chigier [246]. A swirling
flame is stabilized with an IRZ, where the recirculating hot com-
bustion products participate to continuously sustain flame prop-
agation toward the upcoming upstream reactants by being a heat
source. The mechanisms of stabilization of swirl-stabilized flames
is particularly studied in Sections 2 and 3 of this chapter.

The level of flow strain induced by the main flow features onto
the local flowfield and how the flame will stabilize in these con-
ditions is important for all combustion regimes. For the fully pre-
mixed flame, stabilization can be seen as a balance between the
flame speed and the flow speed, thus making the determination
of these speeds by LES models critical. It is also important to point
out the role of the large flowfield structures for lean blowout of
swirling flames, as those features will impact, for example, the lo-
cal levels of strain and thus the ability of the flame to stabilize. The
following flowfield features are now briefly detailed: vortex break-
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down, precessing vortex core (PVC), shear layers, and IRZ/ORZ.
While describing those features, it is important to note the impor-
tance of the environment, the swirler and the combustor geome-
try, that also acts on those.
• Vortex breakdown/IRZ

The axisymmetric vortex breakdown mode consists of a reverse
flow downstream of the swirler in the combustion chamber.
This reverse flow, also known as IRZ, is used to stabilize the
flame by recirculating the hot combustion products and gen-
erating a heat source. It also provides a low speed region for
flame stabilization, as will be seen next. For swirling flows with
swirl number above a certain threshold, a strong recirculation
zone will exist, while for lower swirl numbers, no recirculation
zone or vortex breakdown appears, see Beer and Chigier [246].
This swirl number threshold is not universal and can vary from
configuration to configuration due to geometry and specific
velocity profiles at stake upstream of the flame. The IRZ has
an effect on the flow strain at the flame surface, and the asso-
ciated pressure gradients will have a small effect on the flame
speed but a significant effect on the flame surface speed, as the
flow balance between flame speed and local velocity will be im-
pacted.

• Precessing vortex core
This flow feature is an oscillating pattern occurring near the
shear layers and the IRZ and taking roots in the swirling flow
vortex core. It consists of a vortex tube precessing around the
axis of the combustor such that its center of rotation is not
the center of the combustor. This feature has been reviewed
by Syred [247] and recently discussed in the context of LES by
Gicquel et al. [245]. This structure is present in nonreacting and
reacting flowfields and impacts the upstream flow/flamefield,
like the mixing. The PVC impacts other local contributors, like
the vorticity, the flow strain, the local equivalence ratio, and the
local flow versus flame speed balance. The PVC is suppressed
when the central vortex core is suppressed, i.e., when a central
rod hinders such vortex core to be formed.

• Shear layers in swirling flows
Between the IRZ and the ORZ, the axial, radial, and azimuthal
shear layers are zones of intense gradient of velocity on both
sides of the swirling jets O’Connor [248], Foley et al. [249]. The
inner shear layers at the interface of the swirling jets and the
IRZ will significantly impact the level of flow strain at the flame
surface and the vorticity field. The outer shear layer is at the in-
terface of the IRZ and the ORZ. It is also worthwhile to point out
the effects of the azimuthal shear layers and the role of density
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in the case of reacting swirling jets versus nonreacting swirling
jets.

• Outer recirculation zone
The ORZs present a reverse flow on the sides/corners of the
combustion chamber confinement and participate in the orga-
nization of the overall swirling flowfield for a specific design. In
general, these outer reversal flows are filled with burned gases
flowing at low flow speeds.
It is important to mention that these flow features are im-

portant to the understanding of the local flowfield in the swirl-
stabilized device. In other words, these large-scale phenomena
are directly responsible for local contributors’ values identified in
this section which will directly affect the flame stabilization. For
the modeling of the stabilization mechanisms, the effects of these
large-scale features on the local flowfield have to be pointed out.
For example, the flow features can be responsible for the genera-
tion of flame holes in the flame sheet due to the entrainment of
fresh or burned pockets of gases to or on the flame sheet.

2 Framework for flame stabilization study:
application

2.1 Numerical procedure
The numerical procedure used to generate the data forming

the basis to investigate the local contributor is now presented. It
consists of multiple steps, including mesh size determination and
generation, boundary conditions selection, and combustion and
turbulence modeling. The mesh size has been determined accord-
ing to two main criteria: the Kolmogorov scale and the thermal
flame thickness. The Kolmogorov scale is determined both in the
fresh and in the burned gases as it varies significantly, and respec-
tive values of 25 and 250 µm were determined. The Kolmogorov
scale is resolved in most of the combustor domain filled with hot
gases where the dynamics of the flame occur. In the fresh gases,
the Kolmogorov scale (nearly 25 µm) is not resolved, as the mesh
size is nearly 100 µm, with a minimum of 60 µm in the flame an-
choring region.

The determination of the cell area Scell of the mesh was car-
ried out along a (z− r) slice and used to compute the quantity S

1/2
cell

to obtain an estimate of the cell length throughout the domain.
The maximum values are located on the downstream outer side
of the modeled domain and maximum values are of the order of
400 µm and located in the burned gases exiting the domain. The
turbulence Reynolds number is equal to Ret = ρu′l0/μ, where ρ
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Table 3.1 Characteristic nondimensional numbers and summary of variables’ orders of
magnitude.

Inlet bulk velocity Ub [m/s] 30 30
Inlet Reynolds number Re 41 300 41 300
Turbulent velocity fluctuation u′ [m/s] 6 6
Gas temperature T [K] 300 1850
Dynamic viscosity μ [Pa.s] 1.82E−5 6.3E−5

Density ρ [kg m−3] 1.14 0.18
Integral length scale l0 [m] 0.022 0.022
Turbulent Reynolds number Ret 8300 380
Kolmogorov scale η [µm] 25 257

Fresh gas temperature Tu [m s−1] 300 300
Inlet equivalence ratio � 0.6 0.7

Flame speed SL [m s−1] 0.11 0.20
Burned gas temperature Tb [K] 1670 1850

Thermal conductivity λ [W m−1 K−1] 0.027 0.154

Heat capacity cp [J K−1 kg−1] 1058 1517
Diffusive flame thickness δ [µm] 203 112

Blint flame thickness δB
L

[µm] 1353 800

is the density of the fluid, u′ is the turbulent velocity fluctuation
taken equal to 20% of the mean injection bulk velocity, l0 is the
integral length scale, assumed here to be equal to the outer in-
jector diameter, and μ is the dynamic viscosity. In addition, the
Kolmogorov scale η can be written as η = l0Re

−3/4
t . The mesh was

designed to resolve the thermal thickness (Blint thickness). The
Blint thickness (close to the thermal flame front thickness) is de-
fined by δB

L = 2δ(T2/T1)
0.7, where δ is the diffusive flame thickness

defined by δ = λ/(ρcpSL), where λ is the thermal conductivity, cp

is the heat capacity at constant pressure, and SL is the unstretched
laminar flame speed. Values are documented in Tab. 3.1.

The refined structured mesh obtained consists of nearly nine
million cells with resolution at the flame base such that �x is equal
to 60 µm, corresponding to more than 10 points in the thermal
flame thickness in that region. In regions where the grid density is
lower, approximately five points are at least resolving the thermal
thickness. The swirler blades are meshed with 100 points along the
chord direction. The chord is nearly 10 millimeter in length, ensur-
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ing a spacing �x of 100 µm. The present mesh models a quarter of
the geometry. This mesh is equivalent to a nearly 200 million tetra-
hedron mesh of the 3D domain. The entire modeled domain and
selected mesh close-up views are given in Fig. 3.6. Other coarser
meshes of one, five, and seven million cells were used to advance
the nonreacting and reacting solutions in time. The time step of
the numerical time integration was set to 1E−8 s.

Because the present mesh allows to capture most possible vor-
tices sizes in the flame dynamics region, in both fresh and burned
gases, no turbulence–chemistry model was retained. LES is used
here though with a subgrid turbulence–viscosity model expected
to act only for the dissipation scales in the fresh gases. No model
is employed for the chemical reaction rates. The thermal thickness
of the flame front is modeled with 5 to 15 points throughout.

The chemical combustion mechanism is a one-step global
mechanism including five species which is written as

CH4 + 2(O2 + 3.76N2) −→ 2H2O + CO2 + 7.52N2. (3.5)

The parameters of this global reaction are a preexponential fac-
tor equal to 8.332E12 s−1, a zero temperature exponent, and an
activation temperature of 10 065 K. This mechanism leads to an
unstretched laminar flame speed of 0.2 m s−1 at an equivalence
ratio of 0.7. The heat release rate of this mechanism is obtained a
posteriori with

ω̇T = �h0WCH4A

[
ρYCH4

MCH4

][
ρYO2

MO2

]2

exp(−Ea/RT ). (3.6)

2.2 Statistically steady flame dynamics
2.2.1 Reacting flowfield description

This section presents the results obtained with the numeri-
cal simulations of reacting swirling flames. In Fig. 3.7, a cutaway
through the numerical domain is displayed with the vorticity mag-
nitude contour. In addition, two isosurfaces are displayed. The
first one corresponds to the isosurface at a heat release rate of 200
MW m−3, colored by temperature, while the second one is an iso-
surface of temperature at 1420 K, colored in gray. One can see that
the isosurface of temperature is located in between the two sur-
faces contributing to the isosurface of heat release rate. Indeed,
the isosurface of temperature was selected as the corresponding
temperature of a 1D laminar flame heat release rate peak.

One can observe from the results displayed in Fig. 3.7 that the
flowfield exhibits the following features. First of all, upstream of
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Figure 3.6 Mesh view of the setup. (A) CFD domain modeled. (B) Close-up view of the cone/rod. (C) Close-up view of
the swirler vanes.
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Figure 3.7 Visualization of the reacting flowfield. Flow and flame visualization. Cutaway through the CFD domain is
displayed with the vorticity magnitude contour. Isocontour of heat release rate at 200 MW m−3 colored by
temperature and isocontour of temperature at 1420 K colored in gray.

the flame front, in the injector, a clear periodic vorticity field can
be seen along with a zone of high vorticity magnitude beginning
downstream of the swirler and located near the central rod. These
distinct features correspond respectively to a vortex shedding as-
sociated with the wakes of the swirler vanes trailing edges and to
a flow separation occurring on the center rod immediately down-
stream of the diffuser region, such as the von Karman street oc-
curring downstream of an airfoil for certain Reynolds numbers.
This complex flowfield is located upstream of the flame front.
The flame front of the statistically steady flame is also complex
due to that upstream flowfield being convected. In addition, time
sequence animation of the reacting flowfield not reported here
indicates that this shedding impacts the shear layers. It is prob-
able that the upstream flame front dynamics dominate the shear
layers’ dynamics. The impact of this shedding on the flow–flame
interaction was not investigated further, but it is worthwhile to
point out that the interaction of the flow and the flame includes
this natural shedding plus the classical shear layers. The analysis
of the coupling, generation, and merging of those multiple vortic-
ity sources upstream of the injector and in the flame tube is out
of the scope of the present section. The possible impact on flame
stabilization is taken into account in the next section.
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Table 3.2 List of local contributors evaluated and their mean values extracted.

Variable Unit Mean Median Peak
p Pa 101252 101260 101250

||∇p|| Pa m−1 5.38E4 3.04E4 13500

ρ kg m−3 0.244 0.243 0.241
YCH4 1 0.111 0.112 0.1125
� [1] 0.393 0.398 0.399

||V || m s−1 30.63 28.10 23

||�|| s−1 1.845E4 1.389E4 7500
T K 1420 1420

||∇T || K m−1 1.26E6 1.01E6 5.5E5

�x s−1 2265 1575 500

�y s−1 117 182 −500

�z s−1 −896 −304 0

wx
s m s−1 10.79 10.13 9

w
y
s m s−1 7.79 6.74 2.5

wz
s m s−1 20.45 20.61 24

∇ · [λ/cp∇T ] K kg/s m−3 −1.39E5 −5.5E4 7500

ω̇T /cp K kg/s m−3 4.88E5 4.87E5 4.85E5

||Sdn|| m s−1 2.34 1.64 0.20

Sd m s−1 2.24 1.62 0.15

κ s−1 −3137 −2154 −750

2.2.2 Local contributor fields
In this section, the focus is on the local contributors described

in Section 1. The local contributors are computed on the flame
surface defined by an isosurface of a heat release rate of 200
MW m−3. This isosurface is selected in order to capture the two
folds on the sides of the reaction zone where the maximum heat
release occurs. The isosurface is given in Fig. 3.7, where it is pos-
sible to see that the reaction zone surface (colored gray) is located
in between the isoreaction rate surfaces of 200 MW m−3 colored
by temperature (respectively red and yellow). The evaluated local
contributors are listed in Tab. 3.2. Other local contributors are dis-
cussed next.

The local contributors computed are presented in Figs. 3.8
and 3.9 and are now discussed. Each subfigure corresponds to the
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Figure 3.8 Visualization of the reacting flowfield. Selected implicit and explicit local contributors computed on the isosurface of reaction rate of 200
MW m−3. In each figure a local contributor is plotted. The figure is made up of two views, front and rear, to enhance visualization of the flame surface.
The local contributors are given in Tab. 3.2.
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Figure 3.9 Visualization of the reacting flowfield. Selected implicit and explicit local contributors computed on the isosurface of reaction rate of 200
MW m−3. In each figure a local contributor is plotted. The figure is made up of two views, front and rear, to enhance visualization of the flame surface.
The local contributors are given in Tab. 3.2.
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front (left) and rear (right) view of the flame surface for a given
local contributor. Each local contributor has been presented in
the previous section. The visualization of the pressure field shows
that the flame surface evolves essentially on an isobaric region, ex-
cept in the near-flame base region, where a lower pressure field is
observed. This is highlighted by the pressure gradient magnitude
where high values are reached in the flame base region. This can
be attributed to the swirling motion inducing radial and axial pres-
sure gradients. Next, the temperature field is computed on the iso-
surface of constant 200 MW m−3 heat release rate. This allows to
distinguish two different temperature surfaces, respectively asso-
ciated with the burned gases (colored in yellow) and the unburned
gases (colored in red) as the peak of heat release is located in be-
tween in the reaction zone. The figure also shows the existence
of pockets of fresh and burned gases in the upper flame region.
One also observes that the distance between the two surfaces in-
creases (the flame thickness) as a function of the distance from
the flame base. This is attributed to (i) the decrease of the equiv-
alence ratio increasing the flame thickness as the axial distance
increases, (ii) the effects of the swirling motion on the coherence
of the vortices, (iii) the turbulent diffusion, and (iv) the possible
(but unlikely) effect of the nonconstant mesh size. These effects
were not quantified. The magnitude of the temperature gradient
is the highest in the near-flame base location, where the flame
thickness is the smallest. The flame stretch local contributor (in-
cluding flow strain at the flame front, flow divergence, and flame
curvature terms) is plotted as well in Figs. 3.8 and 3.9, and one
can observe that the values taken by this local contributor are dis-
tributed on the entire flame surface. In addition, the flame stretch
is shown to reach most of its peak values on the upstream side of
the flame near the flame base. Contrarily on the downstream side
at the flame tip, values appear to be centered on zero.

Next, the magnitudes of the vorticity vector, the velocity vec-
tor, and the quantity Sdn are computed. The vorticity magnitude
shows the highest values in the near-flame base region and on the
swirling jets (located in between the two folds of the flame sur-
face) with annular distributions associated with vortices from the
shear layers and from the swirler. This observation is confirmed
by the vorticity components in the x and y directions, which are
directly associated with the vorticity along the azimuthal direc-
tion. The axial vorticity (z) shows that it has a small contribution
to the overall vorticity magnitude. The distribution of the velocity
magnitude shows its highest values on the swirling jet due to the
high axial velocity values on them. The magnitude of the product
of the flame speed with the flame front normal (oriented towards
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the unburned gases) demonstrates overall that this quantity takes
low values.

The flame surface speed budgets along each direction are next
discussed. These budgets correspond to the previously defined
components wx

s , w
y
s , and wz

s . The three components have a wide
range of values between −30 m s−1 and 30 m s−1. The most no-
table aspect observed is with respect to the z direction budget,
which presents the highest values, particularly along the swirling
jets. The flame speed is next displayed, and one observes that the
values range from near −10 m/s to near 10 m/s. Most of the flame
surface displays flame speed values near zero. The next two graph-
ics display the reaction term and the thermal diffusion term of the
flame speed computed as detailed in Chapter 2. They will be fur-
ther discussed in Section 3.

2.2.3 Local contributors’ distributions
The local contributors’ distributions are now evaluated and an-

alyzed at the flame isosurface defined by temperature T = 1420 K
and for which the heat release rate is superior to 100 MW m−3, so
that only the regions of high temperature with reaction are taken
into account. This is done to analyze the reaction zones. This iso-
surface is used to track the flame reaction zone position. On this
isosurface corresponding to the reaction zone location, a set of
local contributors’ distributions, presented in Section 2 and in
Fig. 4.3, are computed. It includes all the implicit local contrib-
utors, quantities that are usually measured experimentally. The
evaluated local contributors are listed in Tab. 4.1.

The distributions of the local contributors and the previously
defined isosurface are presented in Figs. 3.10 and 3.11. Each dis-
tribution has an integral equal to unity by definition. These plots
present the occurrence of each value for a given local contribu-
tors on the flame front defined in the previous paragraph. These
graphics complement the local contributors’ maps of the previous
subsection and allow to extract important information. Tab. 4.1
lists the mean, median, and peak values for each distribution. It
is interesting to note that multiple variables follow a Gaussian
type of distribution. The pressure distribution on the flame isosur-
face is centered on a value slightly below the average atmospheric
pressure at 101 250 Pa. The local equivalence ratio distribution is
centered on 0.4 and distributed around that value within a range
from 0.3 to 0.5, while the temperature is set constant at 1420 K. The
mass fraction of methane is centered on 0.1125. A similar distribu-
tion for the oxygen mass fraction (not shown here) shows that the
peaks of oxygen and methane mass fractions correspond to the
local equivalence ratio peak.
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Figure 3.10 Distributions of the reacting flowfield variables. Local contributors’ distributions determined on the flame reaction zone isosurface. The
median, mean, and peak values are given in Tab. 3.2.
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Figure 3.11 Distributions of the reacting flowfield variables. Local contributors’ distributions determined on the flame reaction zone isosurface. The
median, mean, and peak values are given in Tab. 3.2.
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Another interesting quantity to present is the flame stretch.
The distribution of the flame stretch shows that most values on
the flame surface are near zero. The magnitudes of the pressure
and temperature gradients are then plotted, indicating that their
distributions are centered respectively on 13 500 Pa m−1 and on
5.5E5 K m−1. The vorticity magnitude shows a similar pattern with
a peak value centered on 7500 s−1, while the three vorticity com-
ponents are centered on near-zero values. The peak of occurrence
of the velocity magnitude is nearly 23 m s−1, while the mean and
median values are near the injector bulk velocity of 30 m s−1.

Next, the net budgets of the flame speed versus the flow speed
along each Cartesian direction are given and correspond to the
flame surface speeds, respectively wx

s , w
y
s , and wz

s . Those budgets
indicate that most spatial occurrences peak on positive values, re-
flecting a motion of the flame surface in the positive directions.
In addition, the maximum values are reached in the longitudinal
direction with a peak at 24 m s−1. This reflects strong axial flame
surface motion.

The last four plots correspond to the magnitude of the product
between the flame speed and the flame front normal Sdn, to the
flame speed Sd , to the thermal diffusion term, and to the react-
ing term of the flame speed defined in Chapter 2. Remarkably, the
flame speed peaks at 0.15 m s−1 and the quantity ||Sdn|| peaks at
a value of 0.2 m s−1, which is the 1D laminar flame speed value of
methane–air combustion at an equivalence ratio of 0.7.

2.2.4 Flame stabilization mechanism descriptions
The present section builds upon the previous observations to

determine the flame stabilization mechanisms of swirling flames
under numerical study. The starting point is the flame surface
speed budget w = v + Sdn. It has been shown with their spatial
fields and distributions that the budget components are mostly
positive with values above the quantity ||Sdn|| median and mean
values. This indicates that the dominant term of the instantaneous
budget originates from the flow speed. In other words, the in-
stantaneous flame surface speed and motion (and subsequently
location) is mostly driven by the flow speed and not by the flame
speed. The flame speed can be expressed as containing the two
following terms: the thermal diffusion term and the reacting term,
see Chen and Im [250] and Kuo and Acharya [21]. Both terms
are plotted as local contributors in Figs. 3.8 and 3.9 along with
the flame speed. This latter quantity is mostly uniform and near
the unstretched laminar flame speed value over the flame sur-
face plotted. The thermal diffusion term contributing to the flame
speed is dominant in the flame base region and can be associated
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with the IRZ of the burned gases. It is also supported by the tem-
perature gradient magnitude in that region associated with the
heat flux. The reacting term contributing to the flame speed is
contrarily nearly constant along the flame surface. These results
indicate firstly that the instantaneous flame propagation is driven
by both reaction and thermal diffusion in the near-flame base re-
gion, with a prominent role of the thermal diffusion from the re-
circulation zone, and most importantly that the instantaneously
flame surface position is dominated by flow effects.

It is now important to understand and describe further how
the flame surface evolves and stabilizes and thus which flow ef-
fects are at work. The positive budget reflects the fact that an el-
ement of the flame surface is displaced downstream. The flame
surface downstream extends or the flame length ends when no
more fuel is available for the reaction. Flame stabilization mecha-
nisms are comprehensively documented analytically in Section 3
of this chapter, where it is shown that the propagation of turbu-
lent premixed flames is due to either the static or the dynamic
component of the flow. The present local contributors analysis
has demonstrated the importance of the flow speed intrinsically
linked to the convective effects on the instantaneous flame sur-
face budgets’ components.

One can also look at the flame stabilization not from the in-
stantaneous perspective but from the static/dynamic compo-
nents perspective. The flow speed can be further split into a static
and a dynamic component, see Palies et al. [213], and the flame
surface budget can also be split accordingly into a static and a
dynamic component. The next subsection focuses on these two
contributions.

The decomposition of the flowfield into a static and a dynamic
component is now carried out. The decomposition can be written
for a variable α as α = α0 + α′

0, where α is the time average and α′
0

the average of the fluctuation component. In the present case, the
focus is on the square of the velocity vector v2 so that an estimate
of the velocity static mode can be obtained: v2

0 � v2 −v′ 2, assuming

that v′
0 = 0 and v′

0 = v′, implicitly assuming that the flow non-
linearities are weak, such as for this statistically steady data set.
This estimation procedure was applied to the statistically steady
swirling flame data, and the results are displayed in Fig. 3.12. In
this figure, the top row presents the front view of the flame surface
and the bottom row presents the rear view of the flame surface.
The first column corresponds to the time-average velocity mag-
nitude, the second column to the extracted static mode, and the
third column to the dynamic mode time average. The results indi-
cate that the time average and the static component are different,
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Figure 3.12 Distributions of the reacting flowfield variables. Front (top row) and rear (bottom row) views of the
isosurface of the swirling flame with superimposed velocity vector magnitude (left/center) and its fluctuation (right).
Left column: Time average. Center column: Static component. Right column: Dynamic component average.

particularly for the inner flame near the injector region, where low
values of the flow speed are reached. The dynamic component av-
erage shows an overall significant level of fluctuations distributed
on the entire flame surface, in the IRZ, and on the swirling jets.

Theoretical flame stabilization is documented in Section 3 of
this chapter, where the flowfield decomposition into a static and
a dynamic component leads to the following system of equations
for the flame speed:

S2
d,0 = u2

0 + v2
0 + w2

0,

S′
dSd,0 = u0(u

′ − w′x
s ) + v0(v

′ − w′y
s ) + w0(w

′ − w′z
s),

S′2
d = (u′ − w′x

s )
2 + (v′ − w′y

s )
2 + (w′ − w′z

s)
2.

(3.7)

The system of equations (3.7) links the static flow, flame surface,
and flame speeds with their dynamic components for a stabilized
turbulent flame for which the static flame surface speed ws,0 = 0
without any other assumptions. The first equation of this system
reflects the equality between the static flame speed and the static
flow velocity vector magnitude. The second equation couples the
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Table 3.3 Mean, median, and peak values for the time average, static component, and dynamic
component average.

Value Mean Median Peak
Time average v 16.04 15.62 11.25
Static component v0 11.08 11.35 11.25

Dynamic component average
√

v′ 2 10.61 11.30 11, 13.2

static and dynamic flow, flame, and flame surface speed compo-
nents and could be responsible for transition phenomena from
laminar to turbulent combustion or transition to blowout and
flashback, as coupling between static and dynamic components
occurs. The third equation of the system describes the dynamic
component evolution.

The static component in Fig. 3.12 provides the evaluation of
the velocity vector magnitude, and it is shown that this magnitude
reaches low values of the order of the unstretched laminar flame
speed in the inner flame branch near the injector region. These re-
sults are supported by the first equation of the system. The third
equation of the system can be discussed with respect to the last
column of Fig. 3.12. This equation shows that the flame will be per-
fectly stabilized around the static mode if the fluctuations of the
dynamic component of the flow and flame speeds perfectly com-
pensate each other so that w′

s = 0. In reality one can expect that
value to be alternatingly positive and negative, so that the flame is
still stabilized (the flame is fixed in the laboratory frame of refer-
ence) for bounded fluctuation levels.

In Fig. 3.13, the distributions taken on the flame isosurface are
displayed in the left column and velocities as a function of the
flame element distance to the center of the geometry are displayed
on the right. These distribution graphics are now discussed. The
time average and the static component differ mainly in the low
speed region. They both present a strong peak near the mean
value. The corresponding data are represented as a function of
the distance from the center of the geometry (right figures). This
reflects the two regions, respectively the near-injector region and
the remaining location, where the first one is dominated by low
speed values of the time average or the static velocity component,
while the second region is dominated by higher speeds and high
levels of fluctuations, as revealed by the dynamic component av-
erage values.
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Figure 3.13 Comparison of time average versus static and dynamic components. Time average (top row) and static
(center row) and average dynamic (bottom row) components of the velocity vector magnitude. Distributions taken on
the flame isosurface are displayed in the left column. Velocities as a function of the flame element distance to the
center of the geometry are displayed on the right. The mean values of the distribution taken from Tab. 3.3 are
superimposed as horizontal lines.
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2.2.5 Summary
The present section described the mechanisms of flame stabi-

lization of turbulent premixed swirling flames. A framework was
also introduced that reviewed the multiple possible local contrib-
utors of flame stabilization. Those local contributors were cat-
egorized as explicit and implicit. The explicit contributors are
quantities directly found in the governing equations of reacting
flows, while the implicit contributors are derived from them. Nu-
merical simulations were carried out for the MICCA-EM2C swirl-
stabilized configuration at operating conditions of a bulk veloc-
ity equal to 30 m s−1 and an equivalence ratio of 0.7. A detailed
meshing strategy allowed to capture the flame front dynamics
with quasi-DNS resolution. In addition, the data generated were
extensively used to compute the local contributors. The analysis
focused first on the instantaneous values of those local contrib-
utors. While each local contributor was discussed, a significant
emphasis of the analysis was on the flame, flow, and flame surface
speed budgets. It was demonstrated that the instantaneous bud-
get was dominated by the flow effects over the combustion effects.
Those latter were investigated with the evaluation of the thermal
diffusion and reaction effects on the flame speed on the iso-heat
release surface. It was shown that on those surfaces the thermal
diffusion effects are of lower amplitude compared with the reac-
tion effects, particularly in the upstream near-injector location. To
advance our understanding of flame stabilization and the contri-
bution from the nonreacting and the reacting flowfield, the analy-
sis then split the flame, flow, and flame surface speed budgets into
their static and average dynamic components. With this decom-
position, the static flow effects were shown to be prominent at the
near-injector inner flame branch location, while the dynamic flow
effects are dominant at the other locations. This result highlights
the importance of turbulence and acoustics fluctuations from the
IRZ and the swirling jets, as well as those from the swirler and the
bluff-body, and the low velocity speed at the near-injector location
for flame stabilization. A summary of these results is provided in
Fig. 3.14.

3 Theoretical results on flame stabilization
and propagation
Expressions linking the flame, flow, and flame surface speeds

are now derived and discussed. The theoretical decomposition
of the flow variables previously introduced is used throughout
this section. The decomposition leads to static and dynamic flow
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Figure 3.14 Illustration of flame stabilization mechanisms. Flame stabilization can be studied with two approaches.
The first one is by considering the instantaneous budget of the flame surface, flow, and flame speeds, and it
corresponds to the upper row of this schematic. The second approach is to split the budget into a static and a
dynamic component (lower rows of the schematic). In the instantaneous form, the flow speed dominates the budget
and the flame surface is successively transported along the swirling jet. In the second case, the flame is stabilized
because of two mechanisms. Firstly, the local flow speed balances the local flame speed, and secondly, the
fluctuations of the flame speed are of the order of the fluctuations of the flow speed, so that the flame surface speed
that oscillates ensures stabilization.

components. The static component is a nonoscillating field (also
called base flowfield), while the dynamic component includes
fluctuations due to turbulence, noise, and harmonic modulations
(acoustic or vortical). The G-equation, which models the propa-
gation of a deflagration combustion wave into a flowfield, is then
used along with the kinematic expressions linking the flame, flow,
and flame surface velocity vectors. These expressions are the start-
ing point to derive relationships between these quantities for mul-
tiple configurations of practical interest, such as turbulent and
modulated flames. The terms of those relationships are discussed
and lead to the determination of the propagation mode for tur-
bulent flames. Phenomena such as blowout and flashback are
discussed with the perspectives brought by those obtained ex-
pressions. In addition, the case of a modulated turbulent swirling
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flame brings an exact expression for the fluctuating turbulent
burning velocity ratio, which is compared with an expression from
the literature. The numerical simulations conducted previously to
support the theoretical development and to determine the stabi-
lization mechanisms of swirling flames are reused here. It is con-
cluded that for the near-injector region, the flame is stabilized by
a competing mechanism where both the static flow and the dy-
namic component (due to turbulence and acoustics) are impor-
tant, while the remaining location of the flame is stabilized by the
dynamic component only.

The objective of the present section is to derive mathematical
expressions linking the flame, flow, and flame surface speeds in or-
der to analyze stabilization in laminar, turbulent, and modulated
flame configurations. It is of interest to express the flame speed
budgets for known canonical configurations and to express them
with the flame surface speed as a function of other speeds in or-
der to have an expression in the laboratory frame of reference. In
addition, these expressions are shown to revisit the known turbu-
lent flame speed definition found in the literature. It is presented
next.

3.1 Flowfield decomposition and theoretical
approach: framework

One starts by assuming that each flowfield variable can be de-
composed into a static (nonoscillating) and a dynamic compo-
nent, see Palies et al. [213], which both satisfy a set of governing
equations. The static component is the base state at any time
of the system for which the unsteady time derivatives of these
equations are zero. An important aspect of this decomposition
is that the time average and the static component are two dif-
ferent quantities/fields. It is worthwhile to highlight the fact that
the static component excludes any effect from harmonic modu-
lations or turbulent fluctuations. The present section provides an
understanding of these two components in the context of turbu-
lent flame propagation.

The theoretical approach adopted here is to derive relation-
ships for flame, flame surface, and flow speeds in different prac-
tical situations, to discuss the effects of each term of these rela-
tionships, and to elaborate on their consequences. The decompo-
sition framework can be implemented on the governing equations
and is demonstrated here on the G-equation. The G-equation is
written

∂G

∂t
+ v · ∇G = Sd |∇G|, (3.8)
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where an isosurface of the G field models the flame isosurface, v is
the velocity vector at the flame surface, and Sd is the flame speed.
The flowfield decomposition leads to the following equation for
the static component

v0 · ∇G0 = Sd,0|∇G0|. (3.9)

The static flame front normal is obtained with

n0 = −∇G0/|∇G0|. (3.10)

In the present section, the fluctuation is selected as a fluctuation
from turbulence, a fluctuation from a modulation, or both.

The general expression linking the premixed flame displace-
ment speed Sdn, the flame surface speed ws , and the flow speed
v is

ws = v + Sdn, (3.11)

where the vectors are written

ws = wx
s ex + w

y
s ey + wz

s ez, (3.12)

v = uex + vey + wez, (3.13)

n = nxex + nyey + nzez. (3.14)

These vectors can also be split into their static and dynamic com-
ponents.

While this section has presented the general framework, the
next sections focus on the derivation, the data set analyses, and
subsequent observations supporting this framework. In addition,
it is worthwhile to remember that propagation can either refer to
flame surface propagation or to the flame burning propagation,
depending on the frame of reference. Accordingly, flame stabiliza-
tion refers to a flame surface that is fixed or that presents small
variations around the static component, in the laboratory frame
of reference.

It has been shown in Palies et al. [213] that the time average
and the nonoscillating (static) mode are identical if the dynamic
contribution’s time average is zero. The associated analytical de-
velopment is reported now. The dynamic mode decomposition,
see Schmid [251], of a field variable α(x, y, z, t) can take the fol-
lowing form:

α(x, y, z, t) =
N−1∑
k=1

α̂k exp(λkt)φk(x, y, z), (3.15)
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where N is the total number of snapshots, α̂k is the amplitude
of the kth mode, λk = σk + i2πfk is its complex pulsation, and
φk(x, y, z) is its spatial distribution. One can now apply the time
average operator to this equation:

α(x, y, z, t) =
N−1∑
k=1

α̂k exp(λkt)φk(x, y, z), (3.16)

which leads to

α(x, y, z, t) = α̂1exp(σ1t)φ1(x, y, z) +
N−1∑
k=2

α̂k exp(λkt)φk(x, y, z),

(3.17)

which can also be written as

ᾱ = α̂1φ1

σ1T

(
exp (σ1T ) − 1

)
+ 1

T

N−1∑
k=2

α̂kφk

λk

(
exp (λkT ) − 1

)
. (3.18)

The time average ᾱ over a time range from 0 to T = Nδt is the
summation of two contributions: the nonoscillating mode and the
time average of the dynamic component. This can be summarized
as

ᾱ = α0 + α′
0. (3.19)

The first contribution is due to the nonoscillating 0 Hz mode
(k = 1); the second contribution contains the nonlinear modes in-
teractions affecting the time average.

3.2 Regimes and configurations
The present section focuses on deriving the mathematical ex-

pressions for laminar and turbulent flame configurations such as
represented in Fig. 3.15. These configurations have characteris-
tic flame surface, flow, and flame displacement speeds, which are
summarized in Tab. 3.4.

3.3 Expressions for laminar and turbulent planar
flames in open tubes

3.3.1 Laminar flame propagating in an open tube
For laminar flames propagating in an open tube configuration,

the expression of the flame surface speed w is immediately ob-
tained from Eq. (3.11) as the upstream flowfield in which the flame
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Figure 3.15 Global schematics of the considered configurations. Illustration of laminar and turbulent flame
configurations. Planar flames in tubes and conical and swirling flames are represented. The flame structure is
sketched with two solid lines corresponding to the extent of the flame. Characteristics of the flame, flow, and flame
surface speeds of each of these configurations are given in Tab. 3.4.
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Table 3.4 Characteristic flame surface, flow, and flame displacement speeds for typical
configurations.

Configuration ws ws,0 w’s v0 v’ Sd,0 S′
d

Planar laminar �= 0 �= 0 = 0 = 0 = 0 �= 0 = 0
Planar turbulent �= 0 �= 0 �= 0 = 0 �= 0 �= 0 �= 0
Conical laminar = 0 = 0 = 0 �= 0 = 0 �= 0 = 0
Conical turbulent �= 0 = 0 �= 0 �= 0 �= 0 �= 0 �= 0
Conical modulated �= 0 = 0 �= 0 �= 0 �= 0 �= 0 �= 0
Swirled turbulent �= 0 = 0 �= 0 �= 0 �= 0 �= 0 �= 0
Swirled modulated �= 0 = 0 �= 0 �= 0 �= 0 �= 0 �= 0

front propagates at rest. The expression takes the following form:

ws,0 = Sd,0n0. (3.20)

In that case, the local flame displacement speed is the laminar
flame speed SL.

3.3.2 Turbulent flame propagating in an open tube
When turbulence exists in the region upstream of the flame

front and the nonoscillating (static) component of the fluid ve-
locity is zero, an expression linking the variations of flame surface
speed and flame speed fluctuations can be determined. One starts
by splitting the variables into the nonoscillating (static) compo-
nent and the fluctuating dynamic component as defined in Sec-
tion 3.1. Eq. (3.11) is then written

ws,0 + w’s = v0 + v’ + (Sd,0 + S′
d) × (n0 + n′). (3.21)

This equation can be split into two equations, related to the static
and dynamic components. For the static component, as the up-
stream velocity field v0 is zero, one obtains

ws,0 = Sd,0n0. (3.22)

This equation reflects the global motion of the flame towards the
fresh unburned gases. This relationship is identical to the laminar
case.

The dynamic component of Eq. (3.21) becomes

w’s = v’ + Sd,0n’ + S′
dn0 + S′

dn’. (3.23)
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This equation expresses the fact that the dynamic fluctuating
component of the flame surface velocity (left-hand term) depends
on four terms: (i) the turbulent velocity fluctuation field, (ii) the
motion of the fluctuating flame surface at the static flame speed,
(iii) the motion of the static flame surface at the fluctuating flame
speed, and (iv) the motion of the fluctuating flame surface at the
fluctuating flame speed. One observes that term (iii) contributes
to the flame surface speed in the direction of the static compo-
nent. This expresses an anisotropy behavior of the flame surface
motion in the static direction, while other terms have components
in all directions. If we also assume that the product of the fluctua-
tions is small or that the product of the fluctuations is strictly zero,
assuming that the fluctuations are balanced by their order, the
propagation of the flame in the plane orthogonal to the main static
direction is strictly the consequence of a balance between the tur-
bulent velocity fluctuation and the motion of the local wrinkled
surface at the static flame speed. In the main static direction, the
three terms determine the dynamic component w’s .

By assuming that the turbulent velocity field is incompressible
(and implicitly that the fluctuation is here a turbulent fluctuation),
one obtains

∇ · w’s = ∇ · (Sd,0n’ + S′
dn0 + S′

dn’). (3.24)

By expanding the right expression, one can obtain the following:

∇ · w’s = Sd,0∇ · n’ + n’ · ∇Sd,0 + S′
d∇ · n0 + n0 · ∇S′

d + S′
d∇ · n’ + n’ · ∇S′

d .

(3.25)

As the case of a planar flame is considered here, there is no curva-
ture of the static component, so that the third term is zero. The last
term is also zero, as the product of the gradient of the fluctuating
flame speed and the fluctuating flame surface normal is zero, re-
flecting the orthogonality between the flame surface propagation
and the flame surface contour. One can then derive the following
expression linking the different terms (where the last one can also
be considered equal to zero assuming a balanced budget between
fluctuations):

∇ · w’s = Sd,0∇ · n’ + n’ · ∇Sd,0 + n0 · ∇S′
d + S′

d∇ · n’. (3.26)

To conclude this section, there are two modes of propagation of
the flame at work. The first one is a global propagation mechanism
which is sustained by the static component, and the second one is
intrinsically linked to the dynamic component of the flowfield.



140 Chapter 3 Premixed swirling flame stabilization

3.4 Expressions for the static component of
stabilized flames

Static components of stabilized flame configurations are an-
alyzed and derived in the present section. The starting point is
Eq. (3.11), where the flame surface speed is zero, as the static flame
component is fixed in the laboratory frame of reference. This is re-
flected by

v0 = −Sd,0n0. (3.27)

From Eq. (3.10), one obtains the static normal vector components

nx,0 = −∂G0

∂x

[(
∂G0

∂x

)2

+
(

∂G0

∂y

)2

+
(

∂G0

∂z

)2]−1/2

ny,0 = −∂G0

∂y

[(
∂G0

∂x

)2

+
(

∂G0

∂y

)2

+
(

∂G0

∂z

)2]−1/2

nz,0 = −∂G0

∂z

[(
∂G0

∂x

)2

+
(

∂G0

∂y

)2

+
(

∂G0

∂z

)2]−1/2

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (3.28)

Making use of those vector components in Eq. (3.27), one has

u0 = −Sd,0nx,0 = Sd,0
∂G0

∂x
α0

v0 = −Sd,0ny,0 = Sd,0
∂G0

∂y
α0

w0 = −Sd,0nz,0 = Sd,0
∂G0

∂z
α0

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

, (3.29)

where α0 is defined as

α0 =
[(

∂G0

∂x

)2

+
(

∂G0

∂y

)2

+
(

∂G0

∂z

)2]−1/2

. (3.30)

Combining equations two by two in equation system (3.29) leads
to

u0
∂G0

∂y
= v0

∂G0

∂x

v0
∂G0

∂z
= w0

∂G0

∂y

w0
∂G0

∂x
= u0

∂G0

∂z

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

. (3.31)

It is now possible to explicitly link the flame speed and the
flow speed components. This is achieved by making use of sys-
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tems (3.29) and (3.31). One obtains

u0 = Sd,0
∂G0

∂x
α0 = Sd,0

∂G0

∂x

[(
∂G0

∂x

)2

+
(

∂G0

∂y

)2

+
(

∂G0

∂z

)2]−1/2

,

(3.32)

which can be written as

u0 = Sd,0
∂G0

∂x

[(
∂G0

∂x

)2

+
(

v0

u0

)2(
∂G0

∂x

)2

+
(

w0

u0

)2(
∂G0

∂x

)2]−1/2

.

(3.33)

By factorizing the axial component of the gradient of G0, one ob-
tains

u0 = Sd,0
∂G0

∂x

[(
∂G0

∂x

)2(
1 +

(
v0

u0

)2

+
(

w0

u0

)2)]−1/2

, (3.34)

u0 = Sd,0
∂G0

∂x

(
∂G0

∂x

)−1[
1 +

(
v0

u0

)2

+
(

w0

u0

)2]−1/2

. (3.35)

The last expression becomes

u0 = Sd,0

[
1 +

(
v0

u0

)2

+
(

w0

u0

)2]−1/2

. (3.36)

The same operations lead to the following expressions for the
other velocity vector components:

v0 = Sd,0

[
1 +

(
u0

v0

)2

+
(

w0

v0

)2]−1/2

(3.37)

and:

w0 = Sd,0

[
1 +

(
u0

w0

)2

+
(

v0

w0

)2]−1/2

. (3.38)

Any of these expressions leads to the following result for a config-
uration where the static flame surface speed is zero:

S2
d,0 = u2

0 + v2
0 + w2

0. (3.39)

This expression states the balance between the static flame speed
and the components of the static velocity vector. For example,
for a 1D laminar or turbulent flame, one has Sd,0 = u0. For a
3D turbulent flame, this expression indicates that the local static
flame speed is directly related to the three velocity components
at the flame front, which is a key result for turbulent combus-
tion. Indeed, flame speed is a well-defined known quantity for
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unstretched and to some extent for stretched laminar flames, and
this quantity holds for certain regimes of premixed combustion
corresponding to low Karlovitz numbers, where the flame front
is wrinkled by the upstream turbulence and propagates at that
speed. Knowing the estimates of the flow speeds in a combustor
and the laminar flame speed of characteristic fuel premixtures,
see Chapters 1 and 2, it is possible to indicate that the previous
expression implies two consequences. The first one is that the
static flame component is fully determined by the components
of the static velocity vector. As it is expected that the static flame
speed is equal to the stretched laminar flame speed, this implies
that the flame stabilizes in low velocity regions, regions satisfy-
ing Eq. (3.39). The second consequence is that for the case of
turbulent flames, the previous expression can be seen as a sur-
rogate of the turbulent flame speed ST . This consequently rises
another question regarding the local propagation of the flame sur-
face. The mechanism of propagation will be discussed in the next
section, similarly to the turbulent flame surface propagating into
a medium at rest.

3.5 Expressions for the dynamic component of
stabilized flames

3.5.1 Canonical form
The approach to derive the link between flow, flame, and flame

surface speeds is equivalent to that of the previous section. Start-
ing with Eq. (3.11), one obtains

u = wx
s + Sd

∂G

∂x
α

v = w
y
s + Sd

∂G

∂y
α

w = wz
s + Sd

∂G

∂z
α

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

, (3.40)

where α is defined as

α =
[(

∂G

∂x

)2

+
(

∂G

∂y

)2

+
(

∂G

∂z

)2]−1/2

. (3.41)

Similarly to the previous section, the calculations lead to the sys-
tem
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(u − wx
s )

∂G

∂y
= (v − w

y
s )

∂G

∂x

(v − w
y
s )

∂G

∂z
= (w − wz

s )
∂G

∂y

(w − wz
s )

∂G

∂x
= (u − wx

s )
∂G

∂z

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

. (3.42)

Combining systems (3.40) and (3.42), the following system is de-
termined:

u = wx
s + Sd

[
1 +

(
v − w

y
s

u − wx
s

)2

+
(

w − wz
s

u − wx
s

)2]−1/2

v = w
y
s + Sd

[
1 +

(
u − wx

s

v − w
y
s

)2

+
(

w − wz
s

v − w
y
s

)2]−1/2

w = wz
s + Sd

[
1 +

(
u − wx

s

w − wz
s

)2

+
(

v − w
y
s

w − wz
s

)2]−1/2

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (3.43)

These expressions can also be written as

u − wx
s

Sd

=
[

1 +
(

v − w
y
s

u − wx
s

)2

+
(

w − wz
s

u − wx
s

)2]−1/2

v − w
y
s

Sd

=
[

1 +
(

u − wx
s

v − w
y
s

)2

+
(

w − wz
s

v − w
y
s

)2]−1/2

w − wz
s

Sd

=
[

1 +
(

u − wx
s

w − wz
s

)2

+
(

v − w
y
s

w − wz
s

)2]−1/2

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (3.44)

The first equation of (3.44) can be recast after introducing the de-
composition in the static and dynamic components as

Sd,0 + S′
d =

[
(u0 + u′ − wx

s,0 − w′x
s )

2 + (v0 + v′ − w
y

s,0 − w′y
s )

2

+ (w0 + w′ − wz
s,0 − w′z

s)
2
]1/2

. (3.45)

This expression links the flame surface, flow, and flame displace-
ment static and dynamic speeds. This is a general expression.
When considering only static components, this expression is
equal to Eq. (3.39). This expression states that both the static
and dynamic components of the flame speed, flame displacement
speed, and flow velocities are balanced.
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3.5.2 Expression for turbulent stabilized flames
By taking the second power of Eq. (3.45) and identifying terms

on the left- and right-hand sides by the order of fluctuations, one
obtains

S2
d,0 = u2

0 + v2
0 + w2

0 (a)

S′
dSd,0 = u0(u

′ − w′x
s ) + v0(v

′ − w′y
s ) + w0(w

′ − w′z
s) (b)

S′2
d = (u′ − w′x

s )
2 + (v′ − w′y

s )
2 + (w′ − w′z

s)
2 (c)

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

.

(3.46)

The first equation of (3.46) has been discussed in the previous sec-
tion. The second equation couples the static and dynamic flow,
flame, and flame surface speed components and could be re-
sponsible for transition phenomena from laminar to turbulent
combustion or transition to blowout and flashback, as coupling
between static and dynamic component occurs. The last expres-
sion only regards the dynamic components and shows that for
a stabilized flame, the propagation of the flame surface is solely
due to turbulence and local dynamic flame speed. The impacts
of those results are that (i) the flame stabilizes where the static
components of flow and flame speeds satisfy the first condition,
(ii) at that location the flame stabilizes (the dynamic flame sur-
face component is zero) in the turbulent flow at the local dynamic
flame speed close to the laminar flame speed, as the only phys-
ical values that can be taken by the fluctuating local dynamic
flame speed are of the order of the laminar flame speed, and (iii)
at that location the flame surface propagates through turbulence
fluctuations. The turbulent flame propagates (the flame surface
changes position and wrinkles) through the flowfield fluctuation
mechanisms with the turbulent fluctuations below or above the
laminar flame speed SL. These fluctuations change the flame po-
sition around the static component. In other words, the propa-
gation will proceed if the turbulent or harmonic fluctuations are
above or below SL. This can further lead to flashback or blowout
triggering for very low or high values of the turbulent fluctuation.
Amplitudes and frequencies of the fluctuations are then central
to the flame stabilization process. Indeed, while the flame prop-
agates for values of the turbulent fluctuations below or above the
laminar flame speed order of magnitude, the stabilization is con-
sequently ensured for alternating periodic positive and negative
turbulent/acoustic fluctuations around the static field.
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3.5.3 Expression for modulated stabilized flames
In this section, the dynamic component (the fluctuation field)

is made up of a harmonic modulation and turbulent fluctuations.
We consider the specific case of Eq. (3.45) when the static compo-
nent of the flame surface speed is zero so that Eq. (3.39) is satisfied.
This leads, after expanding the squared terms and neglecting the
products of fluctuations, to

S′
d

Sd,0
= u′ − w′x

s

u0

(
u0

Sd,0

)2

+ v′ − w′y
s

v0

(
v0

Sd,0

)2

+ w′ − w′x
s

w0

(
w0

Sd,0

)2

.

(3.47)

This last equation can be reformulated in cylindrical coordinates.
The starting points are the expressions of the components of ve-
locities v and w in cylindrical coordinates. This is carried out with

v ey = ur sin θ er + uθ cos θ eθ

w ez = ur cos θ er − uθ sin θ eθ

}
. (3.48)

These last relationships can be expressed with their static and
dynamic components. For the w term, one obtains by assuming
small angle fluctuations

(w0 + w′)2 = [
(ur,0 + u′

r ) cos(θ0) − (uθ,0 + u′
θ ) sin(θ0)

]2
, (3.49)

which leads, by neglecting the second-order term, to

w2
0 + 2w0w

′ = [
(ur,0 + u′

r ) cos θ0
]2 + [

(uθ,0 + u′
θ ) sin θ0

]2
. (3.50)

The identification of the components by order of fluctuations
leads to

w2
0 = u2

r,0 cos θ0
2 + u2

θ,0 sin θ0
2

2w0w
′ = 2ur,0u

′
r cos θ0

2 + 2uθ,0u
′
θ sin θ0

2

⎫⎬
⎭ . (3.51)

The ratio of these two last quantities and a similar calculation
for the term v give the following expressions, relating velocities in
Cartesian and cylindrical coordinates:

v′

v0
= u′

r sin2 θ0ur,0 + u′
θ cos2 θ0uθ,0

u2
r,0 sin2 θ0 + u2

θ,0 cos2 θ0

w′

w0
= u′

r cos2 θ0ur,0 + u′
θ sin2 θ0uθ,0

u2
r,0 cos2 θ0 + u2

θ,0 sin2 θ0

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

. (3.52)
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The expressions of the fluctuation ratios are now evaluated at
θ = 0 to simplify the calculations. This leads to the following ratios:
v′/v0 = u′

θ /uθ,0 and w′/w0 = u′
r/ur,0. Similar expressions can be ob-

tained under the same assumptions for the flame surface speed.
Substituting those expression into Eq. (3.47) leads to

S′
d

Sd,0
= u′ − w′x

s

u0

(
u0

Sd,0

)2

+ u′
θ − w′θ

s

uθ,0

(
uθ,0

Sd,0

)2

+ u′
r − w′r

s

ur,0

(
ur,0

Sd,0

)2

.

(3.53)

Next, the equation is developed so that one obtains

S′
d

Sd,0
=

[
u2

0

S2
d,0

− w′x
s

u0

u0

u′
x

]
u′

u0
+

[
u2

θ,0

S2
d,0

− w′θ
s

uθ,0

uθ,0

u′
θ

]
u′

θ

uθ,0

+
[

u2
r,0

S2
d,0

− w′r
s

ur,0

ur,0

u′
r

]
u′

r

ur,0
. (3.54)

It is then possible to show that the ratios u′
r/ur,0 and u′

θ /uθ,0 are
equivalent if dominated by the harmonic modulation. Indeed,
expressions for the azimuthal and radial fluctuating amplitudes
and their wavevectors can be obtained. The starting point is the
linearized Euler momentum equations in cylindrical coordinates
along the radial and azimuthal directions with the axisymmetric
assumption for the flow. These equations are the governing equa-
tions that can describe the nonreacting flow downstream of a
swirler in linear regimes. The fluctuating quantities are assumed
to depend only on the longitudinal direction z. These equations
are

ρ̄
∂u′

r

∂t
− ρ̄ū2

θ

r
− ρ′ū2

θ

r
− 2ρ̄ūθu

′
θ

r
+ ρ̄ūz

∂u′
r

∂z
= 0, (3.55)

ρ̄
∂u′

θ

∂t
+ ρ̄ūr ūθ

r
+ ρ′ūr ūθ

r
+ ρ̄ūru

′
θ

r
+ ρ̄u′

r ūθ

r
+ ρ̄ūz

∂u′
θ

∂z
= 0. (3.56)

The fluctuating density has an upstream and a downstream prop-
agating component:

ρ′ =
(

ρ̂+ exp (ik+
ρ z) + ρ̂− exp (−ik−

ρ z)

)
exp (−i2πf t). (3.57)

To reflect the convective nature (downstream propagation) of the
fluctuating velocities u′

r and u′
θ along the axial direction, the fol-

lowing canonical forms are used:

u′
r = û′

r exp (ikur z) exp(−i2πf t), (3.58)
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u′
θ = û′

θ exp (ikuθ z) exp(−i2πf t). (3.59)

Injecting Eqs. (3.57)–(3.59) into Eqs. (3.55) and (3.56) leads to two
equations which are functions of the fluctuating quantities û′

r and
û′

θ and their respective wavevectors kur and kuθ . Coupling the two
obtained equations leads to

û′
r

[
− ρ̄i2πf + ρ̄ūzikur + ρ̄ū2

θ

rūr

]
exp (ikur z)

+ û′
θ

[−2ρ̄ūθ

r
− ρ̄i2πf ūθ

ūr

+ ρ̄ūθ

r
+ ikuθ

ρ̄ūzūθ

ūr

]
exp (ikθ z) = 0.

(3.60)

The next step consists in expressing the real and imaginary parts
of Eq. (3.60) and expressing them for z = 0, which corresponds to
the swirler outlet. For the real part this leads to

û′
r

[
ρ̄ū2

θ

rūr

]
+ û′

θ

[−2ρ̄ūθ

r
+ ρ̄ūθ

r

]
= 0, (3.61)

and for the imaginary part this leads to

û′
r

[
− ρ̄2πf + ρ̄ūzkur

]
+ û′

θ

[−ρ̄2πf ūθ

ūr

+ kuθ ρ̄ūzūθ

ūr

]
= 0. (3.62)

As a consequence, the ratio of radial and azimuthal convective
wave amplitudes is obtained:

û′
r

û′
θ

= ūr

ūθ

. (3.63)

Making use of kur = 2πf/vr and noting the convective velocity
of the radial fluctuations vr , the azimuthal component of the
wavevector is

kuθ = 2πf

ūz

×
[

1 +
(

ūr

ūθ

)2

×
(

1 − ūz

vr

)]
. (3.64)

It has been shown in previous work, see Palies et al. [134], that the
azimuthal fluctuations propagate at the convective axial velocity
of the flow, implying that the term in brackets of Eq. (3.64) is unity.
It implies that vr = ūz. This demonstrates that the radial fluctua-
tions also propagate at the axial velocity of the flow. To conclude
this analytical development, the wavevector and amplitude calcu-
lation leads to the equality u′

r/ur,0 = u′
θ /uθ,0. Taking into account
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that equality and rearranging the terms of Eq. (3.54), the following
expression is determined:

S′
d

Sd,0
= ζe

u′

u0
+ χe

u′
θ

uθ,0
, (3.65)

where

ζe =
[

u2
0

S2
d,0

(
1 − w′x

s

u′

)]
(3.66)

and

χe =
[

u2
θ,0

S2
d,0

(
1 − w′θ

s

u′
θ

)
+ u2

r,0

S2
d,0

(
1 − w′s

r

u′
r

)]
. (3.67)

In Eq. (3.65), one can see that the expression is similar to that of
Palies et al. [252], except that terms here are evaluated at the flame
front, whereas in Palies et al. [252] the flow velocity ratios were ex-
pressed upstream of the flame front. To retrieve that expression,
a phase shift should be included into Eq. (3.65). This result con-
firms that the burning flame speed is a function of the axial and
azimuthal components and leads to an exact expression for the
previously reported result. The ratios of flame surface speed to
velocity fluctuation along each direction in the last equation are
expected to be of the order of unity, because the flow speed will
dominate the overall budget between the flow, the flame, and the
flame surface speeds.

3.5.4 Mathematical-physical description
In this section, the previous results are described with a geo-

metrical representation and further discussed. By recognizing that
Eqs. (3.45) and (3.46) are equations of spheres, one can propose
the graphic given in Fig. 3.16. The three axes of this graphic repre-
sent the velocity components u, v, and w. The first sphere is cen-
tered on (wx

s,0 = 0,w
y

s,0 = 0,wz
s,0 = 0) and its radius is equal to Sd,0,

which is equivalent to v0 according to Eq. (3.46)(a). This sphere il-
lustrates static stability. Indeed, on the surface of this sphere, each
velocity satisfies Eq. (3.46)(a) so that the flame surface static speed
component is zero, which corresponds to a stabilized flame in the
laboratory frame of reference. The second sphere is centered on
a velocity point (u0, v0,w0) of the first sphere surface. It illustrates
the propagation of the flame front. This velocity point is defined
by its position (w′x

s ,w
′.y
s ,w′z

s) in the second sphere frame of refer-
ence. The radius of the second sphere is equal to the fluctuation of
flame speed S′

d . This indicates that propagation of the flame front
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Figure 3.16 Illustration of flame propagation. Mathematical-physical geometrical representation of Eq. (3.46)(a)
and (c).

occurs when the turbulent fluctuation is of the order of the lam-
inar flame speed. In addition, when the turbulent fluctuation is
above or below the laminar flame speed, the position of the flame
surface will change because (w′x

s ,w
′.y
s ,w′z

s) will not be zeros. The
turbulent fluctuation scale on the schematic is for illustration pur-
poses only (radius of the second sphere).

This graphic allows the determination of three distinct zones
which are now described.
• Propagation zone

This zone is the domain where turbulence is the driver of the
propagation. It is centered on the static component (surface of
the first sphere) and extends through the turbulent fluctuation
radius of the second sphere. This zone is located between the
flashback and blowout zones and it will be important for the
transition to blowout or flashback.

• Flashback zone
The flashback zone corresponds to an inner sphere where the
flow velocity is lower than the static flame speed or to high am-
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plitude low or high frequency turbulent or acoustic fluctuation
events lower than the fluctuation of flame speed.

• Blowout zone
The blowout zone corresponds to an outer sphere where the
flow velocity is larger than the static flame speed or to high am-
plitude low or high frequency turbulent or acoustic fluctuation
events higher than the fluctuation of flame speed.

3.6 Swirling flame numerical simulations: results
and discussion

The modeling methodology has been presented in Section 2.1
of this chapter. In this section, the results of the numerical sim-
ulations are presented and discussed, in a similar fashion as pre-
viously, considering now 2D fields instead. The variables investi-
gated are the magnitude of the velocity vector, its fluctuation, and
the flame isosurface defined at 1420 K as being the premixed re-
action zone peak location. The flame isosurface defined by this
value includes regions without reaction, typically occurring in the
ORZ/injector backplane zone and above the injector central cone.
The choice is made to exclude those regions in the analysis by
applying a criterion on the y and z coordinates above 0.0051 m
and 0.051 m, respectively. Firstly, the time average, the estimate
of the static component, and the fluctuating fields are plotted in
Fig. 3.17 (left column). Secondly, the distributions of time average,
static component, and fluctuation velocities on the flame surface
are plotted in Fig. 3.17 (right column). Finally, these velocities are
further documented with their levels as a function of a distance
along the flame in Fig. 3.18.

One can see in Fig. 3.17 (top left and center left) that the time
average and the static component are slightly different. The es-
timate of the static component was obtained by subtracting the
fluctuating field from the square of the time average magnitude,
v2

0 = v2 − v′ 2, as discussed earlier. The results indicate that the
static flame component extends slightly further than the time av-
erage and is overall similar for this statistically steady flame. The
associated velocity distributions computed on the flame isosur-
face are reported in the right figures along with vertical lines at
the distribution mean values. One observes that the distributions
are different mostly at near-zero speeds. While it is expected that
a low velocity region dominates the static component, the esti-
mation procedure of this static component amplifies this effect.
The distributions show otherwise similar shapes with strong de-
creases in levels as the velocity is increased beyond the central
peak, which is reflected in the median and mean values listed in
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Figure 3.17 Comparison of the time average and the static component. Time average, estimate of static mode, and
fluctuating fields, along with the time average distributions and static mode and fluctuation velocities on the flame
surface, on top, center, and bottom rows, respectively. The flame surface is colored by velocity fluctuation level in top
and center rows and by a solid curve in the bottom row.
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Figure 3.18 Evolution of variables on the flame front. Maps of flow velocities, (A) time average, (B) static mode, and
(C) fluctuation, versus the distance from the geometry center to a flame element on the flame isosurface.
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Table 3.5 Distribution averages over the flame isosurface.

Value Mean Median
Time average v 16.73 14.61
Static mode v0 11.08 11.35

Fluctuation
√

v′ 2 10.61 11.30

Tab. 3.5. Both have a strong peak near 15 m s−1, which appears
to be the preferred value where the static flame is located. The
time average and the static component of flame isosurfaces are
located on both sides of the swirling jet. The fluctuating field v′ 2

plotted in Fig. 3.17 shows that the highest fluctuation levels are sit-
uated on the swirling jet and inside the IRZ. Contrarily, the shear
layer zones located at the interfaces of the IRZ/ORZ and swirling
jet have weaker fluctuation levels. The corresponding distribution
is plotted in the right of Fig. 3.17. One can see a central peak (made
up of two distinct low amplitude peaks) in the distribution of ve-

locity fluctuations
√

v′ 2. The vertical line corresponds to the mean
value of the fluctuation distributions.

Fig. 3.18 present the levels of flow velocities, for (A) the time
average, (B) the static component, and (C) fluctuation, versus the
distance from the geometry center to a flame element on the
flame isosurface. In addition, mean values of the velocity distribu-
tions are superimposed as gray horizontal lines. The ensemble of
the present results allows to determine the preferred mechanism
of propagation for the present swirling flame with respect to the
previously introduced theoretical analysis. This is now carried out.

Theoretical elements presented in precedent sections led to
the equation system (3.46) for turbulent flames, which has been
discussed. While the flame speed was not determined for the
static and time-average fields, and thus no validation of this pre-
vious system of equations can be achieved as of now, the theoret-
ical results are used to investigate the flame stabilization mecha-
nisms. The system of equations has been illustrated graphically in
Fig. 3.16. On these graphics, the flame speed and the subsequent
flame stabilization are shown to be due to two contributors: the
static and dynamic components. The static component median
value is 11.35 m s−1. Lower values indicate a regime where the
flame speed Sd would be in the range of stretched laminar flame
speed and higher values correspond to turbulent flame speeds.
The dynamic component can be analyzed with the graphic of dis-
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tribution given in the left-hand side of Fig. 3.17. One observes that
the distribution has a central peak, as mentioned earlier. This peak
mostly occurs for fluctuating values near the static or time av-
erage mean value. In other words, this central peak bounds the
flame stabilization dynamics and limits the flame surface evolu-
tion/displacement by the alternating positive and negative turbu-
lent/acoustic fluctuations around the static mode as defined by
Eq. (3.46)(c).

It is now interesting to determine where each flame stabiliza-
tion mechanism (static or dynamic) is dominant. To do so, the
graphics in Figs. 3.17 and 3.18 are analyzed. In Fig. 3.18A, the time-
average flow velocity plotted as a function of the distance from
the center of the system shows the evolution of the two flame
branches (respectively the inner flame branch at the interface of
the IRZ/inner axial/radial shear layers and the outer flame branch
at the interface with the ORZ/ outer axial/radial shear layers).
The horizontal line represents the time average mean value. In
Fig. 3.17, the static mode is represented. In those two figures, one
observes clearly that the lowest velocities are reached for the low-
est radius values. This indicates that the near-injector flame sta-
bilization dynamics are dominated by the low values of the flame
speed, where Eq. (3.46)(a) is important. At higher radius, the flame
is dominated by higher velocities. In Fig. 3.18C, the level of velocity
fluctuation evolves closely around the mean fluctuation value. At
the near-injector location, the inner flame branch is dominated
by higher fluctuation levels than the outer flame branch. These
two branches evolve on the two low amplitude peaks of the cen-
tral peak identified in the distribution graphic. The combination
of theoretical and numerical simulation results demonstrates that
the flame is made up of two main regions where the stabiliza-
tion is different. In the near-injector region, the flame is stabilized
by a competing mechanism where both static mean flow and the
dynamic component (due to turbulence and acoustics) are impor-
tant, while the remaining locations of the flame are stabilized by
the dynamic component only.

3.7 Summary
In this section, mathematical expressions linking the flame,

flow, and flame surface speeds were derived based on a decompo-
sition of the flowfield into a static and a dynamic component. By
using this decomposition into a static and a dynamic component,
a general expression for the flame, flow, and flame surface speeds
was obtained and applied in specific configurations. A set of ex-
pressions was determined for those different configurations. Lam-



Chapter 3 Premixed swirling flame stabilization 155

inar and turbulent cases including the configuration of a modu-
lated turbulent premixed swirling flame were investigated. Some
of the obtained expressions can be written as equations of spheres
in a velocity space, leading to a mathematical-physical descrip-
tion of those expressions and their subsequent discussion. Those
theoretical expressions provide perspectives for premixed turbu-
lent combustion, as it is shown from the present analysis that the
propagation of the turbulent flame is due to either the static flow
speed or the turbulent velocity fluctuation. Numerical simulations
of quasi-DNS resolutions are carried out to investigate the swirling
flame stabilization mechanisms. It is concluded that in the near-
injector region, the flame is stabilized by a competing mechanism
where both static mean flow and the dynamic component (due
to turbulence and acoustics) are important, while the remaining
locations of the flame are stabilized by the dynamic component
only. In addition, the present results provide a route towards the
understanding of flashback and blowout phenomena where ve-
locity fluctuation due to for example turbulence or acoustics low
or high frequency high amplitude events could cause the propa-
gation zone to shift towards either the flashback or the blowout
zones.

4 Effects of operating conditions, swirl
number, and fuel on flame stabilization
The effects of the operating conditions on swirling flame sta-

bilization have been addressed by many research works, which
are now reviewed. The operating conditions include the Reynolds
number, the equivalence ratio, the operating pressure, and the
inlet temperature of the fresh gases. Flame stabilization of per-
fectly premixed flames has been pioneered by a few experimental
studies. For low swirling flames, a fully premixed flame was stabi-
lized by Cheng [120] and patented. The stabilization was guided
by the idea that the turbulent flame speed must balance the flow
speed. For higher swirl number flow, devices enabling the region
of low flow velocity were developed with axial swirler by Palies
et al. [253] and radial swirlers by Palies et al. [101], ensuring a bal-
ance with the local flame displacement speed. Nonperfectly pre-
mixed flames were widely studied for other configurations prior
to and after these studies. The article of Janus et al. [254] under-
took a study on the stabilization of swirl flames in the Preccinsta
combustor with fuel injected in the injector center, for different
operating points with varying combustor pressure between 2 and
6 bar at constant inflow bulk velocities. The authors measured
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velocity with LDV and characterized the flame shapes with OH-
PLIF measurements. The study by Schefer et al. [255] focused on a
premixed, swirl-stabilized flame operating with CH4 with the ad-
dition of H2 at fuel-lean conditions. The swirl vanes were at an
angle of 45 degrees. It was experimentally measured that hydrogen
addition resulted in a significant change of the flame structure.
Flame stability was examined for the effects of amount of hydro-
gen addition, combustion air flow rates, and swirl strengths (with
different swirlers) by Kim et al. [256]. The reported results showed
that the lean stability limit was extended by hydrogen addition.
The stability limit was reduced at higher swirl intensity for the
fuel–air mixture operating at low adiabatic flame temperatures.
Hydrogen addition was shown to increase NOx emissions for that
geometry and operating condition. This effect was damped by in-
creasing either the excess air or the swirl intensity. NOx and CO
emissions were compared between premixed flames and diffu-
sion flames under the same operating conditions, and were shown
to be reduced in the case of premixed flames. The effects of the
fuel composition (CH4–H2–air mixture), swirler blade angle and
heat loss, and Reynolds number were documented by Taamal-
lah et al. [257]. With the same experimental setup, Shanbhogue
et al. [258] investigated the flame shape taken by the flame at
various CH4–H2–air equivalence ratios at atmospheric pressure
and temperature, constant Reynolds number of 20 000, and fixed
swirler angle. The influence of the numerical boundary condition
at the backplane wall of combustors on swirling flame stabiliza-
tion has been studied by Chong et al. [259], where the authors
observed two different flames, “M” or “V” shapes, depending on
the boundary conditions, i.e., adiabatic or isothermal. A similar
observation was made by Benard et al. [260]. Future works should
include the determination of the thermal and momentum bound-
ary layer thicknesses and their resolutions in the injection system
because of the importance on capturing the local flow–flame–wall
interactions such as for flame stabilization and flashback. In Kim
and Hochgreb [261], time-averaged and phase-synchronized CH
chemiluminescence signals were obtained experimentally, and it
was demonstrated that the stabilization mechanism was a func-
tion of the equivalence ratio gradients for a constant inlet global
equivalence ratio. For fully premixed regimes, an M-shaped flame
was observed, and under stratified conditions, a V flame and a
toroidal detached flame developed in the outer stream and in-
ner stream fuel enrichment cases, respectively. The article of No-
genmyr et al. [262] focused on the use of LES to study the in-
fluence of the adiabatic wall boundary condition on the flame
shape. In Guiberti et al. [263], the authors investigated the stabi-
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lization mechanisms that modify the flame shape for hydrogen-
enriched swirling flames. The effects of wall boundary conditions
on swirling flame stabilization have been investigated by Guiberti
et al. [264] along with the effects of adding hydrogen to the in-
coming premixture. It was shown that the flame changed shape
according to the hydrogen concentration in the mixture. When
that concentration increased, the probability of stabilizing an “M”
flame shape over a “V” flame shape was increased. Additionally,
during thermal transient and at steady state, it was shown that the
combustor wall temperature played a role in the flame shape tran-
sition through the effect of the temperature of the burned gases in
the ORZ. This study confirmed that the shape of swirling flames
is sensitive to heat transfer to the combustion chamber walls be-
cause the subsequent local flowfield is modified and the flame sta-
bilization budget impacted. The article of Kim et al. [265] focused
on the effects of swirl level and hydrogen addition on the over-
all time-average flame shape, heat release intensity, temperature,
and species concentrations. In Burguburu et al. [266], the authors
also investigated the effects of hydrogen addition to kerosene on
flame stability with the objective to investigate the effects of such
addition at constant power for its application to aircraft engines.
The article of Malanoski et al. [267] described an experimental in-
vestigation of flow forcing effects on the dynamics of the leading
edge of a swirl-stabilized flame. Flame and flow dynamics were
characterized using high speed PIV and CH∗ chemiluminescence
imaging. It was shown that the strong motion of the flame lead-
ing edge impacted little the spatially integrated, forced response
of the flame, which was dominated by vortical motion. In Foley
et al. [249], many challenges were raised regarding stabilization
of swirling flames where burning occurs on the swirling jets and
shear layers. To start solving those, a wide range of parameters
were varied, including equivalence ratio, bulkhead temperature,
flow velocity, and preheat temperature. The effects of flame sta-
bilization on axial forcing were also investigated by Iudiciani and
Duwig [268], where the authors showed with LES and proper or-
thogonal decomposition on the results that globally, forcing at
frequencies lower than the PVC characteristic frequency displaced
the recirculation zone upstream of the combustor in the premix-
ing tube, while higher frequencies did not significantly impact the
flow or the flame. The article of Williams et al. [36] documented
the behavior of a swirling flame at multiple equivalence ratios and
inlet bulk velocities and mapped the regimes including blowout,
stable and thermoacoustically coupled regimes. The effects of lo-
cal plasma discharges on flame stabilization (both for static and
dynamic stability) have been studied by Lacoste et al. [269] in a



158 Chapter 3 Premixed swirling flame stabilization

Figure 3.19 Schematic illustrating the influence of parameters on the flame displacement speed. This schematic
also indicates the subsequent effects on the flame surface, flow, and flame speed budgets.

configuration similar to the MICCA-EM2C-Palies case and by Bar-
bosa et al. [270] for a range of parameters.

Fig. 3.19 shows the influence of parameters on the flame dis-
placement speed and the subsequent effects on the flame surface,
flow, and flame speed budgets. The operating pressure P and inlet
temperature T of premixed flames directly affect the flame speed
SD . For various fuels, the increase of pressure reduces the flame
speed, while the increase of inlet temperature increases the flame
speed. In addition to these effects, the selected fuel and its mixture
equivalence ratio � have a key effect on the flame speed, where
the flame speed reaches a peak slightly above the stoichiometry
value and reduces as the equivalence ratio reduces or increases.
The other quantities influencing the flame displacement speed
are the flame stretch κ, which includes the flow strain, the flow di-
vergence, and the flame curvature. The flame stretch of premixed
flames includes 15 different terms. The vorticity vector � compo-
nents also impact the local flame speed through the flame stretch.
The velocity vector v drives the flow strain and the vorticity and
subsequently impacts the flame speed. It is also a major compo-
nent of the flame surface speed budget driving the flame location
in the combustion chamber. The velocity field is driven to a large
extent by the injector and the combustor geometries, including
the swirler, and also by the low and high viscosity regions.
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Transient combustion
1 Introduction
1.1 Definitions

Transient combustion includes a wide range of phenomena
and processes and it is worthwhile to define what it refers to.
There are three types of transient combustion, which have in com-
mon that they are all time-dependent. Fig. 4.1 presents typical
signals for these three definitions. The first group includes gen-
erally unsteady combustion and consequently effects from acous-
tics, turbulence, and vorticity. It also includes transition processes
such as transition from laminar to turbulent combustion regimes.
The second group of transients includes the engine transients:
acceleration during take-off (TO), deceleration during the land-
ing phase, engine starting/ignition, and altitude reignition. The
third group of transients is that of static and dynamic stability. It
includes lean blowout (LBO), flashback, and combustion instabil-
ities. While the previous description follows a technological and
physical point of view, another characterization can be carried out
taking into account the description of the time-dependent signals
at stake. Transients can be indeed described in terms of transient
growth/decay, or transients toward a steady state or between mul-
tiple steady states. The former is typical of the transition toward a
combustion instability where the frequency of the signal has both
a real and an imaginary part. This is for example the case when
the thermal boundary conditions of walls are changed as a func-
tion of time. All these three groups of transients are directly linked
to the engine power settings. Consequently, any transient has to
take into account the given operating conditions considered.

In the context of transient combustion, it is worthwhile as well
to review the various definitions of nonlinearities in reactive fluid
dynamics. One may usually refer to the nonlinearity of the flow, of
the flame, and of the signals. Nonlinearity of the flow is defined by
the convective term of the Navier–Stokes equations, and is due to
the term v · ∇v. Nonlinearity can also refer to the level of the per-
turbed field assumed to be small such as in acoustics and thus in
the linear regime. The nonlinearity of the flame in the context of
the flame response to flow modulation is defined by the fact that
the flame transfer function (FTF) or the flame describing function
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Figure 4.1 Schematic illustration of combustion transient definitions. Transients include unsteady combustion,
engine transients, and static and dynamic stability.

(FDF) gain does not follow a linear behavior as the amplitude of
modulation is increased, i.e., a linear relationship. In combustion,
nonlinear also refers to the Arrhenius law exponential terms of the
reaction rates and heat release terms. For signals, the mathemat-
ical definition of nonlinear is straightforward. If the signal is not
linear, it is nonlinear. In other words, it is nonlinear if the signal
does not satisfy the three relationships of linearity: additivity, ho-
mogeneity, and superposition. These expressions are respectively

f (x1 + x2) = f (x1) + f (x2), (4.1)

f (λx) = λf (x), (4.2)

f (λx1 + μx2) = λf (x1) + μf (x2). (4.3)

The other definition used for linearity of signals in statistics is

f (x) = ax + b. (4.4)

This expression is used in general to fit a so-called linear model to
scatter plot data, and evaluate the subsequent degree of nonlin-
earity. The nonlinear regime in solid mechanics is defined by the
level of force applied to a material beyond which the deformation
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is not elastic anymore and it becomes permanent. It is then im-
portant to specify what type of nonlinearity occurs for a particular
system considered.

Tab. 4.1 presents a few characteristic signals to illustrate typ-
ical transient signals. Tab. 4.1A and B represent respectively low
frequency transient growth and low frequency transient decay. In
these cases, the modulation oscillation time period is so long (the
frequency is so low) that the transient sequence appears to be
nonoscillating, or as a drift. Tab. 4.1C and D represent oscillating
transient growth and decay where the envelope level of the signals
are respectively increasing and decreasing. Tab. 4.1E and F depict
low and high frequency transient growth and decay.

1.2 Data sciences and data analysis
The application of the governing equations in numerical code

to model a combustion system, for the realization of numerical ex-
periments, and for realtime jet engine or gas turbine monitoring of
variables lead today or will lead to vast data generation, enabling
to carry out detailed analysis, thanks to high spatial and time res-
olutions. In order to analyze those transient data, it is required to
use and develop postprocessing tools and algorithms to extract
flow quantities and features of interest. As an example of such
approach, Fig. 4.2 presents the workflow from numerical simula-
tion or experimental data generation to analyses of the results and
conclusions.

Data management is a key aspect when the data are gener-
ated from numerical simulations or experiments, as it will deter-
mine the amount of space needed. Both the data’s format and
their metadata will be important for the subsequent steps given
in Fig. 4.2. Indeed, the development of postprocessing tools that
include advanced algorithms requires appropriate formats and
metadata.

While the Big Data era has been reached, it is worthwhile to
point out a few of the recent tools that have emerged for database
processing. Those tools include for example Hadoop MapReduce
or RStudio. Hadoop MapReduce is a framework to perform two
main operations called “map” and “reduce” on data by distribut-
ing the tasks among a cluster of computing nodes. The map op-
eration consists in selecting a subset of a large data set, and the
reduce operation consists in the application of a given operation
on this subset. MapReduce has been applied in the analysis of su-
personic jet flowfields by Nichols [271], where the propagation of
the jet sound was captured with the Ffowcs Williams–Hawkings
acoustics analogy implemented with the MapReduce framework.
RStudio is software that allows statistical analysis of data sets.
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Table 4.1 Signal processing. (A and B) Low frequency transient growth and low frequency
transient decay. (C and D) Oscillating transient growth and decay where the envelope level of the
signals are respectively increasing and decreasing. (E and F) Low and high frequency transient

growth and decay.
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Figure 4.2 Workflow from numerical simulations or experiments to their conclusions.

In addition to these two tools, it is important to recall specific
selected diagnostics for combustion dynamics. These diagnostics
include the transfer function, Fourier transform, the Rayleigh in-
dex, proper orthogonal decomposition (POD), and dynamic mode
decomposition (DMD). The transfer function provides the ampli-
tude ratio of two signals at a given frequency and their phase. The
FTF, see Crocco [272], or FDFs, see Dowling [273], Noiray et al.
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[274], can be formed globally, such as in Palies et al. [253], by com-
puting the global flame response with respect to a perturbation
level or locally, see Pun et al. [275], Kang et al. [276], by evaluating
the local flame response to an inlet perturbation. For the global
flame response, the expression of the FTF can be written as

F(ω) = ω̇T (t)/ω̇T (t)

u′(x0, t)/u(x0, t)
≈ I ′(t)/I (t)

u′(x0, t)/u(x0, t)
, (4.5)

where ω̇T (t) = ∫
V

ω̇T (x, t)dV is the unsteady heat release esti-
mated by recording the global emission signals of excited radi-
cals like CH∗ or OH∗ using a photomultiplier detecting the total
light radiated by the flame I , and x0 is the location of the refer-
ence signal measurement upstream of the flame. The evaluation
of heat release rate with flame chemiluminescence can be carried
out with OH∗ or CH∗ signals that are obtained by filtering the full
light signals respectively at 307 and 432 nm.

Fourier transform of time domain periodic signals can be per-
formed with the fast Fourier transform (FFT) algorithm, leading
to frequency spectra. The objective of the FFT algorithm is to de-
termine the Fourier decomposition coefficients with a minimum
number of operations, see Cooley and Tukey [277]. Spatial signals
can be considered as well with Fourier transform to compute for
example the turbulence energy spectrum in the space domain.
The Rayleigh index consists in forming the product of fluctuating
pressure and heat release signals to identify regions of driving and
damping, see Samaniego et al. [278]. The 2D Rayleigh index maps
are formed and integrated in time over a time series. The Rayleigh
index time integral RI (x) is defined as

RI (x) = 1

ω̇T (x)p̄(x)

∫ T

0
ω̇′

T (x, t) × p′(x, t)dt. (4.6)

POD has been applied in combustion systems analysis to de-
scribe and identify structures for swirling flows by Wang et al. [279]
and for swirling flames by Davis et al. [280]. DMD has been ap-
plied on swirling flames by Motheau et al. [281], Palies et al. [213].
The algorithm to compute those two decompositions is now re-
called, following the presentation by Schmid [251]. A set of flame
image or particle image velocimetry (PIV) flowfield snapshots are
selected and organized into two matrices V1 and V2 such that V1
contains the data from instants t0 to tN−1 while V2 is made up of
data from instants t1 to tN . The derivation of the algorithm is as
follows. First, the singular value decomposition of the first matrix
V1 is computed (U and WH being unitary matrices). We have

V1 = U�WH . (4.7)
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The POD is obtained by forming the matrix Q = U� so that V1 =
QWH , where the POD modes are in WH and their time coefficients
in Q. Making use of the previous singular value decomposition
Eq. (4.7) and assuming that the operator A can be defined such
that AV1 = V2, the following expression is obtained:

AV1 = AU�WH = V2. (4.8)

This can be rewritten as

UH AU�WH = UH V2. (4.9)

The following matrix S̃ is then obtained:

S̃ = UH AU = UH V2W�−1. (4.10)

The eigenvectors yi of the matrix S̃ are calculated and the DMD
modes φi are formed. We have

φi = Uyi , (4.11)

S̃yi = μiyi , (4.12)

λi = log(μi)/δt. (4.13)

Finally, the eigenvalues μi are used to compute the frequencies
f and growth rates σ of the DMD modes: f = �(λi/2π) and σ =
�(λi), with δt being the inverse of the data sampling frequency Fs .
The snapshots used for the analysis of the LSI-LBNL-Cheng con-
figuration presented in the present chapter are OH-filtered flame
images obtained as a function of time so that the captured growth
rates correspond to the temporal growth rates.

1.3 Measurements and diagnostics
Diagnostics are implemented in a given experiment to de-

termine flowfield quantities and boundary conditions for subse-
quent comparison to simulations. Among many aspects that have
to be taken into account, the time and the spatial resolution of the
measurements of the diagnostics are very important. Experimen-
tal measurements are used for multiple reasons. Measurements
are utilized to compare results from numerical simulations and
evaluate the predictive capabilities of models. Measurements are
used to extract patterns and flow features through postprocess-
ing algorithms. Measurements are also used to set the numeri-
cal simulation boundary conditions. Moreover, measurements are
performed to confirm hypotheses and to discover physical mech-
anisms. Most variables can be measured in a turbulent reacting
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Table 4.2 List of experimental measurement methods and diagnostics.

Method Acronym Variable Principle Ref.
Shadowgraph imaging SI ∇ρ, ∇n Refractive index variation Settles [282], Van Dyke [283]

Schlieren imaging SI ∇ρ, ∇n Refractive index variation Settles [282], Van Dyke [283]

Mach–Zehnder interferometry MZI ∇ρ, ∇n Refractive index variation Toker [284], Van Dyke [283]

Hot wire anemometry HWA v Joule’s effect, King’s law Lomas [285]

Subsonic pitot tube PT v Bernoulli Ma << 1 Goldstein [286]

Supersonic pitot tube PT v Rayleigh pitot formulae

Laser Doppler velocimetry LDV v Interferometry laser Boutier and Most [287]

Particle image velocimetry PIV v Cross-correlation Riethmuller et al. [288]

Particle tracking velocimetry PTV v Cross-correlation Maas et al. [289]

Pressure-sensitive paint PSP p Fluorescence Gregory et al. [290]

Differential pressure
measurement

DPM p Bernoulli Goldstein [286]

Photomultiplier tube PMT ω̇T Photoelec./second emiss. Iams and Salzberg [291]

Intensified CCD camera ICCD ω̇T Photoelectricity

Laser-induced fluorescence LIF [Xk], T Light absorption/emission Daily [292]

Planar laser-induced fluorescence PLIF [Xk], T Light absorption/emission Lozano et al. [293]

Mie scattering MS d d/λ >> 1 Chigier [294]

Raman scattering RS [Xk], T Chigier [294]

Rayleigh scattering RS ρ, T d/λ << 1 Chigier [294]

Phase Doppler particle
anemometry

PDPA d , v, [X] LDV Albrecht et al. [295]

flow with different degrees of resolution. A summary of diagnos-
tics is given in Tab. 4.2. When directly comparing experimental
and numerical simulation results, particular attention has to be
paid to the time and spatial resolutions and to which quantities to
compare with.

2 Unsteady premixed combustion
Laminar combustion refers to a regime where the reacting

flowfield is not turbulent. Turbulence is defined by the presence
of fluctuations of various frequencies and intensities. Laminar
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Figure 4.3 Example of unsteady combustion configurations. Left: Modulated conical flame by Ducruix et al. [128].
Center: Swirling flame by Palies [180]. Right: Annular combustion chamber with 16 swirling flames by Bourgouin et al.
[73]. Source: EM2C.

combustion can be transient though, for example having a time-
dependent reacting flowfield due to harmonic fluctuations/oscil-
lations. In this section, the focus is on both sources of unsteadi-
ness for laminar and turbulent regimes: harmonic and nonhar-
monic fluctuations. A set of unsteady combustion configurations
is sketched in Fig. 4.3. The left figure represents a modulated con-
ical laminar flame by Ducruix et al. [128], the center figure repre-
sents the turbulent swirling flame of Palies [180], and the right fig-
ure illustrates the annular combustion chamber with 16 swirling
flames by Bourgouin et al. [73].

2.1 Laminar unsteady premixed combustion
The study of steady laminar premixed combustion is well

documented theoretically, numerically, and experimentally. The
flame structure is essentially known and characterized under
strained flow with or without curvature. The studies focusing on
unsteady laminar flames are less numerous. There are two main
categories of unsteady laminar flames. The first one consists of
aerodynamically unsteady strained laminar flames on radially ex-
panding or counterflow flame configurations. These studies aim
at characterizing the effects of flame stretch (flow strain, flame
dilatation, and flame curvature) in unsteady situations. It is im-
portant for physical understanding and subsequent numerical
modeling. Studies of the second category essentially focus on the
effects of flow modulation for combustion instability. Several of
those studies are now reviewed. Most of the configurations used
for the latter studies are either canonical conical or bluff-body “V”
flames.
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2.1.1 Strained and curved flames
There are a few key configurations that have been used to in-

vestigate strained and curved premixed flames in an unsteady
fashion. The first one is that of the counterflow flame configura-
tion, where two streams of premixed reactants impact each other,
inducing a stagnation point and the stabilization of two planar
steady premixed flames. The unsteadiness in that configuration is
generated by imposing upstream flow modulation. The role of the
flow modulation is to generate a perturbation of the axial center-
line flow strain. A second set of configurations consists of radially
expanding spherical premixed flames. In that setting, the flame
curvature is time-dependent. These two configurations enable to
study the axial component of the flow strain and the flame curva-
ture term of flame stretch separately. Comprehensive descriptions
of these configurations can be found in Law [296,297]. The flow
strain and flame curvature grouped under the flame stretch quan-
tity have a key effect on flame speed and local flame extinction.
These effects are reviewed now for laminar unsteady premixed
flames. Egolfopoulos [298] have shown that the effect of the ra-
diation on the flame response and extinction becomes important
only for near-limit premixed flames characterized by large thick-
nesses. Rutland and Ferziger [299] investigated the transient re-
sponse of laminar flames to strain numerically. The authors found
that two time scales enabled to characterize the flame response
during straining: at low strain, a slow time scale associated with
the preheat zone is dominant, while for higher strain, a faster
time scale related to the reaction zone was important. The authors
concluded that the flame response time and history (i.e., convec-
tive and diffusive) effects should be included for flamelet models
based on the local strain rate. Petrov and Ghoniem [300] studied
the time-dependent response of a premixed laminar flame sub-
jected to a sudden change in strain and a periodic strain to in-
vestigate the validity of the assumption that the flame response to
strain is instantaneous. It was shown that for most cases, the flame
response can be assumed to be instantaneous.

2.1.2 Flames submitted to flow modulation
The study of oscillating flames, i.e., flames submitted to exter-

nal flow modulations in laminar configurations, is an important
contribution to the understanding of static and dynamic stabil-
ity of more complex configurations. There are three main types
of flames investigated in this context: the conical flame, the pla-
nar flame, and the bluff-body flame, also known as the inverted
conical flame. In addition, usually, these flames are submitted to
either flow velocity modulation or equivalence ratio modulation.
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Experimental, theoretical, and numerical studies are documented
in the literature. Pioneering research on theoretical analysis of
conical flames was tackled by Baillot et al. [301], where kinematic
effects of a space-time forced velocity field upon a thin premixed
flame have been studied in order to examine the nonlinearities
due to a sufficiently high velocity perturbation level. Bourehla
and Baillot [302] performed experimental measurements of the
same flame and identified various regimes as a function of the
frequency and amplitude of the upstream modulation. Extensive
studies of laminar flames submitted to external flow modulations
were carried out by Durox et al. [303] for high amplitudes of mod-
ulation where coupling between the oscillating and the mean flow
were investigated, by Ducruix et al. [128] for moderate amplitudes
with both experimental and numerical studies, by Schuller et al.
[129] for both conical and bluff-body “V” flames theoretically, and
by Durox et al. [136] for bluff-body flames experimentally. Birbaud
et al. [304] investigated the “V” flame configuration with confine-
ment walls. Nonlinear features of flame dynamics have been char-
acterized by measuring the FTFs for different input levels by Durox
et al. [305]. Birbaud et al. [306] investigated the dynamics of an in-
verted laminar “V” flame submitted to equivalence ratio modula-
tions numerically. These series of works have documented and in-
formed on the fundamental mechanisms responsible for combus-
tion dynamics of laminar unsteady flames, and also determined
the flame responses of these flames to various perturbation types
at different frequencies and amplitudes. The dynamic response
of strained premixed flames to equivalence ratio gradients has
been investigated by Marzouk et al. [307]. It was concluded that
in comparison with fully premixed flames, stratified lean flames
burn faster and into mixtures whose equivalence ratios are lower
than those corresponding to flammability limits. The mechanism
responsible for these changes was identified as the establishment
of spatial gradients in temperature and the accompanying radi-
cal concentrations in the wake of the flame gradients acting as a
temporary “heat (and chemical) reservoir” for new incoming reac-
tants. As a result, for the same heat release rate, the reaction zone
of a flame burning in a stoichiometric-to-lean equivalence ratio
gradient is broader than that of the nominal steady flame, with a
lower temperature at the peak and a higher radical concentration
throughout.

2.1.3 Laminar combustion studies and DNS modeling relevant for
turbulent combustion

In this section, the focus is on the laminar combustion studies
directly relevant to turbulent combustion along with DNS con-
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ducted in this regime. In Clavin [308], the author detailed the
structure and dynamics of wrinkled fronts of premixed flames
in turbulent and laminar flowfields, and highlighted theoretical
analyses and experimental results to form a complete descrip-
tion of the coupling between diffusive transport processes, the
hydrodynamical phenomena associated with gas expansion, and
the complex chemical kinetics. Peters [184] reviewed the laminar
flamelet concept that covers the regime of turbulent combustion
where chemistry (as compared to transport processes) is fast such
that it occurs in asymptotically thin layers called flamelets em-
bedded within the turbulent flowfield. Echekki and Chen [309]
investigated the unsteady strain rate and curvature effects in tur-
bulent premixed methane–air flames. DNS of turbulent premixed
stoichiometric methane–air flames was carried out with a four-
step combustion mechanism. It was found that radical species
correlated strongly with strain rate and curvature depending upon
their individual mass diffusion rates. The authors concluded that a
single Lewis number representation of all species would be inade-
quate in predicting the heat release rate and evolution of the flame
surface. It was also found that the highly diffusive and fast reac-
tive species H and H2 were correlated with curvature, while the
less diffusive species CO, with a slow oxidation rate, was more sus-
ceptible to unsteady strain rate effects. Chen and Im [250] focused
on DNS of 2D unsteady premixed methane–air flames to extract
the correlation of flame speed with flame stretch for various cur-
vatures and strain rates generated by intense 2D turbulence. The
results showed that exceedingly large negative values of stretch
can be obtained solely through curvature effects, which give rise
to an overall nonlinear correlation of the flame speed with stretch.
Over a narrower stretch range, −1 ≤ Ka ≤ 1, which includes 90%
of the sample, the correlation was approximately linear, and con-
sequently the asymptotic theory for stretch was found to be ap-
plicable. Hawkes and Chen [310] conducted DNS with complex
chemistry to compute statistics of displacement and consump-
tion speeds in turbulent lean premixed methane–air flames. The
authors focused on evaluating to what extent a turbulent flame in
the thin reaction zones regime can be modeled by an ensemble
of strained laminar flames. Displacement speeds in the inner re-
action layer were found to agree very well with the laminar flame
calculations for a wide range of strains at high Damköhler num-
ber. For lower Damköhler numbers, a reduced response to strain
was observed, consistent with previous studies and theoretical ex-
pectations. Indeed, in these regimes, the flame sheet model is not
necessarily satisfied and the definition of the flame surface and
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the flame speed can become challenging. This issue is discussed
in Chapter 3 of the present book.

The transition from laminar flame to turbulent flame is not a
topic that has been studied and documented as comprehensively
as each topic separately. The principal challenges lie in designing
dedicated experiments for these studies.

2.2 Turbulent premixed combustion
In the present section, the focus is on turbulent combustion

with specific emphasis on premixed (fully, partially, and stratified)
combustion. The focus is on laboratory-scale experimental and
numerical simulation results. A comparison between laboratory-
scale and representative jet engine operating conditions is firstly
conducted to set orders of magnitude. It is important to recall the
differences between operating regimes of laboratory-scale and jet
engine configurations. For example, the operating pressure and
inlet temperature are different. Typical laboratory-scale combus-
tors operate at atmospheric conditions (1 atm, 300 K) while jet
engines operate at higher values (30 atm, 850 K) at TO. This affects
the turbulence and combustion processes, particularly the char-
acteristic Kolmogorov and flame thickness scales. For example,
the thermal flame front thickness at stoichiometry of a 1D laminar
flame at atmospheric conditions is of the order of 500 µm, while it
is of the order of 10 µm at TO operating conditions.

Premixed turbulent combustion has been examined compre-
hensively in the monographs of Poinsot and Veynante [172] and
Kuo and Acharya [21]. Turbulent combustion regimes are gen-
erally studied with the turbulent premixed combustion diagram
in order to build a bridge between the operating conditions of a
configuration and the subsequent turbulent combustion regime
modeling approach required. The classical turbulent combustion
diagram of Peters [184] consists of characterizing the regime with
the level of turbulence (RMS velocity nondimensionalized by lam-
inar flame speed) on the y axis versus the integral length scale of
the largest eddies nondimensionalized by the flame thickness on
the x axis. This diagram allows for example to distinguish regimes
where combustion can be described as flamelets or distributed
reaction zones. It is also worthwhile to point out that for a given
configuration, multiple regimes can coexist, depending on the lo-
cation of the estimates inside the flame region and the operating
conditions. Multiple characterizations of the turbulent combus-
tion regions have been carried out with DNS to describe and un-
derstand the interaction of a turbulent flowfield with a premixed
flame front in canonical configurations represented by a 3D CFD
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periodic domain. These configurations have allowed tremendous
progress in turbulent combustion but have been limited to small
computational domains due to the high CPU requirements. In ad-
dition, 3D boxes cannot replicate some key spatial scales of real-
istic configuration due to the size limitations. For example, influ-
ences of the turbulent integral length scale (such as taken as the
swirler or the flame tube diameter) or the interactions of the var-
ious wavelengths of propagating acoustic waves (through reflec-
tions at the walls) on the local velocity field cannot be captured.
These simulations will continue to be a fundamental tool for tur-
bulent premixed combustion research and will benefit from the
inclusion of additional applications’ relevant parameters, such as
high pressure. Simulation of real systems will require novel mod-
eling strategies: embedded DNS, hybrid DNS/large eddy simula-
tion (LES) approaches, or local mesh refinements (static or dy-
namic) to capture the flow dynamics and add value to the design
procedure. Numerical simulations have had and will have signif-
icant impacts on technology design. Consequently, future strate-
gies have to be complemented with improvements of the exist-
ing tools; for example, the LES modeling of turbulent combustion
should be revisited in terms of subgrid scale models. It is indeed
important to improve our understanding and capabilities of LES
modeling turbulent reacting flows for power and propulsion sys-
tems, because high pressure systems will require LES due to the
scales at work.

Few simulations at DNS resolutions have been carried out to fill
the need of exploring realistic combustors at full modeling scale,
see the two swirling flame configurations shown in Fig. 4.4. One
of the challenges of these direct simulations is the development of
dedicated, accurate, and fast postprocessing tools for physical in-
sight extraction in order to refine the design of technologies. On
the other hand, experimental visualizations of turbulent flames
at jet engine operating conditions are rare too. These data, both
from experiments and numerical simulations, will be key in order
to refine the understanding of the physical mechanisms at work
and some aspects of the technologies that rely upon them. In ad-
dition, it is worthwhile to add that the combustion chamber has to
be modeled within its context, and the multi-physics aspects, in-
cluding for example heat transfer, have to be taken into account.

For combustion dynamics and combustion instability studies,
turbulent combustion modeling in numerical simulations is im-
portant for two main reasons. Firstly, turbulent combustion mod-
eling impacts the flame position, which has been shown to be a
driver of combustion instability. Secondly, the flow velocity fluctu-
ations (acoustic, vortical, and turbulent) are directly responsible
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Figure 4.4 Examples of unsteady combustion configurations. Left: Modulated conical flame by Ducruix et al. [128].
Illustration of turbulent combustion numerical studies for swirling flames. (A) Preccinsta-DLR-Lartigue combustor
vorticity field colored by axial velocity from simulations with 2.6 billion cell mesh from Moureau et al. [322]. (B)
Corresponding cutaway of temperature. (C) Direct LSI-LBNL-Cheng low swirl flame numerical simulation from Bell
et al. [334].

for the spatial and temporal unsteady heat release rate, and are
also directly responsible for flame stabilization. In the next sec-
tion, the recent literature in turbulent combustion modeling for
LESs is documented.

LESs of gaseous flows in gas turbine combustion chambers
have been reviewed by Gicquel et al. [245]. Turbulent combus-
tion modeling for LES has been reviewed by Pitsch [311], Mercier
[312], Fiorina et al. [313], Bray [314] and has always been challeng-
ing, see Lilley [315–317]. The emphasis of this section is on four
main methods used to model turbulent combustion. The first one
is the no-model approach, where the turbulence–chemistry inter-
action is not specifically modeled and where the reaction rates
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are expressed with Arrhenius law functions of the filtered quan-
tities. This approach of the turbulent combustion closure tends
to DNS when the grid size allows to resolve the flame thickness
and the Kolmogorov scale at work. The second approach is based
on the flamelets theory, assuming that the flame retains its lam-
inar structure within the turbulent flowfield, see Pitsch [311]. In
that method, the combustion chemistry calculations are partially
decoupled from the flowfield computation by involving tabula-
tion of the chemistry parameters, for example using a flamelet
progress variable. These methods are used for regimes where the
assumption of flamelets holds, i.e., when the 3D flowfield does not
impact the 1D laminar profile, a severe assumption for the intrin-
sic velocity field in swirling flows. The third method is based on
the probability density function (PDF) for the reaction rate terms,
see the review by Haworth [318]. In flamelet methods and PDF
methods, the deterministic character of the flowfield through its
fluctuations may be lost. Finally, the fourth method consists of
thickening the flame front to be able to resolve its structure on
meshes that are coarser than DNS meshes, see Colin et al. [319]. In
this approach, the turbulence–chemistry interaction is modeled
with an efficiency function, see Charlette et al. [320,321].

There are several different comparisons between numerical
simulations and experimental results that can be carried out, de-
pending on the level of flow analysis performed. Usually, the first
step relies on comparing the mean and statistics between the
reacting numerical simulations and the experimental measure-
ments. Secondly, the turbulent spectra are sometimes computed
from the data available. In addition, the reacting flowfield and its
features (flame shape, wrinkling, coherent structure frequencies,
flame surface area, etc.) can also be used for comparison between
simulations and experiments. Finally, nowadays, the comparison
of instantaneous reacting flowfield snapshots has become impor-
tant to compare experimental and numerical simulation data.

The Preccinsta-DLR-Lartigue configuration has been widely
used to compare numerical simulations executed with differ-
ent turbulent combustion models with experimental data. In
Moureau et al. [322], numerical simulations of that combustor
were carried out. Multiple LESs and a DNS resolving the thermal
flame front thickness were conducted. The DNS contained ap-
proximately 2.6 billion cells in the computational domain, with
an average cell length of 100 µm. The DNS results were used
to perform a priori filtering and data analysis in order to in-
vestigate the flow–flame interactions for PDF modeling with de-
tailed tabulated chemistry. Filtered tabulated chemistry for LES
was introduced by Fiorina et al. [323], Auzillon et al. [324] and
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applied to the Preccinsta-DLR-Lartigue configuration too by en-
suring that the thickened flame speed was properly captured,
assuming that the flame retains its laminar structure locally. In
Veynante et al. [325], the authors focused on dynamic turbulent
combustion models for LES. Dynamic formulations for the flame
wrinkling factor of the thickened flame model were investigated
with a priori filtering on the Preccinsta-DLR-Lartigue data set ob-
tained by Moureau et al. [322] and a posteriori tests. The article
of Franzelli et al. [326] investigated the effects of multiple chem-
ical mechanisms of different degrees of complexity (5 species/2
reactions to 13 species/73 reactions) and showed the significant
effect of the chemical mechanism on the flame shape. The re-
duced chemical mechanisms were shown to compare favorably
with the experimental temperature field. In Wang et al. [327], a re-
duction chemistry approach was proposed and applied to the
Preccinsta-DLR-Lartigue setup with overall agreement with the
experimental data. The article of Ansari et al. [328] investigated
the same setup with a filtered density function model. Multiple
RANS models were assessed and compared in Anker et al. [329]
for the Preccinsta-DLR-Lartigue configuration. In Mercier et al.
[330], the authors studied the effects of the two LES filter operators
of different sizes for the flowfield and the flame front, respec-
tively. The consistency issues between flame and flow filter sizes
in LES of turbulent premixed flames and the model applied to
the Preccinsta-DLR-Lartigue burner were specifically discussed.
A comparison of the dynamically thickened flame model and a
flame surface density model was carried out through LES by Wang
et al. [331]. Very good agreement between the LES and experimen-
tal data was obtained for the statistics of velocity, temperature,
and major species. In Volpiani et al. [332], the authors focused on
an adaptive dynamics model, where the parameters depend on
the resolved variables of the simulations. It was shown that the dy-
namics wrinkling factor significantly affects the flame dynamics,
as this latter was only captured with the dynamic model. Scale-
adaptive simulation was carried out by Lourier et al. [333] to study
the influence of turbulence–chemistry interaction on the struc-
ture and stability of the Preccinsta configuration. It was shown
that the associated subgrid scale terms had minor importance for
the resulting time-average quantities because of highly resolved
velocity, temperature, and species fluctuations in the computa-
tions.

The LSI-LBNL-Cheng configuration, depicted in Fig. 4.4C, has
been used for many experimental and a few numerical turbulent
combustion studies. The initial design of the experimental setup
for low swirl flames along with experimental measurements was
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documented in Cheng [120]. The article of Plessing et al. [335] pre-
sented measurements of the turbulent burning velocity and the
structure of premixed flames in that configuration. It was demon-
strated that the turbulent flame brush thickness was not depen-
dent on u′/SL and that the turbulent burning velocity was well pre-
dicted from a model equation for the flame surface area ratio us-
ing the level set approach. In Bell et al. [336], the LSI-LBNL-Cheng
flame was studied numerically with 3D DNS simulations and a
two-step reaction mechanism with six species. Petersson et al.
[337] carried out a detailed multi-diagnostics analysis of the low
swirl flame to characterize the reacting flowfield. The effects of hy-
drogen addition on key quantities such as flame speed, NOx emis-
sions, and flowfield velocities were investigated by Cheng et al.
[338] at high pressure and inlet temperature conditions. Compre-
hensive combined experimental and numerical studies were car-
ried out by Day et al. [339] on methane flames and by Day et al.
[340] on hydrogen flames with detailed characterization of the
turbulent flame front. In Bell et al. [334], the authors conducted di-
rect numerical simulations of the low swirl injector premixed air–
hydrogen flames. The simulations were used to describe the levels
and mechanisms of NOx formation. Turbulence was also charac-
terized at the flame front with visualization of the anchoring zone
of the low swirl flame. Other low swirl flames have been studied,
such as in Nogenmyr et al. [210], where the level-set G-equation,
flamelet chemistry, and finite rate chemistry with reduced kinetics
were compared with experimental results (stereoscopic PIV and
PLIF).

The work of Minamoto et al. [341] focused on the DNS of a
hydrogen-enriched swirling premixed flame. Two swirl numbers
were simulated and showed the impact on the formation of the
inner recirculation zone (IRZ) in the combustor. The large velocity
gradients in the higher swirl number case produced high turbu-
lence intensity in the upstream region compared with the lower
swirl number case.

The turbulent premixed combustion regime of the gas turbine
engine at real scale and operating conditions is an active point of
discussion in the literature, along with the turbulent integral-scale
determination. It has been presented in Chapters 2 and 3. DNS nu-
merical simulations are very valuable because they enable capture
of the finest continuum scales of the chemical and fluid dynamic
processes. Such simulations are rare though due to the resources
they require. The leading examples for swirling flames are those
of Moureau et al. [322] and Bell et al. [334]. These types of sim-
ulations should become a tool for advanced learning of the sev-
eral chemical and physical facets (convection–diffusion–reaction
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problems) of swirling flames. In addition, turbulent combustion
modeling of swirling flames at real gas turbine engine conditions
should be continued for the same reasons and used to determine
the regime of combustion at these conditions. Several insights will
be gained from these simulations and could be for example em-
ployed to extract the local flame speed for subsequent modeling.
Open underlying questions include (i) the assumption beyond
the modeling of the flame as a flame sheet at gas turbine condi-
tions, (ii) the effects of the individual flame stretch components
(15 terms for a premixed flame) on local propagation/extinction,
(iii) the verification of orders of magnitude of characteristic scales
a posteriori and the verification of assumptions, (iv) the valida-
tion of chemical mechanisms for modeling chemical kinetics at
relevant high pressure, high temperature conditions, and (v) the
treatment of supercritical conditions at these operating condi-
tions (such as TO). Such simulations will enable us to begin an-
swering some of these questions, and will provide visualization at
real scales, a major challenge.

3 Combustor engine transient
There are two main categories of gas turbine engine transients.

Acceleration and deceleration consist of the first category. They
logically occur during TO and landing for commercial aircraft.
Ignition and reignition belong to the second category and are
closely linked to the engine start phase and engine altitude reig-
nition. Both of those categories are discussed now by reviewing
the limited available literature in the public domain. For electricity
generation gas turbine systems, the acceleration and deceleration
phases correspond to the starting and stopping phases of the en-
gine. It is worthwhile to indicate that engine transient studies are
limited for various reasons, including proprietary issues and costs
of realistic-scale tests. In addition, numerical simulations of re-
alistic gas turbine engine combustors in transient conditions is
also out of reach in terms of CPU cost for most current simula-
tion strategies. Consequently, the literature is relatively weak or
focused on quasisteady state approaches, where the transient is
seen as a succession of quasisteady states. Most available stud-
ies have focused on the description of the engine dynamics in
a 0D fashion, where the combustor is seen as a box and the in-
put/outputs of that box are the modeled quantities for various
combinations of parameters. This methodology enables to de-
scribe the first-order effects of certain parameters on the outputs
of the combustor, but they do not allow the modeling of the 3D
time-dependent dynamics of the reacting flowfield.
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Peitsch [342] presents a variety of approaches for modeling
transients of the entire engine behavior and discusses the limita-
tions of these. Wang et al. [343] focused on the development of a
method for the simulation of gas turbine fuel systems. The per-
formance of each of the hydraulic components of the fuel system
was simulated using physics-based models. Rosfjord and Cohen
[344] designed and used a test rig to evaluate the transient re-
sponse of advanced gas turbine combustors. The time-dependent
mass flows of air and fuel and preheat temperatures were input
parameters of the setup, allowing to determine or speculate some
subsequent effects on the combustion process.

4 Configuration case study
In the next sections, a case study is investigated with numerical

simulations. It includes the numerical procedure, the description
of the setup, the study of flashback, the study of LBO, and the
transient to transverse combustion instability in the same config-
uration.

4.1 Methodology and numerical procedure
The modeled geometry consists of a cylindrical injection unit

connected to a 95 mm × 150 mm combustion chamber. The out-
let was open to the atmosphere as in the experiment by imposing
an outlet atmospheric pressure boundary condition. The injection
unit includes a central bluff-body and a swirler equipped with six
vanes at a 60 degree angle with respect to the flow axis. The exper-
imental description of the setup can be found in Cavaliere et al.
[53]. The modeled geometry is sketched in Fig. 4.5. Simulations
were conducted with adiabatic or isothermal walls, and perfectly
reflecting or partially reflecting outlet boundary conditions. All
walls were modeled with no-slip boundaries. The presently re-
ported results were obtained with fully reflecting boundary inlet
and outlet, and adiabatic walls. The bulk velocity imposed at the
computational domain inlet was calculated to match the bulk ve-
locity at the annulus of the bluff-body tip, as this latter is known
from the experimental measurement. There is no imposed tur-
bulence field initialization or boundary condition, as the swirler
drives the turbulence. The operating point considered is that of
the premixed flame where lean blowoff (LBO) is observed at an
equivalence ratio of 0.57. The present simulation was conducted
as a sequence at an equivalence ratio between 0.7 and 0.55, as the
CPU time requirement for a parametric study to capture the exact
near-blowout (0.61) and blowout (0.57) cases was out of reach.
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Figure 4.5 Setup geometry. View of the numerical model which includes the central cylindrical bluff-body, the swirler
unit, and the 95 mm × 150 mm combustion chamber.

The simulation was performed with a 236 million cell struc-
tured grid with cell size enabling to resolve the thermal flame front
thickness and nearly Kolmogorov scales. The turbulent Reynolds
number is defined by Ret = ρu′l0/μ, where ρ is the density of the
fluid, u′ is the turbulent velocity fluctuation taken equal to 20% of
the bulk velocity so that u′ = 4 m s−1, l0 is the integral length scale
assumed here to be equal to the inner injector diameter of 25 mm,
and μ is the dynamic viscosity. The Kolmogorov scale η can be
written as η = l0Re

−3/4
t . The calculations give 35 µm in the reactant

and 360 µm in the products. The Blint thickness (close to the ther-
mal flame front thickness) is defined by δB

L = 2δ(T2/T1)
0.7, where δ

is the diffusive laminar flame thickness defined by δ = λ/(ρcpS0
L),

where λ is the thermal conductivity, cp is the heat capacity at con-
stant pressure, and S0

L is the unstretched laminar flame speed,
leading to a value of 800 µm at � = 0.7. The mesh was designed
at that equivalence ratio as the laminar thermal flame thickness
increases as the equivalence ratio decreases during the LBO se-
quence, up to values of 1.5 mm at � = 0.5. This mesh is equivalent
to a more than one billion tetrahedron cell mesh of the 3D domain
in terms of resolution of those two scales. Selected mesh close-up
views are given in Fig. 4.6. The time step of the numerical time
integration was set to 1.0E−6 s. Because the present mesh allows
to capture most possible vortex sizes in the flame dynamics re-
gion, both in fresh and burned gases, no turbulence–chemistry
model was retained so that no model is employed for the turbu-
lent combustion closure. An LES formulation is used here though
with momentum subgrid model expected to act only for the small-
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Figure 4.6 Setup geometry. Close-up views of the surface mesh. (1) Isometric view of the intersection bottom
extremity of the bluff-body and swirler. (2) Side view of the swirler–bluff-body intersection. (3) Top bluff-body and
backplane circular inlet. (4) Swirler vane view. (5) Side view of the top extremity of the bluff-body prior to the
combustor backplane.

est dissipation scales in the fresh gases. The thermal thickness of
the flame front is modeled with 5 to 15 points throughout. The
combustion chemistry mechanism was a one-step global mech-
anism including five species fitted to retrieve flame speed and
adiabatic flame temperature. The reacting simulations were per-
formed with the Loci-CHEM code, a finite volume code for 3D
chemically reacting turbulent flows Luke et al. [215]. The OH fields
were reconstructed a posteriori. The procedure to reconstruct the
OH field was as follows. A set of laminar premixed flames were
computed for equivalence ratios between 0.5 and 1.0. From those,
the mass fractions of OH and H2O and the temperature variables
were extracted and used to build an a posteriori look-up table im-
plemented as a direct function f so that YOH = f(T,YH2O).

4.2 Time-average versus instantaneous velocity
field

This section presents a few numerical simulation results ex-
tracted from the configuration case study. Specifically, the instan-
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Figure 4.7 Comparison of time-averaged and instantaneous flowfields. Numerical simulations of the time-averaged
(top row) and instantaneous (bottom row) axial, radial, and azimuthal flowfield velocities.

taneous and time-averaged velocity fields are discussed. These re-
sults are depicted in Fig. 4.7. The top row represents the time aver-
age, while the bottom row represents the instantaneous flowfield.
The axial, radial, and azimuthal velocities respectively correspond
to columns one, two, and three. The isoline of zero axial velocity is
superimposed on the axial velocity fields.

Some observations from these flowfields can be made. First
of all, the instantaneous and the time-averaged flowfield are very
different. The time-averaged axial velocity shows that the IRZ ex-
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tends relatively far downstream the combustion chamber, a fea-
ture that has been observed and visualized with PIV in several
studies of reacting swirling flows. The radial time-averaged veloc-
ity component is shown to peak on the swirling jets and where the
flame is located. It is also nearly zero inside the upstream injec-
tor annulus prior to the bluff-body. The azimuthal time-averaged
flow component reaches distinct distributions in two regions of
the flow. From the outlet swirler up to the flame tips, there is a
first region of homogeneous azimuthal velocity associated with
the swirling jets generated by the swirler. The intensity of the az-
imuthal velocity decreases as the distance from the swirler in-
creases, particularly on the combustor swirling jets. The second
region of homogeneous azimuthal velocity of opposite sign is the
left and right parts of the combustor region. There are two most
significant observations to be made on the instantaneous flow-
fields. Firstly, the spatial variation of these velocity components
is significant and it leads to nonintuitive remarks. For example,
on the instantaneous axial velocity field, there is a pocket of non-
reversed flow inside the IRZ. The second observation is that the
axial and radial velocity fields look qualitatively different from
the azimuthal velocity component. This latter appears to be more
turbulent-like and suggests an anisotropy of the scale and so a
preferred direction. Both of these observations could impact the
analytical and numerical modeling of turbulence and flow–flame
interactions of swirling flames.

4.3 Flashback
One key issue and challenge of static stability and flame sta-

bilization is flashback. This phenomenon can be described as the
passage from a stabilized flame under normal operation to a flame
anchored inside the injection unit, i.e., not in its normal opera-
tion location. The main issue associated with this phenomenon is
that the flame is not located in its optimum performance location
and can generate highly unsteady heat flux that can potentially
melt certain injector components. A review of the state of the art
of flashback studies is presented in Chapter 2. In this section, the
flashback mechanism is discussed with respect to the configura-
tion case study of this chapter. A sequence of flashback is depicted
in Fig. 4.8 and now described.

Fig. 4.8 presents a transient sequence from a stabilized flame
to a flashbacked flame. The sequence consists of nine snapshots
taken every 0.15 ms. At t1 the flame is stabilized robustly. At t2, it
is observed that a temperature peak is reached in the near-bluff-
body left tip region. The origin of this local peak can be due to
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Figure 4.8 Flashback transient sequence. Numerical simulations of a sequence leading to flashback of the flame
inside the injector.
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multiple sources: (i) a velocity fluctuation superimposed on the
low flow velocity region enables the transport of pockets of burned
gases upstream, (ii) thermal diffusion is enabled in the bound-
ary layer region of the bluff-body, and (iii) the heating/bound-
ary condition of the bluff-body induces local heating. At t3, this
region is shown to expand mostly in the axial direction and to
reach higher temperatures. At t4, the flame is propagating up-
stream inside the injector through the low velocity region created
by both the boundary layer at the bluff-body wall and the lower
central swirling flow velocity. At t5, the flashback zone spatially
spreads and flashback is also initiated in the near-bluff-body right
tip region. In addition to the mechanisms described for instant
t1, the generation of this initiation step could be the result of the
propagation/transport of the left flashbacked region through the
swirling motion. At t6, reaction occurs on both sides of the bluff-
body. From t7 to t9, one observes that flashback is established and
the stabilized flame cannot be retrieved without external control.
The analysis of the velocity field (not shown here) and the tem-
perature field demonstrates that the low velocity region of the
bluff-body wall is important. The role of the conical bluff-body
extremity is also critical in flashback by (i) the generation of a
high velocity region separating the burned gases from the inner
injection unit low velocity region and (ii) its temperature. Conse-
quently, this region can and needs to be optimized by design.

4.4 Lean blowout
This section investigates the evolution towards LBO with tur-

bulence and flame-resolved simulations for the experiment of
Cavaliere et al. [53]. These simulations include the swirler to cap-
ture the unsteady 3D velocity field and the chemistry is modeled
with a single-step overall reaction. As presented in the first sec-
tion, the grid requirement is such that the Kolmogorov scales in
the fresh or the burned gases along with the flame front thickness
are resolved throughout the computational domain. The corre-
sponding structured grid consists of 236 million cells. A transient
sequence corresponding to a step change of equivalence ratio �

from 0.7 to 0.55 is modeled. Experimental and numerical data are
compared and an overall good agreement is reached, except for
the latest times of the sequence, for which possible causes are
discussed. These data are used to support the analysis of the un-
derlying mechanism. The analysis then focuses on the known LBO
mechanisms from the literature in the present configuration. Mul-
tiple scenarios corresponding to several assumptions responsible
for the evolution towards LBO are evaluated. These assumptions
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include the roles of the precessing vortex core (PVC), acoustics,
flame sheet holes, flame stretch, IRZ dynamics, and heat losses. In
this section, each of these assumptions is briefly discussed based
on key observations made from the experimental and numeri-
cal data. It is deduced that the process leading to LBO is associ-
ated with the convective motion of cooler combustion products
towards the IRZ as the equivalence ratio is decreased. The mech-
anism leading to blowout in the present configuration is linked to
the time required to fill the IRZ with those cooler burned gases.

4.4.1 Introduction
The modeling and the physical understanding of transient

combustion phenomena for gas turbine engine combustors are
two important coupled challenges. LES is needed to study these
systems operating at high pressure where the chemical and flow
scales at work hinder direct simulations. The use and develop-
ment of LES subgrid-scale models is then a requirement. Turbu-
lence and flame-resolved simulations at atmospheric conditions
of 3D swirl-stabilized flames can enable that goal. In addition to
the modeling challenge, the physical understanding of transient
processes will enable future design optimization. In that context,
the present section proposes to tackle selected aspects of these
challenges: the LBO modeling with transient flame-resolved sim-
ulations. Blowout is defined as the observation by which the flame
is blown away from the combustor. Blowoff is the total extinction
of the flame by itself. In general, blowout and blowoff processes
can be seen as separate phenomena because part of the flame
is actually blown out while the other part is blown off. While the
blowout of bluff-body flames has received significant attention
Plee and Mellor [48], Shanbhogue et al. [49], research on LBO of
swirling flames is less documented. The blowout of conical bluff-
body flames has been investigated and detailed analysis of the
flowfield in the flame stabilization zone obtained by PIV was car-
ried out by Chaparro and Cetegen [345]. It was found that the
blowoff equivalence ratio exhibits a dependence on the inlet flow
acoustic modulation frequency. Blowoff characteristics of bluff-
body-stabilized conical premixed flames with upstream spatial
mixture gradients and velocity oscillations have been investigated
by Chaudhuri and Cetegen [346]. With POD, the vortex shedding
modes of a bluff-body-stabilized flame, including conditions near
blowoff, were analyzed in Kostka et al. [347]. The dynamics of
bluff-body flames were imaged by high speed flame imaging and
the effects of local extinction prior to blowoff were observed by
Tuttle et al. [348]. The effects of fuel stratification induced by fuel
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injection on the transition of flames to blowout were studied in
Kopp-Vaughan et al. [349].

Blowout of swirling flames has been investigated by high speed
OH imaging, where the blowout events preceding the total ex-
tinction of the flame in the gas turbine model combustor were
linked to the presence of cold reactant in the IRZ Muruganan-
dam et al. [50], Muruganandam and Seitzman [51]. Cavaliere et al.
[53] studied premixed, diffusion, and spray flames experimen-
tally at conditions near blowoff. It was shown that the premixed
flame changes shape prior to blowout; the diffusion flame exhib-
ited holes in the flame front, occurring at higher frequencies upon
approaching blowout. The diffusion and spray flames showed ran-
domly occurring lift-off due to localized extinction. The lift-off
height and events were also characterized and a Damköhler num-
ber collapsed the blowoff velocity data for all flames with reason-
able accuracy. Using a high speed camera, the blowout limits have
been characterized by varying the fuel/air ratio of a liquid-fuel gas
turbine-derived burner in the diffusion flame mode in De Giorgi
et al. [54]. Wavelet-based analysis of flame images was used to
investigate local unsteadiness in the flame area. Numerical sim-
ulations of blowout, flashback, and flame position have been un-
dertaken by Ganji and Ebrahimi [350]. Different equivalence ratios
were studied and thermal coupling of the reacting flow with the
solid structure of the combustor was taken into account. The tem-
perature of the gas was shown to affect the blowout limit in an in-
dustrial dry low emission gas turbine in Sigfrid et al. [351]. Partially
premixed swirling flames have been shown to be blown out due to
excessive straining and due to entrainment of large amounts of
oxidizer due to partial premixing in Santhosh and Basu [57]. The
blowout phenomenon was studied by increasing the swirling flow
rotation from zero to high values. It was shown to have a strong ef-
fect on the flame shape. A study has investigated extinction/reig-
nition events occurring in a swirl-stabilized combustor and an-
alyzed the interaction of these precursor events with the double
helical mode of the vortex breakdown leading to blowout in Mu-
ruganandam and Seitzman [58]. The lift-off mechanism of swirl-
stabilized premixed flames was investigated using PLIF, PIV, and
OH* chemiluminescence in An et al. [352]. The authors observed
that the lift-off process involved multiple coupled phenomena: lo-
cal flame extinction near the flame base, the development of a
helical PVC, and the total extinction of the flame base. In addition,
the authors observed that the PVC increased the strain rate on the
flame base, which eventually led to total detachment. The local
extinction of the flame and this PVC flow feature impacted the
strain rate on the flame base, leading to flame blowout. Numerical
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simulations have also been used to capture blowout phenomena
and describe the physics. Blowout sensitivity to different fuels us-
ing two-phase flow LES was recently conducted by Esclapez et al.
[59,60]. The blowout phenomenon initially observed by Cavaliere
et al. [53] was modeled with numerical simulations for the dif-
fusion and spray flame cases in Tyliszczak et al. [61], Zhang and
Mastorakos [62], Giusti et al. [63], Giusti and Mastorakos [64], but
the premixed case has only been documented by one study as of
today, see Nassini et al. [353].

An important aspect of the present section is firstly to inves-
tigate the known literature mechanisms and secondly to perform
an analysis of the modeled transient sequence in order to describe
the evolution towards LBO for the experiment by Cavaliere et al.
Challenges associated with the latest time of the LBO sequence,
i.e., the onset of LBO, are also discussed.

4.4.2 Results and comparison with experiment
Velocity field and flame shape

The validation and verification of the numerical procedure was
carried out by comparing several quantities between experiment
and simulation. The first aspect that is ensured is that the bulk ve-
locity at the bluff-body extracted from the numerical simulation
data matched the experimental bulk velocity at blowoff. In Fig. 4.9,
the radial profiles of the three velocity components extracted at
one millimeter above the bluff-body are plotted. The horizontal
line corresponds to the experimental bulk velocities. The calcula-
tion of the bulk velocity from the left and right profiles of peak
axial velocities confirmed that the simulation captured the ex-
perimental flow condition within 1%. Secondly, the instantaneous
flame shapes were compared at two different representative time
steps.

In Fig. 4.10, the experimental OH-PLIF data are compared with
two instantaneous OH mass fraction fields. Two snapshots ex-
tracted from the transient simulation are compared with the sta-
tistically steady experiments respectively at equivalence ratio 0.7
and 0.61, which require to be cautious in the direct comparison
of the data. A few key observations from the experiments can be
made which are affirmed by the simulation. First of all, at the
equivalence ratio � 	 0.7, significant reactions occur in the outer
recirculation zones (ORZs), as demonstrated by the levels of OH
emission captured with OH-PLIF. In the center of the IRZ, the lev-
els of OH in the simulations are slightly underpredicted. Secondly,
at the equivalence ratio of � 	 0.61, the reduction of OH levels in
the ORZ is captured but the level does not reach the lowest level
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Figure 4.9 Setup geometry. Time-average velocity profiles extracted at 1 mm above the backplane in the reacting
simulations. The horizontal line corresponds to the experimental bulk velocity calculated on the bluff-body annular
passage.

seen in the experiments. For both equivalence ratios, the evolu-
tion of the flame front shape is qualitatively captured, as demon-
strated by the wrinkling of the front by the largest scales, and
pockets of fresh and burned gases are observed in both cases as
well. Additional observations (not shown here) of the experimen-
tal flame images show that a characteristic wavelength is superim-
posed on the inner branch of the flame front, this latter possibly
corresponding to a high frequency oscillation of the flame near the
blowout limit. Moreover, the OH-PLIF experimental results show
a global pulsation throughout the flame region where the levels
of OH emission slightly changed. These two observations support
a possible intermittent pressure oscillation at work in the com-
bustor near blowout, which could not be confirmed due to the
absence of pressure time trace experimental measurements and
the low sampling rate of the OH-PLIF high speed imaging system
with respect to this high frequency oscillation.
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Figure 4.10 Flame shape comparison. Comparison of the instantaneous OH flame shape from simulations (left) versus
experiments (right) at equivalence ratios of 0.7 (top) and 0.61 (bottom).

Transient sequence toward LBO
Next are compared in Fig. 4.11 the sequence of the a posteri-

ori reconstructed OH mass fraction from the simulations (top two
rows) and the OH emission from the OH-PLIF experiments (bot-
tom two rows). The experimental and numerical data are taken at
equivalent instants, with the time prior to LBO indicated in mil-
liseconds. We first begin describing the experimental sequence.
One observes that during the first four documented instants, there
are significant variations of the OH field on the upper part of the
flame between the sides and the centerline, and we see an alter-
nating presence of flame (t −40 ms) or no flame (t −25 ms) in those
regions. In addition, during these instants, the regions where OH
emission is the highest are evolving upstream towards the bluff-
body region, a feature also observed in the experimental OH∗ field
line of sight integrated results of Cavaliere et al. At t − 20 ms and
beyond, the flame shape is strongly modified and the OH field
is getting sparse and occurs on the centerline of the combustion
chamber. A splitting of the upstream and downstream flame also
takes place. The numerical simulations conducted enable to re-
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Figure 4.11 Comparison of experiment and simulations. Simulation (top rows) versus OH-PLIF experiment (bottom
rows) results of the transient sequence evolving towards LBO showing the a posteriori reconstructed OH mass
fraction. The global dynamics are also tracked with isocontours of the OH signal taken at three levels: 0.001, 0.002, and
0.003.
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trieve most features of the experimental LBO process. First of all,
the duration of the time sequence towards LBO is closely matched.
It is 48 ms in the experiment. In the simulation, the LBO time is
quantified by the time from the equivalence ratio step change to
the time when the isocontour of OH mass fraction equal to 0.001 is
not seen in the flowfield. This time is shown to be 50 ms. While the
first four instants displayed in Fig. 4.11 have discrepancies with
the experiments, this is attributed to the fact that the initial equiv-
alence ratio between the experiment and simulation are different,
i.e., 0.7 versus 0.61, respectively. The last four instants plotted in
Fig. 4.11 show excellent qualitative agreement with the data. In-
deed, the isocontours of the OH mass fraction show the splitting
of the upstream and downstream flame pieces and the higher cen-
terline levels of OH, as well as the evolution towards total extinc-
tion/blowoff, as shown by the evolution of the lowest isocontour
of the OH mass fraction. These isocontours allow to capture the
global dynamics of the documented experimental results.

Fig. 4.12 presents the pressure and OH signals inside the recir-
culation zone on the centerline at 60 mm above the bluff-body.
These signals show the evolution toward LBO through the OH sig-
nal decrease. The pressure signal shows the transverse instability
triggered during that transient sequence. The first time instant of
the time sequence of Fig. 4.11 corresponds to 10 ms in Fig. 4.12.
The OH time trace slope is reduced as reaching LBO as the equiv-
alence reaches a value of 0.55. Other simulation results (not shown
here) showed the link of this slope with the thermal wall BC tem-
perature.

4.4.3 LBO physical mechanisms understanding
Observations

Several mechanisms that can lead to LBO have been identified
in the literature. The present section summarizes the observa-
tions of those on the present configuration. The first mechanism
is that of the PVC. In Stöhr et al. [52], the authors studied partially
premixed swirling flames close to the LBO limit using chemilu-
minescence imaging, stereo-PIV, and OH-PLIF high speed mea-
surements. Flame stabilization occurred in two regions: the heli-
cal region along the PVC on the inner shear layer and the flame
base. The levels of strain rate influenced the zone where reaction
took place such as in the highest strain region like the flame base
where the flame was not robustly stabilized. It was concluded that
the flowfield modification at the flame root could shift the LBO
limit lower. This section demonstrated the importance of the lo-
cal high strain rates due to the PVC as a local stage to blowout.
In the present configuration, the DMD modes and frequencies of



192 Chapter 4 Transient combustion

Figure 4.12 Time trace signals. Typical time traces of the OH mass fraction and pressure signals for a probe located
60 mm from the bluff-body inside the IRZ on the centerline.

velocities and temperature data did not show a mode that would
correspond to a PVC, which is likely due to the central bluff-
body hindering vortex core formation. Sequences of transition to
blowout have been captured with high speed flame imaging, see
Shanbhogue et al. [49], Chaudhuri et al. [354]. It was observed
that a partial or total extinction of the flame sheet occurring along
the shear layers plays a key role, leading to blowoff for bluff-body
flames. These holes can be due to flame stretch (flow strain, curva-
ture, and dilatation) or combustion product pockets crossing the
flame front. Such holes as prestage to LBO along the flame front
were not observed in the present swirling flame case, see Fig. 4.11.

Another mechanism possibly triggering blowoff is that of strong
acoustic waves which could cause the reaction to be cut or create
LBO triggering velocity fluctuation, as seen in Prieur et al. [355].
This phenomenon was not observed in the present configuration.
The transverse mode identified with DMD during the evolution
toward LBO is plotted in Fig. 4.13. The associated oscillating fre-
quency of this mode is 7850 Hz. The observed transient growth
was not shown to impact the LBO, whereas acoustics have been
shown to be a precursor of LBO, see Nair and Lieuwen [356]. Sim-
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Figure 4.13 DMD pressure mode distribution. DMD pressure transverse mode distribution and associated oscillation
frequency.

ilar pressure transient growth was here observed for all boundary
conditions tested near the LBO limit. Whereas the global trend of
the evolution to LBO was captured here, the ultimate extinction
events were not captured, possibly due to the following reasons:
(i) the transients’ thermal boundary conditions were not taken
into account as the temperature inside the combustion chamber
decreased, and (ii) the effects of complex chemistry on the heat
release and hence on the temperature distribution were not taken
into account.

Mechanistic description
The mechanistic description of the evolution towards LBO is

now carried out. A key observation made from the transient se-
quences of temperature and OH mass fraction is that as the equiv-
alence ratio is decreased from 0.7 to 0.55, the temperature of the
chemical reaction occurring on the swirling jets is consequently
reduced, and the combustion products, now at lower temperature,
are convected downstream and transported toward the centerline
due to the IRZ dynamics. These combustion products are then
convected back upstream toward the bluff-body by the reversed
flow of the IRZ. In other words, the convection of decreasing tem-
perature combustion products from the swirling jet to the IRZ
generate a cooler IRZ, sustaining a moderate reaction of the up-
stream inlet fresh reactants. One can expect that this dynamic im-
poses a loop where the temperature and the heat loss to the walls
are the key driver. It is expected that this loop leads to a complete
blowoff which is not captured in the present simulation, possibly
due to the CPU time required to capture the entire dynamics and
due to current model limitations. Similar challenges in capturing
the latest events of LBO have been reported recently in the same
premixed configuration by Nassini et al. [353].
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To support this mechanistic description, time-dependent in-
tegrated OH mass fractions were obtained by spatially averaging
over the longitudinal x and transversal y directions of the square
combustor. The results are plotted in Fig. 4.14. The top figure
corresponds to the quantity OH(x, t) and the bottom figure to
OH(t, y). The top figure shows a pattern of succession of oblique
stripes inclined toward the right side, corresponding to the con-
vective motion of the OH field toward the outlet of the compu-
tational domain. The bottom figure of Fig. 4.14 shows a pattern
where a series of oblique stripes point toward the center. From left
to right in the top figure of Fig. 4.14, the reduction of OH mass
fraction reflecting the evolution towards LBO is clear. The bottom
figure of Fig. 4.14 shows the same trend as time increases. Finally,
it is interesting to evaluate the total duration of this dynamic. The
most direct approach is to form a convective time as the ratio
of the reversal centerline velocity to the IRZ distance where the
cooler combustion products are propagating towards the bluff-
body. This estimated time is equal to τcv = dIRZ/uIRZ , which leads
to a value of τcv = 0.055/5.0 = 11 ms. In other words, there are mul-
tiple convective times of the cooler combustion products required
prior to blowoff, which is supported by the number of stripes ob-
served in Fig. 4.14.

4.4.4 Conclusions
This section investigated the evolution towards LBO with

unique swirler-induced turbulence and thermal flame front-re-
solved numerical simulations. Though the ultimate LBO event
was not captured, the sequence toward LBO enabled a mechanis-
tic description. This latter indicated that as the equivalence ratio
is decreased, the lower temperature combustion products from
the swirling jets are convected towards the IRZ. In that zone, the
reversal flow imposes those cooler gases to flow toward the flame
and reduces further the chemical reaction. The present descrip-
tion points out the key roles of the swirling flow velocity field and
its consequence on the heat transfer inside the IRZ in driving the
LBO physics. The consequences of the present findings in terms
of design are straightforward and methods keeping the IRZ at the
highest temperature possible in the lean limit should be devel-
oped.

4.5 Transient to limit cycle
In this section, the focus is on the transition to instability,

which has received little attention in the literature. These tran-
sients have to be studied further in future works. Most combustion



Chapter 4 Transient combustion 195

Figure 4.14 Averaged OH fields. Spatially averaged OH fields with superimposed lines used to extract convective
times associated with the IRZ dynamics. Top: OH(x, t) field. Bottom: OH(t, y) field. The evolution over 1000
snapshots is plotted.
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instability studies have been undertaken for unsteady combus-
tion, i.e., for the limit cycle, and only a few studies have focused
on transient regimes. The present section is devoted to transient
(oscillating) growth that reflects a growing instability. This sec-
tion takes into account two examples: (i) a longitudinal instabil-
ity studied experimentally and (ii) a transversal instability studied
numerically in the configuration of the study case presented at the
beginning of this section.

4.5.1 Longitudinal mode
It is first required to review the state of the art. In the exper-

iments of Broda et al. [357] and Seo [358], the inlet temperature
of the premixture was shown to impact the transition from sta-
bility to instability. Numerical simulations of the experiment per-
formed by Huang and Yang [359] confirmed that the flame struc-
ture changed at an inlet temperature threshold with a transition
to instability. The effects of an increase of the equivalence ratio
on transition to instability have been investigated by Gotoda et al.
[360], Therkelsen et al. [361], Taamallah et al. [362]. The transi-
tion to instability has been investigated by Nagaraja et al. [363],
where numerical methods to capture transient growth rates were
discussed. The present section presents elements of analysis of
the transition by making use of DMD directly on experimental
flame data where different regimes of oscillation were observed,
see Palies et al. [364]. DMD is a data-driven postprocessing al-
gorithm for numerical simulation or experimental data. It pro-
vides a robust identification of key features when associated with
other diagnostics to gain physical insight, as it decomposes the
data into a set of spatial modes and corresponding frequencies
and growth rates. DMD has been used by Bourgouin et al. [365]
to study azimuthal acoustics modes in a system of 16 swirling
injectors, where DMD was applied directly to the light emission
of the flames to identify the nature of the azimuthal mode: ro-
tating or standing. Sayadi et al. [366] investigated the transient
regime of a flame exhibiting oscillation to capture the growth rate.
Motheau et al. [281] has applied DMD to filter data and capture
oscillation frequencies in an aeroengine combustor presenting
self-sustained entropy instability. DMD was also applied to the
swirling flowfield in the work of Labry et al. [367], where transition
from stability to instability was experimentally investigated. Three
regimes of oscillations were characterized by Palies et al. [364,213]
in the LSI-LBNL-Cheng configuration: stable, local transient to
instability, and limit cycle, each corresponding to a unique equiv-
alence ratio. Recently, the transient thermal heat transfer at the
combustor’s wall has been investigated by Bonciolini et al. [368]
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Figure 4.15 Comparison of DMD flame data results. Stable, transient, and limit cycle regimes DMD spectra and DMD
modes. Figures were taken from Palies et al. [213].

for swirl-stabilized combustors. This article documented an ex-
perimental study where a change of the flame shape was induced
by a wall temperature increase.

The use of DMD on the flame images obtained in the LSI-
LBNL-Cheng configuration led to the spectra plotted in Fig. 4.15,
see Palies et al. [213]. The amplitudes (a) and the growth rates (b)
are plotted as functions of the frequency f . It is observed that the
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Figure 4.16 Pressure time trace of the transient toward the combustion limit cycle. Pressure probes on the
centerline inside the IRZ taken at 60 mm above the bluff-body.

spectrum exhibits a peak frequency at f = 321.8 Hz with a growth
rate of σ = 5.15 rad s−1. This mode is associated with the transient
oscillation inside the system. Indeed, this is the only mode close
to the FFT pressure signal frequency with a positive growth rate.
Other modes in the spectrum near the frequency of oscillations
are damped and feature a negative growth rate.

4.5.2 Transversal mode
The case of transverse instability is now documented based on

the numerical configuration case study. A transient sequence to-
ward a transverse combustion instability is described. Each time
instant is separated by 5 ms. The objective of this sequence is thus
not to describe the dynamics over one cycle. The objective is more
to describe the features over the entire transient to the limit cy-
cle. The temperature and the pressure fields are discussed. They
are depicted in Fig. 4.18. This sequence of obtained snapshots is
typical of the time series plotted in Fig. 4.16 showing the tran-
sient growth of the pressure signal towards the limit cycle. The
sequence of snapshots and the corresponding pressure signal can
be split into three stages: stable (0 to 40 ms), transient growth (40
to 75 ms), and the limit cycle (beyond 75 ms). In Fig. 4.16, several
vertical lines are sketched to indicate the time instants where the
nine snapshots of Fig. 4.18 are taken.
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Figure 4.17 Close-up views of the pressure signals. Pressure probes on the centerline inside the IRZ taken at 60 mm
above the bluff-body.

Several time window taken from the pressure signal of Fig. 4.18
are given in Fig. 4.17 to zoom in on the signal content. Fig. 4.17A
clearly corresponds to a stable pressure time trace without any
specific frequency of oscillation and a constant amplitude.
Fig. 4.17B corresponds to the transient growth. There is twice the
same frequency at work for this signal with a phase lag, and a
different amplitude. This signal suggests that there are two dis-
tinct pressure modes at work, with the same frequency. Fig. 4.17C
shows a signal with a single well-defined oscillation. Fig. 4.17D
presents similarities with a higher amplitude envelope character-
istic of the limit cycle.

We now describe the time sequence of temperature and pres-
sure fields at nine successive instants separated by 5 ms. The sta-
ble state corresponds to the instant t1 of the sequence, where the



200 Chapter 4 Transient combustion

Figure 4.18 Transient growth toward a transverse combustion instability. Numerical simulations of a sequence
leading to the limit cycle of a transverse combustion instability. Time instants are separated by 5 ms.
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pressure field is spatially uniform and nearly at atmospheric con-
ditions. The observed time trace undulation corresponds to the
transverse mode noise, the residual nonthermoacoustically cou-
pled acoustics mode. This first snapshot corresponds to the time
instant 40 ms of the time trace in Fig. 4.16 and is materialized by
the first superimposed vertical line. At this instant, there is no di-
rect impact of this undulation on the flame front. The transient
growth corresponds to time instants t2 up to t8. Several obser-
vations have to be highlighted. The pressure snapshots present
two regimes: a regime of transverse mode only in the first part
of the transient growth and a regime of transverse-longitudinal
mode in the second part of the transient growth. The transition
between these two modes occurs approximately between 55 and
60 ms, when the oscillation is being coupled. It is supported by the
time trace signal of pressure at those time windows, see Fig. 4.17B,
where the oscillations are being coupled. The full coupling is
observed in Fig. 4.17C. During the first regime, clear high fre-
quency shedding is observed from the dump plan along the outer
branches of the swirling flame. This feature is associated with the
transient regime toward the instability. The pressure fields during
the transient also allow to distinguish the pressure mode at work.
In Fig. 4.18, one observes that the pressure is mostly varying in the
transverse direction, see instants 45 and 50 ms. At 55 ms, one can
see a transversal-longitudinal coupling. Between 55 ms and 75 ms,
the mode is fully coupled. The flame front vortex shedding is less
clear as the pressure of the oscillation is increased and as these
pressure oscillations induce local transverse velocity fluctuations
that will affect the coherence of the vortex shedding. The limit cy-
cle is a fully coupled transverse-longitudinal (1T-1L) mode where
the pressure snapshots clearly show the pressure variation in both
transversal and axial directions. The limit cycle also presents a
strong global transversal motion of the flame front induced by the
1T-1L acoustic mode.

5 Fundamental mechanisms and link
between steady and unsteady combustion

5.1 Static and dynamic stability link
Static stability corresponds to a regime where the flame is sta-

bilized, i.e., a regime avoiding blowout and flashback. Dynamic
stability corresponds to combustion instabilities. In general these
two issues are investigated separately. It is proposed here to link
those through the flame surface speed budget, the kinematic rela-
tionship uniting flame, flame surface, and flow speeds. It has been
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discussed in Chapter 3 that static and dynamic stability are intrin-
sically linked through the flame surface speed budget. The static
component of the flame surface speed budget drives the flame
position in a combustor because this budget balances the flow
and flame speeds. The dynamic stability is described by the fluc-
tuation components in the governing equations or in the flame
surface speed budget splitting. Static and dynamic stability are
linked through the equation(s) that link(s) static and dynamic
components. For the flame surface speed budget, there are indeed
three equations: (i) a steady/static flow relationship, (ii) a coupling
equation, and (iii) an equation for the dynamics, i.e., for the fluc-
tuations.

There are several ways and methods to uncouple static and dy-
namic stability, i.e., to suppress dynamic stability. It is worthwhile
to summarize the key approaches. The flame location is the first
one, as it drives the phasing between unsteady fluctuations and
subsequent transient growth toward the limit cycle, see Palies et al.
[213]. The length of the combustor has also been shown to be a
key driver of combustion instability for the longitudinal velocity
coupled mode, see Palies et al. [369], Taamallah et al. [370]. The
swirler location has been shown to affect the dynamics of swirling
flames for longitudinal modes, see Richards and Yip [371], Straub
and Richards [372], Komarek and Polifke [373], Palies [180].

5.2 Static stability
The steady power or combustion heat released in Watt, for a

fully premixed flame, is a direct function of the flame speed, flame
surface, and fuel mass flow. It is convenient to link these quantities
as follows. The thermal power or heat released assuming complete
combustion inside a combustion chamber can be expressed as

P = Q̇= ṁf × h0
f , (4.14)

where the fuel mass flow ṁf is equal to the product of density ρf

of the fuel, the axial velocity u of the stream, and the section area
S. For the case of a planar flame propagating at S0

L, the mass con-
servation writes ρf uS = ρf S0

LA, where A is the flame surface area.
In addition, one has ρf /ρ = Yf , so that for a planar flame one has

P = ρYf S0
LAh0

f . (4.15)

For a 3D flame, this expression holds assuming a constant dis-
placement speed Sd over the flame surface A, and it writes

P = ρYf SdAh0
f . (4.16)
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This expression can be recast with the equivalence ratio � of the
premixed flame making use of � = (Yf /Yair )/sa and assuming that
the mass fraction of fuel is negligible. One obtains

P = ρ�saSdAh0
f . (4.17)

Without assuming that the displacement speed is constant over
the flame surface, this latter expression becomes the instanta-
neous thermal power:

P(t) = �sah0
f

∫
A

Sd(dA(x, y, z, t))dA. (4.18)

These expressions indicate that the thermal power is a direct func-
tion of (i) the equivalence ratio �, (ii) the fuel, and (iii) how the
mixture burns. It enables to conclude that optimization of the
flame surface, understanding of the flame speed, and its mea-
surements are key elements of future design. The consequences
in term of fuel burn will be discussed in the conclusion and future
perspective of this book.

5.3 Dynamic stability
Dynamic stability or combustion instabilities are largely doc-

umented by investigating the associated unsteady heat release
generated. It is specifically reviewed in Chapter 5. Unsteady heat
release is made up of two contributions: the fluctuating flame sur-
face area and the fluctuating flame speed. They are discussed here.
We first start with the decomposition of the global unsteady heat
release or thermal power q ′/q0, written as

q ′

q0
= A′

A0
+ S′

d,0

Sd,0
. (4.19)

In this expression, the variation of flame surface area of the flame
is given by A′/A and the variation of flame speed by S′

d,0/Sd,0. This
global expression is obtained assuming an overall flame speed of
the entire flame surface. In practice with numerical simulations,
Eq. (4.18) should be used to determine the instantaneous power
by knowing the flame speed at every flame surface element. One
first derives an expression for the unsteady flame surface area as-
suming that the considered swirling flame follows such dynamics
at low modulation amplitudes. The flame surface area fluctuating
term can indeed be expressed as a truncated cone whose length
equal to the flame length and outer radius is modulated. The in-
ner radius is here assumed to be constant as the flame is nearly



204 Chapter 4 Transient combustion

attached to a center bluff-body. The instantaneous lateral area of
a truncated cone is

A(t) = π × [R(t) + r(t)]
√

Lf (t)2 + [R(t) − r(t)]2. (4.20)

The static component of the flame surface is given by the lateral
area of a truncated cone and writes

A0 = π × (R0 + r0)

√
L2

f,0 + [R0 − r0]2. (4.21)

One next makes use of the following relationships to determine
A′: Lf = L� cosα and R2 + L2

f = L2
� , where the angle α is defined

as the angle between the flame front and the vertical axis. Sub-
tracting the instantaneous A(t) to the static component A0, one
obtains the fluctuation

A′(t) = π

[
Lf (t) tanα(t) + d/2

][
Lf (t)

(
1 + tanα(t)

)1/2]

− π

[
Lf,0 tanα0 + d/2

][
Lf,0

(
1 + tanα0

)1/2]
. (4.22)

One can then write the ratio of unsteady fluctuation of A′(t)/A0 as

A′(t)
A0

=
[[

Lf (t) tanα(t) + d/2

][
Lf (t)

(
1 + tanα(t)

)1/2]]
/

[[
Lf,0 tanα0 + d/2

][
Lf,0

(
1 + tanα0

)1/2]]
− 1. (4.23)

For the fluctuating displacement speed, the derivation is now car-
ried out by considering global quantities averaged over the flame
surface. One begins with coupling the expression of the static
flame speed and the fluctuating displacement flame speed ratio
obtained in Chapter 3 and expressed as

S′
d

Sd,0
= u0(u

′ − w′ x
s )

u2
0 + v2

0 + w2
0

+ v0(v
′ − w

′ y
s )

u2
0 + v2

0 + w2
0

+ w0(w
′ − w′ x

s )

u2
0 + v2

0 + w2
0

. (4.24)

After some manipulations, this equation can be written as

S′
d

Sd,0
/

u′

u0
= 1 − w′ x

s

1 + v2
0

u2
0

+
v′
u′ − w

′ y
s

v0
u0

+ u0
v0

+ w2
0

u0v0

+
w′
u′ − w′ z

s

w0
u0

+ u0
w0

+ v2
0

u0w0

. (4.25)

Gathering the previous expressions for the unsteady flame surface
and the unsteady displacement speed leads to an expression for
the unsteady heat release.
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6 Technologies and control for flame
stabilization and combustion instability
There are many technologies and methodologies of control

both for flame stabilization (static stability) and combustion in-
stability (dynamic stability). In this section, a literature review of
these technologies and methodologies is conducted. In addition,
the effects of swirler position, swirler geometry dimensions, oper-
ating conditions, the equivalence ratio, and fuel are discussed.

6.1 State of the art
This section discusses the flame stabilization and the dynamic

stability of canonical flames, including laminar and turbulent
flames. The case of laminar flames includes conical and bluff-
body flames. The case of turbulent flames includes jet, bluff-body,
and swirling flames. We review here the mechanisms, observa-
tions, and results from the literature. It is worthwhile to note that
in practice, the approach to obtain static and dynamic stability
for a premixed system over a given envelope of operation should
combine existing active and/or passive control methods, resulting
in a significant but reachable optimization procedure.

6.1.1 Laminar flames
The case of canonical laminar flames is now documented. This

configuration has been widely studied for various reasons. First, it
is a canonical configuration for the measurement of flame speed,
such as by Vagelopoulos and Egolfopoulos [374], and for the vali-
dation of diagnostics measurements, as the flame structure is well
characterized in that case, see Bouvet et al. [375]. The laminar
conical flame is stabilized aerodynamically and the flame speed
balances the flow speed in a manner so that the flame surface
speed is zero. The tip of the conical flame presents a certain flame
curvature modifying the flame speed which is associated with the
centerline flow velocity only as on the centerline the radial com-
ponent of the flow is zero. In addition, a characteristic feature of
conical flame is the superimposed buoyancy effect, see Bédat and
Cheng [376]. The laminar conical configuration has been inves-
tigated for various different conditions, including pressure, pre-
heat temperature, fuel, fuel blend, and inlet mixture, for oxycom-
bustion. For combustion dynamics, there are considerably fewer
studies. Pioneering studies have focused on flame dynamics, see
Bourhela and Baillot [302], Ducruix et al. [128] for the unconfined
case and Karimi et al. [377] for the confined case. The configura-
tion with combustion instability was investigated by Noiray et al.
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[378]. Bluff-body laminar flames are less documented. Pioneering
studies have been documented by Durox et al. [136].

6.1.2 Turbulent flames
Turbulent flames, including jet flames (turbulent conical),

bluff-body flames, and swirling premixed flames, are now re-
viewed with respect to static and dynamic stability. Turbulent
conical jet flames in premixed cases have been significantly doc-
umented. Lyons [379] reviewed the understanding of turbulent,
lifted hydrocarbon jet flames and the conditions under which
they stabilize. The authors reviewed the experiments which fo-
cused on the importance of several effects: partial premixing, edge
flames, local extinction, streamline divergence, and large-scale
structures. Mansour [380] investigated the stability characteris-
tics of partially premixed turbulent lifted methane flames. Lifted,
attached, blowout, and blowoff regimes were studied. The au-
thors concluded from the experimental measurements that the
mixture fraction field of the stabilization region was characterized
by a certain level of mean and RMS fluctuations, suggesting that
the stabilization mechanism was likely to be controlled by pre-
mixed flame propagation. An experimental investigation of the
application of fractal geometry concepts in determining the tur-
bulent burning speed in the wrinkled flame regime and respon-
sible of flame stabilization was carried out by Smallwood et al.
[381]. The article of Gülder et al. [382] focused on the flame front
surface characteristics (wrinkling, fractal parameter) of turbulent
premixed propane–air combustion for multiple conditions, i.e.,
nondimensional turbulence intensity and Reynolds number. The
influence of the Damköhler number on the average thickness of
conical turbulent premixed methane–air flames was examined ex-
perimentally by Boukhalfa and Gökalp [383]. The measurements
included flame height and average flame thickness deduced from
centerline and transverse evolutions of the mean density. The
variations of the average flame thickness with respect to large
and small eddy Damköhler numbers and the global density ratio
were measured and discussed. Cheng and Shepherd [384] investi-
gated the effects of burner geometry on premixed turbulent flame
propagation experimentally by studying the turbulent transport,
turbulence production, and burning rate in three flame configura-
tions: bluff-body, conical, and swirl flame. The authors concluded
that turbulence transport processes were sensitive to the flame
geometry but the burning rates and turbulence production were
not.

For bluff-body flames, many studies have focused on static and
dynamic stability. Pioneering visualizations of bluff-body turbu-
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lent flames with Schlieren diagnostics have been documented by
Zukoski [385] for various bluff-body geometries and various tur-
bulence intensities. These visualizations enabled the observations
of flame wrinkling due to turbulence and the fact that the effect
of turbulence has a limited effect on the static flame front. This
second observation supports the theoretical analysis undertaken
in Chapter 3. The stabilization of bluff-body premixed flames has
been investigated theoretically by Kundu et al. [386], while the
correlation was determined by Plee and Mellor [48]. In the lat-
ter article, time scales associated with turbulent mixing, homo-
geneous chemical kinetics, liquid droplet evaporation, and fuel
injection were quantified for LBO. The obtained correlation linked
the combustor pressure, inlet temperature, air velocity, flame-
holder geometry, fuel type, and injector size using data obtained
from three different bluff-body stabilizers that simulate the same
fundamental combustion processes of both conventional and ad-
vanced prevaporizing-premixing gas turbine combustors. The ar-
ticle of Michaels and Ghoniem [387] investigated the interaction
between the flame structure, the flowfield, and the coupled heat
transfer with the flameholder of a laminar lean premixed CH4–
air flame stabilized on a heat conducting bluff-body in a chan-
nel. This paper demonstrated the impact of heat losses to the
flameholder on the flame–flow feedback mechanism in lean pre-
mixed flames. Turbulent bluff-body flames have also been inves-
tigated at near-blowoff conditions experimentally by Chaudhuri
et al. [388], Kariuki et al. [389]. Balachandran et al. [141] inves-
tigated the nonlinear response of turbulent premixed bluff-body
flames to imposed inlet velocity oscillations. Chaparro et al. [390]
determined transfer function characteristics of such propane–air-
fueled flames.

6.1.3 Control methods for flame stabilization
There are two main methods/technologies for premixed flame

stabilization: mechanical and nonmechanical methods. The for-
mer include all types of aerodynamic devices, i.e., bluff-bodies,
swirlers, and dump combustors. They have been used for a long
time in many combustion system applications. They are reliable
and dependable. Their main disadvantages are that they are nei-
ther adaptive nor time-dependent nowadays, i.e., they cannot
change their shapes or position as a function of time. The sec-
ond category of flame stabilization tools has to be seen as com-
plementing the previous ones as they are not a flame stabiliza-
tion technology by themselves. This category includes plasma
and laser sources. They are additions to existing technologies.
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Table 4.3 Technologies for the control of flame stabilization.

Technology Principle Pros Cons
Aerodynamics Swirler-stabilized IRZ Robust Mechanical Not time-dependent
Laser Laser beam focus Time-dependent Localized Location
Plasma Rapid pulse plasma ignition Time-dependent Localized Location

They can enhance flammability limits, enable reignition, miti-
gate combustion instability, or modify pollutant emissions. Ju and
Sun [71] has reviewed plasma-assisted combustion to improve en-
gine performance, increase lean-burn flame stability, and reduce
emissions. Flammability limit extension of lean premixed swirling
flames has been undertaken by Barbosa et al. [270], where the
effects of several parameters were studied: pulse repetition fre-
quency, global flow rate, and electrode location. A major effect
of plasma discharges is the induction of a local increase of the
thermodynamic temperature and a modification of the local state
of chemical reactions, thus initiating chemical combustion reac-
tions. This is achieved through both the temperature level reached
and the creation of local radicals during the discharge. Kim et al.
[391] focused on the chemistry effects induced by the plasma on
the combustion reactions. Laser ignition is another method that
has been studied as well, see the experimental works of El-Rabii
et al. [392], Cordier et al. [393] and the numerical simulations from
Lacaze et al. [66]. Technologies for the control of flame stabiliza-
tion are summarized in Tab. 4.3.

6.1.4 Control methods for combustion instability
The control of combustion instabilities can be achieved with

two major methods: passive and active control technologies. The
passive control methods consist in modifying, adding, or remov-
ing a geometrical element that drives combustion oscillations.
The active control methods involve an external device that mon-
itors the combustion and acts when oscillations are detected to
damp those. The control of combustion instabilities depends to
a large extent on the system considered, the propulsion or power
generation device. Indeed, the geometry and space available for
control devices and systems are highly dependent on each of these
configurations. Technologies for the control of combustion insta-
bilities are summarized in Tab. 4.4.
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Table 4.4 Technologies for the control of combustion instabilities.

Technology Principle Pros Cons
Geometry
modification

Disturbance phasing
Acoustic-convective mode

conversion

Robust
Reliable

Not adaptive
Single frequency

High swirl level Vortex shedding suppression

Swirler location
Distance swirler
to dump plane

Disturbance phasing
Acoustic-convective mode

conversion

Robust
Reliable

Not adaptive
Single frequency

Injector quarl Vortex shedding intensity
reduction

Robust Not adaptive

Helmholtz
resonator

Acoustic cavity
damping

Robust Single frequency
Power application only

Combustor length Uncoupling
acoustics/combustion

Robust Practical
limitations

Microjet injection
of air or hydrogen

Local flowfield
modification

Practical Not adaptive
Low TRL

Laser/plasma Local flowfield
modification

Adaptive Low TRL

6.2 Effects of swirler position
The swirler position impacts the occurrence of combustion in-

stabilities due to the effects of the mode conversion mechanism
on flame dynamics. It has been demonstrated analytically that the
flame response is driven by two major mechanisms inducing un-
steady heat release: (i) the swirl number oscillation mechanism,
which has been initially studied in Richards and Yip [371], Straub
and Richards [372] and Komarek and Polifke [394], due to the
unsteady velocity field affecting the flame front by changing the
flame base angle, and (ii) the vortex shedding at the dump plane
impacting the upper flame region. The mode conversion process
inducing swirl number oscillations was further analyzed with nu-
merical simulations, experimental measurements, and analytical
work in Palies et al. [134]. It was shown that an acoustic wave
impinging on an airfoil cascade induces a transverse in 2D (or az-
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imuthal in 3D with a swirler) convective velocity oscillation on its
downstream side. Numerical simulations were also performed to
investigate the flowfield of the experiment and included an up-
stream manifold, an injector, and a flame tube, see Palies et al.
[395]. Consequently, modifying the position of the swirler directly
passively controls combustion instabilities.

6.3 Effects of geometry
The geometry of the combustion chamber is also an impor-

tant aspect to consider in order to control combustion instabili-
ties. Indeed, the dispersion relation that describes the occurrence
of combustion instabilities, as derived in the next chapter for
a swirling flame configuration within a setup made up of three
cylindrical cavities, directly implies parametric dimensions, such
as the length of the ducts and their section areas, play a role. Con-
sequently, variation of these parameters may be used to control
stability too. The effect of the combustor length has been shown
to be important in many configurations, see Palies et al. [369],
Taamallah et al. [362], as it drives the acoustic frequency of the
combustor. In practice, for a gas turbine engine, the length of the
combustor has a very narrow range of possible values for all di-
mensions.

6.4 Effects of operating conditions, equivalence
ratio, and fuel

The effects of operating conditions will be very important for
the design and operation of future commercial aircraft engines.
It will be critical to ensure that static and dynamic stabilities are
satisfactory under all operating conditions along the flight enve-
lope. This requirement will drive future experimental and model-
ing capabilities. For a given design (geometry + fuel), the operating
conditions (pressure, air, fuel mass flows, equivalence ratio, and
inlet temperature) are set for a given mission envelope. It is then
important that the design ensures stabilities satisfying all these el-
ements. The methodology should be as follows:
• determine an engine class for a given aircraft,
• determine the mission envelope,
• select a fuel,
• determine the operating equivalence ratio(s),
• select/design/test the geometry for static stability,
• select/design/test the geometry for dynamic stability.



5
Swirling flame dynamics and
combustion instability

1 Combustor acoustics
1.1 Combustion instability loops

Combustion dynamics focuses on the interactions of waves,
aerodynamic structures, and the combustion processes inside the
combustion chamber. Combustion instability stems from the res-
onant closed loop involving the flowfield, the flame region, and
the combustor acoustics. This loop is represented in Fig. 5.1 for
swirling flames and will be detailed along the next three sections
of this chapter. When an unsteady heat release source is gener-
ated due to flow structures and/or waves disturbances, it induces
an unsteady pressure field that feeds back to the initial flow dis-
turbances through the combustor acoustics and the mode con-
version processes. The mechanisms by which swirling flames re-
spond to flow oscillations are of primary importance for unsteady
heat release modeling. The determination of the acoustic mode
shapes and frequencies prior to the investigation of flame dynam-
ics or self-sustained oscillations is key in the description of the
mechanisms and for prediction. Multiple tools can be employed
to achieve such studies. They are reviewed next.

1.2 Network acoustics model
A first approach to acoustics modeling consists of determining

analytically the mode shapes and frequencies of a given combus-
tion system by making use of a network acoustics model where
the wave propagation is modeled inside a set of connected ele-
ments with prescribed boundary conditions at their extremities
and jump conditions at their interfaces, see Poinsot and Veynante
[172] for a general detailed treatment. The analysis of combustion
instabilities with acoustics network coupled to the swirling flame
response is discussed in Section 3 of this chapter. This network
method for swirl-stabilized combustor systems was derived and
applied by Palies [180] to a set of three cylindrical connected el-
ements, respectively the upstream plenum, the injector, and the
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Figure 5.1 Schematic of the combustion instability loop for swirling flames. The acoustic modulation induces a
mode conversion process at the swirler that generates fluctuations of axial and azimuthal velocities. The swirl
number is then modulated by this unsteady velocity field, giving rise to unsteady heat release (local time intensity
variation) through Eq. (5.12). The axial velocity oscillation leads to an unsteady heat release rate through the vortex
shedding. These two contributions determine the total unsteady heat release (local spatial variation). Source:
Schematic modified from Palies et al. [213].

flame tube. The configuration and corresponding network model
are given in Fig. 5.2. For longitudinal waves propagating in the
three-duct system and neglecting the mean flow terms, the deriva-
tion of the dispersion relation is now summarized with its major
steps.

Considering plane wave propagation in the different compo-
nents of the system with amplitudes Aj and Bj , it is possible to
write that the pressure and acoustic volume flow rate perturba-
tions are equal at the successive area changes and to use the equa-
tion of the jump condition to link the acoustic volumetric flow rate
perturbations through the flame. These various equations com-
bine with the boundary conditions at the system inlet (a rigid wall
where u′ = 0) and exhaust (an open outlet where p′ = 0) to yield
a system of linear equations M × X = 0, where M is given by the
following matrix:

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

eik1l1 e−ik1l1 −1 −1 0 0
1 −1 0 0 0 0

α1e
ik1l1 −α1e

−ik1l1 −α2 α2 0 0

0 0 Kα2e
ik2l2 Kα2e

−ik2l2 −α3 α3

0 0 0 0 eik3l3 e−ik3l3

0 0 eik2l2 e−ik2l2 −1 −1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

,

where αi = Si/ρici , lengths l1, l2, l3 are defined in Fig. 5.2, kj

is the wavevector in the j th section, and X is a vector of wave
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Figure 5.2 Setup geometry. Schematic of the MICCA-EM2C-Palies experimental laboratory-scale combustor on the
left and an acoustic network model representation on the right. Source: Figure taken from Palies et al. [396].

amplitudes in the various cylinders of the system so that XT =
[A1 B1 A2 B2 A3 B3].

This set of equations includes the flame describing function
(FDF) (presented in Section 2.1) in the factor K . Nontrivial solu-
tions of this system correspond to a vanishing determinant. This
defines the dispersion relation which now depends on the level
of perturbations impinging on the flame. The determinant of this
matrix was derived analytically and leads to Det[M] = 0, which can
also be written as

0 = cos(k3l3)

[
cos(k1l1) cos(k2l2) − S1

S2
sin(k1l1) sin(k2l2)

]

−K� sin(k3l3)

[
cos(k1l1) sin(k2l2) + S1

S2
sin(k1l1) cos(k2l2)

]
,

(5.1)

where the factor K depends on the oscillating frequency and the
velocity fluctuation amplitude of the modulation and takes the
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following form:

K =
[

1 + Geiϕ

(
T3

T2
− 1

)]
. (5.2)

The coupling factor � writes

� = ρ3c3

ρ2c2

S2

S3
. (5.3)

For isothermal connected cylinders, without taking into account
the flame, the factor K becomes unity. The obtained dispersion re-
lation Eq. (5.1) is key in the understanding and prediction of com-
bustion instabilities. Indeed, this dispersion relation contains the
most important elements for combustion instability: (i) the geom-
etry, through the characteristic sizes (section areas Si and lengths
li) of the various ducts, and (ii) the operating conditions, through
the flame response (and implicitly the effects of the geometry and
the mode conversion processes), the speeds in the wavevectors ki ,
and the temperature ratio of the burned and fresh gases T3/T2.
Other types of boundary conditions can be taken into account
prior to deriving this dispersion relation, see Schuller et al. [397].
Accordingly, the dispersion relation can be used to derive stability
criteria for passive control and combustion instability prediction.
These aspects are discussed in Section 3.2. The present network
approach developed has been continued, improved, and auto-
mated within the Open Source Combustion Instability Low Order
Simulator (OSCILOS) code, see Han et al. [398].

1.3 Acoustics codes
Other acoustic analyses of combustion systems are based on

solutions solved numerically. In those codes, the governing equa-
tions for the fluctuating variables are solved in the frequency do-
main in order to predict the possible acoustics modes and fre-
quencies at work, including the effect of the flame response. This
latter case is discussed in the last section of this chapter. Finite
element codes have been used to perform these objectives. The
AVSP code has been developed to compute modes and frequen-
cies in multiple different combustor geometries, see Wolf et al.
[399] for annular geometries and see Roux et al. [400], Ghani et al.
[401], Motheau et al. [402] for longitudinal configurations. This
tool has also been used by Silva et al. [403] to model the acous-
tics of the MICCA-EM2C-Palies experimental setup. The software
Comsol has also been used to compute acoustics modes and fre-
quencies in multiple configurations. For example, it has been em-
ployed for the computation of nonreacting longitudinal modes of
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swirl-stabilized configuration by Kraus et al. [404], annular modes
by Blimbaum et al. [405], Bourgouin et al. [365], and transverse
modes by Saurabh and Paschereit [406].

1.4 Upstream flow modulation versus self-sustained
oscillations

Combustor acoustics knowledge, obtained through an acous-
tic network or an acoustics code, is important for the prediction
of combustion instability, for the derivation of passive control ap-
proach, and for the understanding of the feedback mechanism
between the unsteady heat release mechanisms and the com-
bustor acoustics. It is also important to distinguish the study of
modulated flame dynamics (Section 2) and self-sustained oscil-
lations (Section 3). Indeed, the former requires that the acoustics
of the combustor are uncoupled from the combustion to obtain
a flame response experimentally or numerically (uncoupled from
the acoustics feedback). This is difficult in practice both for ex-
periments and numerical simulations. The latter requires that the
acoustics, the flow, and the flame dynamics are fully coupled. The
next two sections focus respectively on those two cases: firstly the
reacting swirling flame dynamics (Section 2) where the flame is
submitted to upstream flow modulations of different types, and
secondly combustion instabilities of swirl-stabilized combustion
systems (Section 3) where the resonant loop is fully captured.

1.5 Flow modulation and Navier–Stokes
characteristic boundary condition models

Numerical simulations of flame dynamics and the extraction
of the flame response for its coupling to an acoustic network rely
on many aspects that overlap with the classical modeling of tur-
bulent combustion systems under statistical conditions, with the
additional complexity of the considered acoustics modeled within
the domain and at its boundary conditions. Specifically, flame dy-
namics requires methods to modulate the flow and the flame on
its upstream side, at the inlet of the numerically modeled domain,
and appropriate approaches to control and prescribe acoustics at
these boundaries. These aspects have been the focus of a few key
articles.

Most flow modulation methods are used and derived within
the Navier–Stokes characteristic boundary condition framework.
In that framework, the boundary conditions are obtained by solv-
ing the Navier–Stokes equations expressed in a characteristic form
at the boundaries, see the articles of Thomson [407], Poinsot and
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Lele [408], where the wave amplitudes Li entering the domain
have to be specified to satisfy the physical boundary conditions.
The article of Kaufmann et al. [409] focused on inlet velocity mod-
ulations (IVMs) and inlet wave modulations (IWMs) in that con-
text and showed the differences between the two techniques. It
was demonstrated that the IWM method was more appropriate for
flame response determination, as IVM, and not IWN, could lead to
resonance of the combustion system during the modulation, see
Chapter 6. In Ducruix and Candel [410], the authors studied simi-
lar methods. IWM, which is of nonreflecting nature, was applied to
an acoustics–combustion interaction. Indeed, in the IVM formu-
lation, the incoming and outgoing wave amplitudes are coupled
(leading to resonance) at the inlet, while in the IWM formula-
tion, they are not (avoiding resonance). In the article of Selle et al.
[411], the focus was on the nonreflecting nature of the outlet char-
acteristic boundary condition and the influence of its relaxation
factor. A criterion was obtained to decouple the domain acous-
tics from the inlet modulation, allowing to impose both an inlet
modulation and an outlet nonreflecting boundary and to avoid
the outlet pressure drift. This is of particular interest for the de-
termination of flame transfer functions (FTFs). Experimentally,
the flame response is usually obtained by submitting the flame
to upstream flow modulations generated with a loudspeaker. In
Section 2, experimentally, numerically, and theoretically obtained
swirling flame responses are reviewed.

2 Modulated swirling flame dynamics
In this section, the dynamics of swirling flames submitted to

upstream flow modulations is described. Firstly, the flame re-
sponses, including the FTF and the FDF, are comprehensively re-
viewed. The method to determine the flame responses is estab-
lished and widely used as a component of combustion instability
prediction and flame dynamics analysis. Both experiments and
models (numerical or theoretical) of flame responses can be used
as prediction tools for design trend evaluation. Most advances will
come from the extension to relevant operating conditions and
combustor geometries, a difficult and costly challenge, which is
necessary to reflect all effects of different processes on the flame
response. A step towards this goal will be the development of an
analytical model to capture the swirling flame response such as
derived in Palies et al. [252]. Secondly, the flow dynamic mode
conversion processes occurring upstream of the flame are de-
scribed prior to the description of the unsteady flame front dy-
namics and the combustion dynamics mechanisms at work. This
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latter analysis includes the vortex roll-up and the swirl number os-
cillation effects on the unsteady heat release. These mechanisms
are described in detail and have been obtained and recognized in
many research studies.

2.1 Flame responses
In the next three subsections, the review of research works on

the flame responses gained from experiments, numerical simu-
lations, and theoretical work is carried out. Flame responses of
canonical flames have been widely documented, but the swirling
flame dynamics transfer functions were not documented until the
work of Palies et al. [253], who described a coupled experimen-
tal, numerical, and theoretical approach. Since then, such flame
responses have been largely investigated and many results have
been obtained.

2.1.1 Experiments
Flame dynamics studies are generally guided by the flame re-

sponse obtained by submitting the flame to well-controlled, exter-
nally imposed disturbances. The FTF F(ω) is defined as the ratio
of relative heat release rate and axial velocity fluctuations. It is ex-
pressed in the frequency domain as

F(ω) = Geiϕ = Q̇′/Q̇
u′/Ub

, (5.4)

where u′ is measured upstream of the flame and Ub corresponds to
the bulk velocity inside the injector. The flame response of swirling
flames has been experimentally investigated initially by Bellows
et al. [412,413], Külsheimer and Büchner [414], Kim et al. [415].
Some of these studies have shown that it is essential to take into
account the frequency dependency and the nonlinearities associ-
ated with the flame. Experimental work indicated that the inner
recirculation zone (IRZ) intensity and location can be influenced
by incoming perturbations, see Thumuluru et al. [416], Bellows
et al. [412,413]. In an unconfined flame study by Külsheimer and
Büchner [414], it was concluded that at a swirl number of 0.79 the
flame was more susceptible to instabilities, and that its response
can amplify the perturbation, contrarily to confined flames. When
the flame is unconfined, only the IRZ stabilizes the combustion
because ambient air is entrained and flame stabilization has dif-
ferences with confined cases where the outer recirculation zone
(ORZ) is also present. In a confined swirled burner submitted to
velocity modulations with mixtures kept at a fixed equivalence ra-
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tio, Kim et al. [415] have shown that the flame length was reduced
as the modulation frequency increases. In the linear regime and
for a fixed perturbation level, the authors collapsed the obtained
data for FTFs at different lean operating conditions into a single
curve using a Strouhal number based on the relative length scale
ratio of the flame length to the convective length scale of the inlet
velocity fluctuations. As the magnitude of the inlet velocity fluctu-
ations increased, a saturation appeared due to nonlinear effects,
and the gain of the FTFs decreased. The amplitude of the pertur-
bation where this saturation occurred depended on the frequency.
In this case, saturation appeared faster when the frequency was
lower, but the phase remained almost unaffected for relative per-
turbation levels lower than 0.2. Other authors Thumuluru et al.
[416], Bellows et al. [412] also indicated the nonlinear behavior of
swirling flames submitted to increasing levels of mass flow fluctu-
ations. It was shown that the unsteady shape of the flame was a
strong function of the mass flow rate fluctuation level, as also ob-
served for nonswirling flames by Balachandran et al. [141], Durox
et al. [137]. The main conclusions were that the flame response
saturated when the mass flow rate fluctuation was augmented,
and that it became difficult to determine the time delay between
flow rate fluctuations and the resulting perturbations of the heat
release rate. Furthermore, FTFs have often not been complete or
limited to linear perturbations, see Borghesi et al. [417], with the
exception of the studies by Thumuluru et al. [416], Kim et al. [415],
Bellows et al. [418].

Multiple articles by Thumuluru et al. [416], Bellows et al. [413],
Külsheimer and Büchner [414], Kim et al. [415,419], Palies et al.
[253] have focused on the effects of flow modulations on the dy-
namics of confined swirling flames and provided some of the
data needed to predict combustion instability limit cycles, as de-
scribed more comprehensively in Section 3. In Kim et al. [419], the
laboratory-scale gas turbine combustor used to measure FTFs and
predict instability frequencies was mainly in the linear regime.
FTFs measured for this combustor indicated that the Strouhal
number constituted a relevant dimensionless parameter, see Kim
et al. [420]. In Kim and Santavicca [421], the authors addition-
ally proposed to take into account the interference mechanisms
of vortical and acoustic disturbances in the FTF scaling. This was
done with the use of two different Strouhal numbers, reflecting
the mode conversion process from the swirler and the convection
of perturbation along the flame length. Other investigations have
focused on the influence of the swirler design on FTFs, see for ex-
ample Gentemann et al. [422], Hirsch et al. [423]. It was found that
the transfer functions of radial and axial swirlers featured the same
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Figure 5.3 Flame describing function. Flame case A with an inlet bulk velocity of 2.67 m s−1 at an equivalence ratio of
0.7. The functions are obtained by varying the inlet modulation frequency and amplitude. The velocity signal was
measured with a hot wire anemometer inside the injector upstream of the swirler and the heat release rate was
measured with a photomultiplier. Source: Figure taken from Palies et al. [396].

behavior at moderate and high frequency, but slight differences
were observed in the low frequency range.

The articles of Palies et al. [253,396,424] completed the nonlin-
ear description of swirling flame dynamics by making use of trans-
fer functions of increasing perturbation levels. The FTF results
were used for two main purposes: (i) to guide the unsteady flame
dynamics analysis (Section 2.3) and (ii) to determine the regimes
of instability by coupling the flame response to an acoustic de-
scription of the combustion system (Section 3.1). These articles
focused on both axial and radial swirler flame responses, showing
similar results. The FDF of the MICCA-EM2C-Palies configuration
is plotted in Fig. 5.3, consisting of flame responses obtained for
several frequencies and amplitudes of upstream modulation. The
gain G and the phase ϕ of Eq. (5.4) are plotted. The given results
are for flame case A, corresponding to an inlet bulk velocity of 2.67
m s−1 at an equivalence ratio of 0.7. The velocity signal was mea-
sured with a hot wire anemometer inside the injector upstream of
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the swirler, see Fig. 5.2, and the heat release rate was measured
with a photomultiplier. Flame response data indicated that ex-
tremum responses are reached at specific frequencies and that
the gain depended on the input level most notably in frequency
ranges where this gain reaches an extremum. The phase was less
dependent on the input level and featured a quasilinear behavior
with respect to frequency, indicating that the flame responds with
a delay to the incoming perturbations. Measurements of transfer
functions with velocity signal taken upstream or downstream of
the swirler indicated that this latter did not add an additional time
delay between the axial velocity signal and the flame heat release
signal, as the axial fluctuation propagates acoustically between
the swirler and the flame base inside the upstream injector. The
frequency beyond 250 Hz did show a very low amplitude global
flame response.

Experimental FTFs have been obtained in the BRS-TUM-
Komarek configuration by Komarek and Polifke [394] for three
different spatial locations of the swirler, other parameters being
constant. The results demonstrated the effect of the swirler po-
sition on the flame response, an effect that was linked to swirl
number fluctuations with companion analyses. The scaling of the
FTFs was based on the diameter of the injector. Characteristic
minimum and maximum responses were measured in the FTF.
These characteristic features of minimal and maximal gains of the
flame response were also observed by Bellows et al. [426] in the
GTCS-Gatech-Bellows configuration. The study of FTFs for low
swirl combustors reveals similar behavior for the FTF, see Kang
et al. [276] for the LSI-LBNL-Cheng configuration. This config-
uration was also investigated with hydrogen addition by Yilmaz
et al. [427]. In the MGTC-UnivCambr-Kim configuration, the min-
imum response gain and associated undulated phase were specif-
ically captured with transfer function measurements, confirming
previous observations, see Kim and Hochgreb [428]. In the Longi-
TUB-Terhaar configuration, the effect of the swirl number on the
flame response was studied, and it was numerically confirmed
that the lowest swirl number showed the highest gain and the
highest swirl number showed the lowest gain at low forcing ampli-
tudes by Stone and Menon [429]. This trend was reversed at higher
amplitudes of inlet modulation. It was shown that the flame re-
sponse at perfectly premixed conditions was strongly influenced
by the growth rate of vortical structures in the shear layers, see
Terhaar et al. [425]. Figure 5.4 depicts a series of time average
for various swirl numbers and levels of flow modulation. This is
in agreement with observations by Palies et al. [395], where the
phasing between swirl number fluctuation inducing flame angle
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Figure 5.4 Time-averaged flowfield superimposed on the normalized OH* chemiluminescence distribution at
increasing forcing amplitudes. Solid lines indicate zero axial velocity. First row: S = 0.6. Second row: S = 0.8. Third
row: S = 1. Fourth row: S = 0.8 nonreacting. Source: Figure taken from Terhaar et al. [425].

variation and vortex roll-up defined the growth rate of the vortical
structure. The general shapes of the FDFs were also confirmed by
experimental measurements by Schimek et al. [430]. The thesis of
Bunce [431] investigated systematically the flame response of the
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swirl-stabilized Longi-PennState-Kim configuration. The findings
also confirmed the global shape of the flame response exhibits
a minimum and maximum response, see Bunce et al. [432]. In
addition, the authors showed highly repeatable data and nearly
identical results obtained for the transfer function obtained by
evaluating the heat release rate with the flame chemilumines-
cence of OH∗, CH∗, or CO∗

2 signals. These data allowed also to
determine the uncertainty level of the measurements of FTFs. The
investigation of the stratified swirling flame response for two dif-
ferent fuel split was carried out by Han and Hochgreb [433] on
a laboratory-scale combustor where the swirling flow was gener-
ated by two swirlers located at different axial locations. The article
of Gatti et al. [434] confirmed also the global FTF characteristics of
premixed confined swirling flames for multiple-injector designs.
The swirling flow was generated with a swirler unit made up of
tangential injection holes with varying diameters, and where the
mode conversion process occurs at these flow passages. The in-
ner diameter of the injector and the injector central rod cone’s top
side diameter were also changed, giving rise to multiple differ-
ent swirling flames, to study multiple configurations. The mean
flame shapes were characterized at these multiple levels of swirl,
showing that the flame location and flame angle were impacted
by the swirl number. The effects of pressure on methane–air and
propane–air swirling flames have been studied by Di Sabatino
et al. [435]. The experimental measurements showed that at high
pressure, the previously identified mechanisms at work determine
the FTF characteristic shape. The measured data demonstrated
the effects of pressure and fuel on the amplitude of the gain, and
the phase was slightly modified. The effects of fuel (methane ver-
sus propane) were investigated by Di Sabatino et al. [436], who
showed that the fuel does not affect the FTF shape but impacts
the high gain peak amplitude.

The case of equivalence ratio oscillation characterized by the
FTF was documented in Ranalli et al. [437], where the authors
investigated the flame response with respect to both velocity oscil-
lation and equivalence ratio oscillations in the Virg-PolyTechInst-
Ranalli configuration. This effect was studied in the high ampli-
tude case by Ćosić et al. [438] as well. The authors measured in the
Longi-TUB-Terhaar configuration the dynamics of the flowfield
and the flame with high speed PIV and OH chemiluminescence for
multiple frequencies and amplitudes. The FDF results and anal-
ysis confirmed the hypothesis of a superposition of equivalence
ratio perturbations and velocity fluctuation effects both for low
and high forcing amplitudes for most of the frequency range. The
flame response due to the coupling between equivalence ratio
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and velocity oscillation was studied by Kim et al. [439]. The au-
thors concluded that the phase difference between velocity and
equivalence ratio oscillations were controlled by varying the fuel
injection location and the mean injector velocity. In the MGTC-
UnivCambr-Kim configuration, the article of Kim and Hochgreb
[261] provided measurements of the impact of the nonuniform re-
actant field on combustion dynamics, its effect on flame location,
and the interaction with unsteady flow structures. In Schuermans
et al. [440], FTFs at industrial-scale high pressure were obtained
experimentally with multiple measurement methods.

The case of transverse fluctuations on unsteady flame heat re-
lease has also been investigated with the determination of the
FTF by O’Connor and Acharya [441]. The authors highlighted that
the coupling between transverse acoustics in the main combustor
section and longitudinal acoustics in the injector cavity induced
the acoustic field. In Malanoski et al. [442], the analysis of the
forced flame response in the Transverse-GaTech-OConnor con-
figuration showed that the dominant fluid mechanic structures
during transverse modulation varied from injector to injector, de-
pending upon the phase characteristics of the acoustic modula-
tion field. The article of Blimbaum et al. [405] built upon the fact
that simulation and experimental studies have shown that most of
the flame response during transverse instabilities was due to the
longitudinal fluid oscillation induced by the fluctuating pressure
field above the injector outlet. In that article, the acoustic field
induced by transverse acoustic disturbances was investigated to
understand the impact on the flame response. In Hauser et al.
[443], it was shown that the transverse velocity fluctuation was
converted into a rotational flow oscillation through a convective
process function of the modulation frequency and the mass flow
rate. The effects of these transverse velocity fluctuations on the
global flame dynamics were subsequently determined through
FTF measurements. In Aguilar et al. [444], Smith et al. [445], the
authors measured and compared the velocity field of single- and
multi-nozzle experiments submitted to transverse forcing, and
concluded that the jet interactions did not have a significant in-
fluence on the unsteady flow structures in that setup. The article
of Saurabh et al. [446] focused on the effects of transverse forc-
ing on the flame response, showing that both the magnitude of
transverse velocity and its phase with respect to axial forcing are
important factors.

The study of Mirat et al. [447] focused on the swirl-stabilized
spray FTF. The experimentally measured transfer functions of
spray flames featured many similarities with the transfer func-
tion of perfectly premixed swirling flames, indicating that the dy-
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namics are also controlled by interference mechanisms. The study
of Szedlmayer et al. [448] compared single-injector and multi-
injector (MNCC-PennState-Santavicca configuration) FTFs, and
showed similar results except in the high frequency range.

2.1.2 Numerical simulations
Transfer functions have also been determined from numerical

simulations. This requires an unsteady flow solver and broadband
or harmonic modulations of the incoming flow. The transfer func-
tion is then derived in the frequency domain by postprocessing
results of the obtained time-dependent calculations. Flame re-
sponses from numerical simulations have been obtained through
URANS or through the large eddy simulation (LES) approach.
The numerical approach can also help to discover or confirm the
mechanisms at work.

In the MICCA-EM2C-Palies configuration, the time traces of
relative heat release rate signals were determined numerically to
reveal the differences between the flame response at two charac-
teristic frequencies (f = 60 Hz and f = 90 Hz) and to get some
insight in the nonlinearity of this response. At f = 60 Hz, experi-
mental and numerical results agree in terms of signal amplitude.
The minimum responses in experiments and numerical simula-
tions were found at the same phase in the cycle. The shape of the
signal was however not reproduced by the numerical simulations.
At f = 90 Hz, the amplitude of experimental and numerical sig-
nals agreed well with a shift in phase. The shape of the signal was
accurately reproduced by numerical simulations, see Fig. 5.5.

Broadband forcing was applied by Chong et al. [259] at the in-
let of the BRS-TUM-Komarek configuration simulated with LES
in order to identify the flame response. A good agreement with
the experimental measurements was obtained. The case of equiv-
alence ratio modulation for swirl-stabilized combustion systems
has been initially taken into account by Smith [449] with URANS
and LES comparisons. Industrial configurations have also been in-
vestigated with LES and modulation of the velocity by Hermeth
[450] and modulation of the equivalence ratio by Hermeth et al.
[451] for one frequency of inlet modulation. The analysis showed
that the mixture fluctuations are convected to the combustion
chamber inlet, are phased with velocity fluctuations, and com-
bine with those to lead to different levels of flame response. In
the Longi-TUB-Terhaar configuration, FDFs have been computed
by Krediet et al. [452] imposing upstream IVM at the inlet of the
CFD domain. Multiple amplitudes and frequencies were com-
puted to form the FDF and compared with experiments, leading
to a global agreement in terms of general trend, while exact lev-
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Figure 5.5 Heat release rate signals Q̇′/Q̇ at f = 90 Hz. Solid lines correspond to simulation results and were
obtained by phase-averaging over nine periods of modulation. The black square curve was obtained by integrating
the heat release rate in a window which captures the signal that would be recorded by a photomultiplier like in the
experiment. This window excludes points located inside the injector and does not account for heat release
associated with the part of the flame which flashes back. The open square curve was obtained experimentally with a
photomultiplier capturing the light radiated by the flame, but not that originating from the flame inside the injector.
Source: Figure taken from Palies et al. [396].

els were slightly off for the gain and the phase curves, particularly
for the response peak. In Krediet et al. [453], the authors studied
the cause of the saturation, which was linked to a nonlinear evo-
lution of the area of the flame surface when increasing the inlet
modulation amplitude. The authors also showed that the heat re-
lease and flame surface fluctuations were linearly dependent on
the tangential component of velocity fluctuations upstream of the
flame, while they increased nonlinearly with the axial component
of velocity fluctuations. In Acharya and Lieuwen [454], the authors
determined the FTF numerically with URANS. The configuration
modeled the swirler with a prescribed velocity field. IVM was then
applied with three methods, i.e., axial, azimuthal, or combined in-
let velocities forcing, to model the swirler response to upstream
acoustic modulations (the mode conversion process) and observe
the subsequent impact on the FTF. The amplitude of modula-
tion was set to 10% of the mean flow velocity and the frequency
ranged from 150 to 1000 Hz. The results indicated that the combi-
nation of azimuthal and axial forcing was required, as expected,
to obtain the swirling flame response characteristic shape such
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Figure 5.6 Flame transfer function of the MICCA-EM2C-Palies configuration. Flame cases A and B with inlet bulk
velocities of 2.67 m s−1 and 4.13 m s−1 at an equivalence ratio of 0.7. The functions depend on a reduced frequency
expressed with a Strouhal number. The functions are obtained with Eq. (5.10). Source: Figure taken from Palies
et al. [252].

as presented in Fig. 5.6. Furthermore, the comparison for differ-
ent phasing between the axial and tangential modulated compo-
nents at the inlet showed the subsequent impact on the flame
response. In Rofi et al. [455], the focus was on comparing LES
and URANS approaches for the modeling of the FTF. In Andreini
et al. [456], the authors captured the FTF with a combination of
FTF and system identification (SI). In Ghani et al. [457], the au-
thors investigated the combustion dynamics of a swirl-stabilized
kerosene-fueled combustor (LOTAR-ONERA-Apeloig) configura-
tion. The role of the precessing vortex core (PVC), the frequency
of which scaled with the bulk axial velocity, was linked to the
transverse-longitudinal first acoustic mode resonance. In Biagi-
oli et al. [458], the authors proposed a methodology based on the
linearization of the progress variable transport equation to deter-
mine the separate contribution of the irrotational and rotational
velocity components to the FTF.

The study of Innocenti et al. [459] concentrated on coupling
URANS and SI to obtain the FTF of a reacting spray flame. The ar-
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ticle of Tay-Wo-Chong et al. [460] compared the flowfield, flame
characteristics, and dynamics between experiments and simula-
tions obtained with the addition of stretch and heat loss effects
into an LES combustion model, and extracted the FTF with SI. In
Laera and Morgans [461], FDFs of a single-injector swirl-stabilized
flame of the annular experiment of Worth and Dawson [462] were
reported for two levels of IVM and a range of frequencies from
300 Hz to 1900 Hz using LES. The work of Bauerheim et al. [463]
showed that the azimuthal confinement ratio, thermal conditions,
and the fuel type affected the flame response of swirling flames
and controlled the stability of the tangential acoustics instability.
The Siemens-DLR-Stopper configuration was used to model the
flame response with low Mach number numerical simulation by
Xia et al. [464]. Iudiciani and Duwig [268] also used the URANS
solver, focusing on high amplitude flame responses. The article of
Pampaloni et al. [465] focused on the numerical determination of
the FTF with LES at four frequencies and three amplitudes. The
data were also used as input of a stability analysis, leading to pre-
diction of the instability.

2.1.3 Theoretical transfer function
There are very few theoretical transfer function models for

swirling flames, see You et al. [466], Borghesi et al. [417], Komarek
and Polifke [394], Palies et al. [252]. The main mechanisms con-
tributing to the flame response are those generating large vortex
structures or flame angle oscillations, as described in the next sub-
sections. The first one can be produced by the swirler, the back-
plane, and the centerbody. They are all synchronized to the mod-
ulation frequency. Detailed characterizations of the flow dynamics
however showed that for the MICCA-EM2C-Palies setup the main
contributing mechanisms were due to the swirler and the back-
plane of the combustor. Previous studies by You et al. [466], Borgh-
esi et al. [417] provided a swirling FTF model but did not account
for the presence of the azimuthal velocity disturbance convected
by the flow and superimposed onto the initial upstream axial com-
ponent propagating at the speed of sound. The effect of this con-
vective mode was not included until the article of Komarek and
Polifke [394], which provided a phenomenological representation
for the FTF. The presence on the downstream side of the swirler
of a perturbation featuring acoustic and convective components
was documented in Palies et al. [396], and this complex perturbed
flowfield was taken into account to determine the flame response
of swirling flames.

The study of Palies et al. [252] improved the modeling of
swirling FTFs by accounting for the swirler-induced flowfield os-
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cillations. The approach was based on a G-equation derived by
first taking its ensemble average with respect to the turbulent fluc-
tuations. This equation was then separated into a steady and a
phase-average component, corresponding to imposed flow mod-
ulations leading to the perturbed G-equation. It was then shown
that the response of swirling flames resulted from the direct effect
of axial velocity perturbations and from the combined effects of
axial and azimuthal velocity components. The latter were taken
into account by considering that the turbulent flame velocity was
perturbed by these disturbances. It was shown that the transfer
function of swirling flames can be deduced from the transfer func-
tion of “V” flames submitted to convective flow disturbances. This
was carried out by taking into account the relative level of axial
and azimuthal disturbances and the phase shift between these
two components. These last quantities were estimated theoreti-
cally and deduced from measurements of the axial and azimuthal
velocity signals. The main steps of the analysis are summarized
now. To start this analysis, it is assumed that the flame is instanta-
neously described as a surface defined by a kinematic G-equation,
see Markstein [467]:

∂G

∂t
+ v·∇G = SD|∇G|. (5.5)

One can obtain the following form for the perturbed flame front:

∂G1

∂t
+ (v0 + ST0n)·∇G1 =

[
v1·n − ST1

ST0

v0·n
]
|∇G0|. (5.6)

This expression indicates that the unsteady flame motion is con-
trolled by flow velocity perturbations v1 and turbulent flame ve-
locity perturbations ST 1. To use this expression, one relates the
relative fluctuations in turbulent burning velocity ST1/ST0 to the
incoming velocity modulations. This relation can be written as

ST1

ST0

= χ
v′
θ

vθ

+ ζ
v′
x

vx

, (5.7)

where vθ is the azimuthal component and vx the axial component
of the swirling flow. An expression similar to Eq. (5.7) has recently
been derived in Palies [29], confirming this initial choice. In ad-
dition, the phasing φ between axial and azimuthal fluctuations,
measured experimentally, writes

v′
θ

vθ

= v′
x

vx

exp(iφ). (5.8)
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By making use of Eqs. (5.7) and (5.8), one obtains the following
expression for the swirling FTF:

F s
th(ω) =Fv

th(ω)

[
1 − (ζ + χ exp(iφ))

]
. (5.9)

To use this result one has to provide an expression for Fv
th. The

following expression is obtained from Schuller et al. [129]:

Fv
th(ω)(ω∗, α) = 2

ω2∗
1

1 − cos2 α

×
[

exp(iω∗) − 1 − exp(iω∗ cos2 α) − 1

cos2 α

]

+ 2i

ω∗
1

1 − cos2 α
×

[
exp(iω∗ cos2 α) − exp(iω∗)

]
, (5.10)

where ω∗ = ωR/ST0 cosα, ST0 is the turbulent burning velocity de-
fined by ST0 = vx sinα, R is the injector tube radius, and α is the
flame angle defined between the flame front and the vertical axis.
The relative fluctuation of the swirl number S′/S̄ defined in Palies
et al. [396] writes

S′

S̄
= u′

θ

ūθ

− u′
z

ūz

, (5.11)

where u′
z/ūz and u′

θ /ūθ are the relative fluctuations of axial and
azimuthal velocities. This definition of the swirl number is a lin-
earized form of the classical swirl number definition based on
momentum conservation equations. Introducing Eq. (5.11) into
Eq. (5.7), one can show that the turbulent burning velocity is
linked to the swirl number fluctuation:

ST1

ST0

= χ
S′

S̄
. (5.12)

The turbulent flame speed is therefore directly dependent on the
oscillation of the swirl number, which is important for unsteady
heat release modeling in swirling flames, and was used in the
study of the limit cycle in the LSI-LBNL-Cheng configuration in
Palies et al. [213].

A comparison of the flame response model Eq. (5.9) with ex-
periments conducted in Han and Hochgreb [433] provided a good
agreement for stratified premixed flames in the low turbulence
level regime. Partially premixed flames require adapting the model
to account for the local variation of the flame speed due to the
equivalence ratio stratification, a modeling aspect that needs to
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be considered. Theoretical FTFs have been the topic of other re-
search efforts. For longitudinal modulation, the article of Acharya
et al. [468] focused on the flame response of swirling premixed
flames modulated by helical disturbances and studied the im-
pact of these perturbations on the flame surface area modulation
and the heat release fluctuations. It was shown that these two
quantities exhibited different sensitivities to the frequency and the
dimensionless swirl number. In Acharya and Lieuwen [469], the
authors focused on the theoretical response of nonaxisymmet-
ric premixed swirling flames to helical disturbances. The authors
showed that helical modes impact the flame response of axisym-
metric and nonaxisymmetric mean flames differently. For axisym-
metric mean flames, the axisymmetric contribution of the flame
area modulation contributes to the global fluctuating area, but
for nonaxisymmetric mean flames, helical modes make nonzero
contributions to the flame response. It was also shown that the
strength of the asymmetry, the flame length, and the Strouhal and
swirl numbers impact the helical mode contribution to the flame
response, possibly leading to a dominant contribution when com-
pared with the symmetric mode contribution. The case of trans-
verse forcing on the flame response of swirling flames was con-
sidered analytically by Acharya et al. [470], where the modeling
approach was developed to determine the flame response by mak-
ing use of the experimentally determined unsteady filtered distur-
bances field and the time-average flowfield, leading to good com-
parison between experiments and theoretical predictions. The re-
sponse of swirling premixed flames with constant burning velocity
to nonaxisymmetric harmonic excitation was further studied in
Acharya et al. [471].

The current section reviewed in detail the contribution of
many authors to the understanding and description of swirling
flame responses. As indicated in the subsection’s introduction, the
next advances will be from the extension to relevant operating
conditions and combustor geometries and from the enhance-
ment of analytical models of flame responses, such as for partially
premixed flames, considering velocity and equivalence ratio cou-
pling.

2.2 Flow dynamic mode conversion processes
occurring upstream of the flame

In this section, the mode conversion process is introduced and
a theoretical modeling strategy is presented. In the next subsec-
tions, the relevant observations from experiments and numerical
simulations are discussed and summarized, along with theoret-
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ical results. These observations are critical to the determination
and understanding of the subsequent effects on flame dynamics.
There have been a limited number of studies of such observations,
which may be attributed to the optical access requirement. Such
observations should be undertaken in future efforts prior to their
understanding and modeling.

2.2.1 Observations from experiments and numerical simulations
The previous section described the analytical derivation of the

swirling flame response. This derivation was enabled by the un-
derstanding of the perturbed velocity field induced by the mode
conversion process and its subsequent impact on the unsteady
heat release. Mode conversion is a mechanism where one type
of propagating disturbance generates another type of wave. It
involves convective waves (entropy and vorticity) and acoustic
waves and takes place in many situations in fluid dynamics. The
next sections focus on the configuration where an acoustic wave
is incident on an airfoil cascade or a swirler, producing a vor-
ticity wave in the downstream flow. This phenomenon has been
observed in experiments by Richards and Yip [371], Straub and
Richards [372] and in simulations by Huang and Yang [22], Wang
and Yang [472], Komarek and Polifke [394]. It was concluded from
LES calculations by Huang and Yang [22], Wang and Yang [472]
and indirectly from transfer function measurements by Komarek
and Polifke [394] that on the downstream side of the swirler, the
perturbation comprises an acoustic and a convective component.
While the presence of the convective component was observed,
there were no direct measurements of the axial and azimuthal ve-
locity components such as depicted in Fig. 5.7.

2.2.2 Theoretical results
It is possible to investigate the mode conversion in 2D consid-

ering the swirler as a cascade of airfoils. The set of jump conditions
written by Cumpsty and Marble [473] can be used to relate pertur-
bations on the upstream and downstream sides of this cascade:

s′
1 = s′

2, (5.13)

ρ′
1

ρ1
+ w′

1

w1
− θ ′

1 tan θ1 = ρ′
2

ρ2
+ w′

2

w2
− θ ′

2 tan θ2, (5.14)

p′
1

γp1
+ s′

1

(γ − 1)cp

= p′
2

γp2
+ s′

2

(γ − 1)cp

, (5.15)

where s′ is the entropy fluctuation and ρ′/ρ is the relative density
fluctuation. Subscripts 1 and 2 refer to the inlet and outlet of the
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Figure 5.7 Comparison of simulations, theory, and experiments with the reduced phase as a function of the
length. Results of simulations indicate that the phase shift at the cascade trailing edge plane ϕ0 = π because of the
negative value of the blade trailing edge angle. Results of experiments indicate that ϕ0 � 0 at the swirler backplane.
Source: Figure taken from Palies et al. [134].

cascade vanes. The ratios w′
1/w1 and w′

2/w2 are the relative veloc-
ity fluctuations on each side of the cascade, θ ′

1 is the fluctuation
of the angle of incidence θ1, θ ′

2 is the fluctuation of angle θ2 at the
trailing edge, p′ refers to the fluctuation in pressure, γ is the spe-
cific heat ratio, and cp is the specific heat of the working fluid. At
the trailing edge, the Kutta condition implies that the flow should
leave the blade in a direction tangent to the mean camber line
so that the perturbation angle vanishes, θ ′

2 = 0, at that location.
Upstream of the cascade, in region 1, the pressure field is formed
by incident and reflected acoustic waves which are taken as plane
waves propagating in the axial direction:

p′
1 = A exp i(kx − ωt) + AR exp i(−kx − ωt), (5.16)

where A is the amplitude of the incident acoustic wave, R is the re-
flection coefficient of this wave, and k = ω/c designates the acous-
tic wavevector. The velocity fluctuation corresponding to this field
is expressed as

u′
1 = A

ρ1c1
exp i(kx − ωt) − AR

ρ1c1
exp i(−kx − ωt), (5.17)
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where ρ1 and c1 are the density and the speed of sound in region
1. It is assumed in the present analysis that the mean density and
speed of sound are the same on both sides of the swirler, so ρ1 =
ρ2 = ρ and c1 = c2 = c. In region 2, downstream of the cascade, the
transmitted acoustic pressure fluctuation also propagating in the
axial direction writes

p′
2 = AT exp i(kx − ωt), (5.18)

where T is the transmission coefficient and the corresponding
acoustic velocity component (with subscript a) is

(u′
2)a = AT

ρ c
exp i(kx − ωt). (5.19)

A vorticity wave (subscript v) is also generated at the swirler. This
wave comprises a single velocity component of amplitude B in the
transverse direction:

(v′
2)v = B exp i

[
ωx

w2 cos θ2
− ωt

]
. (5.20)

We now seek the expressions of the amplitudes T , R, and B. After
coupling the jump conditions and the expressions of the upstream
and downstream fields, the calculations lead to the following ex-
pressions:

T = 1, (5.21)

R = 0, (5.22)

B = A

ρ c
tan θ2. (5.23)

It is thus possible to write the velocity components on the down-
stream side of the swirler in the following form:

u′
2 = A

ρ c
exp i

[ω

c
x − ωt

]
, (5.24)

v′
2 = A

ρ c
tan θ2 exp i

[
ω

u2
x − ωt

]
. (5.25)

The axial velocity perturbation propagates at the speed of sound,
while the transverse velocity component is convected at the lo-
cal flow velocity u2 = w2 cos θ2 in the axial direction. The previous
calculations indicate that the swirler acts as a mode converter.
When it is submitted to axial acoustic waves it generates a vortic-
ity wave which is convected by the flow in the axial direction. This
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convective wave is characterized by a velocity component in the
transverse direction (2D) or in the azimuthal direction (3D). The
relative amplitude of this component is equal to the relative am-
plitude of the axial velocity perturbation v′

2/v2 � u′
2/u2. The results

from this 2D theory are consistent with the 3D theory presented in
Section 2.

2.2.3 Summary
This subsection summarizes the characterization of the mode

conversion process conducted experimentally, theoretically, and
numerically. The major results are compared in Fig. 5.7. Circles
correspond to experiments and diamonds to numerical predic-
tions. The horizontal axis indicates the distance from the swirler
outlet where velocity signals are extracted to determine the phase
shift. Measurements were carried out at points separated by an
interval of five millimeters. The evolution of the phase shift be-
tween u′ and v′ was specifically examined. A reduced phase that
collapsed the experimental data and numerical results was in-
troduced and compared with the theory. This was carried out by
multiplying the phase by the convection velocity ucv and dividing
by the frequency f :

ϕ∗ = (ϕ − ϕ0)
ucv

2πf
, (5.26)

where ϕ0 is the phase between axial and azimuthal velocity sig-
nals at the cascade backplane in 2D or at the swirler in 3D and
is respectively equal to ϕ0 = π and ϕ0 = 0. This reduced quantity is
plotted in Fig. 5.7 as a function of distance from the airfoil cascade
(simulations) and from the swirler outlet (experiments). One finds
that numerical simulations and experimental data closely match
theory, confirming that the transverse perturbations are well de-
scribed by the model.

The impact of the acoustic and convective perturbations on the
flame dynamics will be discussed next. Indeed, the combination
of acoustics and vortical disturbances downstream of the swirler
directly modulates the swirl number in a nonlinear fashion, while
the axial acoustic disturbances additionally induce vortex roll-up
at the flame through the interaction with the backplane of the
combustor.

2.3 Unsteady flame front dynamics
As indicated in previous sections, the FTF guides the unsteady

flame dynamics analysis. The minimum and maximum flame re-
sponses were indeed expected to present strong flame dynamics
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Figure 5.8 Experimental swirling flame dynamics sequence. Top figures: Instantaneous OH PLIF images showing the
evolution of the flame response over one cycle of acoustic forcing for (A) low (linear, u′/u0 = 0.2) and (B) high
(nonlinear, u′/u0 = 0.6) velocity oscillation amplitudes (f = 410 Hz). Bottom figures: Phase-averaged flame edges
showing the evolution of the flame response over one cycle of acoustic forcing for (A) low (linear, u′/u0 = 0.2) and
(B) high (nonlinear, u′/u0 = 0.6) velocity oscillation amplitudes (f = 410 Hz). Source: Images taken from Bellows
et al. [412].

differences, a feature identified in many other studies. It subse-
quently oriented the identification of the underlying mechanisms
responsible for the unsteady heat release. Phase-locked analysis
is nowadays a standard for combustion dynamics studies and en-
ables to describe the flame front at a set of phase instants of a har-
monic oscillation. In addition, direct flame chemiluminescence
signal extraction from these images allows to reconstruct inte-
grated signals for comparison with photomultiplier signals.

The unsteady flame dynamics of the MICCA-EM2C-Palies
setup were examined by considering the evolution of the volu-
metric heat release rate distribution during a modulation cycle
both numerically and experimentally. Light emission by the flame
was recorded with an ICCD camera. Six phase-locked images were
recorded during an oscillation cycle to define the motion of the
flame at the modulation frequency. Each image, separated by a
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phase angle of 60 degrees, was formed by accumulating one hun-
dred instantaneous images. An Abel transform was then applied to
each image to get the 2D flame slice. The final images are scaled
in terms of volumetric heat release rate and the levels are given in
W m−3. Results are plotted in Fig. 5.9 for an IWM of f = 90 Hz. Nu-
merical simulations were also phase-averaged by calculating the
dynamics over nine periods and by spatially averaging the results
over 32 axial slices around the axis. As can be seen, the overall dy-
namics are well captured by the LESs. These results characterized
the flame dynamics and were used to interpret the corresponding
heat release rate signals plotted in Fig. 5.5.

The flame dynamics at f = 90 Hz are given in Fig. 5.9. From

90 degrees to 270 degrees, the ratio Q̇′/Q̇ increases continuously
in Fig. 5.5 (squares, PM experiment). During this time period, the
flame tip is progressively rolled up at the extremity, while the an-
gle at the flame root reduces regularly, but with a limited variation
compared with its maximal value reached for a phase comprised
between 60 degrees and 120 degrees, see Fig. 5.9. The remaining
part of the cycle, the flame surface area reduces regularly, while
the distribution of the heat release rate takes a compact shape. No
flashback occurs during the cycle and the flame remains attached
to the central rod. In this case, the flame angle features a reduced
oscillation over a modulation cycle and the flame dynamics are es-
sentially controlled by the roll-up mechanism at the flame tip with
large heat release fluctuations. At f = 60 Hz (results not shown),
the flame features strong fluctuations in the flame angle and roll-
up at the flame tip while at f = 90 Hz, variations of the flame angle
remain limited and the tip roll-up determines the dynamics of the
flame front inducing large variations in the heat release rate, see
Fig. 5.5 for f = 90 Hz.

The unsteady flame dynamics observations are key to orient
and guide the subsequent analysis. The distinct flame response
observed at the two frequencies was attributed to the interference
between two processes which are detailed in the next sections.

2.4 Combustion dynamics mechanisms
While the unsteady heat release characterization has been car-

ried out in several studies, the description, identification, model-
ing, and understanding of the mechanisms at work that induce the
unsteadiness of swirling flames were not fully documented and
unknown prior to Palies [180]. The unsteady heat release signals
and distributions are investigated in this section to identify and
characterize the following two mechanisms: (i) the swirl number
oscillation, inducing flame angle oscillations, and (ii) the vortex
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Figure 5.9 Simulated and measured swirling flame dynamics. Phase-conditioned average heat release rate
distribution in W m−3 obtained numerically (left) and experimentally (right) with an inlet wave modulation at
f = 90 Hz. A set of phase instants are represented from top to bottom, from 0 to 300 degrees of phase, spaced by 60
degrees. The color bar ranges from 5 (red) to 200 (white) MW m−3. Source: Images taken from Palies et al. [395].
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roll-up, inducing flame surface oscillations. Prior to their detailed
description, the context and some observations are discussed.

Mechanisms like vortex roll-up have been studied previously,
for example by Bellows et al. [412], Huang and Yang [22], Kang
et al. [276], Bellows et al. [413], Külsheimer and Büchner [414].
This phenomenon is similar to the roll-up motion observed at
the tip of laminar and turbulent “V” flames by Durox et al. [136],
Balachandran et al. [141]. Vortices are shed from the injector back-
plane in response to the flow pulsations (through a mode con-
version process at the backplane) and roll-up of the flame edge,
resulting in large heat release rate fluctuations due to the flame
surface area variations. Results of swirling flame dynamics from
Bellows et al. [412] are depicted in Fig. 5.8. Perturbations of differ-
ent types can impact the flame dynamics. One class is formed by
velocity fluctuations which accompany pressure oscillations, see
Poinsot et al. [474], Yu et al. [475], Paschereit et al. [476]. Another
type of perturbation consists in equivalence ratio disturbances,
which can be created by the differential response of fuel and air in-
jectors to pressure waves generated by unstable combustion, see
Keller [477], Lieuwen and Zinn [181], Sengissen et al. [478]. The dy-
namics of swirling flames have been investigated experimentally
by Külsheimer and Büchner [414], Weigand et al. [479], Bellows
et al. [412], Kim et al. [415]. The articles of Armitage et al. [143],
Thumuluru et al. [416], Bellows et al. [413] dealt with nonlinear ef-
fects of flow modulations on the dynamics of confined turbulent
swirling flames. The flame motion induced by incoming pertur-
bations has been analyzed using optical imaging techniques to
interpret FDF data by making use of OH PLIF methods, see Thu-
muluru et al. [416], Lee et al. [480], Bellows et al. [412], or by di-
rectly recording the flame emission with an ICCD camera, such as
by Bellows et al. [413], Külsheimer and Büchner [414].

The investigation of the unsteady heat release distribution data
by plotting phase-space diagrams for the MICCA-EM2C-Palies
setup is now discussed. A reference frame where the vertical axis
is the phase and the horizontal axis corresponds to the axial co-
ordinate in the flame is used. The space–phase diagram corre-
sponding to a modulation at f = 90 Hz is plotted in Fig. 5.10
for flame A. This diagram is formed by summing emission over
the pixels in each line of the phase-average images. For a given
phase ψ one starts from the phase-average image acquired with
the ICCD camera. Let I (j, l,ψ), j = 1, ...,512, l = 1, ...,512, be the
local pixel intensity on the CCD screen. One forms a transver-
sally averaged emission signal < I > (j,ψ) and then subtracts the
time-average intensity from this signal. The result is then divided
by this average to obtain a relative intensity fluctuation (< I >
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Figure 5.10 Space–phase distributions of light emission for flame A modulated at f = 90 Hz. The diagrams are
formed by summing emission over the pixels in each line of the phase-average images. For a given phase this quantity
defines the spatial distribution of relative emission, which can be interpreted as the spatial distribution of
transversally integrated heat release. The gray line indicates the limit used to split both windows. Source: Figure
taken from Palies et al. [396].

(j,ψ) − < I >)/< I >. For a given phase ψ , this quantity defines
the spatial distribution of relative emission, which may be inter-
preted as the spatial distribution of the transversally integrated
heat release rate. This operation was repeated for a set of phases
and results are gathered in the form of contours. In Fig. 5.10, the
vertical gray line indicates the limit of the lower window (LW) and
upper window (UW) defined as where the heat release is inte-
grated.

An examination of the diagram (not shown here) correspond-
ing to flame A for a modulation f = 60 Hz indicated also the pres-
ence of alternate positive and negative fluctuations. For a given
phase, a region in the flame was determined where the fluctu-
ation was positive while in another region the fluctuation was
negative. These regions were convected downstream and the pro-
cess was repeated periodically. This explained observations made
previously where the two regions located in the LW and UW oper-
ated in phase opposition when the flame was modulated at f = 60
Hz. When this took place, the total heat release fluctuation in the
flame was low. For f = 90 Hz, shown in Fig. 5.10, both sides of the
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gray line were nearly in phase and both contributed positively or
negatively to the heat release fluctuations. Under these circum-
stances the global level of heat release fluctuations was high. From
this analysis it became clear that the flame response can be weak
when two regions in the flame operate sequentially and give rise to
a destructive interference of their heat release rates, an important
observation to link global and local flame responses. Furthermore,
the pattern orientation in these maps were different, suggesting
that the response was determined by a combination of perturba-
tions.

It has been shown in the previous sections that the perturbed
velocity field comprises an axial and an azimuthal component. It
is also known from previous studies that when the axial velocity
perturbation reaches a maximum, a vortex is shed from the injec-
tor backplane. This vortex is convected by the flow and eventually
rolls up the flame tip. This is the first mechanism of unsteady heat
release which induces large flame surface area fluctuations which
mainly operates near the tip of the flame and produces most of
the heat release fluctuation detected in the UW defined in the
previous section. The second mechanism is associated with the
combined axial and azimuthal velocity perturbations. It induces
fluctuations in swirl number, which in return generate variation
of the IRZ reversal flow velocity, resulting in an angular modu-
lation of the flame. Convective propagation is clearly visible in
Fig. 5.10 with the slope of the patterns in the time-space diagram.
These key experimental observations are furthermore described
and modeled next.

2.4.1 Swirl number, flame angle, and turbulent flame speed
oscillations

When the flow is swirling, one direct effect of the upstream
oscillation is to modulate the swirl number and subsequently
change the flame angle and the IRZ reversal flow strength, thus
modifying the distance between the injector backplane and the
flame front. Typical swirl number oscillations are depicted in
Fig. 5.11. One clearly observes the wave pattern of the swirl os-
cillation.

Because of the prior section analysis, it is possible next to inter-
pret the unsteady heat release distributions of the MICCA-EM2C-
Palies setup and specifically consider the minimum and maxi-
mum gain of the flame response. This analysis was carried out for
flame A, featuring a minimum and a maximum gain at f = 60 Hz
and f = 90 Hz, respectively, and similar results were obtained for
flame B. The flame angle changes in response to the incoming
perturbations of axial and azimuthal velocity components. It is in-
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Figure 5.11 Swirl number oscillation as a function of the phase in two cycles of modulation for six positions z

downstream of the swirler. Data are extracted from large eddy numerical simulations. These results clearly show the
swirl number oscillation along the cycles. Modulation at f = 60 Hz. Source: Unpublished results from Palies [180].

teresting to estimate the relative angular fluctuation induced by
this mechanism. This can be done by describing the normal prop-
agation of the flame in terms of a turbulent burning velocity ST .
The flame angle α is then defined by

sinα = ST

u
. (5.27)

This expression can be linearized around the mean state assuming
small variations of the fluctuating quantities:

sin(α + α′) = ST0 + ST1

u + u′ . (5.28)

After some calculations in which one only retains first-order
terms, one finds the following relation:

α′

α
� tanα

α

[
ST1

ST0

− u′

u

]
. (5.29)

It is assumed that the fluctuations in turbulent burning velocity
(ST ∼ vmax from Ishizuka et al. [481]) are linked to the axial and
azimuthal velocity perturbations. A first-order expansion consists
in assimilating ST1/ST0 to the weighted sum of relative fluctuations
in azimuthal and axial velocities, leading to Eq. (5.7). The relative
fluctuation of the flame angle then becomes

α′

α
� tanα

α

[
χ

v′

v
+ (ζ − 1)

u′

u

]
. (5.30)
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To use the previous model one has to determine the coefficients
defining the relative perturbations in the turbulent burning ve-
locity in Eq. (5.7). The following values were used: χ = −0.4 and
ζ = 0.4, deduced from a trial and error process. These values were
also used by separate analysis of the theoretical transfer function
of swirling flames presented in the previous section. The present
choice corresponded to a trade-off. These coefficients could be
determined more precisely by investigating the formulation de-
rived in Palies [29] and documented in Chapter 4.

One expects from the previous analysis that swirl number fluc-
tuations will be reflected in flame angle fluctuations. Also, the fluc-
tuations in burning velocity and flame angle will directly translate
into fluctuations in heat release rate. It is then possible to consider
the mechanism which defines the heat release perturbation of the
flame in the LW and link these perturbations to fluctuations of the
flame angle α and the burning velocity ST . The heat released by the
flame in the LW is proportional to the burning velocity and flame
surface area:

Q̇lw = ρYf ST Af �h, (5.31)

where ρ is the density of the fresh stream, Af is the flame surface,
�h is the heat release per unit mass of fuel, and YF is the mass
fraction of fuel in the premixed stream. In the LW, the flame sur-
face area may be estimated as a truncated cone:

Af = π(r2
2 − r2

1 )

sinα
, (5.32)

where r2 is the radius of the flame at the top of the LW at a distance
dlw from the central rod and r1 is the radius of the rod. Now, r2 =
dlw tanα and r1 << r2 so that Af is proportional to sinα/ cos2 α. The
heat release fluctuation in the lower region Q̇′

lw may be obtained
by expanding Eq. (5.7):

Q̇′
lw = ρ�hYFO(ST1Af + ST0A

′
f ). (5.33)

The relative fluctuation in heat release is then determined by

Q̇′
lw

Q̇lw

= ST1

ST0

+ α′ 1 + sin2 α

cosα sinα
. (5.34)

To allow a comparison with experimental data, it is convenient to
obtain the ratio of the heat release rate perturbation in the LW to
the total heat release in the flame. This is obtained from the previ-
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ous expression:

Q̇′
lw

Q̇
= η

[
ST1

ST0

+ α′ 1 + sin2 α

cosα sinα

]
. (5.35)

Here η = Q̇lw/Q̇ represents the ratio of mean heat release in the
LW to the total mean heat release of the flame, and its value is ap-
proximately equal to η = 0.3 for flame A.

Eq. (5.35), together with Eqs. (5.7) and (5.30), fully determines
the heat release fluctuations detected in the LW. The combination
of these fluctuations with those induced at the flame tip deter-
mines the flame response to incident perturbations.

This scenario was verified by examining signals detected in the
experiments and comparing these data with theoretical estimates
based on the previous expression. For this analysis one considers

the following signals: v′/v, u′/u, α′/α, Q̇′
lw/Q̇, Q̇′

uw/Q̇, and Q̇′/Q̇.
All these signals are obtained from measurements. In addition, it
is important to plot the swirl number fluctuations S′/S deduced by
subtracting the axial velocity fluctuation from the azimuthal ve-
locity fluctuation and theoretical estimates of α′/α deduced from

Eq. (5.30) and Q̇′
lw/Q̇ obtained from Eq. (5.35).

The signals corresponding to f = 90 Hz for flame A are dis-
played in Fig. 5.12. The relative axial and azimuthal velocity fluc-
tuations are still of the same order of magnitude, as expected from
the actuator disk theory, but the signals are now nearly in phase.
The swirl number fluctuations deduced from experimental veloc-
ity signals are much weaker than at 60 Hz (not shown here). The
flame angle is also weakly perturbed by these fluctuations, see
Fig. 5.12C, as seen in the flame dynamics data as well. Concerning
the heat release rate in the UW, the mechanism involving flame
surface fluctuations is present in this case. The experimental sig-

nals Q̇′
lw/Q̇ and Q̇′

uw/Q̇ are nearly in phase, yielding a maximum
response in terms of total heat release rate fluctuation.

2.4.2 Vortex roll-up and flame surface modulation
To examine the additional mode conversion process of the vor-

tex shedding initiated at the injector backplane inducing the roll-
up of the flame, one may first locate the vortex structures in the
flow at various instants during a modulation cycle. The identifi-
cation of vortex structures was conveniently achieved by postpro-
cessing the LES and calculating phase-average Q-criterion fields,
see Haller [482]. Axial velocity fields and Q-criterion fields are plot-
ted in Fig. 5.13 together with phase-average flame contours su-
perimposed for each phase of the cycle separated by 60 degrees.
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Figure 5.12 Signal time traces. Characteristic signals describing the response of flame A at f = 90 Hz versus phase
(in degrees) during two cycles. Reconstructed signals are plotted as solid lines and experimental points are
represented by symbols. (A) Relative velocity fluctuations. Open squares: v′/v, dark squares: u′/u. (B) Relative swirl
number fluctuations S′/S deduced from the velocity signals. (C) Angular fluctuations α′/α. Squares: experiment. Solid
line: prediction. (D) Relative heat release rate in the upper window Q̇′

uw/Q̇. (E) Relative heat release rate in the lower
window Q̇′

lw
/Q̇. Symbols: experiment, solid line: prediction. (F) Relative total heat release rate fluctuation in the flame

Q̇′/Q̇. Source: Figures taken from Palies et al. [396].

These results were obtained by taking the phase average over nine
cycles and spatially averaging along the azimuth. The color bar for
the Q-criterion is set from −2 · 106 s−2 in blue to 2 · 106 s−2 in red.
The description of the dynamics was analyzed by examining vor-
tex patterns in the flow and their interactions with the flame front.
Heat release rate contours were also used to track the flame front
dynamics during one modulation cycle.
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Figure 5.13 Velocities and Q-criterion. Axial velocity and velocity vectors are shown on the left column. The
maximum velocity is 4 m s−1 and colored in red, while the minimum velocity is −2 m s−1 and colored in blue. The
Q-criterion contour is shown in color on the right column. The color bar is set from −2 · 106 s−2 in blue to 2 · 106 s−2

in red. Heat release rate contours in black are used to track the flame front during one cycle of modulation. Frequency
of modulation: f = 90 Hz. Source: Results taken from Palies et al. [395].
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Only the dynamics at f = 90 Hz are discussed here. At a phase
corresponding to 60 degrees, an annular vortex is shed from the
injector backplane. The corresponding flame angle α at that in-
stant in the modulation cycle is significantly smaller than at f =
60 Hz because swirl number fluctuations are substantially reduced
in this case. This vortex is thus convected by the flow and increases
in size and strength before interacting with the flame for a phase of
about 180 degrees. At this instant in the cycle, it is strong enough to
roll up the flame tip from 180 to 300 degrees, thereby increasing the
flame surface area. Finally, during the next part of the cycle, the
vortex is dissipated, the flame front extremities collapse, and the
flame spreads over a broad area, and one observes the formation
of a new vortex pattern in the duct due to the mode conversion
process taking place at the swirler.

The previous results indicate that a strong vortex rolls up
the flame at f = 90 Hz, which is confirmed by experiments, see
Fig. 5.9. It was also found that the vortex shedding was signifi-
cantly less important at f = 60 Hz. The formation of the vortex
was canceled by the level of swirl number at f = 60 Hz, while
at f = 90 Hz, its formation took place in a quasinonswirling jet
(see the occurrence of the vortex shedding with respect to the IRZ
reverse flow intensity at each phase instant). This clearly shows
that the rate of rotation of the flow which oscillates (swirl number
oscillation) and its phasing have an impact on the annular vor-
tex shedding. The present LES calculations also indicate that the
flame motion is determined by the relative phasing between the
IRZ strength fluctuations, controlling the flame angle and the inci-
dent axial velocity fluctuations. At 60 Hz, the phasing is such that
the flame angle changes significantly and the vortex created by
the axial velocity fluctuation rapidly interacts with the flame with-
out the possibility to gain in size and strength. At 90 Hz, the IRZ
dynamics combined with the axial velocity fluctuations keep the
flame angle at an essentially constant value, and this provides time
for the vortex generated by the axial velocity fluctuation to fully
develop and gain in strength before interacting with the flame.
These interfering mechanisms can only be explained by taking
into account the mode conversion mechanism at the swirler out-
let, which is at the origin of the swirl number and flame surface
angle fluctuations.

2.4.3 Other elements of the literature
It was determined in previous sections that the flame re-

sponse inducing the unsteady heat release is driven by two major
mechanisms: (i) the swirl number oscillation mechanism, which
has been initially studied in Richards and Yip [371], Straub and
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Figure 5.14 Effect of the injector modification. It induces swirl number modification on the flame shape, flame angle,
and flame location. Source: Image taken from Gatti et al. [434].

Richards [372] and Komarek and Polifke [394], due to the mode
conversion processes and subsequent unsteady velocity field af-
fecting the flame front by changing the flame angle, and (ii) the
vortex shedding impacting the flame.

These results have been explored and confirmed by researchers
and published in several articles. Among them, the article of Kim
and Santavicca [483] characterized in detail self-sustained oscilla-
tions of the Longi-PennState-Kim swirl-stabilized combustor as a
function of axial swirler location, oscillation frequency, and mean
injector velocity, confirming previous findings. In Fig. 5.15, stabil-
ity maps with Rayleigh index on the y axis and phasing between
the axial and azimuthal velocity fluctuations on the x axis were
shown to group the limit cycle and stable operating points well.
The article of Caux-Brisebois et al. [484] measured swirl number
oscillations in a gas turbine model combustor, confirming previ-
ous findings, and demonstrated its impact on the helical vortex
core and subsequent unsteady heat release oscillations.
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Figure 5.15 Effects of axial swirler location on self-excited instability. Left: Combustion instability intensity as a
function of combustor length for dsw = 76.2, 109.5, 134.9, 152.4, and 182.6 mm. Right: Corresponding stability map in
terms of Rayleigh and velocity phasing. The diameter of symbols indicates the normalized amplitude of combustor
pressure oscillations for a given combustor length. Source: Figure taken from Kim and Santavicca [485].

The thesis of Bunce [431] and the article of Bunce et al. [432]
analyzed the contribution of the flame response by splitting the
flame into two zones, as described in a previous section. The re-
sults showed the sensitivity of the window division location to
the contribution of the UW and LW unsteady heat release. In ad-
dition, the results confirmed that swirl number fluctuations are
an important velocity fluctuation mechanism for swirl-stabilized
combustion systems. The article of Hermeth et al. [451] investi-
gated the flame dynamics of the swirling flame of the DSTPB-
Sie/Ansaldo-Hermeth configuration submitted to equivalence ra-
tio oscillations with phase-averaged numerical simulation results.
It was shown with the LES fields and a reduced-order model that
mixing in the swirler did not minimize the heterogeneities from
the unsteady fuel flow stream. These mixing fluctuations were
phased with the velocity modulations and impacted the flame re-
sponse to inlet forcing. Acharya and Lieuwen [454] investigated
premixed swirling flames with numerical simulations and con-
firmed previous findings that the phasing between the azimuthal
and axial velocity fluctuation is dependent on the frequency and
controls the flame response. Furthermore, the fluctuating vortic-
ity field generated by the unsteady flowfield and its impact on the
flame response were analyzed. The article of De Rosa et al. [486]
investigated the effects of the confinement ratio, defined as the
ratio of the diameter of the nozzle relative to the combustor diam-
eter, for values of 0.5, 0.37, and 0.29 for identical inlet flow veloc-
ities. The confinement ratio modifies the swirl number through
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the velocity field and thus changes the mean flame angle. The
measurements of the FTF for those three ratios showed a simi-
lar trend with characteristic extremum values of the FTF. Scaling
of those flame responses was proposed based on the flame length
Strouhal number firstly, and with that Strouhal number multiplied
by the confinement ratio secondly. Results from scaling did not
show agreement across the entire data set measured. In Gatti et al.
[434], the authors investigated the flame response by splitting the
unsteady heat release into two spatial contributions as well. The
results indicated that for the peak response, the LW and UW heat
release contributions of the flame were nearly in phase and the
level of heat release increased in each window as the swirl num-
ber was reduced without modifications of their phase shift. For
the weakest response at the largest swirl number operated, the LW
and UW of the flame heat release were out of phase, in agreement
with previous findings. Multiple-injector configurations were in-
vestigated, giving rise to various swirl numbers, as illustrated in
Fig. 5.14.

In O’Connor and Lieuwen [488], the authors showed that the
amplitude of the transverse acoustic forcing impacted the time
average and the dynamic characteristics of the base flow of the
swirling jet. It was also determined that the dynamic behavior of
the flame was dependent on both the time-average flame angle
and the unsteady velocity field. In Moeck et al. [487], the authors
investigated the dynamics of the helical flow structure in a pre-
mixed swirling flame. It was measured that the acoustic modula-
tion imposed by forcing and the helical mode at work induced a
rotating heat release rate disturbance at a frequency correspond-
ing to the frequency difference of the two mechanisms taken sep-
arately. An example of flame dynamics submitted to the helical
pattern and inducing the rotating unsteady heat release is shown
in Fig. 5.16. The helical mode was shown to scale with a constant
Strouhal number. The article of Alekseenko et al. [489] studied the
impact of inlet forcing, generating large axisymmetric roll-up, on
turbulent combustion intensity and PVC on a swirling flame. It
was shown that for inlet modulation amplitudes above that of the
reverse flow inside the bubble-type recirculation zone, the PVC
in the reacting case was suppressed. In Wang et al. [490], the au-
thors performed ultrahigh speed (20 kHz) simultaneous PIV and
PLIF measurements of an unconfined acoustically excited swirling
flame to investigate the heat release rate oscillation and flame
front motion due to vortical structures, enabling the recording of
a detailed time sequence of the reacting flowfield.

Swirling flame dynamics have received considerable attention
in the 2010s and were reviewed in this section. There are still open
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Figure 5.16 Tomographic reconstruction of the light intensity perturbation associated with the helical mode. Only
the contribution of the first circumferential Fourier component is shown. The dashed lines represent conjectural
trajectories along inner and outer shear layers. Source: Image taken from Moeck et al. [487].

questions regarding the role of velocity fluctuations (from vorti-
cal waves, acoustic waves, and turbulence), the nonlinearity of
the flame response, and the effects of the static flame position
that need to be examined. There is a relationship pointing out the
direct role of fluctuation of the swirl number as a driver of the rel-
ative burning flame speed ratio, and subsequently of the unsteady
heat release. This work should be continued to quantify these
effects. Injecting harmonic velocity fluctuation components into
the definition of the swirl number leads to strong nonlinear in-
teractions, as characterized by coupling of the oscillations of indi-
vidual velocity components that will thus affect the unsteady heat
release through the relation between the relative flame speed and
relative swirl number oscillations. This opens a possible route to-
wards the understanding of flame nonlinearities. Open questions
also include the effects of turbulence on the mean (time-average)
flame position and the measurement, extraction, and computa-
tion of the static mode and its comparison with the time average.

3 Combustion instability
The previous section has comprehensively described the phys-

ical and chemical mechanisms at work for swirling flames submit-
ted to inlet flow modulation. The present section focuses on com-
bustion instability prediction and limit cycle physics, i.e., when no
external forcing is applied and the dynamics are self-sustained.
Prediction of combustion instabilities at the design and devel-
opmental stages of jet engines and gas turbine combustors is a
challenge. There has been a significant amount of research on
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combustion instabilities and this topic has been reviewed in many
articles, including those of, but not limited to, Crocco [173], Put-
nam [174], Culick [175], Candel [171] for canonical configurations,
Huang and Yang [22], Candel et al. [23] for swirling flames, and
Lawn and Penelet [177], Juniper and Sujith [178] for other configu-
rations. The prediction and control of combustion instabilities in
realistic geometries has been recently reviewed by Poinsot [179].
While the limit cycle has been significantly studied, the transient
to the limit cycle has received more attention only recently, and
will be a research path to explore further, as discussed next in a
specific subsection.

3.1 Combustion instability prediction
This section describes the context of combustion instability

predictions and the two major methods for such predictions. The
first method is based on the coupling of a network acoustics
model with the flame response (obtained numerically, analyti-
cally, or experimentally) and the derivation of a dispersion relation
leading to frequency-growth rate trajectories, enabling prediction
trends. The second method is based on numerical simulations.

3.1.1 Predictive methods
The two main methodologies for combustion instability analy-

sis and prediction have pros and cons, and are discussed now.
• Methods based on an acoustics analysis of the system relying

on networks of compact acoustic elements and employing a
linear (FTF) or nonlinear description (FDF) for the flame re-
sponse, along with a set of boundary conditions. These meth-
ods have been documented by Poinsot and Veynante [172],
Munjal [491] and by Stow and Dowling [492], Nicoud et al.
[493], Schuermans et al. [494]. In these methods, the prediction
of the combustion instability trend is conducted by combin-
ing the flame response (obtained experimentally, theoretically,
or numerically) with the system acoustics in order to obtain
the frequency-growth rate trajectory. The stability of the sys-
tem is determined by evaluating the growth rate level in the
obtained frequency-growth rate trajectory. These methods en-
able screening various parameters and obtaining trends but
they lack in terms of accuracy with respect to the second ap-
proach. One of their strengths is to inform on the most impor-
tant first-order effects on the flame dynamics, allowing to guide
the subsequent analysis. They reach their limit of use though in
evaluating marginally unstable systems. This is a known aspect
of such approaches.
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• Direct methods where LESs of the complete 3D, compress-
ible reacting Navier–Stokes equations are used as illustrated by
Selle et al. [495]. This direct approach relies on the full numer-
ical resolution of the governing equations to capture the pos-
sible limit cycle behavior and assess the stability of a configu-
ration. The evolution of perturbation amplitudes in the LESs is
monitored to detect the stability. While this approach is accu-
rate and valuable for capturing both forced and self-sustained
flame dynamics, they require large capabilities in terms of CPU
power, and streamlined data processing and CFD software for
analysis. Their biggest advantage is to offer the full spatiotem-
poral field to investigate physics of the phenomena and guide
design. They need careful boundary conditions and LES model
treatments.

In the following subsections, prediction results obtained in the
MICCA-EM2C-Palies configuration are presented. Experimental
studies of combustion instabilities are reviewed, along with var-
ious existing types of instabilities occurring in combustion sys-
tems, such as in lean premixed/prevaporized and also rich-burn
quick-quench lean-burn combustors.

3.1.2 Stability map
Stability analysis of swirling flames is of importance in the de-

sign of advanced combustor concepts for aircraft propulsion and
power generation. Experimental stability maps indicate the oc-
currence and the level of oscillations in a combustor under vari-
ous conditions, including geometrical and operating parameters.
These maps are employed to validate theoretical predictions. As
a demonstration, the experimental stability map of the EM2C-
MICCA-Palies setup is presented in this section. The geometrical
parameters of the upstream plenum and of the flame tube were
varied. In Fig. 5.17, the stable cases are indicated with gray cir-
cles, and black stars indicate a high level of velocity and pressure
fluctuations corresponding to self-sustained oscillation within the
system. Gray stars indicate slightly unstable cases also known as
marginally stable. Fig. 5.15 (left) presents another stability map for
the Longi-PennState-Kim combustor, where the influence of the
swirler location on the occurrence of instability was determined.

3.1.3 Frequency-growth rate trajectories
The network acoustic modeling approach was presented in

Section 1.2. As the obtained dispersion relation is coupled to
the flame response, it allows the determination of the frequency-
growth rate trajectories. Those are now introduced and discussed.
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Figure 5.17 Experimental combustor stability map for flame A. Source: Figure taken from Palies et al. [369].

When the FTF is replaced by an FDF concept that depends on
both the frequency and the amplitude of perturbations imping-
ing on the flame, a frequency domain stability analysis then yields
growth rates and frequencies which depend on the amplitude,
see Noiray et al. [274]. The results presented in this section ob-
tained in the MICCA-EM2C-Palies configuration followed a sim-
ilar approach with a specific method to solve for the root locus
in the frequency-growth rate trajectory to determine frequencies
and amplitudes at the limit cycle of the self-sustained instabil-
ity. The predictions for the swirling flame A configuration with
the FDF framework are shown in Fig. 5.19 for the medium-size
upstream plenum. This plot can be used to predict the stable or
unstable behavior of a configuration. With the medium-size up-
stream manifold, one finds that for a flame tube size smaller than
170 mm, the combustor is stable. For greater lengths, the combus-
tor is unstable. Increasing the flame tube length, the amplitude of
the velocity disturbance at the limit cycle increases to reach very
high levels. A longer upstream plenum slightly improves the sta-
bility of the combustor. Self-sustained oscillations occur for flame
tubes longer than l3 = 220 mm and the fluctuation level at the limit
cycle rapidly reaches high values.

This methodology has been extended by multiple authors in
the MICCA-EM2C-Palies configuration and in other configura-
tions such as annular combustion systems, see the results plot-
ted in Fig. 5.18. Results of the application of the FDF coupled to
an acoustic network to the EM2C-MICCA-Palies configuration are
plotted in Fig. 5.20. They were obtained by solving the dispersion
relation of the system. The particular approach to solve the dis-
persion relation, contrarily to that of previous studies and used
in multiple subsequent studies, is as follows. The dispersion rela-
tion has a real and an imaginary part, and the solution searched
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Figure 5.18 Frequency-growth rate map. Frequency-growth rate map for the annular combustors showing plenum
and combustion chamber mode bifurcation as a function of the flame transfer function gain and phase. Source: Figure
taken from Bauerheim et al. [496].

Figure 5.19 Stability maps of the burner for flame A as a function of the flame tube length varying between l3 = 100
and l3 = 400 mm. The color bar indicates values of ωi − α in s−1 (negative values correspond to the gray region).
The line separating gray and white regions corresponds to points where ωi − α = 0, meaning that the limit cycle is
reached. For medium upstream plenum/manifold. Source: Figure from Palies et al. [369].
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Figure 5.20 Example of frequency-growth rate trajectories plotted as a function of the velocity disturbance level
u′/Ub . The value of the damping rate α is shown in the form of a gray region representing the error bar on this
quantity. The stable and unstable regions are located respectively on the left and on the right of the gray region. The
root locus is plotted on a color scale as a function of the relative fluctuation level u′/Ub . Flow conditions are those of
flame A. Source: Figure from Palies et al. [369].

for too. Indeed, we are focusing on complex frequencies here, so
while the flame response is only dependent on the real frequency,
the wavevectors are dependent on the damping/growth rates of
the complex pulsation. Consequently, solving the dispersion re-
lation leads to two equations, for the real and imaginary parts,
which are solved geometrically iteratively when these parts are
zeros to determine the frequency and the growth rate satisfying
these equations.

Fig. 5.20 shows the root locus (ωi(u
′
2), f (u′

2) = ωr(u
′
2)/(2π))

when the relative velocity fluctuation level upstream of the flame
is progressively increased. The error bar on the damping rate is
also shown in the form of a vertical gray region. When the trajec-
tory is on the left of the estimated damping, the system is stable.
When the trajectory begins on the right of the region correspond-
ing to the estimated damping, the system is unstable and reaches
a limit cycle at the cross-point between the root locus and the ver-
tical region corresponding to the damping rate and its error bar
shown in gray. The root locus is plotted in a growth rate–frequency
(ωi-f ) diagram respectively expressed in s−1 and Hz. A color scale
is used to represent the velocity disturbance amplitude. Twenty-
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four cases are considered, twelve corresponding to flame A and
twelve to flame B. The demonstration of the FDF framework in
this generic configuration indicated that it can be used in more
general situations of technological interest.

The experimental measurements and the determination of the
regime of instability presented in Fig. 5.17 and the obtained pre-
diction such as presented in Figs. 5.19 and 5.20 have been ob-
tained and confirmed with a similar method based on coupling
the experimentally measured swirling FDF and an acoustic solver
by Kulkarni and Nicoud [498] and Silva et al. [403]. The work of
Laera and Camporeale [499] followed also a close method consid-
ering the FTF as distributed spatially coupled to an acoustic solver
to determine the limit cycle condition in two configurations in-
cluding the LRIA-CCA/Ansoldo-Rofi case. In Han et al. [398], the
authors applied the network model approach to the prediction of
combustion instabilities after validating the tools on the MICCA-
EM2C-Palies configuration and associated results. In Fig. 5.21, sta-
bility analyses were conducted in a similar fashion to study the
influence of the swirl number, see Durox et al. [497].

In this section, combustion instability prediction for swirl-
stabilized combustors has been presented. There are several as-
pects that should be investigated for future work and which are
active points of discussion. First of all, the estimation of the damp-
ing of the system enabling the determination of the limit cycle
frequency and amplitude is a challenge and theoretical studies en-
abling the calculation of this quantity are needed. In addition, the
effects of various flow nonlinearities (such as the PVC) on the FDF
and the subsequent limit cycle prediction should be investigated.
The effects of the static mode versus the time average on combus-
tion instability prediction with reduced-order models will also be
of technological and fundamental interest.

3.2 Coupling and stability criteria
There are many combustion instability criteria, which are re-

viewed in this section. The Rayleigh criterion is the most well
known and it reflects the fact that combustion instability occurs
when the heat release rate and the pressure fluctuation signals are
such that their phase is between 0 and 90 degrees, see the articles
by Nicoud and Poinsot [500], Culick [501]. This criterion can be
evaluated globally or locally.

To evaluate the regions where vortex roll-up are driving regions
of the oscillation, the 2D Rayleigh index maps were formed and
integrated in time over the whole time series in Palies et al. [213]
in the LSI-LBNL-Cheng experiment. The Rayleigh index time inte-
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Figure 5.21 Stability analysis results for the first acoustic mode. Top figure: Phase difference plotted as a function of
the amplification rate for different fixed values of the gain. The unstable band is found to be between [π,2π ]. Bottom
figure: Phase difference plotted as a function of frequency. The experimental FTF phase curves and the theoretical
root locus calculated for G = 1.8 are plotted in this graph. The circles and the square indicate the intersections
between the experimental phase curves and the theoretical root locus in the unstable band. Source: Figure taken
from Durox et al. [497].

gral was defined as the time integral of the nondimensional prod-
uct of the fluctuation of pressure and chemiluminescence signals.
The quantity RI(x, y) for the CH4 flame (see Fig. 5.22) shows that
the driving region corresponds to the upper part of the flame,
while the damping region is located on the sides of the flame front.
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Figure 5.22 Rayleigh index map. Rayleigh index map obtained in the LSI-LBNL-Cheng configuration. Source: Figure
taken from Palies et al. [213].

The Rayleigh index criterion has been applied in many studies of
swirling flames, see Kang et al. [276] for longitudinal inlet modula-
tion and Zellhuber et al. [502] for transverse combustion instabil-
ities. Rayleigh index maps of combustors operating with kerosene
fuel have been published in Apeloig et al. [503].

Another stability criterion is the parameter � from Eq. (5.3) al-
lowing to determine coupled or uncoupled acoustic modes within
a given geometry. This criterion has been derived and applied in
multiple configurations, see Palies [180], Schuller et al. [397] for
longitudinal cases and Bauerheim et al. [504] for annular com-
bustors. Another criterion for swirling flames is to directly use the
phasing between the axial and azimuthal velocity perturbations,
see Palies et al. [396]. This criterion has been demonstrated by Kim
and Santavicca [485] in combination with the Rayleigh criterion
to allow to categorize the regime on stability maps, see Fig. 5.15
(right). These criteria can also be used to perform passive control
through the parameters included in them. In general, studies on
swirling flame instabilities should attempt to quantify these crite-
ria comprehensively. The Rayleigh index map and integral values
are widely used in combustion system studies. The phasing be-
tween the axial and azimuthal velocity oscillation criterion should
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be used in swirl-stabilized combustion dynamics and instability
studies.

Swirling flames under self-sustained oscillations are not com-
monly investigated with DNS-like simulations even though such a
configuration allows nowadays resolving of all the physics at work
at a reachable CPU cost when considering a limited domain size
and atmospheric conditions. Extensive analysis and postprocess-
ing of such data sets will allow to further (i) investigate the effects
of turbulence on the transition to instability through the conver-
sion of turbulence fluctuation into acoustic harmonic fluctuation
and (ii) study and compare the impact of the static and time-
average flame front positions on the instability triggering and on
stability analysis. It is an important topic of discussion to clarify
the role of the static mode versus the time average.

3.3 Longitudinal instabilities
This section summarizes the state of understanding of velocity

coupling, equivalence ratio coupling, and entropy mode combus-
tion instabilities that occur in the longitudinal direction of swirl-
stabilized combustors. These are the three main mechanisms that
can be at work in such systems. Instabilities in that direction
have been widely studied. The mechanisms are generally studied
with laser diagnostics and numerical simulations. There is a need
though for further analytical works to study and guide analysis of
such instabilities.

3.3.1 Velocity coupling
Longitudinal combustion instabilities of swirling flames in-

duced through velocity coupling have been the subject of many
researches. It has been previously reviewed by Huang and Yang
[22] and it is the topic of many chapters of the edited book by
Lieuwen and Yang [87]. In the present section, the state of the art
is presented.

In the Longi-MIT-Taamallah configuration, the effects of equiv-
alence ratio and combustor length have been investigated, see
Taamallah et al. [362,370]. It was shown that the short combustor
operated under stable conditions over a range of equivalence ra-
tios from nearly the lean flammability limit to 0.75. Contrarily, for
the long combustor, depending on the equivalence ratio, strong
unstable operating conditions were observed. The analysis of the
mean flowfield and of the flame shape showed small differences
in their global structures over the range of equivalence ratios. The
global shapes were shown to be similar between the long and
short combustors over that range of equivalence ratios, while the
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stability behavior was strongly different due to the modification of
the acoustics of the system and the subsequent interaction with
the flame. Spatial local characterization of the differences for the
flowfield and flame shapes between short and long combustors
were reported, see the examples given in Figs. 5.23 and 5.25. The
transition to low frequency instability was further studied and was
associated with an unsteady heat release located in the ORZ.

The article of Lartigue et al. [505] focused on the Preccinsta-
DLR-Lartigue configuration and presented measurements tech-
niques and results along with the operating condition for self-
sustained oscillations occurring near 300 Hz and 500 Hz. In that
article, initial simulations of the nonreacting flow were also re-
ported. In the same configuration, the article of Roux et al. [400]
investigated combustion instabilities with LES experiments and
acoustic analyses. It was shown that the PVC is damped during
self-sustained oscillation while a strong pattern existed in the
nonreacting case. In addition, the main mode frequency domi-
nating all unsteadiness was confirmed near 500 Hz by the analy-
ses. The DSB-DLR-Weigand configuration was experimentally an-
alyzed and investigated by Allison et al. [506]. High speed PLIF
diagnostics was employed to determine and characterize the ther-
moacoustic flame occurrence. The time average of chemilumi-
nescence of the thermoacoustically coupled versus stable case
showed strong differences, which points toward the effects on the
dynamic component.

The article of Stone and Menon [429] focused on the effect of
the swirl number and overall equivalence ratio on the stability of a
model swirl-stabilized, lean premixed gas turbine combustor nu-
merically simulated using LESs. It was shown that for large values
of the swirl number where vortex breakdown occurred, the fluc-
tuating pressure amplitudes were attenuated significantly (over
6.6 dB reduction). These reduced pressure amplitudes were ac-
companied by reduced longitudinal flame front oscillations and
reduced coherence in the shed vortices, a result consistent with
findings presented in literature. Similar pressure fluctuation level
reductions were achieved through changes in equivalence ratio.
Compared with the leanest equivalence ratio simulated, the pres-
sure oscillation at stoichiometry was reduced by 6.0 dB. The re-
sponse of the combustion process to explicit swirl modulation
was also investigated. Open loop control through swirl variation
was demonstrated for a lean mixture with significant reductions in
mass flow rate fluctuations and pressure fluctuations after a con-
vective time delay.

Measurements of triggering and transient growth toward in-
stability in the MGTC-UnivCambr-Kim configuration were carried
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Figure 5.23 Visualization of the reacting flowfield. Left column: Mean velocity streamlines colored by velocity
magnitude for nonreacting flow and flame shape. Right column: Mean velocity streamlines colored by total RMS
velocity for nonreacting flow and flame shape. Source: Figures taken from Taamallah et al. [370].

out by Kim and Hochgreb [428]. Unsteady chemiluminescence,
velocity, and pressure fluctuations were documented at the onset
of the transition and at the subsequent limit cycle, see Fig. 5.24.
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Figure 5.24 Time trace of unsteady heat release, velocity, and pressure. Temporal evolution of OH∗ emission
chemiluminescence (top), inlet velocity (center), and combustor pressure (bottom) from stable to the limit cycle
through successful combustion instability triggering. Inlet conditions: Ti = 20◦C, pi = 1 atm, U = 10.0 m/s,
φg = 0.60, Lc = 800 mm. Source: Signals taken from Kim and Hochgreb [428].

While the unsteady pressure signal showed a symmetrical behav-
ior, the velocity and heat release signals showed a dissymmetry
with respect to the centerline. These observations confirm the
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Figure 5.25 Phase-correlated mean values of the flowfield at multiple phases. The radial velocity is color-coded. The
white lines represent the shape of the recirculation zones (zero axial velocity) along a cycle. Source: Figure taken
from Arndt et al. [520].

stronger nonlinear content of the velocity and heat release signals
compared with the pressure signal. This also supports theoreti-
cal results presented in chapter 3. Combustion instabilities were
also characterized by Weigand et al. [479], with the emphasis on
the comparison between stable and thermoacoustically coupled
operating points. The inlet bulk velocity and equivalence ratio
were adjusted to obtain these two conditions. Detailed character-
ization of the mean flame shape, instantaneous flame structure,
and mean velocity field were carried out with PLIF (OH and CH)
and LDV, respectively. Mixture fraction and temperature were also
measured and documented in terms of mean and RMS quantities.
The article of Schildmacher et al. [507] focused on the thermoa-
coustic behavior of the DSTPB-Siemens/Ansaldo-Hermeth con-
figuration. The dynamics of the flowfield and of the flame were
studied experimentally by phase-locked LDA and OH-LIF diag-
nostics. It was shown that increasing the equivalence ratio led to
the transition from low to high oscillation pressure levels. In addi-
tion, swirl number level oscillations during instability were mea-
sured along a cycle.

Combustion instabilities have been observed in the EPICTETE-
ONERA-Cochet configuration, see Cochet et al. [508]. The au-
thors observed the following differences compared with stable
operation: a change of the kerosene spray and flame shapes,
a strong pressure fluctuation, and a sudden shift of the PVC fre-
quency from 830 Hz to 1125 Hz. In the same configuration the sta-
ble operating points were characterized with laser diagnostics by
Fdida et al. [509]. The article of Richecoeur et al. [510] focused on
the determination of the acoustics content in the CESAM-EM2C-
Richecoeur configuration and on the influence of the upstream
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acoustic impedance and the downstream combustor length ef-
fect. In Huang et al. [511], the authors focused on the analysis
of combustion instabilities of the LDI-PurdueUniv-Huang config-
uration where inlet air temperature and equivalence ratio were
varied. The analysis was carried out with flow–flame dynamics re-
sults obtained from numerical simulations and a dynamic mode
decomposition (DMD) algorithm highlighting a coupling between
the low frequency acoustic mode and the IRZ. The article of Kraus
et al. [512] compared self-sustained instabilities in the single SBS-
KIT-Kraus setup and multiple sector setups. Different amplitudes
of oscillations were observed depending on the operating condi-
tions. The following hypothesis was concluded. The reduction of
the swirl intensity, due to the multiple-injector arrangement with
respect to the single injector, led to a shift of the high flame re-
sponse frequency range to lower frequencies. In Kraus et al. [513],
the authors focused on the SBS-KIT-Kraus configuration to study
the effects of heat transfer from the combustion region to the com-
bustor. The article compared two numerical simulations. The first
one was computed with adiabatic walls, and an unstable mode
was found near 635 Hz, while the second one took into account
heat transfer to the combustor walls. In that case, the frequency of
the unstable mode was near 725 Hz, which is closer to the experi-
mentally measured frequency of 750 Hz.

Multiple-injector configurations have also been investigated.
In Samarasinghe et al. [514], at operating conditions where all
injectors are fueled equally in the MNCC-PennState-Santavicca
configuration, it was shown that fuel staging suppressed the self-
sustained instability both when the overall equivalence ratio was
increased by staging and when the overall equivalence ratio was
kept constant while staging. The authors observed that increas-
ing fuel staging changed the distribution of the time-averaged
heat release rate in the regions where adjacent flames interacted
and reduced the amplitudes of heat release rate fluctuations in
those regions. Increased fuel staging also induced a breakup in
the monotonic phase behavior of disturbances convected along
the flame.

The study of Roy et al. [515] focused on combustion insta-
bilities of reacting swirling flows with the identification of large-
scale flow structures between a stable and an unstable case. It was
shown that an axisymmetric mode due to the self-sustained oscil-
lation dominated the flowfield (as demonstrated with the DMD
results), whereas under stable reacting conditions, a large-scale
helical mode dominated the flowfield. The authors observed also
consequently strong differences of the mean flow between the two
cases. The studies of Karlis et al. [516,517] focused on the effects of
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operating pressure on the dynamics of the Siemens-SGT-100 com-
bustor at constant inlet bulk velocity. The authors visualized and
measured with phase-locked synchronized diagnostics the limit
cycle periodic flowfield with PIV, OH∗ chemiluminescence imag-
ing, and dynamic pressure signals. It is worthwhile to point out
that this experiment is pioneering in enabling the synchronized
flow and flame dynamics measurements and visualizations at the
limit cycle and elevated pressure conditions.

To summarize this section, the velocity coupling mechanism
for swirl-stabilized flames during combustion instabilities is well
documented and the underlying mechanisms are known and
identified, thus enabling predictions with reduced-order models
or LES simulations.

3.3.2 Equivalence ratio coupling
Kim and Santavicca [483] demonstrated that in the presence of

equivalence ratio oscillation, the oscillating flowfield (azimuthal
and axial velocity) controls the global flame dynamics in asso-
ciation with the flame–vortex structure interactions, depending
on the phase difference between the two inlet perturbations. For
liquid spray injection, the modulated velocity field necessarily in-
duced an oscillation of the equivalence ratio. In Tachibana et al.
[518], LES was used to capture the combustion instability of a sin-
gle sector operating at high pressure and temperature with liquid
fuel. The experimental flame dynamics obtained under thermoa-
coustic conditions at those operating conditions were compared
with LES results, demonstrating a good agreement between global
pressure and flame structure dynamics, while local flashback and
pressure amplitudes presented discrepancies between LES and
experiments. In the LPP-EM2C-Providakis configuration, the fo-
cus of Providakis et al. [519] was on the effects of the combustor
fuel staging on flame stability. It was shown that the staging fac-
tor influences the flame shape and its position due to the mod-
ification of the fuel distribution. In addition, the acoustic cou-
pling with the flame was further characterized, showing the global
unsteady motion of the velocity field and the spray distribution
at the frequency of the instability. The configuration of LOTAR-
ONERA-Apeloig was studied by Apeloig et al. [503] to investigate
the thermoacoustics coupling with temporal evolution of the spa-
tial fuel distribution and flame structure during the limit cycle.
Phase-locked liquid spray distributions, fuel vapor, and OH fields
were characterized spatially along the limit cycle. In that study,
the spray injection columns interacted with the walls within the
injector to form liquid films which were shown to be convected
toward the injector outlet and subsequently reatomized. It was
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observed that when the air mass flow rate fluctuated, the liquid
behavior was impacted through modifications of the jet trajecto-
ries, leading to large oscillations of the spray pattern in the com-
bustion chamber. Selected results from that article are given in
Fig. 5.26. The SBS-KIT-Kraus configuration was investigated by
Arndt et al. [520]. The experimental measurements showed that
the feedback mechanism of the thermoacoustics instability was
due to an equivalence ratio oscillation with a convective delay for
the transport of fuel from the fuel injector to the flame zone.

Unlike the velocity coupling phenomena, swirling flame com-
bustion instabilities induced by equivalence ratio coupling are
less documented. One particular aspect that is lacking is the for-
mation of harmonic oscillation of the equivalence ratio when this
latter is not associated with the velocity coupling mechanism. Fur-
thermore, there is no fully documented theory for those mecha-
nisms while they will be important for the design of future injec-
tors that will make use of partially premixed combustion regimes
prior to reaching a fully premixed regime.

3.3.3 Entropy modes
Combustion instabilities induced by entropy modes for swirl-

stabilized combustors have been investigated and described com-
prehensively by Motheau et al. [281], allowing an overall theo-
retical description, understanding, and modeling of these types
of combustion instabilities. An aeroengine combustor was ana-
lyzed with the use of DMD, phase-locked LES data (pressure, tem-
perature, and velocity unsteady fluctuating field), and theoreti-
cal modeling. DMD and phase-locked data were use to identify
and characterize the instability dynamics, see the results given in
Fig. 5.27. Specific attention was paid to the characterization of
the entropy wave convective motion. Theoretical derivation was
also carried out to incorporate the effects of mean flow, which led
to an expression of a delayed entropy coupled boundary condi-
tion, which once integrated into an acoustics model can be used
to predict frequencies and growth rates of combustion instabili-
ties induced by entropy modes. This approach was implemented,
presented, and compared with LES and experiments by Motheau
et al. [402]. The modeling of entropy modes responsible for com-
bustion instabilities has also been studied in other works. LES of
a model aeroengine combustor was carried out and an entropy
mode was captured by Lacombe and Méry [98]. The analysis of the
results led to a decomposition of the combustor into two zones re-
sponsible of the combustion instabilities: an overall rich premixed
flame in the front of the combustor and an overall lean diffusion
flame stabilized next to the dilution holes. In Giusti [521], the focus
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Figure 5.26 Temporal sequence during an instability cycle using phase-averaged analysis of PLIF images. Top set of
images: Liquid kerosene spatial distribution. Center set of images: Kerosene vapor spatial distribution. Bottom set of
images: OH radical spatial distribution. Source: Figures taken from Apeloig et al. [503].
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Figure 5.27 Phase-locked dynamics of a realistic combustion chamber under entropy combustion
instability. Fluctuating pressure (left), temperature (middle), and velocity (right) obtained from dynamic mode
decomposition mode analysis at 323 Hz for an operating point corresponding to an inlet temperature of 557 K. From top
to bottom, the four rows correspond to phases 0, π /2, π , and 3π /2. Source: Figure taken from Motheau et al. [281].

was on the dispersion and diffusion of inlet modulated entropy
waves generated upstream of a swirl-stabilized flow. The objective
of that work was also to characterize those phenomena for inte-
gration in lower-order reduced models.

Entropy instabilities have been documented for several de-
cades, and the links between entropy noise or local equivalence
ratio inhomogeneities in triggering entropy instabilities are still to
be made.

3.4 Tangential instabilities
Tangential instabilities have become important in the analy-

sis of swirl-stabilized flames in full annular combustion chambers
because the acoustics mode can develop in the tangential direc-
tion. This technology aims at reducing weight, cooling complexi-
ties, and flame–wall interactions with respect to can combustors.
The tangential instability research effort has been significant. In
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the next section, the experimental, numerical, and theoretical lit-
erature is introduced and summarized.

3.4.1 Experimental results
Laboratory-scale annular combustion chambers equipped with

swirler injectors and experiencing combustion instabilities have
been the topic of recent researches as well. The annular combus-
tor MICCA2-EM2C-Bourgouin was developed and designed for
this purpose, see the article of Bourgouin et al. [365]. While acous-
tic analysis of the system allowed to describe mode shapes and fre-
quencies, premixed flame imaging results led to the description of
the unsteady heat release whose spatial distributions matched the
predicted acoustics frequencies. Specifically, two different modes
were observed: an azimuthal and a longitudinal instability mode.
The same experimental setup was adapted to extend the study
to spray swirl injectors by Prieur et al. [355]. Standing azimuthal
modes were recorded at 750 Hz. In addition, it was observed that
blowoff of some swirling flames located on the combustor az-
imuth may occur during the strong instability burst. Observations
indicated that the unsteady combustion process changes with
the position of the flame with respect to the azimuthal acoustic
mode structure. The Annular-CambridgeUniv-Worth configura-
tion was investigated by Worth and Dawson [462]. The authors
observed that the instability annular acoustic mode shifted be-
tween standing and traveling modes, depending on the flame
spacing, equivalence ratio, and swirl configuration. The analysis of
the phase-averaged chemiluminescence signals showed that the
traveling direction of the spinning waves coincided with changes
in the spatial distribution of the peak heat release rate relative to
the direction of the bulk swirl induced along the annular walls. For
standing waves, it was shown that the globally integrated fluctu-
ations in heat release rate vary in magnitude along the acoustic
mode shape, with negligible contributions at the pressure nodes
and maximum contributions at the pressure antinodes. In Worth
and Dawson [522], the emphasis on that configuration was on the
spacing between adjacent swirling flames and the subsequent ef-
fects on the self-sustained oscillations.

3.4.2 Numerical simulations
The articles of Wolf et al. [523,524] highlighted the potential

of LES for studying combustion instabilities in annular gas tur-
bine combustors. LES has demonstrated that one important effect
of the traveling/spinning modes is the induction of longitudinal
pulsations of the flow rates through individual burners, as shown
by Staffelbach et al. [525]. In addition, the transfer functions of
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all burners were shown to be the same, and no mechanism of
flame interactions between burners within the chamber was iden-
tified. Numerical simulations of annular combustion chambers
under self-sustained oscillations have been performed by Wolf
et al. [399]. Simulations over 100 cycles were carried out, and it
was determined that the azimuthal mode was a standing pattern
with transitions from time to time to a traveling spinning mode,
those changes being attributed to turbulent fluctuations.

3.4.3 Theory
Analytical studies of annular combustion instabilities have

been summarized in the review article by Bauerheim et al. [496].
In that article, the general framework to predict annular instabili-
ties was presented, including acoustic analyses of coupled annu-
lar plenum/injector/combustion chamber systems featuring cou-
pling or not quantified by the coupling index, and acoustics/un-
steady heat release model analysis taking into account the flame
response. Longitudinal analytical results have been initially ex-
tended to annular chambers by Parmentier et al. [526] in order to
predict such instabilities in configurations made up of multiple in-
jectors annularly spaced in the combustion chamber. It consisted
of a 1D zero Mach number formulation where multiple injectors
were connected to an annular chamber, leading to a dispersion re-
lation solved analytically when the interaction indices of the FTF
were small, and numerically when they were not. The article of
Noiray et al. [527] focused on the effects of azimuthal fuel staging
on annular combustion instability development for gas turbine
combustors. In addition, a criterion based on the thermoacous-
tic coupling strength and on the asymmetry degree provided the
modal behavior in the annular combustor, i.e., standing or travel-
ing waves. In Ghirardo and Juniper [528], the focus was also on the
prediction of the modal behavior, standing or traveling acoustic
mode, where the model of Noiray et al. [527] was extended to take
into account the fluctuating unsteady heat release asymmetry in-
duced by the annular azimuthal acoustic fluctuation. The article
of Bauerheim et al. [529] extended the analysis of Parmentier et al.
[526] to take into account the effects of the plenum on the pre-
diction of combustion instabilities and the subsequent frequency,
growth rate, and structure of all modes by solving the obtained
dispersion relation. The article of Li and Sun [530] investigated the
role of the vorticity wave on the azimuthal instability in an annu-
lar chamber with a compact flame sheet. It was shown to affect the
prediction of annular instabilities, significantly reflecting the im-
portance of the vortical waves in the flame responses. In Ghirardo
et al. [531], the authors coupled the FDF of a single injector to a
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Helmholtz solver or an acoustic network model in order to study
the nonlinear dynamical system of a rotationally symmetric an-
nular chamber containing multiple flames. The predictions led to
the azimuthal oscillations stability map, including the amplitude
and the type of oscillation: spinning/traveling or standing.

Combustion instabilities taking place in the tangential direc-
tion are important and have been significantly studied recently
with numerical simulations providing fully detailed flowfields,
and a few dedicated specialized experimental annular chambers,
enabling direct visualizations. In addition, theoretical foundations
have emerged by transferring and adapting existing results from
the longitudinal direction to the azimuthal one. These types of
studies are particularly valuable to describe phenomena at work
for geometries closer to the relevant applications.

This last section described the two main prediction strate-
gies for combustion instabilities. For longitudinal, azimuthal, and
transversal instabilities, open questions remain. For example,
what is the location of instability triggering? How does the syn-
chronization of the unsteadiness processes take place? Can the
criterion of axial and azimuthal velocities solely be used for cat-
egorizing instability regimes? Questions such as on the roles of
the static versus time-average reacting flowfield in predictions still
subsist too.



6
Design and numerical simulation
modeling

1 Context and challenges
Design of combustors and injectors at the laboratory or indus-

trial scale requires a methodological procedure. This procedure
will rely more and more on advanced numerical simulations. In-
deed, the simulations bring information on the flowfields at stake
that is out of reach for most experimental facilities, and can also be
used for their design. In that context, the simulations undertaken
and their results will be valuable only if accurate. Accuracy will be
quantified with two aspects: (i) the capacity of the code and the
results to match experimental data on the same setup, or, when
experimental data are not available, (ii) that the methodology has
been shown to predict with a high level of confidence other ex-
perimental results on similar configurations or modeling results.
It is obvious that to be able to assess the accuracy and validity
of simulation results for a particular design parameter or aspect,
engineers, modelers, and researchers will be required who have
strong knowledge of the topic considered.

Combustor design relies heavily on numerical simulations and
experimental measurements and testing. Jet engine manufactur-
ers deploy integrated approaches to accelerate the design process
and minimize costs. In these approaches, large data sets are gen-
erated, requiring data analysis reduction, processing algorithms,
and physical understanding to reach data-driven decisions. Such
integrated approaches have been documented in the literature,
see Anand et al. [90], James et al. [91] for Rolls-Royce, Mongia et al.
[92], Mongia [93] for General Electric, McKinney et al. [94], Sen
et al. [33], Ma et al. [95] for Pratt and Whitney, and Boudier et al.
[96], Musaefendic et al. [97], Lacombe and Méry [98] for Safran Air-
craft Engines. Current and future combustor designs challenges
and requirements have been discussed in Mongia [99], Liu et al.
[100], with the emphasis on emission reductions.

Numerical simulations of industrial-scale combustors at rele-
vant operating conditions will require URANS and large eddy sim-
ulation (LES) models, or other methods than DNS, as DNS will still
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be out of reach because of the dimensions of the full combustor
(annular chamber with nearly 20 injectors) and the scales at stake
(less than 10 micrometers for the flame front thickness at cruise
conditions), thus requiring too many CPU resources for paramet-
ric studies. In that context, it will be important to assess and to
understand the limits of these models in order to be able to evalu-
ate the subsequent results, particularly for design purposes.

2 Modeling of flow modulations in numerical
simulations
This section presents an application of two existing flow mod-

ulation models (forcing models) used to generate perturbations of
velocity and pressure upstream of a flame front. The first model,
called inlet velocity modulation (IVM), involves modulating the
flow velocity at the inlet of the CFD domain, while the second
model, called inlet wave modulation (IWM), modulates the acous-
tic wave amplitude. Implementations of both models in the LES
code LESLIE3D, see Menon et al. [532], Menon [533], are here ver-
ified against analytical solutions. The verification is carried out on
an isothermal duct where modulation is applied at the inlet, while
the outlet boundary condition is selected as nonreflecting to set a
traveling wave in the domain or reflecting to set a standing wave.
For the traveling wave, it is shown that both models provide the
same results. When the inlet forcing modulation frequency is se-
lected close to a resonant mode of the duct in the standing wave
case, results indicate that IVM leads to resonance of the duct mode
while IWM does not. When the frequency of forcing is far from
a resonant mode of the duct, it is shown that IVM excites duct
modes while IWM does not. Finally, an application of both mod-
els is carried out on a turbulent bluff-body-stabilized flame. It is
shown that IVM leads to unwanted modes inside the CFD domain
while IWM does not.

2.1 Introduction
Combustion science is of importance for fundamental knowl-

edge and for the development of new combustion systems. Com-
bustion dynamics covers the field associated with unsteady com-
bustion physics in combustion chambers like those used in gas
turbines or jet engines. One design objective for these devices is
to reduce the fuel injected for the same power output. By work-
ing in leaner premixed regimes, these combustors are sensitive to
combustion instabilities which consist of a resonant loop between
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Figure 6.1 Self-sustained instability versus modulated flame response. Combustion instability is a resonant loop
between the acoustics, the unsteady heat release, and the combustor acoustics.

three main elements: the fluid dynamics, the unsteady heat re-
lease, and the combustor acoustics, which are schematically pre-
sented in Fig. 6.1. In that context, the following mechanisms have
to be understood: unsteady combustion, which is the flame re-
sponse to flow perturbations, the associated pressure waves emit-
ted by the flame, and the combustor acoustics, which is the inter-
action of those emitted pressure waves with the combustor cav-
ity. This closed loop can be self-sustained and lead to large pres-
sure oscillations in a combustion chamber. Its understanding is
of importance in the development of new advanced aeroengine
or gas turbine combustors. Indeed, it is still challenging to pre-
dict the stability of a combustor prior to operation. As a conse-
quence, there are needs to model such complex combustors dur-
ing the design stage. To fulfill this objective, there are two main ap-
proaches available to model the stability of a combustor. The first
method is to model the full thermoacoustics loop through CFD,
usually called the natural response or self-sustained oscillation.
With CFD, the challenge is to model sufficiently large computa-
tional domains where boundary conditions are known along with
significant simulation times to be able to observe a transition to-
wards the limit cycle. This strategy requires large CPU resources.
The second method involves studying the closed loop by divid-
ing it into two blocks, where each block is studied separately. The
fluid and flame dynamics blocks are obtained through CFD or ex-
periment to get the flame transfer function, and the combustor
acoustics are obtained with acoustic modeling tools. Both are then
coupled to perform a stability analysis of the system in order to
predict the stability of the combustor. This is the so-called forced
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response approach. This approach has been used in many previ-
ous works.

In order to extract the flame transfer function for the forced
approach, it is needed to impose flow modulation at the inlet of
the CFD domain. This can be done with two different methods:
one can use a modulation of the inlet velocity (IVM) or a modula-
tion of the inlet wave amplitude (IWM), see Kauffmann et al. [534],
Ducruix and Candel [410]. For CFD code with Navier–Stokes char-
acteristics boundary conditions (NSCBCs), see Thomson [407],
Thompson [535], Poinsot and Lele [408], Nicoud [536], both mod-
els can be used, while if this specific framework is not available,
only the first one is possible. Kauffmann et al. [534] presented an
approach to impose an IWM. In that study, a comparison between
the two methods was carried out, but the explicit formulation
in terms of characteristic wave variables was not provided. Both
methods were also applied to a CFD case for a laminar premixed
flame. It is then of interest to explore the use of those models
in a turbulent configuration. The authors concluded their study
pointing out the importance of their findings: “Results show that
IVM leads to resonance phenomena perturbing measurements
of transfer functions. Pulsation with a wave (IWM) is an alterna-
tive technique that assures [sic] finite amplitudes and monochro-
matic signals for transfer function determination. The application
of IWM to the laminar burner of Le Helley showed that transfer
functions can be predicted accurately using IWM, while IVM leads
to the excitation of eigenmodes of the burner which prevent pre-
diction of transfer functions. More generally, theses [sic] results
suggest that extreme care must be taken in CFD codes to compute
unsteady reacting flows since boundary conditions largely control
the solution.”

The present section focuses on the implementation of IVM and
IWM models in the LESLIE3D LES reacting compressible code and
their applications to a turbulent bluff-body-stabilized flame. The
NSCBC framework is briefly described and the two combustor dy-
namics forcing models are detailed. The models’ implementations
are verified on an isothermal duct configuration. Both models are
then compared on a turbulent configuration.

2.2 Combustor dynamics modulation models
2.2.1 Navier–Stokes characteristic boundary conditions

The NSCBC procedure relies on prescribing the wave ampli-
tudes that enter into a CFD domain as defined by Poinsot and
Lele [408]. Many different boundaries can be defined through
this procedure. The idea behind the NSCBC approach is to solve
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Figure 6.2 NSCBC nomenclature. Characteristic wave amplitude definitions at inlet/outlet of a CFD domain.

for the reacting Navier–Stokes (RNS) system of equations, re-
cast in terms of wave amplitudes Li , on the boundaries. The
physical type of a boundary imposes some variables, excluding
then some equations of the system (RNS). Then, the wave am-
plitudes Li are computed through their definition if exiting the
domain of Eqs. (6.1)–(6.6) or estimated through the local one-
dimensional inviscid (LODI) equations if entering the domain
of Eqs. (6.7)–(6.12). The characteristic wave velocities associated
with the Li waves are defined in Eq. (6.13). Once these wave am-
plitudes are known, the remaining equations of the reacting sys-
tem (RNS) can be updated in time. Fig. 6.2 illustrates the char-
acteristic wave amplitudes leaving and entering a CFD domain.
At the inlet, 4 + k waves, with k being the number of species
considered, have to be defined while only one is computed. At
the outlet, only the one entering the domain has to be defined,
with those leaving the domain being computed by the code with
Eqs. (6.1)–(6.6).

Within this framework and in order to impose flow modula-
tions at the inlet of a CFD domain, one has to prescribe incoming
wave amplitudes Li at the inlet of the domain. The definitions of
these quantities are provided by Eqs. (6.1)–(6.6). The flow mod-
ulation will specifically concern L5, associated with the acoustic
wave entering the inlet domain. We have the following systems of
equations:
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λ1 = u1 − c,λ2 = u1, λ3 = u1, λ4 = u1, λ5 = u1 + c,λ5+k = u1. (6.13)

2.2.2 Inlet velocity modulation
The IVM approach is defined by Kaufmann et al. [409] with

a time harmonic fluctuation of velocity. This forcing function is
written as

u′
1(x0, t) = A+

ρc
exp(i(kx0 − ωt)), (6.14)

u1(x0, t) = u1,0 + u′
1(x0, t). (6.15)

The natural method to derive the corresponding L5 to be imple-
mented in a CFD code is to insert this forcing function into the
characteristic wave definitions Eq. (6.5). It is observed that one
cannot obtain a solution for L5 proceeding in this way. As a con-
sequence, the LODI equations have to be used through Eq. (6.9).
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The quantity L5 is then written as

Li
5 = Li

1 + �
[
iωA+ exp(i(kx0 − ωt))

]
. (6.16)

It is interesting to note that the ingoing characteristic wave ampli-
tude Li

5 depends on the outgoing one Li
1.

2.2.3 Inlet wave modulation
The IWM approach presented by Kaufmann et al. [409] is de-

fined by a forcing function that takes into account both acoustic
velocity and pressure fields. These fields are written as

u′(x0, t) = 1

ρ0c0

[
A+ exp(ikx0) − A− exp(−ikx0)

]
exp(−iωt), (6.17)

p′(x0, t) =
[
A+ exp(ikx0) + A− exp(−ikx0)

]
exp(−iωt). (6.18)

It is now possible to insert these fields in Eq. (6.5)(e), and we obtain
the following expression for L5:

Li
5 = �

[
iωA+ λ5

c
exp(ikx0 − ωt)

]
. (6.19)

In the IWM case, the ingoing characteristic wave amplitude Li
5

does not depend on the one leaving the domain Li
1, contrarily to

the IVM case.

2.3 Inlet modulation in an isothermal duct
2.3.1 Verification with analytical solution

In order to verify the implementation into the LES code, two
test cases were used, presented in Fig. 6.3. The geometry consists
of a straight duct where the forcing is applied at the inlet of the
duct while the outlet boundary condition is adapted to make the
boundary perfectly nonreflecting (the relaxation factor K is set
to zero such that Lo

1 = 0, see Rudy and Strikwerda [537]) or per-
fectly reflecting (a pressure node is imposed at the boundary with
Lo

1 = Lo
5). In the first case, the acoustic motion corresponds to a

traveling wave, while in the second case, a mode shape is set up
into the domain. The matrix test cases are presented in Tab. 6.1.
Cases 1 and 2 were first verified against analytical solution. The
agreement obtained between the solutions and the simulation re-
sults is very good. Typical solutions taken at three different time
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Figure 6.3 Verification case features. The first verification case is a traveling wave in an isothermal duct, while the
second one corresponds to a standing wave. The two cases differ by the expression of Lo

1 used at the outlet
boundary. The bold dot indicates the location of the probe (x = 0.0155 m) where signals are extracted.

Table 6.1 Matrix test cases: boundary conditions.

Inlet BC Outlet BC Wave Frequency f

Case 1 IVM Nonreflective Traveling 2500 Hz
Case 2 IWM Nonreflective Traveling 2500 Hz
Case 3 IVM Reflective Standing 2500 Hz
Case 4 IWM Reflective Standing 2500 Hz
Case 5 IVM Reflective Standing 250 Hz
Case 6 IWM Reflective Standing 250 Hz

steps are plotted in Fig. 6.4 (top) for the IWM model. Results ob-
tained with IVM are identical. Multiple time steps obtained in case
4 are plotted in Fig. 6.4 (bottom) and show the mode shape that is
set up inside the duct.
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Figure 6.4 Unsteady pressure fluctuation envelope. Comparison of the fluctuating pressure field versus the axial
location x in the duct for an inlet forcing frequency set to f = 2500 Hz with the IWM model. Top: Traveling wave
obtained by imposing a nonreflecting outlet boundary condition. Three time instants are plotted respectively
separated by �t = 65 degrees. Bottom: Standing wave set up by imposing a pressure node at the outlet of the duct.
Five time instants are plotted respectively separated by �t = 65 degrees.
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2.3.2 Analytical solutions for verification
Traveling wave

The traveling wave corresponds to a solution of the linearized
Euler equations (6.17) and (6.18) for the acoustic velocity and
pressure, where the leftward traveling wave A− is zero. By then
taking their imaginary parts, one can show that the solution is re-
duced to

u′(x, t) = A+

ρc
sin(kx − ωt), (6.20)

p′(x, t) = A+sin(kx − ωt). (6.21)

These solutions were used to verify the implementation. It is in-
teresting that the analytical solutions are identical for both forcing
models, IVM and IWM, as the leftward traveling wave A− is zero.
Indeed, the coupling effect due to the formulation of IVM cancels
out in that specific case.

Standing wave IVM
The derivation begins with the solution of the linearized Euler

equations (6.17) and (6.18). The outlet boundary condition im-
poses that p0(x = L, t) = 0, so that one obtains the expression of
the acoustic pressure field (taking the imaginary part). By making
use of the linearized momentum equation, the acoustic velocity is
determined. From Ducruix and Candel [410], it is possible to add
an expansion in terms of the duct normal modes in order to obtain
the analytical solution that takes into account the initial condi-
tion:

u′(x, t) = −A+

ρc

cosk(L − x)

coskL
sinωt

−
i=4∑
i=0

2A+k sin kiL sinωit coski(L − x)

ρcL(k2 − k2
i )

, (6.22)

p′(x, t) = − A+ sin k(L − x)

coskL
cosωt

−
i=4∑
i=0

2A+k sinkiL cosωit sinki(L − x)

L(k2 − k2
i )

, (6.23)

k = ω/c, (6.24)

ki = π(2i + 1)/2L. (6.25)

These acoustic velocity and pressure fields do take into account
the initial conditions p(0) = 0 and u(0) = 0.
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Standing wave IWM
The derivation begins with the solution of the linearized Euler

equations (6.17) and (6.18). The outlet boundary condition im-
poses that p0(x = L, t) = 0, so that one obtains the expression of
the acoustic pressure field (taking the imaginary part). By making
use of the linearized momentum equation, the acoustic velocity
is determined. The finally obtained analytical solution, modified
from Kaufmann et al. [409], is

u′(x, t) = 2A+

ρc
sin(kL − ωt) cos(k(x − L)), (6.26)

p′(x, t) = 2A+ cos(kL − ωt) sin(k(x − L)). (6.27)

This solution does not take into account the initial conditions
p(0) = 0 and u(0) = 0. As a consequence, a discrepancy will occur
up to a time equal to (2L − x)/c at a location x, see Ducruix and
Candel [410].

2.3.3 Comparison between IVM and IWM
Cases 3 and 4 are now compared with the pressure time traces

and their fast Fourier transform taken by a probe at location x =
0.0155 m in the duct. The forcing frequency was set to f = 2500 Hz
for those cases and the outlet BC was reflective. Results are pre-
sented in Fig. 6.5. The signal obtained with IWM keeps a constant
amplitude over time, while the one obtained with IVM skyrock-
ets, indicating that the resonance of the duct is excited. Indeed,
the frequency of forcing was selected close to the 3/4 wave mode
of the cavity to highlight the differences between the models. The
fast Fourier transform plot leads to the same conclusion, where
the IWM model has a finite monochromatic peak while a strong
peak appears for IVM and a small peak corresponding to the 1/4
wave mode is also present. Similar observations were made on the
acoustic velocity signals but are not presented here.

Cases 5 and 6 were obtained with a similar procedure but the
frequency was reduced to f = 250 Hz to separate the excitation
frequency from a natural resonant mode of the duct. Results are
plotted in Fig. 6.6. It is shown again that IWM leads to signals that
contain only the forcing frequency, while IVM leads to multiple-
frequency content in the domain. Specifically, the 1/4 wave mode
is excited in the duct and the peak amplitude is of the same order
as the inlet forcing frequency peak. On the other hand, a single
peak is obtained with the IWM method. Again, similar observa-
tions have been made for the acoustic velocity signals but are not
reported here.

It is interesting to point out a few features of those models.
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Figure 6.5 Unsteady pressure fluctuation time traces and fast Fourier transform. Cases 3 and 4. Signals of fluctuating
pressure for IVM and IWM models and their fast Fourier transforms. The inlet frequency is f = 2500 Hz, which lies
close to the 3/4 wave mode of the duct. The axial coordinate is x = 0.0155 m. Top: Pressure signal. Bottom:
Corresponding fast Fourier transform. For the IVM model, the signals are skyrocketing as a function of time and the
fast Fourier transform content shows distinct frequencies, while for the IWM model, the envelope of the signal
remains constant and a single peak appears in the fast Fourier transforms.
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Figure 6.6 Unsteady pressure fluctuation time traces and fast Fourier transform. Cases 5 and 6. Signals of fluctuating
axial velocity and pressure for IVM and IWM models and their fast Fourier transforms. The inlet frequency is
f = 250 Hz, which does not correspond to any duct acoustics mode. The axial coordinate is x = 0.0155 m. Top:
Pressure signal. Bottom: Corresponding fast Fourier transform. For the IVM model, the signals are strongly nonlinear
as a function of time and the fast Fourier transform content shows distinct frequencies, while for the IWM model, the
envelope of the signal remains constant and a single peak appears in the fast Fourier transforms.
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• Rightward and leftward waves coupling. It is worthwhile to
note that due to the formulation of the forcing models, the
rightward L5 and leftward L1 waves are coupled in the IVM
approach, while they are not in the IWM approach. As a con-
sequence, models will give the same results for the traveling
wave as the leftward wave has a zero amplitude. They will dif-
fer when a leftward wave propagates in the domain.

• Inlet reflection coefficient R. From this previous observation,
one can determine the inlet reflection coefficient defined by
the ratio of the wave amplitudes of both forcing models using
the inlet impedance Z:

Z = 1

ρc

p′(x0)

u′(x0)
. (6.28)

For IVM, it is appropriate to use the analytical solutions
Eqs. (6.22) and (6.23) to calculate this quantity at x0, and by
making use of t = 0 one can show that ZIV M = ∞, which can
be written as RIV M = 1. Following the same approach for IWM,
it is possible to demonstrate that RIWM = 0 inserting Eqs. (6.26)
and (6.27) into Eq. (6.28).
It is now natural to apply the two previous models in a more

realistic configuration comprising a turbulent premixed flame and
a more complex geometry.

2.4 Application to a bluff-body-stabilized flame
The selected geometry is the so-called “Volvo” configura-

tion. A 3D bluff-body-stabilized premixed flame is anchored to
a diedral flameholder, see the schematic of Fig. 6.7. A premixed
propane–air mixture with an equivalence ratio equal to 0.65 is
injected at the inlet. The inlet forcing is applied upstream of the
flameholder with a modulation amplitude equal to A+ = 1250 Pa
at a frequency of f = 250 Hz. The axial velocity and pressure sig-
nals are recorded at two different locations in the CFD domain.
The first probe P1 is close to the inlet boundary with the coor-
dinates (x = −0.1, y = 0.06, z = 0.04) while P2 is upstream of the
flame at a location closer to the flame. The coordinates of P2 are
(x = 0, y = 0.03, z = 0.04).

Results recorded at the first probe P1 are first analyzed, see
Fig. 6.8. In Fig. 6.8, the velocity signal obtained with the two forc-
ing models is compared over multiple cycles of modulation. The
signals are very similar for both models and a slight drift of the
mean value is observed in both cases. The associated fast Fourier
transform presents a peak at the forcing frequency and a very low
frequency component that reflects the drift of the mean value. In
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Figure 6.7 Schematic of the bluff-body-stabilized flame case and the location of two measurement probes. The first
probe P1 is close to the inlet boundary at the coordinates (x = −0.1, y = 0.06, z = 0.04), while P2 is upstream of the
flame at a location where the velocity signal needed for a flame transfer function could be extracted. The coordinates
of P2 are (x = 0, y = 0.03, z = 0.04).

Fig. 6.9, the pressure signals are very noisy for the IVM approach,
indicating that the pressure is uncontrolled, while for IWM, the
signal stays consistent over time. It is interesting to note that IWM
produces one peak in the fast Fourier transform of this pressure
signal, while multiple peaks are present in the spectrum for the
IVM method. Furthermore, the amplitude of the forcing frequency
is close to the amplitude of an excited mode, which is not ap-
propriate to extract a flame transfer function from a numerical
simulation. Indeed, the flame dynamics will be affected by that
frequency. Results at probe P2 lead to similar observations for the
pressure signal. For the velocity signal, unlike at P1, the signal
contains multiple frequencies, which will affect the flame trans-
fer function calculation.

2.5 Conclusions
The present section discussed using forcing models from the

literature in order to study their differences. The main outcomes
of this section are as follows. First, we have replicated results from
the literature for a straight isothermal duct. It was demonstrated
that the IVM approach leads to resonance in the duct when the
forcing frequency is selected close to a resonant mode of the cav-
ity, while IWM does not. It was also shown that the IVM approach
leads to multiple-frequency signals when the forcing modulation
is far from a resonant mode of the duct, while IWM does not.
Secondly, the approach was applied to a turbulent bluff-body-
stabilized premixed flame. It was shown that the IVM approach
leads to spurious modes that will affect the flame transfer func-
tion. The IWM does not add spurious modes inside the combus-
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Figure 6.8 Signals of axial velocity for IVM and IWM models and their fast Fourier transforms. The inlet frequency is
f = 250 Hz. Signal recorded at probe P1, see Fig. 6.7, on the centerline of the combustor. Top: Velocity signal. Bottom:
Corresponding fast Fourier transform. The fast Fourier transform content presents a single peak.

tor, but a slight velocity drift is observed. Thirdly, the leftward and
rightward waves coupling effect was highlighted. The present sec-
tion shows that IVM and IWM have different inlet acoustic reflec-



Chapter 6 Design and numerical simulation modeling 289

Figure 6.9 Signals of pressure for IVM and IWM models and their fast Fourier transforms. The inlet frequency is
f = 250 Hz. Signal recorded at probe P1, see Fig. 6.7, on the centerline of the combustor. Top: Pressure signal.
Bottom: Corresponding fast Fourier transform. The fast Fourier transform content presents multiple peaks for the IVM
case while it does not for IWM.

tion coefficients and that minimization of the interaction of the
waves at the inlet of the domain is necessary to avoid resonance.
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3 Modeling approaches and assumptions
3.1 Unsteady Reynolds-averaged Navier–Stokes

The URANS equations are obtained from the governing equa-
tions (used for DNS) presented in Chapter 2 by firstly considering
any quantity of the variable density flow as the sum of a time-
averaged Favre mean f̃ such that ρ̄f̃ = ρf and a fluctuating com-
ponent f ′′, such that f = f̃ + f ′′, where f̃ ′′ = 0. Secondly, the
application of the time-averaged operator to the governing equa-
tions leads to the following set of rewritten equations, see Poinsot
and Veynante [172].

The mass conservation equation writes

∂ρ̄

∂t
+ ∂

∂xi

(ρ̄ũi) = 0. (6.29)

The momentum conservation equation writes

∂ρ̄ũj

∂t
+ ∂

∂xi

(ρ̄ũi ũj ) = − ∂p̄

∂xj

+ ∂

∂xi

(
τ̄ij − ρ̄˜u′′

i u
′′
j

)
. (6.30)

The species equations are written

∂ρ̄Ỹk

∂t
+ ∂

∂xi

(ρ̄ũi Ỹk) = ¯̇ωk − ∂

∂xi

(
Vk,iYk + ρ̄˜u′′

i Yk

)
. (6.31)

The enthalpy equation becomes

∂ρ̄h̃s

∂t
+ ∂

∂xi

(ρ̄ũi h̃s) = ¯̇ωT + ∂p̄

∂t
+ ũi

∂p̄

∂xi

+ u′′
i

∂p

∂xi

+ ∂

∂xi

(
λ

∂T

∂xi

− ρ̄˜u′′
i h

′′
s

)
− ∂

∂xi

(
ρ

N∑
k=1

hs,kYkVk,i

)

+ τij

∂ui

∂xj

+Qst + ρ

N∑
k=1

Ykfk,iVk,i . (6.32)

These equations exhibit unclosed terms that are not resolved
in a numerical simulation, and consequently models for those un-
knowns are required. The terms requiring models are the Reynolds

stresses model ˜u′′
i u

′′
j , species ˜u′′

i Yk and enthalpy turbulent fluxes

ũ′′
i hs , laminar diffusive fluxes for species Vk,iYk or enthalpy, species

chemical reaction rates ¯̇ωk , and pressure–velocity correlation. The
literature review of these models is out of the scope of the present
book.
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3.2 Large eddy simulations
Contrarily to the URANS procedure that uses time averaging,

LES uses spatial averaging for a given quantity. In the spatial do-
main, LES relies on the convolution product between a given spa-
tial filter F and the quantity f itself. In the wavevector domain,
it reduces to a direct multiplication between the quantity and the
filter. The procedure to derive the LES equations is to apply this
spatial filtering operator directly to the governing equations. The
filter operation writes

f̄ (x) =
∫

f (x ′)F (x − x′)dx′. (6.33)

The Favre average ρ̄f̃ = ρf writes for the filter operation as

ρ̄f̃ (x) =
∫

ρf (x′)F (x − x′)dx′. (6.34)

In the spatial/time domain the procedure leads to the following
equations, see Poinsot and Veynante [172].

The mass conservation equation writes

∂ρ̄

∂t
+ ∂

∂xi

(ρ̄ũi) = 0. (6.35)

The momentum conservation equation writes

∂ρ̄ũj

∂t
+ ∂

∂xi

(ρ̄ũi ũj ) = − ∂p̄

∂xj

+ ∂

∂xi

(
τ̄ij − ρ̄(ũiuj − ũi ũj )

)
. (6.36)

The species equations are written

∂ρ̄Ỹk

∂t
+ ∂

∂xi

(ρ̄ũi Ỹk) = ¯̇ωk + ∂

∂xi

[
Vk,iYk + ρ̄

(
ũiYk − ũi Ỹk

)]
. (6.37)

The enthalpy equation for LES becomes

∂ρ̄h̃s

∂t
+ ∂

∂xi

(ρ̄ũi h̃s) = ¯̇ωT + ∂p̄

∂t
+ ui

∂p

∂xi

+ ∂

∂xi

(
λ

∂T

∂xi

− ρ̄

[
ũihs − ũi h̃s

])
− ∂

∂xi

(
ρ

N∑
k=1

hs,kYkVk,i

)

+ τij

∂ui

∂xj

+Qst + ρ

N∑
k=1

Ykfk,iVk,i . (6.38)
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For LES, multiple models are also required. The unresolved
Reynolds stresses ũiuj − ũi ũj , the unresolved species fluxes ũiYk −
ũi Ỹk and enthalpy fluxes ũihs − ũi h̃s , the filtered laminar diffusion
fluxes for species Vk,iYk and enthalpy, the filtered chemical reac-
tion rate ¯̇ωT , and the pressure velocity term are modeled.

4 Chemical kinetics
The chemical kinetics of reacting flows have a central role as

the kinetics determine the reactions between various species, rad-
icals, and compounds at stake. The kinetics have a first-order ef-
fect on two major quantities: the temperature and the species
levels. Chemical kinetics aims at studying and modeling the inter-
actions of the species, radicals, and compounds. The description
of these interactions is usually conducted within the statistical
physics framework. In that framework, the occurrence (i.e., the
probability) of reactions between two species is for example deter-
mined by considering the mean free path and the atom diameters,
among other parameters.

There are many methods to model chemical combustion kinet-
ics with various degrees of fidelity and assumptions. The first one
is to assume equilibrium of reactions so that no finite rate chem-
istry is required. This assumption is exact for the steady (static)
case but lacks fidelity in the cases of transient and turbulent flows.
The second approach is to make use of single-step mechanisms
or global-step mechanisms, where the complexity of the chem-
istry is summarized into a small set of reactions with few species.
This approach has many advantages, including the capacity to
be used for large-scale gas turbine relevant combustor simula-
tions with current modern computational capabilities. It enables
to capture flame dynamics and finite rate effects. It can also be
coupled to complex chemistry a posteriori with a look-up table.
Skeletal and reduced chemical mechanisms are more accurate de-
scriptions of the chemical reactions and can be envisioned for pol-
lutant emission predictions. The complex chemical mechanisms
involve hundreds of species and thousands of reactions that make
their use beyond 1D or 2D axisymmetric flames a challenge. The
literature review of chemical kinetics is out of the scope of the
present monograph.

A key concept upon which combustion reaction models rely
is that of the Arrhenius law. The Arrhenius law expresses the rate
constant of a given reaction j . As pointed out in Poinsot and Vey-
nante [172], these rate constants constitute a central problem of
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combustion modeling. The general expression Kf,j is given as

Kf,j = Af,jT
βj exp

(−Taj

T

)
. (6.39)

There are three fundamental parameters in this rate constant: (i)
the preexponential factor reflecting the occurrence that a given
collision will trigger a reaction, (ii) the temperature exponent,
which is an empirical parameter, and (iii) the activation temper-
ature, which reflects the threshold temperature at which the re-
action will proceed. The collisions between molecules need this
threshold temperature to react, i.e., to ensure the passage from
unburned species to burned species; otherwise they will collide
without reacting.

Prior to introducing the turbulent combustion modeling as-
pects, it is worthwhile to discuss the case of laminar versus tur-
bulent combustion regimes and the role of chemical kinetics and
its modeling. As pointed out earlier, the RANS and LES modeling
methodologies respectively perform time averaging and spatial
averaging of the governing equations. In that respect, all quanti-
ties and processes are averaged respectively. In other words, per-
forming a RANS or LES calculation with a refined complex chem-
ical mechanism will induce to average either temporally or spa-
tially the flowfield, and the accuracy of the complex chemical
mechanism will be lost. It is then required to consider both chemi-
cal kinetics modeling and turbulent combustion closure together.

5 Turbulent combustion modeling
Turbulent combustion modeling is required for URANS and

LES formulations, when the finest scales of the turbulence–chem-
istry interactions are not resolved but modeled. In that context,
it would be important to consider both the chemical mecha-
nism and the turbulent combustion closure together. For exam-
ple, when considering LES premixed combustion modeling, it is
important to ensure that the chemical combustion mechanism
settings take into account the mesh resolution. This is generally
achieved by ensuring that the laminar unstretched flame speed is
obtained on a 1D flame with grid resolution identical to the tar-
geted 3D configuration modeled.

5.1 Thickened flame models
The thickened flame model of Colin et al. [319] involves in-

creasing the flame thickness artificially to solve it on an LES mesh
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to capture the relevant gradients. To do so, the flame thickening
factor F is introduced in the filtered species transport and energy
equation. The diffusion term is multiplied by F , while the reaction
rate is divided by the same factor. The obtained solution is a flame
front propagating at the same speed towards the fresh gases but
thickened. The fact that the turbulence–chemistry interaction is
modified is taken into account by the use of an efficiency function
which depends on the velocity fluctuation and the length scale of
the flame and the grid spacing, see Charlette et al. [320], or which
is dynamically adaptive, see Charlette et al. [321]. The thickened
flame model can be applied to diffusion flames as well, see Legier
et al. [538]. This indicates that this model could be useful for par-
tially premixed combustion regimes as well.

The thickened flame model relies on the following princi-
ple. The LES mesh not being sufficiently refined to resolve the
flame front structure, it is required to thicken it while main-
taining its propagation speed. Consequently, the modeling of
premixed combustion must ensure keeping the unburned un-
stretched flame front speed the closest possible to its experimen-
tal values, whatever the level of flame thickening. The formulation
of the species equation for the thickened flame model is as follows:

∂ρYk

∂t
+ ∂

∂xi

(ρ(ui + V c
i )Yk) = ∂

∂xi

ρEFDk

Wk

W

∂Xk

∂xi

+ E

F
ω̇k, (6.40)

where F is the thickening factor and E is the efficiency function
associated with the subgrid-scale modeling. An adaptive form of
this model ensures that the species equations are actually modi-
fied accordingly only within the flame region, avoiding affecting
diffusion processes in other regions. This is carried out with a
sensor detecting reaction. In that version of the thickened flame
model, the thickening factor F is not constant; it is unity outside
the reaction zones.

5.2 Flamelet models
Premixed combustion flamelet models are based on the princi-

ple that the flame front structure of a turbulent flame is equivalent
locally to that of a laminar flame subject to flame stretch and flame
curvature. The usual modeling methodology to implement the
flamelet model is to split chemistry and transport, where chem-
istry is included in look-up tables and transport is simplified to a
progress variable transport equation. In those cases, the progress
variable is a function of temperature of one or several species. In
this method, the chemical species, most of which are not trans-
ported, are computed on the fly with the look-up table. The main
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limitations of the flamelet method are that the impact of the three-
dimensionality of the flowfield (convection and diffusion) on the
flame structure is affected, the chemistry and transport are decou-
pled, and thus the finest chemistry–turbulence interactions are
not captured. Flamelet models have been developed and studied
by Pierce and Moin [539], Pitsch [540]. The major advantage of
the flamelet model is its computational efficiency. For strongly 3D
flows such as swirling flows, the assumption of flamelets may be
valid for the thermal flame structure, but does not hold for the ve-
locity field. In addition, the effect of the flame stretch usually only
considers one of its components, and not all.

5.3 Flame surface models
There are two main methods for flame surface models of pre-

mixed combustion. These models have the advantage that they
do not solve explicitly for the combustion kinetics as all these ef-
fects are folded into the flame speed or flame surface model. The
first method makes use of the G-equation. In this framework, the
flame front propagates at a prescribed flame speed SD . This quan-
tity can be modeled with various different models, such as a con-
stant flame speed or a curvature- and/or flame stretch-dependent
flame model. The G-equation has been shown to enable the an-
alytical derivation of premixed flame dynamics. This method re-
quires an accurate model for the flame speed. The flame surface
area model is a method to model turbulent combustion based
on a balance equation for the flame surface area. This equation
describes the transport of the flame surface by the turbulent flow-
field and the physical mechanisms which increase or decrease the
reactive surface, see Candel et al. [541]. The original derivation
was focused on diffusion flames and can be found in Marble and
Broadwell [542]. Theoretical works by Candel and Poinsot [543]
were carried out to provide a basis for such turbulent combustion
models.

5.4 Probability density function models
In a transported probability density function (PDF) method,

no implicit assumptions are made regarding the underlying local
flame structure (e.g., flamelet versus nonflamelet combustion) or
the degree of mixedness of the reactants (e.g., premixed versus
nonpremixed). While PDF methods often have been associated
with nonpremixed combustion systems, they are being applied
with increasing frequency to partially premixed and premixed sys-
tems, see Haworth [318]. In a composition PDF method, one com-
putes (by solving a modeled PDF transport equation) the joint
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PDF of the thermochemical state of the mixture as a function of
position and time in a turbulent flame. The composition variables
are usually taken to be the mass fractions of all chemical species
of interest, plus the mixture-specific enthalpy. From these compo-
sition variables, the chemical reaction rates and thermodynamic
properties (mixture density and temperature) can be computed.
In LES/PDF, there is no direct closure problem associated with the
filtered chemical source terms; they can be written directly as in-
tegrals over the subfilter-scale PDF. The modeling or closure prob-
lem shifts to two other physical processes: (1) turbulent transport
in physical space by unresolved (subfilter-scale) turbulent veloc-
ity fluctuations and (2) molecular transport in composition space,
corresponding to unresolved scalar gradients. As in many other
turbulent combustion models, gradient transport is usually in-
voked for (1), such that the subfilter-scale turbulent scalar flux is
taken to be down the local resolved scalar gradient. Various mixing
models are used for (2), and the mixing model is the most critical
element of the modeling in a PDF method.

6 A priori filtering for turbulent combustion
models

6.1 Introduction
Turbulent combustion involves the interaction of multiple spa-

tial and temporal scales between the flowfield and the reacting
flame front. LES in turbulent combustion has been developed and
used to model the evolution of turbulent reacting flame fronts by
Poinsot and Veynante [544], Pitsch [311], Acharya and Kuo [123].
The turbulence–chemistry interaction is represented by models in
LES; the validity and applicability of these models depend upon
the smallest resolved scale. The fidelity and quality of an LES cal-
culation and the associated turbulence–chemistry model depends
upon the filter size, which is usually the grid size, for implicit fil-
tering LES. There have been multiple studies to assess the appli-
cability and accuracy of different turbulence–chemistry models in
comparison with experimental data or comparing between LES
codes. The present section is motivated by future LES model de-
velopment and by the evaluation of grid size effects on turbulent
combustion modeling.

The LES filtering operation can be performed in the spatial or
in the wavevector domain. In the wavevector domain LES consists
in filtering the highest wavevectors (the smallest wavelengths) in
order to capture the largest scale within the flow. In the wavevector
domain, the filtering is performed with a product operation, while
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Figure 6.10 A priori filtering procedure. Top figure: Longitudinal slice of the Preccinsta premixed swirl-stabilized
combustor with the reaction rate of the progress variable ω̇YC

. Bottom figure: Series of close-up views of the flame
front with superimposed polyhedra filters of increasing size. Each filter size has respectively M = 7, 19, and 37 points
for the spatial filtering operation. The polyhedra filter edge size varies from 100 to 300 micrometer.

in the spatial domain, the convolution product needs to be com-
puted. The present section aims at presenting an a priori filtering
method and at studying the effects of the spatial filtering opera-
tion on the flame front with this method. The application of this
approach enables to evaluate the impact of spatial filtering on a
set of reacting flowfield variables, to propose an index to quantify
this impact, and to extract insights from the subsequent data anal-
ysis. In addition, this section evaluates the thickened flame model
with respect to the conclusions of the a priori filtering analysis.

It is straightforward to conceptualize the role of the spa-
tial filtering for turbulent combustion applications. This can be
achieved with Fig. 6.10. One first assumes that a DNS field rep-
resents the real experimental flame front. Then, one expects the
flame front captured with LES to have the same location as in
the DNS, this location being determined by the boundary condi-
tions and the reacting flowfield dynamics. In Fig. 6.10, the reaction
rate of the progress variable ω̇YC

within the Preccinsta combustor
is plotted and a set of the same close-up views is given with the
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superimposed filter shape for three different sizes. One can con-
ceptualize immediately the effect of spatial filtering as averaging
the variable at a given point with the neighborhood values belong-
ing to the filter. The two immediate consequences of the spatial
averaging will be the flame front location and the variable range
modifications. One essential aspect of this section is to document
and study these modifications and to elaborate on their impact
for combustion dynamics modeling.

It is worthwhile to recall the importance of capturing the flame
location correctly for combustion dynamic unsteady processes,
such as for flame stabilization and combustion instability by
Palies et al. [213], and to briefly list a few different methods to
do so. Indeed, it has been shown recently that a key effect on
combustion dynamics is due to the location of the nonoscillat-
ing component of the flame, this component being part of the
flame time average. As a consequence, it is important to evaluate
in numerical modeling approaches the factors affecting the flame
location. Among the different approaches to solve for the reacting
flows are five significantly used approaches: (i) the flame surface
density models, where the flame speed and the surface density
are the key elements that model the reacting source term; (ii) the
flamelet progress variable methods, where the reactions are cou-
pled through the tabulated chemistry, see Pierce and Moin [539];
(iii) the G-equation, where the nonreacting flame front propagates
in the flowfield, see Kerstein et al. [126], Matalon and Matkowsky
[545]; (iv) the statistical methods by Haworth [318], where the tem-
poral and spatial deterministic characteristic of the fluctuating
heat release field could be lost; and (v) the thickened flame model
by Colin et al. [319], where the turbulence–chemistry interaction
is modeled with the efficiency function.

DNS provides a possible path to the resolution of all spatial
and temporal physical scales that can be resolved with a pre-
scribed numerical scheme discretization and numerical proce-
dure, a given computational mesh, a set of governing equations,
and a set of boundary conditions. It has been shown that DNS
can be used for model assumption assessment by Poinsot and
Veynante [544], Veynante and Moureau [546] and model devel-
opment purposes, see Poinsot and Veynante [544], Pitsch and
Trisjono [547,548], Borghesi and Bellan [549], Trisjono and Pitsch
[550]. There are two main approaches, respectively a priori filter-
ing and a posteriori filtering, to fulfill these objectives. A priori
filtering consists in performing the convolution product between
a filter and the flowfield variable onto DNS data to assess hypothe-
ses and extract information for model development. A posteriori
filtering consists in making use of LES at different filter sizes/test



Chapter 6 Design and numerical simulation modeling 299

filters for comparison with the DNS results for an identical geom-
etry and operating conditions. For implicit LES filtering, the grid
size/shape represents the filter.

It is important to review current methods to perform the a pri-
ori filtering operation, see Sagaut [551]. A first method is to uti-
lize the property of the convolution product, which has become a
standard mathematical product in the wavevector domain. A sec-
ond method is based on Taylor series expansion, see Sagaut [551],
Moureau et al. [552]. An alternative method, not applied in com-
bustion simulations for unstructured grids, is to compute the con-
volution product based on image processing methods, see Ludwig
[553]. This is the method implemented for combustion simula-
tions in the present section. While many a priori studies have been
conducted on structured grids, the case of unstructured grid stud-
ies with the present method is novel.

A priori methods have been used in turbulent combustion to
assess flame wrinkling models for LES, see Veynante and Moureau
[546], Hawkes et al. [554], Moureau et al. [552], Veynante et al.
[555]. In Veynante and Moureau [546], flame wrinkling models’
factors of the thickened flame model of Colin et al. [319], Charlette
et al. [556] from known resolved fields in LES of turbulent pre-
mixed combustion were investigated from a priori tests on the
Preccinsta turbulent swirling flame data set. In Hawkes et al. [554],
an LES model for flame wrinkling was favorably compared against
a priori DNS tests. In Moureau et al. [552], a priori evaluation and
model derivation was carried out on the Preccinsta data set. In
Knikker et al. [557], a similarity model was developed which cor-
rectly reproduced the locations of the unresolved reaction rate
with a comparison with a priori filtering, the reaction rate occur-
ring below the cutoff scale. A priori and a posteriori filtering meth-
ods have also been developed to model the unclosed terms that
appear in LES equations by Borghesi and Bellan [549]. In Volpiani
et al. [558], dynamic models where model parameters are auto-
matically adjusted from known resolved fields were investigated
with a posteriori filtering. In Proch et al. [559], dynamic subfilter
models for the artificially thickened flame LES combustion model
were investigated with consistent a priori and a posteriori anal-
yses. While these previous studies have focused on the subgrid
scale, the present paragraph focuses mainly on the filtered/re-
solved variables, which has been the subject of fewer studies.
Flame surface density models have also been investigated exten-
sively with a priori filtering of DNS data, see Boger et al. [560],
Chakraborty and Cant [561], Chakraborty and Klein [562], Gao
et al. [563], Allauddin et al. [564].
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This section is structured in four main subsections. The first
one focuses on the filtering operation, with the emphasis on how
the convolution product is formed. The second subsection dis-
cusses the data set obtained from Moureau et al. [552]. The results
are detailed and discussed in the third subsection. The fourth sub-
section focuses on the application to the thickened flame model.

6.2 The a priori filtering method
The a priori filtering method consists in computing the con-

volution product between a given variable 
 and the filter F . The
filter F is usually the numerical simulation mesh for LES implicit
filtering, see Poinsot and Veynante [544]. It is a box or a Gaus-
sian function centered on the mesh cell for explicit filtering. The
present work is focused on implicit filtering and three filter sizes
are considered, see Fig. 6.10. The filtering operation writes


̄(x) =
∫ ∞

−∞

(x ′) × F(x − x′)dx′. (6.41)

The filtered variable 
̄(x) can be expressed after discretization as


̄(xi ) = 1

M

M∑
j=1


(xi,j∈�) × F(xi,j∈�), (6.42)

where the number of points i ranges from 0 to Ns . Each filter size
has a given number of points j , respectively M = 6, 18, and 36
nearest points plus the center point. This equation is used to com-
pute the filter quantities at each point of the selected window of
data. The filter F is normalized with

M∑
j=1

F(xi,j∈�) = 1, (6.43)

which is equivalent to the following normalization for LES filters
by Poinsot and Veynante [544]:

∫
A

FdA = 1 (6.44)

for assumed constant elementary surfaces, such as triangles in the
present case.
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6.3 DNS Preccinsta data set
6.3.1 Governing equations

The Preccinsta DNS data subset from Moureau et al. [552] is
used in the present study. It has been computed by Moureau et al.
[552] with a premixed flamelet progress variable model coupled
to a chemistry table model, see Galpin et al. [565], Moureau et al.
[552]. The mass, momentum, and progress variable equations are
solved by the code YALES2. Elements of the numerical procedure
can be found in Moureau et al. [552]. The progress variable equa-
tion writes

∂ρYC

∂t
+ ∂

∂xi

(ρuiYC) = ∂

∂xi

(
ρD ∂YC

∂xi

)
+ ω̇YC

, (6.45)

where the normalized progress variable c is equal to YC/Y
eq
C (φ),

where φ is the inlet equivalence ratio and the progress variable is
YC = YCO + YCO2 . The progress variable reaction rate is ω̇YC

and D
is the diffusion coefficient. The equation of state is also used in the
numerical procedure.

6.3.2 Variables, geometry, and operating conditions
The Preccinsta data set encompasses DNS and LES performed

with the code YALES2 Moureau et al. [552] and corresponds to
the experimental configuration of Meier et al. [566]. The experi-
ment consists of a swirl-stabilized premixed methane–air flame at
equivalence ratio 0.83 confined in a square section combustion
chamber. In the present simulation, where the walls are adiabatic,
the modeled swirling flame develops on the sides of the swirling
jets. At this equivalence ratio, the combustor does not present
combustion instability. The present section investigates variables
from a longitudinal cutplane of the Preccinsta DNS data set at one
time step because the emphasis is on spatial filter quantities. The
slice is made up of a total number of Nt points, equal to 1 905 865.

6.3.3 Reconstructed variables
This section describes the data preparation carried out before

the filtering operation. The first step is to minimize the number
of points of the original slice by removing the points too close to
each other. These points are due to the slicing operation through
the tetrahedrons of the mesh. In addition, among the entire slice,
a window is used to select data between x = −7.5 mm and x =
57.5 mm, which encompasses the whole flame region. The total
number of points is reduced to a subset of Ns = 334 768 points.
The reconstructed variables are the flame speed and the equiva-
lence ratio fields. The flame speed is determined as follows. Firstly,
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Figure 6.11 Filtered density variable. Scatter plot of DNS and a priori filtered density. The DNS data are shown in
purple. The orange, green, and blue colors respectively correspond to filter sizes 1 to 3.

the isocontour of the progress variable taken at c = 0.7 is used to
track the reaction zone at the flame front. Based on Eq. (6.47), the
flame displacement speed is computed on this isocontour. In ad-
dition, the chemistry table is used to retrieve the CH4 and O2 mass
fractions in order to form a local equivalence ratio by multiplying
by the stoichiometric ratio s = 4.

6.4 Results and discussion
6.4.1 Density, temperature, and mass fraction ratio

The density, temperature, and mass fraction ratio scatter plots
are provided in Figs. 6.11–6.13. Each variable is plotted versus the
progress variable reaction rate ω̇YC

. DNS and a priori filtered vari-
ables for three different filter sizes are plotted. In these figures, the
purple dots correspond to the DNS data. The density ranges from
slightly above 0.15 kg m−3 in the burned gases to 1.12 kg m−3 in
the fresh gases, and the temperature ranges from 300 K to 2030 K,
the adiabatic flame temperature at this equivalence ratio. The
mass fraction ratio varies between 0 and near 0.83 between the
burned and the fresh gases. It is of interest to describe the re-
sults with respect to the peak reaction rate of the progress variable
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Figure 6.12 Filtered temperature variable. Scatter plot of DNS and a priori filtered temperature. The DNS data are
shown in purple. The orange, green, and blue colors respectively correspond to filter sizes 1 to 3.

Figure 6.13 Filtered equivalence ratio variable. Scatter plot of DNS and a priori filtered local equivalence ratio. The
DNS data are shown in purple. The orange, green, and blue colors respectively correspond to filter sizes 1 to 3.
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(ω̇YC
> 150). The maximum reaction rate occurs for a density value

near 0.22 kg m−3, a temperature close to 1625 K, and a local equiv-
alence ratio near 0.15. In addition, the progress variable value is
centered on 0.7 for the region where the progress variable reaction
rate peaks.

The corresponding filtered values for the three filter sizes are
presented in each graphic. One can conclude that for each filtered
variable the distribution of values is strongly affected by the spa-
tial filtering operation, and this impact is more pronounced as the
filter size increases. While other variables that are not presented
here were investigated as well, it is worthwhile to point out that
the pressure field does not follow a specific distribution such as
exhibited by the density, temperature, and mass fraction ratio dis-
tributions. This is attributed to the Poisson equation used to solve
the pressure field, which is solely a function of the velocity field,
this latter not having any specific shape. It is of interest to also re-
mark that while the shapes of the density (Fig. 6.11), temperature
(Fig. 6.12), mass fraction ratio (Fig. 6.13), and progress variable
(Fig. 6.14) scatter plots are similar, their stiffness characters dif-
fer significantly. This is observed mainly between the density and
the other variables and it is attributed to the diffusive character of
the equations solved. Indeed, except for the density variable, the
progress variable, temperature, and mass fraction ratio have a dif-
fusion operator, directly or not through Eq. (6.45).

6.4.2 Flame structure
The results in Fig. 6.14 indicate that for the DNS, the peak

progress variable reaction rate ω̇YC
is obtained when the progress

variable c is close to 0.7. In addition, it is observed that for the three
filtered sizes, this relationship is lost and the peak reaction rate
does not correspond anymore to a value of the progress variable
of 0.7. This is an important aspect that will require further study
with LES and direct evaluation of this aspect of the flame structure
for that turbulent combustion regime with different combustion
models.

The two direct and natural key effects of spatial filtering are
illustrated by the results in Fig. 6.15. This set of figures presents
the DNS and a priori filtered flame tip close-up views. The first
observation is that the value range is reduced as the filter size is
increased, which is a direct consequence of the spatial averaging
operation. At a given point of the mesh, a given value is aver-
aged with its neighbors, so high values decrease and low values
increase. These conclusions also apply to the other variables. An-
other key aspect is that the flame location is modified due to the
level of refinement of the filter; the higher the filter size in the
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Figure 6.14 Filtered progress variable. Scatter plot of DNS and a priori filtered progress variable. The DNS data are
shown in purple. The orange, green, and blue colors respectively correspond to filter sizes 1 to 3.

Figure 6.15 Filtered reaction rate variable. Flame tip close-up views of the reaction rate of the progress variable ω̇YC

(right) for the DNS and the three filter sizes �1, �2, and �3.

spatial domain, the more pronounced is the effect. This is impor-
tant for unsteady combustion dynamics where the evolution of
the flame front, including its tip and its base, is critical.

The impact of the results on modeling are now discussed.
Firstly, a simple expression linking the two previous effects (lo-
cation and peak value of the reaction rate) is introduced. As ob-
served, when the filter size increases, the peak reaction rate ω̇max

decreases and the flame thickness δ increases. These two quan-
tities can be linked locally by the following expression: ρYf Sd �
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δ × ω̇max , where ρ is the density of the fresh gas, Yf is the mass
fraction of fuel, and Sd is the flame speed. This expression can
be obtained by approximating the area under the reaction rate
curve function of the normal direction to the flame front by a
single rectangle whose side lengths are respectively the peak re-
action rate and the flame thickness. This expression indicates that
for LES where the experimental flame thickness is below the grid
size, the modeled flame thickness will be of the order of the grid
size, so that the peak reaction rate will decrease. This relation-
ship expresses the challenge of the development of any turbulent
combustion model and points towards a condition that cannot
be met with current approaches. For example, for the thickened
flame model, this expression leads to a decrease in the reaction
rate peak and an increase in the flame thickness, while keeping the
flame speed constant. In other words, for the modeling of turbu-
lent combustion, there is an intrinsic physics constraint between
the flame speed, the reaction rate, and the flame thickness that has
to be satisfied. Consequently, for LES models, a choice will have to
be made between a model that conserves the flame speed or the
reaction rate peak and other approaches.

6.4.3 Flame speed
It is convenient as a postprocessing step to make use of the G-

equation in order to obtain an expression for the flame displace-
ment speed SD and to determine its values along the flame front.
The G-equation writes

∂G

∂t
+ u · ∇G = SD|∇G|. (6.46)

The flame front is determined with an isocontour of the normal-
ized progress variable, and the flame speed SD along this contour
is calculated with Eq. (6.47). Indeed, the flame speed SD can be de-
fined with an analogy between the temperature equation and the
G-equation, see Acharya and Kuo [123], or between the progress
variable equation (6.45) and the G-equation (6.46), giving

SD =
[∇ · (ρD∇YC) + ω̇YC

ρ|∇YC |
]

c=0.7
, (6.47)

where the normalized progress variable of c = 0.7 corresponds to
the inner layer (reaction zone). This expression is computed to de-
termine the flame speed.

In Fig. 6.16, the isocontour of the progress variable c = 0.7 and
the temperature field with the superimposed normal flame front
vector n are given. The vector n is oriented towards the fresh
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Figure 6.16 Flame tip close-up views. Reaction rate and temperature field with superimposed reaction zone contour
and normal vector n on this contour. The normal vectors point towards the fresh gases.

gas and is formed with the normalized temperature gradient. The
flame speed SD computed with Eq. (6.47) is plotted in Fig. 6.17.
Flame speed values between −20 and 20 m s−1 are plotted. Neg-
ative values are recorded as the normal vector n is not taken into
account. Indeed, negative values of the flame speed are not phys-
ical. It is observed that the values are clustered mostly between
−5 and 5 m s−1. In addition, the maximum reaction rate of the
progress variable for the DNS data is shown to not be linked to
a specific flame speed, and this latter takes a wide range of values.

6.4.4 Index
In this section, a global index G is introduced to quantify the

effects of a priori filtering on the DNS data. The utility of this index
is twofold: (i) it can be used to compare a priori filtering methods
for each variable, and (ii) it indicates directly the closeness of a
variable to its filter value. This index is used to compare the DNS
flowfield variables with respect to the a priori filtered ones, and it
writes as follows:

G = 1

N

N∑
i=1


(xi, yi) + |
(xi, yi) − 
̄(xi, yi)|

(xi, yi)

. (6.48)

Its value is unity for the DNS data. In Tab. 6.2, a summary of the
index values computed for the three filtered sizes is given for den-
sity, temperature, local equivalence ratio, and reaction rate of the
progress variable. Other variables, such as pressure, flame stretch,
and vorticity, have been computed but are not reported here.

The results listed in Tab. 6.2 indicate that increasing the filter
size increases the value of the index, as expected, and that the
progress variable reaction rate is more affected by the filtering op-
eration than the other variables. This is attributed to the fact that
for a given subpiece of the flame, the reaction rate presents two
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Figure 6.17 Filtered flame speed variable. Scatter plot of DNS and a priori filtered flame speed. The flame speed
computed with Eq. (6.47) is plotted. The DNS data are shown in purple. The orange, green, and blue colors
respectively correspond to filter sizes 1 to 3.

Table 6.2 A priori filtering index evaluated for three filter sizes.

Variable �1 �2 �3
Density ρ 1.008 1.012 1.021
Temperature T 1.005 1.006 1.006
sYCH4/YO2 1.021 1.019 1.026
ω̇YC

1.159 1.266 1.379

distinct slopes/gradients, while temperature, mass fraction ratios,
and density present only one. As a consequence, the reaction rate
is more sensitive to the filtering operation than the other variables,
which is reflected by the index value.

6.5 Comparisons for the thickened flame model
In this section, the thickened flame model is evaluated by iso-

lating the effect of flame thickening from turbulence (and subse-
quently from the associated efficiency function) with 1D premixed
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laminar flames computed in Cantera. The evaluation is carried out
on the flame structure and includes temperature, heat release, and
flow and flame speeds throughout the flame front. The effects of
reaction and thermal diffusion on the flame speed are taken into
account and compared with the flow speed. Comparisons are con-
ducted for (i) detailed/complex versus single-step chemical com-
bustion mechanisms, (ii) four different grid spacings �x, and (iii)
three thickening factors. The so-called no-model, also known as
laminar chemistry, is used for comparison of every case.

Previous results have shown that the LES implicit filtering in-
duces known but demonstrated and quantified effects. These ef-
fects include the loss of the flame structure as the mesh size is
increased. The thickened flame model is now evaluated to ob-
serve its ability to capture the flame structure correctly for its
application to turbulent combustion LES simulations. The partic-
ular emphasis, which has not been reported in previous studies,
is on the respective location of the reaction zone and the ther-
mal flame front, the calculated flame speed throughout the flame
structure (not only the unburned unstretched flame speed), and
the effects of various relevant parameters (mesh size, chemical
combustion mechanism, thickening factor level) on these. In ad-
dition, many observations from these 1D premixed flame simula-
tions are made. The flame speed presented in the next figures has
been computed with the following expression:

SD =
[∇ · (λ/cp∇T ) + ω̇T /cp

ρ|∇T |
]
. (6.49)

In Fig. 6.18, the effects of increasing mesh size �x on temper-
ature, heat release, and flow and flame speed profiles are com-
pared when no model is used. The comparison is made for com-
plex chemistry and single-step chemistry. By comparing the flame
structure between Fig. 6.18A and Fig. 6.18B, one observes imme-
diately that the single-step mechanism is stiffer than the complex
chemistry one. This has one important consequence, i.e., the ther-
mal thickness of the single-step mechanism is smaller than that of
the complex chemistry one, and thus may require finer meshes.
One also observes that for both chemical mechanisms, the flame
front structure is well predicted up to a mesh size of 80 µm with-
out the use of any model. That mesh size corresponds to approx-
imately 10 to 15 points throughout the thermal flame front. The
flame speed shows some discrepancies with the flow speed for
larger mesh sizes, indicating that the flame structure is not any-
more captured, as shown by the heat release peak amplitudes and
locations for a mesh size of 400 µm.
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Figure 6.18 Effects of mesh size �x. Temperature and heat release distributions for (A) complex chemistry and (C)
single-step chemistry. Flow and flame speeds for (B) complex chemistry and (D) single-step chemistry.

In Figs. 6.19 and 6.20, the emphasis is on the effect of the thick-
ening factor F on the flame front structure with respect to the no-
model approach for constant mesh sizes �x of 20 µm and 80 µm
respectively. At �x = 20 µm, the effect of increasing the factor F

is an increase in the thermal thickness, as expected by the thick-
ened flame model, and a decrease in the peak amplitude of the
heat release. The peak heat release is observed to occur at similar
temperatures for all cases. These observations are identical for the
single-step and complex chemical mechanisms. The most signifi-
cant difference is observed in the flame speed profiles throughout
the flame front. These differences are consequences of the shapes
of the temperature and heat release profiles (amplitude reduc-
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Figure 6.19 Effects of the chemical mechanism and thickening factor F for size �x = 20 µm. Temperature and heat
release distributions for (A) complex chemistry and (B) single-step chemistry. Flow and flame speeds for (C) complex
chemistry and (D) single-step chemistry.

tion) and their relative positions. This is noticed particularly for
the simplified mechanism as the thickening factor increases and
for both chemical mechanisms as the grid spacing increases.

6.6 Conclusions and perspectives
In this chapter, a method to compute the convolution prod-

uct for a priori filtering on unstructured grids is implemented and
applied to swirl-stabilized data. A priori spatial filtering is per-
formed and the effects of this spatial averaging on the data are
shown to affect both the amplitude and the spatial location of a
given variable. It is shown that the filter size amplifies this effect.
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Figure 6.20 Effects of the chemical mechanism and thickening factor F for size �x = 20 µm. Temperature and heat
release distributions for (A) complex chemistry and (B) single-step chemistry. Flow and flame speeds for (C) complex
chemistry and (D) single-step chemistry.

The data analysis carried out to study the flame structure shows
that the link between the flame inner layer (reaction zone) and
the reaction rate peak is lost when filtering. Next, a 1D premixed
flame was studied to verify that this link is ensured with the thick-
ened flame model. The results of these premixed 1D flame calcu-
lations allow to observe the effects of the thickened flame model
on the flame structure for various parameters. It is shown that (i)
the thickened flame model allows to keep the link peak heat re-
lease (but of reduced amplitude) and temperature in the flame,
(ii) the flame speed computed based on the flame front heat re-
lease and temperature profiles is accurate for a limited range of
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thickening factors and mesh sizes, and (iii) the no-model (laminar
chemistry) mechanism with single-step chemistry allows to cap-
ture the flame structure and the flame speed throughout the flame
correctly when using between 10 to 15 points through the flame
front. This work can be applied to improve (i) our understand-
ing of combustion dynamics where the flame location has been
shown to be important and (ii) model assessment and develop-
ment. The impact of the present results on turbulent combustion
modeling is that LES, if not resolving the flame thickness with a
sufficient number of grid points, cannot simultaneously capture
the reaction rate maximum amplitude and the flame speed.

7 Fuel vaporization physics and modeling
Future combustors operating in a partially premixed regime

or a fully premixed regime such as presented in the next chapter
will require the modeling and physical understanding of fuel boil-
ing and vaporization processes. They will also require to include
two-phase flows and phase change physics. The present section
describes some of the current modeling approaches. In addition,
recent LES calculations undertaken for aeronautical combustors
are discussed.

The fuel vaporization process have been initially investigated
for single droplets in the context of spray combustion. The re-
view article of Sirignano [193] identified four major research areas:
(i) droplet/gas stream boundary conditions, (ii) transient heating
of the droplets, (iii) multi-component fuel vaporization (differ-
ent fuel components have different vaporization rates, which can
vary significantly during the droplet lifetime), and (iv) combus-
tion and vaporization of sprays. The review article of Law [567]
focused on the fundamental mechanisms governing droplet va-
porization and combustion. Since these pioneering reviews, the
description of spray and its modeling have been extended. Par-
ticularly, prior to combustion, the single-droplet stage is indeed
preceded by a succession of transformations of the liquid fuel jet
from the injection. Wu and Faeth [568] performed an experimen-
tal study to investigate the aerodynamic effects on the primary
breakup of turbulent liquids. The article of Faeth et al. [569] fur-
ther described the structure and breakup properties of sprays for
multi-phase flow phenomena relevant to spray combustion. The
passage from injection in liquid fuel form to spray follows the fol-
lowing steps. The primary breakup consists of the transformation
from the liquid sheet to ligaments, i.e., large aggregates of fuel of
various shapes. These ligaments are then transformed into spray
through the secondary breakup stage. Various flow processes and
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flow instabilities are responsible for these transformations. The in-
jector plays a key role in these transformations due to the impact
of the fluid mechanic processes on the transformations. Conse-
quently, the flow dynamics of cross-flow in jets have also received
significant attention, see the article of Smith and Mungal [570] and
the review by Karagozian [571].

The modeling of nonreacting and reacting spray with numer-
ical simulations is out of the scope of the present section. The
focus here is on the state of the art for the application of such
modeling tools to realistic combustor geometries relevant to com-
mercial aircraft combustors. The article of Hannebique et al. [572]
listed in their LES modeling study specific relevant subgrid-scale
challenges: the modeling of the atomization of the liquid jet fuel,
the modeling of the dispersion of fuel droplets, interaction of fuel
with walls, evaporation, and combustion. The article of Franzelli
et al. [573] documented the structure and dynamics of a swirled
spray flame modeled with tabulated chemistry adapted to spray
combustion. In Li et al. [574], simulations were performed to in-
vestigate spray atomization and subsequent droplet transport in
a swirling air stream generated by a complex multi-nozzle/swirler
combination. The level-set method coupled to the volume of fluid
method was employed to model isothermal flow.

The complete direct tracking of gaseous flow and liquid fluid
with phase change within swirl injectors for combustion applica-
tions is currently out of reach, and no such capabilities exist. It
will be a critical multi-physics capability for injector design op-
timization such as presented in the next chapter of this book. In
addition, the processes of fuel vaporization under high pressure
and high temperature (supercritical fluid) conditions require ad-
ditional physical descriptions, which are discussed in the next sec-
tion.

8 Supercritical combustion regime at
take-off conditions
Future combustors operating in a partially premixed regime

or a fully premixed regime such as presented in the next chap-
ter will require to operate at high overall pressure ratios. For those
engines, at take-off conditions, it is likely that the fluid is in the su-
percritical state. The modeling and physical understanding of the
supercritical state of the fluid will be more and more important.
The present section summarizes some of the relevant aspects in
this context.
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Rocket propulsion and combustion studies have been pio-
neering in the field of supercritical combustion because of the
high operating pressures in rockets. The major review articles of
Oefelein and Yang [27] and Yang [575] focused on the model-
ing of supercritical vaporization, mixing, and combustion pro-
cesses in liquid-fueled propulsion systems. These articles pro-
vided overviews of theoretical modeling and numerical simula-
tion and included multiple liquid propellants, including hydrocar-
bon and cryogenic fluids. Experimental work and detailed charac-
terization of flame stabilization for these propulsion systems were
documented by Singla et al. [576] and Candel et al. [577]. The arti-
cles of Hickey and Ihme [578] and Schmitt et al. [579] focused on
the modeling of transcritical and supercritical mixing and com-
bustion for rocket combustion simulations.

The investigation of the supercritical state for mixing and su-
percritical combustion (chemistry) for high pressure and high
temperature aeroengines is weakly documented in the literature
and should be addressed in future work.



7
Lean fully premixed injector
design

Rising awareness of the consequences of global warming has
prompted several countries to sign multiple international treaties
with the ultimate goal of reducing greenhouse gas (GHG) emis-
sions, including CO2. The Kyoto Protocol is the international ref-
erence agreement that sets targets in terms of reducing GHG emis-
sions. Since going into effect in 2005, signatory countries have
ratified the text committing to reduce their emissions by 5% from
1990 levels during the period 2008 to 2012. The 2015 United Na-
tions Climate Change Conference COP21, held in Paris, has led
to the Paris Agreement. This agreement states an overall objective
for keeping the global temperature increase less than 2◦C above
preindustrial levels. One of the major consequences of the Paris
Agreement is the reduction of emissions in order to achieve a bal-
ance between anthropogenic emission by sources and removal by
sinks of GHGs in the second half of the 21st century. Consequently,
the development and use of technologies aiming at reducing or
suppressing pollutant emissions will have a strong impact and
will help to reach the targeted COP21 goals. In this context, it is
imperative to improve the combustion technologies and signifi-
cantly reduce emissions to minimize the environmental impact
of jet engines. It is known that conversion of hydrocarbon fuels
into burned products generates GHGs like CO2 and pollutants
like unburned hydrocarbons HC, nitric oxides NOx , and carbon
monoxide CO. Among other harmful consequences, nitric oxides
NOx and unburned hydrocarbons are major contributors to the
formation of smog and near-ground level ozone. There are two
ways to reduce those emissions: modify their generation or elim-
inate their emission. It is also important to distinguish between
emissions from ground gas turbines and from jet engines, as the
emission from the former can be sequestrated or go through post-
treatment, while the emissions from the latter cannot. In addition,
space and weight constraints of ground gas turbines and jet en-
gines are different so that technologies for emission reductions
or for static and dynamic stability are different. Finally, the emis-
sions from jet engines, while being a small contribution to the
worldwide overall emissions, are emitted at high altitudes and the
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subsequent effects are not known. The International Civil Aviation
Organization through its Committee on Aviation Environmental
Protection has established international certification limits for ni-
trogen oxide (NOx) emissions for jet engines. The Federal Avia-
tion Administration, in turn, enforces these standards in the USA
through engine certification.

As pointed out by the NASA Aeronautics Research Mission
Directorate, achieving low emissions and the requirements of
cleaner power and propulsion systems constitute a constraint for
the research, development, and design process of future ground
gas turbines and aircraft engines. Vehicles for subsonic and su-
personic flight regimes will be required to operate on a variety of
certified aircraft fuels and emit extremely low amounts of gaseous
and particulate emissions. Future aircraft will be designed with
smaller engine cores operating at higher pressures to increase
overall efficiency. Future combustors will also likely employ lean-
burn concepts to reduce harmful emissions. Fundamental com-
bustion research coupled with associated physics-based model
development of combustion processes will provide the founda-
tion for technology development critical for these vehicles. Com-
bustion involves multi-phase, multi-component fuel, turbulent,
unsteady, 3D, reacting flows where much of the physics of the pro-
cesses is not completely understood. In that context, low emission
combustor concepts for small high pressure engine cores relevant
to the next generation of turbofans are required and this chapter
focuses on such injector development.

There are three main combustor architectures used among the
leading jet engine manufacturers, which as presented in Tacina
[580] and Lefebvre [34] are: the lean direct injection (LDI), see
Tacina et al. [116]; the lean premixed/prevaporized (LPP), see
Lefebvre [581]; and the rich-burn quick-quench lean-burn (RQL)
combustion systems, see Lefebvre [34]. The LDI concept injects
the fuel (liquid or gaseous) directly into the reaction zones. The
LPP combustor consists of a regime where liquid fuel is mixed
and prevaporized prior to combustion. The RQL has three distinct
combustor regions. In the front region, the rich combustion zone
is expected to limit the formation of NOx . In the center region,
additional air quenches the flame and reduces the overall equiv-
alence ratio allowing an overall leaner combustion zone expected
to minimize the thermal NOx in the downstream location of the
combustor. Significant efforts have been made for LPP injectors,
but no attempt toward a fully premixed injection for jet engine ap-
plication is documented in the literature. In order to comply with
future engine emission certification, a fully premixed combustion
mode could be a potential candidate. While the study of premixed
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combustion has received significant attention over the last few
decades with tremendous advances in both the physical under-
standing and the modeling, see for examples the articles of Huang
and Yang [22], Palies et al. [396], Candel et al. [582,23], the study
and design of combustion injector systems allowing to reach and
operate in full lean premixed mode for jet engines has received
less or no attention. Premixed swirled combustion of fuel blend
(hydrocarbon, natural gas, or hydrogen) could be the combustion
mode allowing satisfying the future requirements on emissions.

The single most important difference between the proposed
LFP technology and existing injectors is the generation of a spray-
less fully premixed gas injected into the combustion chamber.
Some of the advantages of LFP over LPP and other existing tech-
nologies are also noteworthy. LFP injectors are able to reach lower
NOx emissions, as demonstrated for example by the low swirl
injector, see Cheng et al. [583] developed for ground-based gas
turbine applications. Another advantage is that there is no spray
modeling required within the combustor. Finally, there would be
potentially no soot emitted and combustion efficiency will be
nearly 100%.

This chapter is dedicated to the feasibility study of an LFP in-
jector for high overall pressure ratio small core engines at take-off
conditions, as future turbofan gas turbine engine combustors are
expected to operate at high overall pressure ratio and have smaller
cores than their predecessors. In order to perform this feasibil-
ity study, some of the related constraints are introduced and dis-
cussed. Then, in order to achieve the major objective of the LFP
design, a three-unit fully premixed injector is defined and selected
aspects are described. Computational modeling analyses are used
to design the units of the LFP injector and are presented in the
next sections.

1 Design procedure
The design space for the LFP injector is at the intersection

of combustion physics, combustor constraints, and jet engine
operating conditions. Each of these aspects is briefly discussed
in this section to describe the current design space. This chap-
ter presents the first iteration of a design loop. Future efforts
should be undertaken in addition to this initial work. Combus-
tion physics is one component of the design space and broadly
encompasses many aspects such as autoignition, chemical kinet-
ics, vaporization, flammability limits, flame propagation, turbu-
lent mixing, combustion instability, flashback, blowout, turbulent
combustion, and radiation. One of the most important aspects
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for premixed combustion is the balance between the flame sur-
face speed, the flow speed, and the burning velocity, see Mark-
stein [124] and Matalon and Matkowsky [545]. Indeed, this bal-
ance drives the flame surface position within the combustor and
subsequently determines static stability. In addition, this balance
includes implicitly most physical processes at work. The balance
is written as w = v + Sdn, where v is the flow velocity vector, Sd

is the flame displacement speed, and n is the normal vector on
the flame front. The flame speed contains two terms, i.e., the
thermal diffusion term and the reacting term, and can be writ-
ten as Sd = (∇ · [λ/cp∇T ] + ω̇T /cp)/ρ|∇T |, see Palies [29]. It is also
worthwhile to recall that the flame speed decreases with increas-
ing operating pressure and increases with increasing upstream
unburned gas temperature, see Acharya and Kuo [123]. Recently,
the flame speed link to the flow speed has been studied by Palies
[29], and the results indicate that the instantaneous flame surface
speed is controlled by flow effects. It was discussed in Chapter 3 of
this book that the flame stabilizes in regions of balance between
flow and flame speeds or regions of approximate balance between
flow fluctuations and flame speeds. For these reasons, particular
attention has to be paid to the resolution of the quantities of the
flame surface speed, flow speed, and burning velocity budget in
the numerical simulations.

Another important aspect of combustion physics relevant to
the design of LFP is the autoignition phenomenon. This phe-
nomenon occurs when the following three necessary (but not suf-
ficient for premixed combustion) elements are at work together:
the presence of heat, the presence of an oxidizer, and the pres-
ence of fuel, with appropriate levels to trigger autoignition. Au-
toignition requires to have a mixture of oxidizer and fuel within
the flammability limits and within a temperature range above a
threshold. The lower and upper flammability limits also have to
be considered. In addition, there is a time delay for ignition which
in the presence of flow is reflected as an ignition distance delay. In
other words, there are multiple approaches to prevent autoigni-
tion: maximize regions where the temperature of the local mixture
is below the threshold, foster regions where the local mixture is not
in the flammability range, and make use of the ignition time delay
with respect to the convective time. This has been documented in
the literature. In Lefebvre et al. [148], the authors studied the au-
toignition of lean hydrocarbon mixtures with a temperature range
between 670 K and 1020 K at various pressures. For gaseous mix-
tures, the autoignition time is made up of the time for the fuel
vapor to mix with air and the time of the chemical kinetics. The
mixture then autoignites at some distance downstream, depend-
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ing on the air velocity. Similar studies have been undertaken on jet
flames by Cabra et al. [149,150], where the coflowing hot vitiated
flow provides the heat to the fuel central jet stream, leading to a
distance where the flame stabilizes. This has been further studied
by Schulz et al. [151], where limited reactions were observed im-
mediately downstream of the injection prior to the autoignition
and flame stabilization of the methane–air jet in the 1350 K viti-
ated coflow occurring far downstream. The LFP parameters that
should be optimized in a second step of the injector design will be
the injection stream locations (air and fuel) and their diameters
for temperature and species distributions.

The second component of the design space consists of the
combustor requirements. Pollutant generation is strongly related
to the combustion mode (premixed, nonpremixed, partially pre-
mixed, etc.) and the fuel used in the combustor. Static and dy-
namic stability are also closely linked to the combustor through
the boundary conditions, the flowfield, and the flame region,
which are highly dependent on the injector design.

The role of the combustor is to provide chemical energy, con-
verted first into thermal energy to rise the temperature from the
compressor outlet, which is then converted into kinetic energy to
raise the velocity to the inlet of the turbine. This conversion of the
chemical energy to the thermal energy can be achieved through
multiple different combustion modes (premixed, stratified pre-
mixed, partially premixed, and nonpremixed combustion mode
occurring in the gas phase). The premixed mode involves the per-
fect mixing of the fuel and the air so that each given fluid control
volume upstream of the flame has the same equivalence ratio,
see the reviews on premixed combustion by Huang and Yang [22],
Candel et al. [23] for swirling flames. In practice, the equivalence
ratio can slightly vary due to effects of convection and diffusion
of the species. The stratified premixed regime consists of a flow
where the equivalence ratio is not constant as in the premixed
case and where multiple homogeneous zones of equivalence ratio
are seen by the flame front. The partially premixed case is char-
acterized by regimes where the mixture is not fully premixed. The
nonpremixed combustion or diffusion flame regime is observed
when the flame is generated by two distinct streams of fuel and
air so that a given fluid control volume upstream of the flame is
located either in the fuel or the air streams until these streams
mix up to the stoichiometric line. Laboratory-scale and jet engine
combustors operate in these regimes, depending upon the injec-
tor/combustor configurations.

As pointed out in this section, the combustor must also sat-
isfy multiple requirements. The relevant constraints to the present
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Table 7.1 Operating conditions at take-off.

Altitude h Sea level
Pressure P0 [atm] 1
Pressure P3 [atm] 55
Temperature T0 [K] 288
Temperature T3 [K] 950

Gaseous air 1 [kg s−1] 0.0271 (10%)

Gaseous air 2 [kg s−1] 0.0542 (20%)

Gaseous air 3 [kg s−1] 0.1897 (70%)

Primary air [kg s−1] 0.271

Fuel mass flow [kg s−1] 0.0275
Stoichiometric ratio 9.7a

Stoichiometric fuel/air ratio 0.1035a

Primary equivalence ratio 1
Primary/secondary air ratio 10% vs 90%
Global equivalence ratio 0.1

a Based on the first reaction of the mechanism con-
sidered here; based on the reaction releasing heat.

initial design are: (i) sustain static stability, the flame must be sus-
tained over the flight envelope; (ii) avoid blowout, the combustor
must be able to function in the lean combustion regimes; (iii) al-
low reignition, ignition must be enabled in case of flameout; (iv)
limit pollutant emissions; (v) mitigate dynamic stability, combus-
tion instabilities have to be suppressed; and (vi) prevent injector
coking. To summarize this section, the combustor has to satisfy a
set of requirements to ensure a safe functioning while minimiz-
ing the environmental impact and optimizing efficiencies of the
jet engine.

The third component of the design space consists of the jet en-
gine operating conditions. They are intrinsically linked to the per-
formance requirements for a given aircraft at the considered oper-
ating point. In the present study, the operating point corresponds
to take-off conditions. Take-off has been selected to evaluate static
stability challenges (flashback, flame stabilization) at this critical
condition on the flight envelope of commercial aircraft. It is also
assumed here that any lean fully premixed (LFP) system operating
at cruise conditions will have reduced pollutant emissions with re-
spect to nonpremixed flames. The jet engine design procedure is
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not taken into account here. Indeed, aircraft and engine charac-
teristics from the literature are instead used, allowing to develop
the main steps of a methodology for injector design. The Interna-
tional Standard Atmosphere (ISA) is the reference model for the
evolution of pressure, temperature, and density of the Earth’s at-
mosphere and it is used in aeronautics to determine the jet engine
upstream conditions along the flight path. The take-off conditions
with respect to the ISA are summarized in Tab. 7.1. The index 0
marks the station upstream of the fan, while the index 3 refers to
the upstream conditions of the combustor (or compressor outlet
without taking into account the diffuser effect). The conditions are
given for the stagnation variables and not the static ones. As the
stagnation values are higher than the static ones, they are selected
for design purposes in the present study, providing design mar-
gins. In addition, by assuming the thrust and the thrust-specific
fuel consumption of existing engines from public domain liter-
ature data, one can estimate the mass flow of fuel. A value of
0.0275 kg s−1 per injector was used for take-off. Other relevant
conditions are summarized in Tab. 7.1.

2 Innovation and concept definition
The LFP injector concept is now described. The overall goal of

this injector is to generate a perfectly lean (at cruise conditions)
premixed swirling flame inside the combustion chamber with an
inlet liquid fuel entering the first unit of the injector. To do so,
three units respectively achieve liquid-fuel vaporization (unit 1),
fresh gas premixing (unit 2), and flame stabilization (unit 3). In
the present feasibility study, the fuel considered for the design is a
surrogate of kerosene at take-off conditions. Each unit is designed
as compact as possible in order to fit into a small core engine.
The initial design concept is illustrated in Fig. 7.1 (the figure is
not to scale). Relevant conditions are summarized in Tab. 7.1. Part
of the nearly 950 K air exiting the last stage of the high pressure
compressor enters the vaporizing unit and ensures the exchange
of heat to the nearly 280 K liquid fuel. The exchange of heat is
accomplished through a heat exchanger consisting of a spiral rect-
angular channel inside which the liquid fuel begins vaporizing at a
distance where the temperature of vaporization of the liquid fuel
is reached. The spiral channel structure allows to fit the heat ex-
changer into a given diameter. The expected gaseous fuel stream
exiting the vaporizing unit then enters into the cross-flow of air
upstream of the swirler of the premixing unit. The combination
of cross-flow and swirl imparted to the flow induces the premix-
ing between the gaseous air and the fuel vapor. Finally, the pre-
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Figure 7.1 Lean fully premixed concept. Schematic of the lean fully premixed injector concept. Source: Image taken
from Palies et al. [584].

mixed stream enters the stabilizing unit, where a second swirler
ensures additional premixing and swirling flame stabilization. The
LFP injector concept design intent is to be sprayless and the in-
jection location is shielded from direct radiation of the flame by
the swirler vanes. The coking issue is expected to occur at tem-
peratures above the temperature of the vaporized fuel within the
injector. The coking issue will be prevented by limiting the tem-
perature of the vaporized fuel within the vaporizing unit. The next
three sections present the methodology and associated results of
the initial design procedure where the dilutions and cooling jets
are not modeled.

3 Modeling and sizing
3.1 Vaporizing unit

The vaporizing unit is made up of three layers rolled into a spi-
ral shape for compactness. A schematic is given in Fig. 7.2. The
front view of this unit is also given in Fig. 7.1. The side view de-
picts the spiral rolled layered structure. The bottom sketch rep-
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Figure 7.2 Vaporizing unit. Vaporizing unit zoom on heat exchanger design. Source: Image taken from Palies et al.
[584].
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Table 7.2 Data used for the design of the vaporization unit at take-off conditions.

Parameter/layer Air Inconel Fuel
ρ [kg m−3] 21.1 800 600

λ [W m−1 K−1] 0.069 20.0 0.070

cp [J K−1 kg−1] 1371 542 6500

resents the unwrapped layered structure made up of an air layer
(0.0005 m), a central inconel layer (0.0005 m), and a fuel layer
(thickness h). The heat exchanger is l = 0.2 m in length when un-
wrapped. The materials and fluid properties determined at take-
off operating conditions are obtained from the literature and are
listed in Tab. 7.2. The modeling of the thermal heat transfer in-
side the first injector unit (heat exchanger) layers is as follows.
A transient 2D and 3D heat transfer code solves heat conduction
in the air and inconel layers, and coupled heat conduction/con-
vection for laminar regimes in the fuel channel is implemented.
A Poiseuille flow profile is used inside the fuel channel. The equa-
tion solved by this code in each layer of the geometry is

ρcp

(
∂T

∂t
+ u

∂T

∂x
+ v

∂T

∂y
+ w

∂T

∂z

)
= λ

(
∂2T

∂x2
+ ∂2T

∂y2
+ ∂2T

∂z2

)
, (7.1)

where ρ is the density, cp is the specific heat at constant pressure,
and λ is the thermal conductivity. The velocities (u, v,w) were de-
termined based on the mass flows and section areas of the air and
the fuel layers, and were modeled with a laminar velocity profile.
While initially the modeling was in 2D, the model has been ex-
tended to 3D in order to capture both coflow and transverse flow
of air scenarios inside the vaporization unit. This code allows to
estimate the temperature distribution inside the injector vaporiz-
ing unit’s layers. The fluid is taken at rest inside the air layer and
turbulence is not taken into account within the fuel channel for
the 2D cases. Extension of the code to 3D has been carried out,
taking into account a uniform flow within the air layer. Compared
with 2D cases, the results show a temperature reduction in the air
layer and a slightly reduced temperature inside the fuel channel.
Two-phase flow and phase change modeling were not taken ac-
count in this initial study. Half of the through thickness layered
structure is modeled. Selected results are plotted in Fig. 7.3A to F.

Fig. 7.3A and B depict respectively the temperature distribu-
tion at distances d = 0.1 mm and d = 0.2 mm below the inconel–
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Figure 7.3 Temperature distributions. Temperature distributions inside the vaporizing unit. Source: Image taken from
Palies et al. [584].
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Figure 7.4 Numerical model. Modeling of the coupled units 2 and 3. Source: Image taken from Palies et al. [584].

fuel interface in the fuel channel for various thicknesses h of the
channel. The dotted superimposed horizontal lines represent a
range for fuel vaporization (420 K and 570 K) to occur depend-
ing on the pressure inside the fuel channel. It is worthwhile to
recall that the critical thermodynamic conditions for kerosene are
Pcr = 21.4 atm and Tcr = 663 K, see Wang and Yang [585]. One
can conclude from these two sets of curves that the thicker the
fuel channel layer h is, the higher the temperatures are. Also, as
the distance from the inconel–fuel channel interface increases,
the temperature drops. This is attributed to the low thermal dif-
fusivity of the fuel at those operating conditions. Fig. 7.3C and D
present also the temperature distribution inside the fuel channel
of thicknesses h = 0.5 mm and h = 2.5 mm respectively at multi-
ple distances d from the inconel–fuel interface. This set of curves
confirms the role of the thickness h and that for h = 2.5 mm, the
maximum distance d inside the fuel channel where vaporization
will occur is between 0.3 and 0.4 mm. Fig. 7.3E and F display the
through thickness temperature distributions at multiple axial lo-
cations. These plots show the rapid decrease of the temperature
within the fuel layer so that the vaporization of the fuel is concen-
trated within the low velocity region of the boundary layer of the
inconel–channel interface. It is expected that vaporization of the
fuel will be strongly enhanced by unsteady mixing effects associ-
ated with the transition of the fuel from liquid to gas within the
channel and the addition of dedicated obstacles enhancing mix-
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Figure 7.5 Mesh views. Left: Swirler view (�x = 100 µm). Right: Central rod view (�x = 60 µm). Source: Image
taken from Palies et al. [584].

ing of the vaporized gases and liquid fuel in order to get full fuel
vaporization prior to the premixing unit.

In addition, it is expected that the volume expansion will in-
crease the velocity of the gaseous vaporized stream within the fuel
channel, possibly triggering turbulence and enhancing heat trans-
fer. The effects on the heat transfer should be investigated in fu-
ture work with a two-phase flow model including phase changes.
The spiral-shaped heat exchanger should be modeled with other
tools in a future work to capture more accurately the heat transfer
behavior. The spiral shape will induce/foster inner or outer ra-
dial vaporization regions, instead of the perfect symmetry of the
2D transient model. While the present model is an initial study
showing that some vaporization temperature will be reached, fur-
ther analyses with additional tools for multiple configurations are
required to model and capture the processes of this important en-
gineering challenge to the LFP concept.

Figs. 7.6 and 7.7 present the heat exchanger unit. The air stream
flows inside the dark gray space in between the spiral (top left
figure), the liquid fuel enters the heat exchanger via the light gray-
colored spiral channel, starting near the outer diameter of the heat
exchanger and exiting near the center on the other side of the
heat exchanger tube. A cross-section of the isometric view on the
right side shows the inlet and exit of fuel and air more clearly. For
the first design iteration, the vaporizing unit operates such that
the air flows axially (blue arrows) through the compact spiral heat
exchanger (x axis as indicated in the figure) and the fuel flows
through the channel azimuthally (red arrows). The fuel will enter
from the outer spiral location and exit from the center of the spiral,
as shown by red arrows. The fuel pipe and connectors linking the
fuel pump to the fuel inlet of the heat exchanger are not shown on
this schematic. The air exiting from the heat exchanger will be an-
nularly distributed to exit as shown in Fig. 7.1. The fuel exiting the
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Figure 7.6 Heat exchanger isometric views. Description of the spiral heat exchanger constituting the vaporizing unit.
Blue arrows indicate air entry and exit, and red arrows indicate fuel entry and exit. Source: Image taken from Palies
et al. [586].

Figure 7.7 Heat exchanger view. Illustration of the heat exchanger unit and dimensions relevant to temperature
distribution plots. On the left figure, the coordinate system is colored in red. Source: Image taken from Palies et al.
[586].

heat exchanger will be converged toward the central rod and will
exit as sketched in Fig. 7.1. The right sketch of Fig. 7.7 represents
the unwrapped structure consisting of an air channel, an inconel
wall between air and fuel channels, and a kerosene fuel channel
layer, where the half-width of the fuel channel is h, the width of
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Figure 7.8 Modeling temperature results. Effects of fuel thicknesses and air flow scenarios on heat transfer. Source:
Image taken from Palies et al. [586].

the air channel is hair , and the inconel thickness between air and
fuel channels is tmetal . The material and fluid properties were de-
termined at take-off operating conditions based on literature data.

Results of simulations at take-off conditions for the transverse
flow (top figures) and coflow scenarios (bottom figures) for air and
inconel layers of both 0.1 mm and fuel layer thicknesses of 1 and
0.5 mm are plotted in Fig. 7.8. This combination of thicknesses
shows that the temperatures reached will enable vaporization of
the fuel inside the channel layer. Furthermore, the coflow scenario
shows a reduction of inlet air temperature, as expected. Further
modeling refinement and thickness optimization should be con-
sidered next.
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Figure 7.9 Zoom on injector flowfield. Top left: Axial velocity z component. Top right: Transverse velocity y

component. Bottom left: Temperature. Bottom right: Fuel mass fraction. Source: Image taken from Palies et al. [586].

3.2 Premixing and premixing-stabilizing units
The results of the nonreacting LES numerical simulations in

the injection system (units 1 and 2) are presented in Fig. 7.9. Each
figure represents respectively the axial velocity, the y component
of velocity, the temperature, and the mass fraction of kerosene sur-
rogate. The total structured grid count is nearly nine million cells
and the time step was set to 1.0 × 10−8 s. Only a quarter of the ge-
ometry was modeled using periodicity. The results shown in the
figure were obtained without activating the chemical mechanism.
This flowfield did not reach the fully established flow state inside
the combustor chamber. The calculations with two-step chem-
istry were also performed; they are discussed later in this chapter.
These simulations used that initial input flowfield for initializa-
tion. Fig. 7.9 allows observing the diffusion of temperature and
species respectively within the domain along with the leaning of
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the mixture by the main air flow stream (gaseous air stream 3).
Periodic and isothermal/adiabatic walls no-slip boundary condi-
tions were used.

The modeling methodology is now presented for the coupled
premixing and premixing-stabilizing units. Reacting large eddy
simulations (LESs) were performed to initiate the design of the
coupled units with the Loci-CHEM code, a finite volume code for
3D chemically reacting turbulent flows, see Luke et al. [215], Luke
and George [216]. The geometry and the close-up views of the
mesh are respectively depicted in Figs. 7.4 and 7.5. The geome-
try is an extension of the configuration of Palies et al. [253]. The
methodology consists of multiple steps, including mesh size de-
termination and generation, boundary condition selection, and
combustion and turbulence modeling. The mesh size has been
determined according to two main criteria: the Kolmogorov scale
and the thermal flame thickness. The simulations are also used to
verify that no combustion occurs within the premixing unit.

The complete reacting formulation of the code is used includ-
ing the following two-step chemical mechanism. The first reaction
of the mechanism writes

C10H20 + 10O2 −→ 10CO + 10H2O, (7.2)

and the associated volumetric reaction rate is

ω̇1 = A1

[
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WC10H20

]0.5[
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]0.5

T a1 exp

(
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)
, (7.3)

where A1 = 4.5E7 s−1, a1 = 0.1, and Ea1 = 30 000 cal mol−1. The
second reaction, for the equilibrium, writes

2CO + O2 ←→ 2CO2, (7.4)

and its volumetric reaction rate is
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(7.5)

where A1 = 4.5E10 s−1 and Ea2 = 20 000 cal mol−1.
The NASA five-coefficient polynomials for the thermodynamic

and transport properties were used. An equivalence ratio of unity
is set for the present study at take-off conditions considering the
air flowing through the injector only (primary air). The flame
speed and adiabatic flame temperature quantities were deter-
mined first at conditions corresponding to take-off, see Tab. 7.1,
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Figure 7.10 Flame structure. 1D laminar premixed flame structure for the global two-step mechanism considered.
Source: Image taken from Palies et al. [584].

with a complex chemical mechanism (209 species and 1673 reac-
tions) of Dagaut [587] using 1D laminar premixed flames in Can-
tera. Next, the global two-step mechanism was obtained to first
retrieve the flame speed and get close to the adiabatic flame tem-
perature. The values obtained with the complex chemical mech-
anisms of Dagaut [587] are a flame speed of 0.82 m s−1 and an
adiabatic flame temperature of 2470 K. The obtained 1D premixed
flame structure with the presently determined two-step mecha-
nism is given in Fig. 7.10, where the flame speed is 0.83 m s−1 and
the adiabatic flame temperature is 2610 K. The computed values
of temperature (blue curve) and heat release (red curve) of the
premixed laminar flame, as obtained by Cantera, are displayed.
The calculated ignition delay time yields a value of 3.5 ms with
the complex mechanism and 0.75 ms with the global mechanism.
This discrepancy was retained as a safety factor for the design of
the injector. The Blint thickness (close to the flame thermal thick-
ness) was determined as 15 µm. The nonuniform mesh resolution
was taken as 60 µm in the finest region, near the injector, and
simulations were carried out on a quarter periodic configuration
taking into account directly two swirler vanes.

The Kolmogorov scale is determined in the fresh gases. The tur-
bulent Reynolds number is equal to Ret = ρu′l0/μ, where ρ is the
density of the fluid, u′ is the turbulent velocity fluctuation, l0 is the
integral length scale assumed here to be equal to 0.022 m (the in-



Chapter 7 Lean fully premixed injector design 335

Figure 7.11 Injector flowfield. Coupled premixing and stabilizing unit LES results inside the LFP injector. Source:
Image taken from Palies et al. [584].

jector diameter), and the dynamic viscosity μ is 4 ×10−5 Pa s, lead-
ing to a value of the turbulent Reynolds number of nearly 60 000.
In addition, the Kolmogorov scale η can be written as η = l0Re

−3/4
t ,

which leads to a value of 15 µm. The total grid count is nearly
ten million cells. The equivalent unstructured tetrahedron mesh
of the full geometry would be above 200 millions cells with respect
to these two scales. The Smagorinsky model was used in all simu-
lations. The thickened flame model of Colin et al. [319] was used
with the dynamic thickening method of Wang et al. [588].

Instantaneous flowfield results of the reacting LESs are given
in Fig. 7.11A to G. The results are taken from a longitudinal slice
through the injector upstream of the combustion chamber. It is
possible to distinguish the fuel and air inlets and the two modeled
units (second and third) of the injector, along with the statically
steady stable flame. In Fig. 7.11A to C, the mass fractions of fuel,
YO2 , and YH2O are given along with the equivalence ratio � field in
Fig. 7.11D. Fig. 7.11E to G depict the fluid velocity vector magni-
tude, the static pressure, and the static temperature. One observes
the distribution of the equivalence ratio field in three distinct
zones. In the upstream zone, the fuel stream (assumed at 475 K
once vaporized), gaseous air stream 1 (at 400 K due to the expected
temperature reduction within the heat exchanger), and gaseous
air stream 2 (950 K) are injected. There is no noticeable reaction
in that zone. The second zone, located between the outlet of the
first swirler and the outlet of the second swirler (materialized by
horizontal lines where the swirler mesh and the longitudinal slice
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Table 7.3 Radially averaged or integrated values.

Variable Back plane Swirler 2 outlet Swirler 1 outlet
P 5 570 560 5 471 000 5 517 900

T 890 872 815

� 0.924 0.864 3.35
S 0.414 0.262 0.303

intersect), is a high equivalence ratio region to prevent autoigni-
tion. Limited reaction occurs, as shown by the YH2O mass fraction
level. A complex chemical mechanism should be used in a second
step of the design to characterize accurately this limited reaction
event. Beyond swirler 2 and gaseous air stream 3, this limited reac-
tion is stopped. This could be the consequence of high local levels
of vorticity and flow strain. The third zone is located downstream
of the swirler 2 outlet up to the back plane of the combustor. The
flow speed increases significantly, and the species and tempera-
ture fields homogenize as the mixture is leaned out by gaseous air
stream 3 prior to stabilization of the swirling flame, see Fig. 7.11G
for the temperature. Pressure oscillations can be observed from
Fig. 7.11F and occur in the azimuthal direction of the flame tube.
It reflects the end of the statistically stable regime. The dynamic
stability of this configuration being out of the scope of the present
study, this is not further discussed in this chapter.

Similar observations can be deduced from the transversal
slices through the injector given in Fig. 7.12A to C. The color
scale maximum of the H2O mass fraction (0.003 maximum) and
static temperature (950 K maximum) highlights the limited reac-
tion occurring and the complete reduction of that reaction after
the outlet of the second swirler.

The extracted profiles (at that time step) at three axial locations
(swirler 1 outlet, swirler 2 outlet, and back plane of the combus-
tor) are plotted in Fig. 7.13A for axial and azimuthal velocities, B
for mass fraction of fuel and oxygen, and C for static temperature
and pressure. Radially spatial averages of static pressure, temper-
ature, and equivalence ratio along with estimated swirl numbers
are documented in Tab. 7.3 and obtained from these instanta-
neous profiles. The profiles taken at the back plane of the com-
bustor distinctly show the uniformity reached for the temperature,
pressure, and species, prior to the combustion region contributing
to static stability.
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Figure 7.12 Zoom on injector flowfield. Coupled premixing and stabilizing unit LES results inside the LFP injector.
Transversal slice. (A) Mass fraction YH2O . (B) Equivalence ratio �. (C) Temperature T . Source: Image taken from
Palies et al. [584].
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Figure 7.13 Results profiles. Coupled premixing and stabilizing unit LES results inside the LFP injector. Profiles.
(A) Velocities. (B) Mass fractions Y . (C) Temperature T and pressure P . Source: Image taken from Palies et al. [584].
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One of the key aspects of the design of the LFP injector is to
generate a fully premixed stabilized swirling flame without au-
toignition within the injector. The present reacting numerical sim-
ulations indicate that at the take-off conditions selected, there
is no autoignition within the injector but only limited reaction
that does not trigger ignition in this statically stable regime. The
autoignition temperature of kerosene fuel is between 500 K and
600 K. It is important to discuss the multiple mechanisms that can
participate to limit autoignition in the present case:
• Mixing of species versus mixing of heat: Autoignition can

be triggered when the local fluid properties are within the
flammability limits for a premixed flame or on the stoichio-
metric line for a diffusion flame if local heat is available. This
gives a condition on species and temperature for autoignition
for the local fluid. Mixing of species and heat is controlled
by multiple processes and phenomena, including for exam-
ple the gradients of species, temperature, aerodynamic effects,
and turbulence. These processes have different effects on heat
and species. As a consequence, these fields evolve differently,
and it is important to compare each field with each other to
detect possible conditions for autoignition. For example in
Fig. 7.11A to D and G, one can compare the distributions of
species (and equivalence ratio) and temperature. In the most
upstream regions, prior to the end of the first swirler outlet, the
stoichiometric region is either located where the temperature
is below 600 K, preventing autoignition, or in a region where
autoignition of the gaseous fuel could occur because the lo-
cal temperature is higher. But other mechanisms prevent that
latter autoignition.

• High flammability limit: By design, the present injector makes
use of high flammability region mixtures to avoid autoignition
in the premixing unit. Indeed, a premixed flame cannot be gen-
erated nor propagate if the local fluid properties are outside the
lean or rich flammability limits. As a consequence, when the lo-
cal equivalence ratio is high, there cannot be local autoignition
because the mixture is too rich. The second zone of the injec-
tor (between the swirlers) reflects that aspect with some overall
high equivalence ratio regions.

• High flow strain and vorticity: Another phenomenon prevent-
ing autoignition is the presence of strong flow strain and vor-
ticity, which cause direct extinction or hinder autoignition as
observed on the present results. The limited reaction observed
is rapidly extinguished by the flowfield itself.

• Ignition delay time versus interaction time: A previous section
has shown that the time delay was of the order of 0.75 ms. In the
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present injector, the flowfield is highly turbulent and the local
conditions of appropriate species and heat conditions are not
maintained for a sufficient duration, allowing ignition to occur
within the injector.
It is also important to remember that the equivalence ratio and

temperature distributions will be modified if the geometry of the
injector changes. The species and temperature distributions up-
stream of the flame will indeed depend on the geometry and swirl
rates. A reduced-order model should be developed to investigate
these aspects and to guide the use of full reacting CFD on selected
cases in future work.

4 Conclusion
This chapter presented an initial design study for an LFP injec-

tor system for commercial aircraft engines. The injector is made of
three units: a vaporizing unit, a premixing unit, and a premixing-
stabilizing unit. The design of the present injector is at the inter-
section of combustion physics, combustor requirements, and jet
engine operating conditions. Elements of these fields are used to
determine the appropriate boundary conditions, including oper-
ating pressure and inlet temperature, and the required physical
model parameters, such as the chemical mechanism parameters.
This work is motivated by future high pressure, high tempera-
ture small core engines aiming at higher efficiencies and reduced
NOx emissions. The chapter described results of the design pro-
cess with numerical simulations. The first unit, the vaporization
unit, is initially modeled with a transient 2D (and then 3D) finite
difference code to capture heat transfer from conduction and con-
vection inside the vaporizing unit fuel channel. The vaporization
of the inlet liquid fuel is captured in the immediate vicinity of the
inconel layer–fuel channel interface. The second and third units
(premixing and premixing-stabilizing) are studied in a coupled
fashion where the inlet boundary conditions are computed based
on the take-off operating conditions considered. The coupled unit
is studied with numerical LESs. The results indicate that: (i) there
is potential to design an injector with fully premixed stream when
using a heat exchanger to enable premixed combustion for gas
turbine engines; (ii) the LFP injector does not present autoigni-
tion but limited reaction only during the statically stable regime
studied, (iii) the LFP injector allows to form a premixture of ap-
propriate equivalence ratio; and (iv) preliminary results show the
potential in terms of static stability.

The perspectives of the present work are: (i) to continue the
refinement of the injector design with detailed numerical simula-
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tions at relevant operating conditions, (ii) to make direct compar-
isons with existing injectors in terms of design requirements, (iii)
to enhance the models and parameters used in the study (such as
BC, chemistry mechanisms, mesh resolution, etc.), (iv) to reduce
the overall injector size, and finally (v) to carry out experimental
testing and measurements for demonstration and model valida-
tion.



Conclusion and perspectives

Energy and transport industries face many outstanding technical,
economical, geopolitical, and environmental challenges. Recently
the 2015 United Nations Climate Change Conference, COP21, has
led to the Paris Agreement. This Agreement states an overall ob-
jective to maintain global temperatures well below 2◦C above
preindustrial levels and to pursue efforts to limit the tempera-
ture increase to 1.5◦C. The design and use of technologies aiming
at reducing or suppressing emission of pollutants such as NOx

and CO2 will thus have a strong impact and will help to reach
the COP21 goals. The idea of the hydrogen economy in that per-
spective has been the subject of several reports, such as from the
USA National Academy of Engineering in 2004. This economy is
based on hydrogen for energy generation and transport (auto-
motive, boats, aircraft, etc.). In June 2018, France initiated a pio-
neering deployment plan of hydrogen for energy transition which
aims at tending towards such a hydrogen economy. Furthermore,
in 2018, the European Commission presented its strategic long-
term vision for a climate-neutral economy by 2050. The Euro-
pean Commission wrote in the companion report of this strate-
gic vision: “...hydrogen-based technologies (such as electric vehi-
cles and vessels based on fuel cells) may become competitive in
the medium to long-term. Liquefied natural gas with high blends
of bio-methane could also be a short-term alternative for long-
distance haul. Aviation must see a shift to advanced biofuels and
carbon-free e-fuels, with hybridisation and other improvement in
aircraft technology having a role in improving efficiency. In long
distance shipping and heavy-duty vehicles, not only bio-fuels and
bio-gas but also e-fuels can have a role provided that they are
carbon-free throughout their production chain. E-fuels can be
used in conventional vehicle engines, relying on the existing re-
fuelling infrastructure. Further significant steps in research and
development are needed in production of decarbonised fuels as
well as the vehicle technologies such as batteries fuel cells and hy-
drogen gas engines...”

In this general worldwide context, it is important to improve
and adapt combustion technologies to reduce their environmen-
tal impact in terms of emissions and to increase engine efficien-
cies, for example, for the engine thermal efficiency, by enabling
the optimum gas turbine engine combustor outlet temperature.

343
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Regarding the reduction of the pollutants emission, there are two
possible ways: reduce their formation or eliminate their emission.
There are two ways to do so in aviation: the fuel selection and
the combustion regime/combustor configuration selection. One
method for nitric oxide NOx emission reduction consists in burn-
ing in the lean premixed mode, where fuel and air are premixed
before they react. One possible method for complete suppression
of the emission of pollutants, including NOx and CO2, is hydrogen
combustion, which generates water vapor and releases heat. The
suppression of the formation of pollutants is a major argument in
favor of hydrogen–oxygen combustion, but it is a long-term goal
requiring many intermediate steps. Tremendous research and de-
sign are required to reach this long-term goal. As a step toward this
goal, research should focus on premixed combustion modes with
a mixture of natural gas and hydrogen. In addition, in this context,
technologies and systems enabling onboard separation of oxygen
from air should be researched.

Another critical aspect of future work will be the use of current
and future knowledge of premixed combustion and combustors
to reduce the fuel burn. The links between the flame speed, flame
surface area, heat release, and kinetic energy generation should be
investigated for this goal. The link between flame stabilization and
pollutant emission reduction has to be researched also in a more
comprehensive manner. Finally, the perspectives for theoretical
and data mining/analyses, numerical modeling, and testing/ex-
periments are significant.
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