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PREFACE

In today’s modern society, information system (IS) through big data 
contributes to the success of organizations, as it gives a solid foundation 
to increase both efficiency and productivity. Many business organiza-
tions realize that compliance with big data regulations will affect their 
business prospects. An IS is a group of computer tools that can be used 
for collecting, storing, or processing data. Institutions depend on these 
systems to help enable and support their operations, interact with people, 
manage their workforce, provide services, and many other processes. 
Every day, the amount of data collected in the digital tools grows more 
tremendously than in previous years. As the amount of data increases, the 
use of IS becomes more essential, and thus, with every passing year, the 
price of IS hardware has decreased significantly as well. This development 
is occurring under the Moore’s law, as the heart of microprocessors has 
been doubling every 18–24 months.

To manage these data, we depend on IS to create, control, store, 
distribute, locate, and access this information. However, traditional 
computing solutions are not scalable enough to manage such magnitude of 
data. These large sets of data volume are known as big data. Big data is the 
result of collecting a large volume of data across many sites. It is important 
to have the right information system to cater to the high volume of data 
collected in a system. Academic institutions can benefit from big data if 
they know how to manage it accurately.

Big data is often determined according to the “3Vs,” which is volume, 
variety, and velocity. The 3Vs can also be described as the quantity, 
diverse types of data, and rate of flow of information going into organi-
zations that exceeds the capacity of a traditional computer. The volume 
aspect of 3Vs is the size of data. It is difficult to determine the limits of 
big data, so this aspect is very relative in the education field. Variety is 
different types or formats of big data. Therefore, this means that big data 
in academic settings collects, analyzes, and provides information with 
different backgrounds to ensure better learning resources for institutions. 
Last, velocity is the increasing flow of data and the need for hardware 
in ISs to carry more and more information, and for software to process 
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these data as quickly as possible. Big data ensure that stakeholders in the 
academic environment can have a quick access to information needed in 
their educational processes.

There are many challenges faced in handling big data. For many 
years, the collection of big data is still growing massively, and until now, 
leaders are still figuring out how to deal with these particular challenges. 
The challenges do not only focus mainly on the volume of data, but also 
from variety and velocity. Thus, to manage big data effectively, leaders 
must also assess these issues. In the case of an academic institution, data 
volume problems such as an overbearing amount of data can come from 
accumulation of old types of data that have been stored for many years 
plus the additional new types of data.

Shrinking size of data can be exampled by Twitter interactions. Most 
of the interactions present on Twitter are mainly texts, which can be 
compressed easily at high rates. In terms of use for academic purposes, 
many data available could also be modified in the same way as Twitter, 
with the fact that they are mainly consisting of texts.

This study highlights, emphasizes, and analyzes the impacts of big data 
and how they can be implemented in the areas of social media, business 
process re-engineering, science, e-learning, higher education, business 
intelligence, and green information and communication technologies. The 
result is very promising as big data is now highly regarded and accepted 
as a useful tool to help organizations systematically to manage their data 
and information effectively and efficiently.
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CHAPTER 1

ABSTRACT

Social media has been become one of the largest platforms on the Internet 
for people to interact with each other. It can be used as a platform to further 
connect with consumers. Social media means any form of websites or 
applications that allows users to create and share information actively or 
to participate in social networking. People, including students, use social 
media in all sorts of different ways. One of the growing trends in social 
media is to start a business online, a form of e-commerce, whereby the 
social media can serve as a platform or an online retail store for certain 
products. With the emergence and evolution of the smartphones that are 
equally competitively produced by Apple, Samsung, mobile phones have 
become one of the most globally popular social media platforms that 
provide various service of communication. The power of social networking 
is very interesting, as it not only serves as a platform for networking with 
others, but it can also be used as a hub for educational learning. In business 
practices, companies are able to make use of social media to reach out 
and connect with their customers in order to ensure consumers of their 
products maintain a sense of loyalty. Social media consists of unlimited 
data, called by big data. Big data is defined as a cultural, technological, 
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and scholarly phenomenon that rests on the interplay of technology and 
analysis and mythology. These three concepts are linked together when 
technology maximizes the computation power and algorithmic accuracy 
to gather, analyze, link and compare large data sets. Analysis works in a 
way that it draws large data sets to identify the patterns in order to make 
economic, social, technical, and legal claim. It is a widespread myth that 
large data sets offer a higher form of intelligence and knowledge that can 
generate insights that were previously impossible, with the aura of truth, 
objectivity, and accuracy. This study emphasized the effect of big data and 
social media issues for organization redesign of business processes and 
reengineering.

1.1 INTRODUCTION

Today, social media has been the driving force behind modernization. 
It has become one of the largest platforms on the Internet for people to 
interact with each other. In terms of business perspective, it can be used 
as a platform to further connect with consumers. Big data, on the other 
hand, is the amount of data that is readily available over the Internet; it 
consists of everything that an individual inputs onto the Internet. Taking 
social media as an example, on Facebook when an individual updates his/
her status, it will be saved onto the server as part of the database. This is 
true for Twitter as well, when one is to update their status; the information 
is uploaded onto the server and stored.

Kirschner and Karpinski (2010) reported a negative relation between 
the usage of Facebook and a student’s grade point average (GPA). Through 
the collection of quantitative data, the data showed that there were mean 
differences between the GPAs of active Facebook users, averaging 3.06 
GPA, and non-active Facebook users, averaging 3.82 GPA. Thirty-five of 
the 219 participants provided a qualitative data by stating their reasons 
for the impact of Facebook on their performance. Those suggesting that 
Facebook had a negative impact had comments about distraction or poor 
time-management skills.

There are three ways in which privacy can be invaded online. The 
first was an uninvited intrusion into a user’s personal space. This includes 
online marketing, spam advertising, pop-ups and sponsored sites around 
the edges of a web page. The study shows that such intrusions are the 
most noticeable invasion of privacy in people’s minds, even though their 
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potential consequences are the least harmful. The second threat which is 
believed to be the most serious is fraudulent e-commerce transactions and 
identity theft. Although it is the most serious, the case study shows that 
people are not worried about such activities as they believed that it would 
be done by big data companies such as Google and Facebook.

The third kind of privacy invasion is personal profiling by big compa-
nies for commercial advantages, whereby big data companies such as 
Google or Facebook combine hundreds and thousands of data obtained 
from different sources, known as the process of data blending, to under-
stand who an individual is, where he/she lives, where they usually go, who 
their friends are, what they prefer to buy, etc.. This information may be 
simply used to make offers that are likely to appeal to us as individuals or 
for less harmful purposes such as knowing whether an individual engages 
in risky hobbies and should be charged with higher insurance rates.

This study discusses the effect of big data and social media issues for 
business processes and reengineering. The discussion on social media and 
big data is provided in Sections 1.2 and 1.3. The emerging technology 
issues and effect of big data and social media is discussed in Sections 1.4 
and 1.5. Section 1.6 provides information on managing change through big 
data and social media. Finally, the conclusion is provided in Section 1.7.

1.2 SOCIAL MEDIA

Social media is defined as a group of Internet-based applications that 
allow the creation and exchange of user-generated content (Kaplan and 
Haenlein, 2010). Social media, in general, means any form of websites 
or applications that allows users to create and share information actively 
or to participate in social networking. People use social media in all sorts 
of different ways such as students, for example, make use of social media 
to learn. One of the growing trends in social media is to start a business 
online, a form of e-commerce, whereby the social media can serve as a 
platform or an online retail store for certain products.

From the definition, we can deduce that social media typically consists 
of tools such as blogs, social network sites, virtual worlds, games, Wiki-
pedia, YouTube, etc. Social media is a category of which emerged online 
media incorporates with a number of characteristics such as participation, 
openness, conversation, community, and connectedness, all of which 
requires the abovementioned tools to execute.
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It is worth noting that social media is not only found on the Internet. 
In recent years, with the emergence and evolution of the phones that is 
equally competitively produced by Apple, Samsung, and so forth, mobile 
phones have become one of the most globally popular social media plat-
forms that provide various service of communication. An example of a 
popular form of communication on social media through the use of mobile 
phones is the application “WhatsApp” with an estimated 900 million 
users worldwide on a monthly basis, it has become arguably one of the 
most popular applications to date, and continues to offer its services to the 
world for free (Susanto, 2018; Almunawar et al., 2018a; Almunawar et al., 
2018b; Susanto et al., 2016a; Almunawar et al., 2015).

A few more examples of social media would be, “Facebook,” one of the 
first social networks was created by university dropout Mark Zuckerberg.
Facebook has a whooping 1.55 billion monthly active users on the applica-
tion as of January 2016, that accounts for roughly 21% of the world’s 
population alone, with other applications such as Twitter and Instagram, 
having 320 million and 400 million users, respectively.

The power of social network is very interesting, as it not only serves 
as a platform for networking with others, it can also be used as a hub 
for educational learning. With the development and emergence of Web 
2.0, which offers interactive media that is easily accessible and free, an 
increasing number of users have progressed it from a media for sharing to 
a tool for learning together. The usage of Google Drive is a good example 
of this, whereby an individual can create a document and then share it 
with others to work on the document together without having to meet 
each other. Social media has made it promising to improve learning and 
teaching experience among the students and teachers.

In business practices, companies are able to make use of social media 
to reach out and connect with their customers in order to ensure consumers 
of their products maintain a sense of loyalty. Brand loyalty is a signal that 
intensifies consumers’ trust and the relationship that a consumer shares 
with the brand itself and how they identify themselves with the brand. As 
a brand creates an exclusive and premium product, it produces significant 
means to human mind in order to make their products irresistible and 
irreplaceable and eventually winning the loyalty of consumers. This, in 
return, is able to increase sales revenue, market share, profitability to firm 
and helps with the growth of firm as well as maintaining their position in 
the marketplace (Almunawar et al., 2013a; Almunawar et al., 2013b).
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The study, based on brand loyalty, which focused on Turkey, found that 
the driving force behind the brand loyalty was indeed an advantageous 
campaign on social media and also the campaign appearing on different 
kinds of social media platforms.(Erdoğmuş and Cicek, 2012)

1.3 BIG DATA

Big data is defined as a term that describes a large and complex amount 
of data both structured and unstructured inundate in business on a daily 
basis. Big data is a relatively new data that has only come about in the 21st 
century whereby the concept of big data only gained momentum in the 
early 2000s when an industry analyst, Doug Laney, divided the concept 
distinctly into three parts which is known as the three Vs: volume, velocity, 
and variety. Volume is where an organization collects data from a variety 
of sources, including business transactions, social media, and information 
from sensor to machine-to-machine data. In the past, storing it would have 
been a problem, but the new technologies, such as Hadoop, have eased the 
burden. Velocity is where the data streams in at an unprecedented speed, 
and must be dealt with in a timely manner. RFID tags, sensors, and smart 
metering are driving the need to deal with torrents of data in near-real time. 
Variety is when data comes in all different kinds of formats ranging from 
structured, numeric data in traditional databases to unstructured text docu-
ments, e-mail, video, audio, stock ticker data, and financial transactions.

Big data can also be defined as a cultural, technological, and scholarly 
phenomenon that rests on the interplay of technology and analysis and 
mythology. These three concepts are linked together when technology 
maximizes the computation power and algorithmic accuracy to gather, 
analyze, link and compare large data sets. Analysis works in a way that it 
draws large data sets to identify the patterns in order to make economic, 
social, technical, and legal claim. Mythology is the widespread belief that 
large data sets offer a higher form of intelligence and knowledge that can 
generate insights that were previously impossible, with the aura of truth, 
objectivity, and accuracy (Susanto et al., 2018).

Big data can be divided into two types, the first being public data and 
the other private data. Public data is information that is readily available 
for access by the public. They can be freely used, reused, and redistrib-
uted by anyone with no existing local, national, or international legal 
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restrictions on access or usage. Private data is basically the opposite of 
public data, where the data is not available to the public but is held by and 
available to the companies that have the data. However, these data can be 
transferred to third parties provided that users have given permission or 
that the data has been anonymized whereby the identifying information 
has been removed. In short, data for researches or commercials relies on 
how users have customized their contents to be shown to the public which 
can be seen by anonymous or private parties where the user identifies who 
can see it.

The term “big data” is being thrown around today and can generally 
be confusing for the most people. Big data has been used as a term to 
describe different kinds of ideas such as huge quantities of data, social 
media analytics, next generation data management capabilities, real-time 
data, and so forth. Whichever ways they are labeled, organizations have 
begun to slowly understand the capability of analyzing this vast array 
of data and as such, there has been a group of growing pioneers that is 
achieving a breakthrough success in business outcomes, especially those 
that make use of social media. Organizations have now understood that in 
order to compete economically worldwide, they need to comprehensively 
understand the markets, consumers, products, regulations, competitors, 
suppliers, employees, and so forth. All these factors require the effective 
usage of information and analytics and the reason why the information 
is considered a valuable asset for a company. With the emergence of big 
data, organizations are discovering new ways to be more competitive and 
to beat the market by improving themselves in all the aspects that are 
beneficial for their businesses. However, they are not all able to make full 
use of such information, but it is definitely available with the industry.

The benefits of big data are not to be underestimated. It can benefit 
major companies that can use such data to their advantages. A telecom 
chain is one such business that could benefit. With big data, they are able 
to route optimally and increase the quality of service by analyzing their 
network in real time. They can also cope with fraud by analyzing call data 
records in real time. It is also possible for them to be able to increase their 
profits as it allows the call centers representatives to be able to flexibly 
modify the subscriber calling plans immediately. Telecoms are also able 
to tailor their marketing campaigns to suit individual consumers based on 
the location and social network technologies. Last, they are able to use 
big data and create an insight into consumers’ behavior and be able to 
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use the data to develop new products and services to better improve their 
businesses (Acker et al., 2013).

1.4 EMERGING AFFECTED

With huge user base on social media applications such as Facebook, it 
is no surprise that a huge amount of data is generated which means that 
inevitably social media and big data are linked directly with each other. 
Statistically, it has been shown that people from around the world post 
400 million tweets on Twitter, adding to the sum of 350 million pictures 
on Facebook and 4 billion views on YouTube, in a day, which generate a 
large amount of data.

1.4.1 MARKETING

One of the primary links between social media and big data is marketing. 
Through obtaining data from social media such as Twitter, companies 
are able to “retarget,” whereby the company tags online users when they 
surf on a certain website and more advertisement to the people who have 
shown some interests in the brand. Being able to retarget the potential 
customers is able to open up the market for the businesses as it is able to 
provide opportunities to aim for 98% of visits to retailers’ websites which 
end up with purchases. Whilst it is common practices, it is understood that 
using big data on social media data on consumers is more sophisticated.

1.4.2 TRACKING ONLINE BEHAVIOR

Social media famous websites such as Facebook, Connect, and Google+ 
Sign-in, offer third-party declaration services which allows the user to sign 
up for an account with some correlated websites by using their social media 
account. These services allow specific users to browse behaviors that can 
be traced and tracked using software tracking devices called “cookies” and 
“pixels,” which are available on computers when the user visits a particular 
website. The social media platforms are able to link the users’ online activi-
ties outside of the social media platform to the data from their personal 
profiles. This allows other websites more access to the users’ social media 
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data. The excessive usage of social media has encouraged the development 
of new methodological and technical perspective to capture, process, and 
analyze big amount and complicated data. Analyzing the social media data 
can help one to improve the understanding behind how people act and 
think. As such, organizations are able to use these information obtained 
from the social media to think of ideas that could be applied to their activi-
ties, improve decision-making processes, provide services more effectively, 
able to have a target population for a certain innovated products, and also 
have the ability to influence consumers attitude in the next coming years.

In 2012, the United Kingdom Government had invested an amount of 
£189 million for doing the research in big data, moreover, an additional 
of £73 million was invested again which was released in February 2014. 
The economic and social research added another investment of the amount 
of £64 million in Big Data Network; this includes the funding to ease the 
access to social media data and further research leading to the total value 
of investment to £326 million by researching of big data alone. This proves 
that the access to such an amount of readily-available data on millions 
of people’s’ activities and behaviors are a highly useful resource for the 
researchers and also the organizations. To aid in data collection, a program 
has been developed that can automatically extract data from social media 
sites known as Application Programming Interfaces (APIs).

APIs are a set of guidelines and tools for sorting out interactions between 
different software, and their can also be used to extract social media data 
automatically. Some of the social media platforms are providing the APIs 
for free; however, there are restrictions on the amount or type of data that 
can be found by the users. Several companies, such as DataSift and Gnip, 
have dealt with social media companies to have more admission to large 
amount of data through APIs, such as the full public Twitter feed. After 
these processes, it is to sell to the third parties, with prices from around 
£2000 per month. Another benefit of having APIs is that it can also be used 
to enter some private data.

An example of tracking behavior and obtaining big data through social 
media is by using big data analysis. Big data analysis plays an important part 
in planning out the election strategy of a particular country. This campaign 
has hired a huge data analytics team; they make use of the data obtained 
from the social media. Through analyzing and browsing for correlations 
in past voter features and behavior, they were able to identify the profiles 
of the kinds of people who might vote for them, and to place the resources 
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more efficiently. For example, television advertisements were broadcasted 
when it is known that they had most effects with the voters. Analytics was 
also used to identify which to target door-to-door.

1.5 MANAGING CHANGE TROUGH SOCIAL MEDIA AND BIG 
DATA

With the high traffic of social media, a huge cause for concern that plagues 
society, especially the generation Y, is that it can lead people spending far 
too much time on the social network. The social media applications such 
as Facebook serve nothing more than just being a form of entertainment 
value. They believe that it is a form of distraction and another thorn in 
academic achievements.

There are two basic issues that need to be pointed out in managing 
with big data, which are storage and management issues. First, how the 
data is being stored. The amount of data has drastically increased each 
time as new storage medium is invented. However, due to the huge usage 
of social media, there is no recent storage medium. Second, management 
is the most difficult issue to be solved with big data. This is because the 
way in order to resolve issues of access, metadata, utilization, updating, 
governance, and reference are proved to be critical barriers. Compare to 
the manual methods to collect the data, where the right protocols are often 
done step-by-step in order to ensure the validity, accuracy, and the digital 
data collection is much simpler. Data qualification is more focused on 
missing data or outliers than trying to validate every item. The way how 
data is collected, verified temporally and spatially when those data are 
readied for analysis and inspections (Kaisler et al, 2013).

1.5.1 INACCURACY OF INFORMATION

A study search habits of focusing largely on first year university students 
showed that, students relied on websites such as Google and Wikipedia 
about 80% of the data to obtain information. However, further research has 
shown that when asked to rank the reliability of information from different 
websites, it was found that Google and Wikipedia is the least reliable in 
providing accurate data. The reason for this could be that, due to the public 
having access and being able to edit information within these applications, 
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they have the ability to change the information into random information 
that could be irrelevant to the topic and unless moderated properly, it could 
remain untouched and people may just believe in what they read. The 
educators have further critique social media for providing limited resources 
and useful information beyond just being an entertainment platform.

The researchers argued that lack of supervision and improper use of 
social media brought risks of privacy invasion and online harassment. The 
freedom and openness provided by such social media tools also lead to 
excessive sharing of information, yet, it is hard to prove if all the informa-
tion shared is correct.

1.5.2 SOCIETY REDESIGN

A Study was conducted to answer a concerned mother opinion on social 
media on the Huffington Post, it was focusing on how social media is 
affecting teens in general and she outlined eight key problems with teens 
and social media. First, she believes that teens have lost the ability to pick 
up on social cues and that they are unable to read other people’s’ behavior 
which can lead to conflicts. Second, they are unable to learn the ability 
to cooperate with others which is essential in society to get along with 
friends and coworkers as they are mostly just spending time alone on the 
Internet. She believes that teens need to learn to be inclusive, learn how to 
deal with free times better, teens are becoming more sleep-deprived, create 
too much excessive drama on the social media, and are not appreciative of 
the present moments. The key highlight of the article is the final issue she 
brings up whereby she says that teens are becoming more aggressive and 
sexual when they feel anonymous and are communicating electronically. 
This means that they are able to hide their identity behind the technology 
such as creating fake accounts on social media which can be prone to 
cyber-bullying. However, she does believe that social media is fine but 
that teens need to be able to find a good balance between spending time on 
social media and spending time on real-life activities.

1.5.3 EDUCATION

While making use of social media in education, it can be seen as effective 
and efficient, it is worth noting that there are some key issues that may 
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undermine social media in terms of education. With the advancement of 
technology, an individual may also need to keep up with the advancement 
in order to make full use of the technology. In order to make use of such 
technology, administrations and faculties staffs of higher education and 
even lower education institution are required to understand the phenom-
enon of social media technology. This can be a challenge as these staffs 
have to take out time from their busy schedule in order to learn about 
technologies and governments may have to invest more capital to make 
use of such technology and to provide courses for staffs to learn about the 
complex technology (Liu et al., 2018; Susanto, 2017a, Susanto 2017b, Leu 
et al., 2017).

The issues of the usage of social media in schools have different sides. 
While beneficial to teaching and learning, whereby the students are able 
to immediately and constantly connect and network understanding of their 
digital world. Guidelines and policies can be found on the Internet from 
various school boards and districts to make a distinction between purpose 
or intent and use of social media. These guidelines, however, are similar 
to those of that in an actual workplace rather than an actual policy docu-
ment on social media tools. Issues such as security as well as facing the 
challenges of how and when it is an appropriate time for teachers and 
the students to engage socially online, as some may consider engaging 
socially online outside of school hours, but it can be considered as a form 
of harassment which can further lead to more issues such as sexual harass-
ment as there have been cases reported worldwide of teachers and students 
engaging with each other outside of school hours on social media (Susanto 
and Almunawar, 2018; 2016; 2015).

However, not only the institutions should be aware of usage of social 
media. Students also have the same responsibility and should be aware that 
the comments and material which they share may have serious implications 
and even legal consequences for them and the institution. Students could 
misuse social media and post negative, damaging, and defaming material 
that can affect other students, staff, third parties, their courses, or the insti-
tution itself in general such as tweeting a complain about their homework 
or lecturer. Students may also use the social media to challenge the social 
norms and status quo and progress contentious, or provide controversial 
views and opinions. Social media works in a way that once postings have 
been made, it can spread very quickly to others and to remove the mate-
rial or information can be very difficult and to handle the situation can 
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be extremely difficult even if the authorities are involved. Additionally, 
misusing of social media may give rise to unfavorable publicity, which 
may result in damage to fame and reputation.

In such cases, institutions may also risk being exposed to complaints 
and will be accused of not having taken the appropriate precautions to 
prevent the inappropriate usage of social media by the students. For 
example, students posting inappropriate material can lead to complaints 
by other students, staff and third parties of bullying and harassment and 
discrimination. The victims of social media abuse can also accuse institu-
tion for having failed to properly take care of them and its obligations 
under health and safety rulings (Susanto, 2017c; Susanto and Chen 2017). 
However, it is well worth noting that having restrictions in place and 
taking action against the students, whilst monitoring their usage of social 
media having arisen debates regarding human rights and how it is taken 
away from them under the European Convention on Human Rights and is 
expected to further develop in the coming years.

1.5.4 CLAIMS OF ACCURACY CAN BE MISLEADING

Big data is understood to be able to offer a new approach to claim the status 
of quantitative science and objective method. In reality, however, working 
with big data can still be subjective and that what it is able to quantify does 
not necessarily have a solid claim of objective truth, particularly when 
considering the messages from social media sites. Bollier (2010) states 
that big data is not self-explanatory and that with such a huge amount of 
raw data and with it being so open to interpretation, he questions whether 
the data can actually represent an objective truth or that it can be free from 
bias and filtered properly.

1.5.5 ORGANIZATION IMPACT

Another issue of big data in a business aspect is that the consequence 
it has on the organization. With the advancement of technology and the 
usage of big data to analysis in most organization, it made the organization 
structure to deflect which means that the positions slot and roles within 
organizations had to be reelected and new positions are given. The major 
worrying issue here is that it might let the people to have lesser opportunity 
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for veteran labors as well as technology replacing human labors. However, 
the data that were collected will require human to analyze, it requires a 
very different skills and approaches to deal with the data (Leu et al., 2015; 
Susanto et al., 2016b).

It has been argued that the size of the datasets has decreased, or even 
be removed, the need for created statistical methods such as random 
sampling, because all the data can be analyzed. However, in the case of 
social media data, it only contains data about people that use social media. 
There are concerns that social media data could not represent the groups in 
society, such as the elderly or those from lower income backgrounds. This 
means that there are large gaps in the data, and there are no acceptable 
methods for controlling for biases. There is also an argument as to whether 
social media data should be viewed and analyzed as quantitative or quali-
tative data. A number of researchers argued that more clarification in the 
methods used and consistency are needed for analyzing large quantities of 
unstructured and complex data (Susanto, 2016).

1.5.6 ETHICAL ISSUES

In the case of ethical issues surrounding big data came about in 2006, 
when a research group based in Harvard started gathering profiles of 1700 
college-based Facebook users to study how their interests and friendships 
changed overtime. These data that were thought to be anonymous were 
then released to the world which allowed other researchers to explore and 
analyze the data freely. These researchers were then able to find out that 
they were able to de-anonymize parts of the data which would compromise 
the privacy of the students that were being researched with none of them 
being aware that their information were being collected. This was a major 
invasion of privacy and the case headlined and raised even more issues for 
researchers regarding big data.

1.5.7 ACCESS TO BIG DATA CREATES NEW DIGITAL DIVIDE

While it may seem that access to big data is straightforward, it is not as 
clear cut as it seems. The only social media companies truly have access 
to big social data and that only those researchers that are employed by 
companies such as Google and Facebook can gain access to such rich data 



14 The Emerging Technology of Big Data

when compared to just a normal scholarly researcher. Due to the data being 
such a privilege, some companies decide to keep the data for themselves 
and restrict access for others completely; some decide to sell the informa-
tion for money while others decide to only offer a small amount of data for 
university researchers. This creates an unfairness in the system, whereby 
those that are employed by major companies or those that have a large 
amount of money are able to produce an entirely different data than the 
typical researchers that are not employed by the company.

The difficulty and the resources needed to obtain the big data produce 
a restricted culture of research findings. Big companies that hold a large 
amount of data are not responsible to make their data available to the 
public, and they hold the authority over who gets to see them. Big data 
researchers with access to proprietary data sets are less likely to choose 
questions that are contentious to a social media company if they think it 
may result in their access being cut. The chilling effects on the kinds of 
research questions that can be asked both in public or private are some-
thing we all need to consider when assessing the future of big data.

The digital divide then can be separated into two, the big data poor and 
the big data rich, with some researchers suggesting that with such a divide, 
they would rather not study cases relating to social media altogether as it 
creates a huge inequality and that the capitalists is very capable of manipu-
lating the data provided to their advantage.

1.6 SOCIAL MEDIA AND BIG DATA LINKED TOGETHER

The information that social media applications contain is mostly valuable 
information that could be personal about individual. The data is valuable 
in the sense that it is detailed, personal and accurate as the information is 
provided by the individual themselves. The nature state of the data makes 
it vulnerable within a user’s network. This can increase the possibility of 
accuracy when compared to the data from other sources. The data social 
media application stores are owned and controlled by private companies. 
Applications such as Facebook, LinkedIn, and the Google suite of products 
which includes but are not limited to Google Search, YouTube to name a 
few are driven by information sharing but are monetized through internal 
analysis of the data gathered, a form of computational social science. 
These data that have been gathered are usually used by business clients, 



Managing Big Data’s Impact on Social Media  15

government, other users within the social media platform, and also the 
platform provider itself.

Social media applications are capable of providing different variety 
of data. For example, when a user access the application, the time they 
are accessing can be seen and can then be used in different locations to 
identify insomniacs to advertise sleeping pills, or they could even analyze 
data on users’ age and sexual preference to target advertisements of adult 
products. Such analysis, while capable of drawing in a bigger market for 
entrepreneurs, has the potential to cause unease or unauthorized disclosure 
of sensitive personal information about an individual. This poses both 
technical and ethical problems. It is possible to identify the individuals 
with a certain condition but whether they would like the information to 
be shared depends on the individuals themselves which brings about the 
major concern that it is unethical because social media takes advantage of 
our information for its own benefit (Oboler et al., 2012).

One of the major issues regarding big data in social media is the threat 
that it carries towards users’ privacy from other users’ media. It is a cause 
for concern and a huge threat due to the fact that the person harmed can 
theoretically not be involved in the uploading process of the data and thus 
is unable to take any precautions along with the amount of data, that is 
being uploaded to the database is so huge and varying that it cannot be 
manually sighted. Currently, to add more threat to the issue is that there is 
no countermeasures in place to protect against such a threat except post-
priory legal ones where it is to prevent others from uploading potentially 
damaging content about someone. For this threat to take effect, there are 
two requirements that needs to be met. The first being, in order to cause 
harm to a person, a piece of media needs to be able to be associated or 
linked to the person is some form of way. The link can either be non-
technical, such as being recognizable in a photo or technical such as a 
profile being hyperlinked to a photo. There is also the grey area of textual 
references to a person near to the photo or embedded in the metadata of 
said photo. This metadata does not directly create a technical link to a 
profile, however it is worth noting that it opens up the possibility for search 
engines to index said information and make it searchable, thus creating a 
technical link. An example of this is being able to reverse search an image 
on Google with a link provided and it is able to trace it back to its original 
source. The second requirement is a piece of media must contain harmful 
content for the person linked to it. This can again be non-technical such as 
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being depicted in a compromising way. However, more interestingly it can 
also be technical. In these cases, metadata or associated data causes harm 
(Szonggot et al., 2012).

1.6.1 SOCIAL MEDIA

One of the ways to be able to cope with the usage of social media is by 
managing the usage of social media. With such a huge user base on social 
media, it should not be a surprise that almost everyone we know or are 
close with uses social media. It is important for institutions themselves to 
create effective policies and procedures and have them in place to address 
the issues that arise from the usage of social media, including the need to 
define the parameters of acceptable use.

For example, a number of institutions have been able to develop stand-
alone social media policies which include appropriate references to other 
relevant policies and procedures. This can be seen in student codes of 
conduct and discipline guidelines such as school preventing students from 
bringing electronic gadgets to school or limiting their usage in class. IT and 
data protection policies where if students connect to the schools’ Wi-Fi, 
they have limited access and all their data are secured and protected. Other 
institutions, however, have looked into updating their existing policies and 
procedures to address the issues of social media misuse. When creating or 
updating such guidelines, it is important for institutions to ensure that the 
acceptable behavior are clearly stated and briefed to students and that a well 
drafted procedure is in place to offer and effective framework to regulate 
the use of social media and through which to take action where issues arise.

Policies and procedures that are exceptional are also effective in assisting 
institutions in discharging the duty of care owed to staff and students and 
may support institutions in discharging the duty of under-equality and 
discrimination legislation by demonstrating their commitment to eliminating 
unlawful discrimination, harassment and victimization, advancing equality 
of opportunity and fostering good relations among groups. This basically 
means that, it works in a way that everyone feels that they are not being 
discriminated and that everyone has equal share of usage of social media.

Examples of comprehensively drafted social media policy should 
include several points, which are (1) define the true meaning of social 
media, (2) outline the acceptable usage of social media and define the 
behavior and conduct which is considered unacceptable, (3) state clearly 
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whether the policy applies for educational and personal purposes or that it 
also affects usage outside the institution and student personal equipment, 
(4) outline the procedures of dealing with a breach in conduct and include 
references to other relevant policies and procedures.

1.6.2 BIG DATA

It is to analyze the amount of unstructured data produced by social 
media is difficult especially using traditional methods that rely on human 
analysts. That being said, social media analytics is a new field of study 
that is developing automated or semiautomated methods for analyzing 
data and, one such technique that has been developed is called sentiment 
analysis. Sentiment analysis makes use of normal language to process the 
techniques to read and understand the meaning to text, such as whether 
the author felt good, bad, or neutral. It is also able to provide wide insights 
on public reaction to a particular event in ways that was not previously 
possible. This method can be divided into two main methods which are the 
list or corpus approach and the machine-learning approach.

The list or corpus approach is the fastest and least labor-intensive 
approach, which means it requires the least manpower to operate. This 
approach is when a software is used to look for particular words, which 
can be considered to have positive and negative meanings.

The machine-learning approach builds on the previous approach by 
making use of machine-learning algorithms which involves a human 
analyst manually indicating how the program should interpret the use 
of specific terms or phrases in different contexts using examples of text. 
This requires more human input as compared to list approach but it does 
produce more accurate results as it is able to detect humor or irony, for 
example.

Sentiment analysis can be a useful tool to interpret public reaction 
to a particular event, such as a riot or TV show. Sentiment analysis is 
also used by traders to gauge sentiment between buyers and sellers to 
determine entry and exit points of a trade. However, at present, specific 
context of insights that can be concluded or drawn from such a technique 
is still limited and is still undergoing further research and development to 
improve upon the technology to apply it to wider settings (Susanto and 
Chen, 2018a; Susanto and Chen, 2018b).
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An example of sentiment analysis is a project that is funded by the 
European Commission, known as “WeGov Project” which focuses on 
building the tools to analyze responses to government policies on social 
media. The development focuses on new technical aspects and method-
ological aspects to capture, process, and analyze large and complex data.

1.7 CONCLUSION

In conclusion, social media have derived benefits for users in variety of 
function, however, there are also negative impacts on social media. It is 
easy to access and useful for all users which make it convenient for them. 
It has been one of the challengers in the business market. Social media that 
is not found on Internet but available in other applications had become 
the most globally population social media platforms that provide various 
services. Furthermore, it is also convenient for student-learning purposes 
as well because information can be found through Internet and make it 
easier for them. In addition, social media allow business firms to intercon-
nect with client without costing travel expenses as well as reduce time 
consuming. Brand loyalty is prominent for consumer due to help them 
in increasing revenues for firm, market share profitability and help in 
growth of firm which beneficial for firms. Big data is known as a huge and 
complicated data which are usually posted by big firms. There are three 
parts of big data such as volume, velocity, and variety. These instances are 
the way how data is collected, analyzed and also sorted in the company. 
Some data are openly posted to allow people to see while some data are 
confidential for their privacy purposes. These data are beneficial for some 
companies as they are able to track the usage of the consumer to gain 
more profits. How social media and big data are related is that they are 
linked in the market as company could advertise their products through the 
social media. Furthermore, it allows the company to track how consumer 
behaves by tracing cookies and also doing the big data analysis.

However, there are also some problems with social media is that data 
retrieved may not be fully relevant due to some human errors or it could 
be modify by nonexperts, for example, Wikipedia. Wikipedia does not 
provide relevant sources and can be changed in many ways as well as their 
meaning. In addition, social media in the organization has become very 
competitive because it required more users to sign up for it in order to be 
more profitable. In the society, the advancement of technology created 
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an anti-socializing society among the teenagers with each other. Social 
media have been widely influenced by the mind of the society. There are 
also problems in big data as data may not be accurate or restrictions in 
obtaining the data due to access restrictions, for for example, requirement 
of registration fees or payment for downloading in order to obtain the data. 
On the other hand, it has been a concern to human that there will be an 
organizational changes as human labors could be replaced in the future. For 
example, the existence of robots in manufacturing companies will require 
less human labors. Big data and social media could have less security in 
some aspects that may cause ethical issues and also unsuitable to be on the 
Web. Social media may have a lack of security because some websites do 
not have age restrictions as well as leak of privacy information, therefore 
this can allow people with any range of ages to access to the data available 
in the social media which causes negative impacts for users. Moreover, 
cyberbullying could happen if the data uploaded lack the privacy. It would 
be easy for experts to track the system of the uploader in their own ways.
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CHAPTER 2

ABSTRACT

Technology advances have eased the way technologies are being used, 
leading to more and more data being generated everyday through the 
usage of mobile phones, document uploads, e-mail and online chat that 
leaves data traces. This data that is so large and available everywhere, 
impractical to be managed with traditional analysis tools is known as big 
data. In recent years, with global changes, institutions of higher educa-
tion have been changing the ways learning is being delivered compared 
to the past, as they are becoming more reliant on technologies. Big data 
has become more and more important not only for businesses but also for 
universities and higher educational institutes. In some universities, they 
have started working on data mining, extraction, and analytics to analyze 
the data that will benefit the field of education to adapt better to situations 
happening within and outside the learning environment and to optimize 
the student learning experiences. The main purpose of this study is to 
identify the ways in which big data can be used to support universities and 
higher education. There are also a few challenges of big data identified 
that need to be tackled before implementing the big data which could bring 
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greater benefits to the universities and higher education, but at the same 
time could have other negative effects.

2.1 INTRODUCTION

With the increase in the number of institutes that provide higher education, 
competition increases as well as to which institute students get enrolled, 
which universities are popular and performing well in examinations. 
Decision-makers in those institutes need to choose their students wisely 
in order to maintain their high reputation and to produce graduates who 
are recognized internationally. Parents become more demanding when 
considering the universities to which they send their children, in terms 
of the facilities provided and valuable faculty members. Therefore, it has 
become a challenge for institutions of higher education to meet the demands 
of the parents and potential students due to global changes. During this 
time, big data becomes very helpful because it will aid decision-makers 
tremendously.

There was a lot of promotion of big data in universities in the year 
2015. The growth of big data is not only useful in the organization but also 
in educational institutes. Big data is the origin from numbers extracted 
through conventionally-induced databases used in decision-making 
together with the new unstructured data. Some of the benefits of big data 
is that work is done faster and efficiently. Big data is useful in higher insti-
tutes not just to improve students academically but also to help improve 
the lecturers’ performance and their efficiency by cutting down on the 
administrative workload. For example, a university can apply analytics to 
a certain large data by extracting useful data in distinction to large data. 
According to Philip Russom 2011)’s research report on Big Data Analytics, 
businesses are putting more effort into looking through big data uncover 
information that they did not notice in the past. He also mentioned that 
uncovering this information through big data is crucial now because of 
the economic inflation which has forced some organizations to go through 
deep adjustment, particularly those organizations that rely heavily on mass 
consumers. By using analytics, organizations are able to understand the 
conditions of the business now and at the same time still be able to trail 
the still developing aspects of their businesses such as, their customers 
behavior. Philip Russom defined Big Data Analytics as the progress 
analysis approach which functions on big data sets. There are three vectors 
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of big data, that is, the volume, velocity and variety, and they have their 
own division for analytics. Holland (2015) defined the 3vs of big data and 
it is also explained below in the literature review as well as the discussion 
part of this report. Big data not only helps in the education sector but it can 
also help the organization to identify new business opportunities.

2.2 LITERATURE REVIEW

Today, in this modernized world, data is generated from everywhere, 
for example, through social network, sending of e-mail and receiving it, 
chatting with friends, uploading of documents and photos, making online 
purchases, online banking as well as online education. Most of this data 
is stored in the data warehouse which is also referred to as a centralized 
database. This huge and complex data is beyond the capabilities of the 
traditional methods to be analyzed and understood.(Manyika, 2011) 
Thankfully, with the recent developments in data mining and data analytics 
techniques, it is possible to collect and manage big data which can be 
used to turn this huge and complex data into meaningful information and 
patterns. In big data, there are the three Vs which are the key elements. First 
‘V’ is variety which is the different forms of data available or the different 
formats of digital data. Second ‘V’ is volume—the scale of the data or how 
the units of data are being measured and lastly, velocity, which is the speed 
it takes to process the data or how fast the data is being produced. Big data, 
which may seem unimportant to all of us, is very important as it helps in 
decision-making. Big data, when analyzed, becomes useful information 
that is very valuable to decision-makers in all industries.

There are three stages to unlocking big data in any organization. 
Collection is the first step that should be taken to unlock the values of big 
data. This involves identifying data that can reveal valuable and useful 
information. The data should be checked for its sources to see whether it 
is relevant or not and stored in a form that can be used as it is not wise to 
invest in huge data and infrastructures if most of the data is seen as useless 
or irrelevant. Next is the analysis, once the data is proven to be useful, it 
has to be analyzed in order to get actionable information that can be used. 
However, it is a very complex process knowing that there is a growing 
diversity in the nature of data and analyzing these diverse data sets. 
Analysis has to have some form of linkage, connecting with different data 
sets to deliver the data that is intended so that people can have a grasp of 
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that information. Thus, this is what the term complexity of big data refers 
to. Visualization and application is the last stage of data analysis. This is 
where the data is made available to users in a form that is understandable 
and interpretable so that it can be integrated into the existing processes and 
this can be used as the ultimate decision-making guideline.

According to Boyd and Crawford (2012), “the rise of big data that is a 
knowledge system is already changing the objects of knowledge and social 
theory in many different fields, while also having potential to transform the 
management decision-making theory.” Various attempts have been made to 
utilize big data in education around the world. For instance, in places like the 
U. S, there are many schools that are making use of data-based decisions by 
utilizing the student’s individual educational data to help them improve in 
their academic achievements. Big data can influence higher education prac-
tice by enhancing the students experience in order to improve the academic 
programming to a more effective-based decision-making and to a strategic 
response to changing global trends. For example, in the U. S, the results of 
the academic achievement of the student’s data show that those who did 
well in Mathematics, which is one of the hardest subjects to most students 
influencing whether one is able to graduate or not, also perform well in their 
other subjects. Thanks to the advancement of information and communica-
tion technology, also commonly called ICT, there is a rapid growth in terms 
of the learning activities through the online system currently being utilized 
in places of higher education such as the U. S.

Big data is first stored in the form of large databases and then undergoes 
data processing. In big data processing there are actually four requirements 
in total. First requirement for big data processing is fast data loading and 
second is fast query processing. Third requirement is a highly efficient 
utilization of storage space and fourth is strong adaptivity to highly 
dynamic workload patterns. After processing, the next step will be big data 
analytics. Big data is important because it is able to provide information 
and valuable knowledge which enables one to make a better decision.

Big data needs to be analyzed using advanced analytical techniques so 
it is easier for people to have a better understanding. This is where learning 
analytics comes into play. “Big data incorporates the emergent research 
field of learning analytics which is already a growing area in education.
(Long and Siemen, 2011)” However as stated, the research in learning 
analytics is only limited to the examining indicators of class performance 
and individual students. Changes of big data analytics depend on firstly, 
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data storage and architecture, secondly, data analytics processing, and 
thirdly, data analyses. The field of learning analytics is currently expanding 
with the widespread big data availability. Learning analytics can present 
the area of interest, education curricular as well as the future career for 
a specific student, and may provide an individualized learningbecause it 
can actually be used to create individually customized learning methods 
and information, according to the needs of each student (Kim and Ahn, 
2016). With the rising number of meaningful online data, there are statistics 
which show that their usage is minimal. This is due to the unawareness 
of the users on how useful the data can be, as it is just chunks of data 
without meaningful information, if no further analysis is done. Thus, many 
countries are starting to realize that and are investing a lot of time and effort 
in developing new infrastructures to help analyze big data by gathering 
information from various study methods and producing meaningful results 
by using the data available inside and outside of the schools.

The most important technology in utilizing big data is the data mining 
technique. This technique is used to extract meaningful information from 
the vast amount of data in the field of education (Linoff and Berry, 2011). 
This meaningful information can be very useful in providing individual 
learning experiences for the students, given the fact that it can create 
customized learning methods to cater for individuals. For example, 
analyzing student logs using the mining technique can help lecturers 
get valuable insights from the data analysis to help them understand the 
behavior of different students better and with that they can customize 
education services that are suitable for every single student. It is also 
important to constantly keep track of the progress of each student as this 
real time data can be used to be analyzed further for future improvements.

Long and Siemen (2011) defined learning analytics as “measuring, 
collecting, analyzing, and reporting the data for learners and their contexts 
with the purpose of understanding and optimization of learning and the 
environment in which it occurs.” According to Simen’s United Nations 
Educational, Scientific, and Cultural Organization (UNESCO) policy 
brief, there are major application plans for learning analytics which include 
learning analytics dashboard, prediction analysis, adaptive learning anal-
ysis, social network analysis, and discourse analysis. The function of the 
learning analytics dashboard is to visualize the log data in the form of tables 
and graphs to make it simpler for individual users or groups to understand 
them. For example, students can use their own log data in comparison with 
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those of others to find out where they are standing, whether they are on par 
with them or behind them. Predictive analytics is used to predict students’ 
academic performance and grades. For example, it can also be used to 
alert learners if they are moving towards the danger steps with the help of 
predictive analysis and could give them an alternative course of action to 
guide their path entering the average or excellent step.

Adaptive analytics helps to assess a student’s level and attention to 
a particular subject. For example, it will provide students with directed 
learning to enhance the results of the study by providing the neces-
sary skills and information to help in the understanding of a particular 
subject. Social network analytics help to reflect the human relationship. 
For example, this relationship can be formed in most schools when the 
student interacts with the learning management system through e-mail and 
discussions where information is exchanged. Discourse analytics analyze 
contents, comments or thinking, text of students which is particularly 
useful to measure the quality of online education. Text mining is a part of 
discourse analytics. For example, online text chat can be analyzed to find 
out the degree of interactions between the students, and measuring and 
assessing the lessons to see the progress of the students.

More and more data mining techniques are becoming available to extract 
complex data turning it into meaningful information that can be used in 
practice. This creates new possibilities of ‘big data and analytics’ which is 
currently happening in the field of education.(Harper and Parkerson, 2015) 
At this early stage, most of the work on analytics within higher education 
comes from interdisciplinary research, spanning the fields of educational 
technology. The core element in analytics in education is centered on data 
mining. Big data has become more and more important for educators and 
learners because of the potential to revolutionize the ways research and 
practice are carried out. Big data and analytics can be used to support 
education in several ways, for instance, to improve the decision-making 
where critical because the data taken from the students is real time. The 
more structured and unstructured data to be accessed and analyzed is, the 
more sophisticated decision-making becomes. This will in turn lead to 
better performance, reduced risk, and improved efficiency. Therefore, the 
analysis of big data is very important. Mayer-Schonberger and Cukier, 
(2013) sum up the potential of big data in one succinct sentence: “things 
that can be done on a large scale that cannot be done on a smaller scale to 
extract new insights or create new forms of value.”
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Goes (2014) presents “a taxonomy to describe big data analytics 
research projects.” Decision time is very critical as student data is gener-
ated real time, for example, from the real time online learning activities 
to weekly, such as their class attendance and yearly, such as reports on 
their progression statistics. Big data analytics simply refer to the “usage 
of data, statistical analysis, and explanatory and predictive models 
that will help them to gain insights and to present that data through 
various visualization forms”. The goal of visualization is just for users 
to have a better understanding so they can interpret large and complex 
data sets. Visualizations could be from a range of simple pie charts to 
more complex visualization forms such as an interactive tree map. The 
techniques refer to the use of statistics, advanced computational and 
machine learning method to help analyze or predict trends in data. This 
is basically how big data analytics works and is used in decision-making 
for higher education.

Big data connotes the interpretation of a wide range of data which 
when processed can help to predict the future performance of a learning 
institution and identify potential issues related to academic program-
ming, research, teaching, and learning. Institutional effectiveness and 
adaptation to change relies on the analysis of appropriate data. Big 
data not only enhances a student’s learning experience and improves 
academic programming but also leads to a more effective evidence-based 
decision-making and responds strategically to global changing trends. 
Hilbert (2013) mentioned big data as a cost-effective prospect to improve 
decision-making. Institutional analytics and information technology (IT) 
analytics play a major role in the processing of big data in institutions 
of higher education. Institutional analytics enables an institution to make 
timely data-driven decisions across all departments and divisions. On the 
other hand, IT analytics mainly deals with student information, learning 
management, and learning experiences. Besides these two, there are also 
academic analytics and learning analytics which are crucial to any higher 
educational institution.

Big data is starting to grow exponentially especially in the field of 
education. According to Romero and Ventura (2010), the governments 
are beginning to see the potential of big data for education as they have 
seen what it can do in the areas of education. It can be utilized to help 
evaluate the performance of both the schools and teachers, support the 
competitiveness, and also improve the efficiency. Hilbert (2013) pointed 
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out that big data delivers a cost-effective prospect to be implemented 
and is efficient as the use of data can help to improve the education and 
decision-making bringing it to the next level. In higher education, there 
is also an increase in the usage of data mining and predictive analytics 
which can be used to predict the student behavior and classify them. In 
some cases, it can also be used in monitoring the student progress, recom-
mend suitable course for individual needs and to even create a personal-
ized network for students. Predictive analytics can be used to help predict 
the number of students likely to dropout from schools and how many 
students are unlikely to make it through with passing grades. In addi-
tion, by capturing and analyzing this data, it can be used in the research 
and practice that will have positive effects in the field of education to 
help reduce the number of students that are likely to dropout from school 
and support the teachers to help them better understand their students 
individually, and come up with a course of action to reduce the impact of 
the predicted results.

As big data evolved over time, new software approaches also known 
as analytics are now used to help in extracting valuable information from 
the big data, which could be used in higher education where lecturers will 
be able to access large quantities of complex data that is transformed into 
very meaningful easily understood information for example, accessing the 
grades of students in each course over a period of 1–2 years. This informa-
tion can then be used by researchers to study the patterns of the student’s 
performance over a period of time. With big data, every single student that 
registers in the college could be checked in terms of their course assess-
ment, their web activities, where they gather their research documents 
and valuable information from and even the patterns generated from their 
exams on how they answer every question. In addition, analytics software 
can be used to assist in the analysis to come up with a course of action with 
the data collected.

According to Picciano (2012), analytics refers to use of data mining 
techniques to develop decision-making process that “converts data into 
actionable insights, uncover patterns, alert and respond to issues and 
concerns, and plan for the future.” Big data analytics can also be useful 
in terms of monitoring student’s performance, supporting decision-
making and the student’s admission process which will help shorten 
the lengthy process. It was also mentioned that colleges can benefit 
from the use of big data and learning analytics by evolving themselves 
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from the traditional methods of how instructions are being delivered 
face-to-face to a more time-sensitive learning analytics application for 
example, by utilizing the learning management system (LMS), which is 
commonly used in universities to provide easy access to lecture slides, 
discussions in discussion board, doing quizzes online, and to monitor 
the student’s activity.

Without data mining techniques to make sense of the bulk data or 
complex data also known as big data, this data will be more or less useless 
as it is just data that does not have meaning to it. With time, more techniques 
or algorithms have been developed to help extract this data, building some 
sort of pattern that could be easily understood and be used. Big data has 
been found to be useful in the field of education and is seen to be widely 
implemented in institutions of higher education. Data mining tools such 
as the Moodle which is known for its open-source learning platform used 
in universities, Meerkat-ED known for its web tool used to analyze inter-
actions of participants in the forums, and Graphical interactive student 
monitoring tool (GISMO) which is an interactive tracking system built 
for Moodle are some types of learning analytics (Reyes, 2015). Learning 
analytics like these can be used to determine for example, the probability 
of a student being successful by looking at their past performance and 
perhaps accessing the demographic outlook to see whether students with 
marital status are most likely to achieve a better grade point average (GPA) 
compared to others or not.

As stated by Vincent (2016), in the field of higher education that has 
implemented big data, higher educational institutions are beginning to reap 
the tangible and intangible benefits that come from it. For example, in a 
latest UK-wide study, it shows that in the year of 2011–12, the universities 
generated £73 billion in output as compared to previous years with only 
£59 billion. This shows that there was an increase in output of up to 24%. 
The reason being, higher educational institutes are now making critical 
and strategic decisions with the support of big data as it gives valuable 
insights gained from data collecting and analysis. With data mining tools, 
universities have been putting a lot of effort in compiling and tracking the 
student’s data more than before, for example, from students entering and 
leaving the university, student performance details, learning progress, and 
their probability of success. The use of big data in the field of education 
will lead to a better quality of education and more experienced students 
and teachers as compared to the past.
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2.3 RESULT AND DISCUSSION

As mentioned above in the introduction and literature review in this 
report, big data consists of three vectors that is, the velocity, volume, and 
variety. They characterized in what way big data varies in distinction to 
the traditional way of managing data. The three vectors of big data were 
introduced and acknowledged on the 6th February, 2001 by Doug Laney 
(Borne, 2014). Below is the explanation of the three vectors of big data.

The first vector is volume, where it means when an institution or 
management gathers data through a series of origins which includes gath-
ering data through social media or through interactions between business 
and customers. The collection of data was previously a problem, however, 
recent findings such as, Hadoop has made storing and collection of data 
much easier than before. The volume of big data refers to the volume of 
information in order to achieve relatively unimaginable areas. According 
to Soubra (2012), the volume of accessible information is increasing 
towards a rising percentage currently. It does not limit to just one person 
but also to organizations. The beginning of information will be combined 
at a constant interval. Formerly, the entire organization’s information and 
data was developed by the staff whereas presently, information and data is 
developed by three stakeholders of the company namely the consumers, 
staff, and lastly all the associates. However, for a corporate group, the 
information is developed with the help of a machine. Soubra went on 
giving an example where he mentioned that there are more than hundreds 
of millions of mobile telephones which transmit a diversity of information 
to the hardware and software of a whole network. He said that this infor-
mation was formerly not in existence (Almunawar et al., 2018a; 2018b; 
Susanto et al., 2016; Almunawar et al., 2015).

The second vector is velocity where information torrent at an extraordi-
nary pace is handled conveniently. Gewirtz (2016) defined velocity as the 
frequency of how quickly the information is received. Soubra mentioned 
in the beginning, organizations evaluate information with the help of 
batch processes whereby an individual receives a lump of information and 
then surrenders the task to the program and holds up for transmission of 
outcomes. It would operate only if the approaching information percentage 
is behind schedule than the batch processes and also when the outcome 
is beneficial even though it is slow. However, amidst modern origins of 
information in the world today such as phone applications, these batch 
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processes could collapse. The information torrents towards the program in 
actual time and is only significant when the setback is brief.

The third vector is variety where information is of both structured 
type such as binary data and unstructured type such as audio and e-mail. 
Gewirtz takes e-mail messaging as his example for variety. He mentioned 
that the process needs to be examined among the collected and selected 
messages and they contained the sender e-mail address, time and the 
end receiver of the e-mail, and each email has “human-written test and 
attachments.” Rearranging the information significantly is quite difficult 
especially because it keeps changing.

An article written by Rijmenam (2013) suggested four other vectors 
which can help people comprehend the amazingly complicated description 
regarding big data. He mentioned that these four vectors are also crucial 
in establishing big data approach. The other four vectors are veracity, vari-
ability, visualization, and value.

The additional first vector mentioned by Rijmenam is veracity and he 
states that it is useless if the information coming is rapid in quantity but is 
not correct. This imprecise information could lead to loads of complica-
tions for companies as well as customers, hence the companies should 
make sure that information and the analysis of the information is precise. 
He also states that the information and analysis needs to be accurate 
specifically in computerized decision-making in which the individual is 
no longer needed. To conclude for veracity, it simply means verifying so 
that the information is always correct.

Next vector is variability. Rijmenam said that variety is usually mixed 
up with variability by most people. An example he gave comparing both 
variety and variability is that if an individual sold various buns then it is 
variety, but if a customer frequents the bakery every few days in a row 
and has gotten the same buns everyday but the same buns do not have a 
consistent smell and taste, then that is variability, he explained. Variability 
gives a meaning of constant modification. To conduct a suitable opinion 
analysis, it is important that the text is understood and interpretation of the 
accurate definition is translated which is close to being problematic. On 
the occasion that the definition is consistently uncertain, this could create 
a large shock on the data adjustments.

Third vector is visualization where it is the most difficult component 
of big data. Visualization included complicated diagrams which consist of 
diverse changeable information and at the same time are able to remain 
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comprehensible and justifiable. This vector is not the ultimate greatest 
mechanical problematic section. However, to tell a complicated descrip-
tion from a diagram would be very problematic and excessively critical. 
Rijmenam states that fortunately to a greater extent, big data foundation 
has appeared and they target these sections and visualization could finally 
build a variation. In the subsequent years to come, this could be a path to 
follow in which visualization can aid the company to justify inquiry that 
the company would not realize they could ask. It might be better and more 
productive to envision a huge amount of complicated information with 
the help of graphs and diagrams to deliver interpretation rather than using 
reports and spreadsheets.

The last vector introduced by Rijmenam in the article written by him, 
in the year 2013, is value. The value in the analysis conducted on the 
data which in turn shows that information could evolve into knowledge. 
Value in a company means how the companies would use the information 
and change their company to an “information centric” one which depends 
on observations retrieved from the analysis of data during the manage-
rial process.(Rijmenam, 2013) It is important to ensure that a company is 
gaining value from the information after acknowledging the other vectors 
of big data.

According to the article posted by Rossi in 2018, he identified four 
ways in which we could incorporate big data to education. He states that 
universities have information overflowing in distinction to every angle 
through the social media, surveys and online activities such as lecture 
exercises and quiz assessment. Any university or academy which is unsuc-
cessful to grasp big data alternatives would not be able to catch up to those 
universities that use big data. Therefore, Rossi has suggested four ways as 
to how a university or higher academy can implement big data awareness.

First is by starting small, where it is necessary to uncover the scope 
of operations which is the maximum comprehensive data, for example, 
function that can pinpoint the complication which could be resolved 
easily with analysis. The strength from fast achievement would enable the 
management to solve more complications all over the universities.

Second is by analyzing the wanted results. Rossi starts this section 
by stating that in order to have a favorable analysis route, it is impor-
tant to start off with the conclusion subconsciously by asking questions 
such as how can you improve enrollments, is the university targeting to 
boost connection and communications between students, and also how 
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and through which ways can the universities get income. It is important 
and wise to also conclude the wanted results of the universities and after 
that advance the strategy and information construction which can aid in 
achieving the university’s goals before devoting money and time to any 
particular big data analysis actions.

The third way suggested by Rossi, is to promote data culture. It has 
been a while since universities and higher academies have had any revenue 
to keep the information, let alone examine it. With the help of Hadoop, it 
is not a problem anymore. Rossi mentioned that it is costlier to dispose 
it rather than to preserve it. It is necessary and compulsory to develop 
a culture which regards information as important and at the same time 
creating data analysis a necessary part of any companies’ agreement.

The last way suggested by Rossi is finding reliable partners. He 
suggested that finding a colleague that is devoted and hardworking can help 
the companies to succeed in all processes of the analytics adventure. They 
can now aid in grasping the investments and help in engaging steps which 
would not need difficult to discover sets of skills that have the prospect 
of turning obsolete and old-fashioned in a few months’ time. Through the 
use of new and improved implementation and learning, higher educational 
institutes and academies could upgrade their development and appeal to 
the younger generation which can differentiate them from others. Rossi 
concludes by saying that we do not have to review big data as a dilemma 
but we could utilize it to our benefit by altering our access.

It is often made up by individuals that big data methods are not 
prejudiced because of the proportion of the data and the methods that 
are introduced through algorithmic systems. Nevertheless, it is not 
correct to conclude that big data are objectives just because they are 
data-driven (Muñoz et al. 2016). They also state that the challenges of 
developing honesty and reducing the prejudiced effects of data which 
can be categorized into:

I. Challenges relating to data used as inputs to an algorithm

The algorithmic systems of big data hire cultured techniques in which 
inputs are needed. A few of the technical themes which could lead to 
prejudiced outcomes are such as:

• Poorly selected data
• Incorrect, outdated or incomplete data
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• Selection bias
• Unintentional perpetuation and promotion of historical biases

II. Challenges related to the inner workings of the algorithm itself

The technical means included in algorithmic systems are generally undis-
covered to some potential students, consumers, or the public as they are 
mostly considered as confidential to the individual that benefited from 
them. Without transparency and accountability, there might be flaws in 
using big data such as:

• Poorly designed matching systems
• Personalization and recommendation services that narrow user 

options instead of expanding them
• Decision-making systems that assume correlation necessarily 

implies causation
• Data sets that lack information or disproportionately represent 

certain populations

One of the main reasons how big data can support a higher institu-
tion or university is through engagement between the students and the 
institutions. According to (Schmarzo, 2014), he mentioned that univer-
sities or higher educational institutes have introduced a large number of 
students’ engagement points from big data which can help the students 
and it starts from initial profiling all the way till they graduate from the 
institutes. He defined student engagement life cycle as how the insti-
tutes influence and improve the student’s engagement and also how it 
could increase their time in the university. In that very same article, Bill 
Schmarzo then listed nine big data-powered applications that could be 
beneficial for higher education. The nine big data powered applications 
are as follows:

i. Student acquisition

Under this section, he mentioned the use of information from older perfor-
mances and also data of both current and past students, and then by using 
the information to come up with profiles that can most likely tell them 
what kinds of students are likely to be registered in those particular institu-
tions. He also mentioned the need to employ graphic analysis to review 
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their student’s social network to pinpoint their friends or acquaintances 
who could be the institution’s potential new scholar.

ii. Student course major selection

The universities or institution could use the student’s previous data such 
as their high school results and performance, and also some other test that 
they did such as the aptitude test, surveys about their interest and correlate 
those results with the university graduates in which they can advise the 
students which major to take or what curriculum to take. It is also neces-
sary to incorporate outsourced data in regards to the future workforce 
competence, ability requirements and income which can help the students 
to make the correct choice to decide which minor or major will be suitable 
for their future.

iii. Student performance effectiveness

They should also keep track of the students’ test results and compare 
those results to their previous ones and group similar students with 
similar grades together. The lecturer’s notes and social media data such 
as tweets, blogs, YouTube and hashtags should be incorporated in order 
to come up with a much more precise profile of the individual’s weak-
ness and point of views. Creating individual tutoring or small group 
tutoring for those students who have problems or even advising them to 
change their major could be recommended to help those students who 
have trouble coping up.

iv. Student work groups

To improve the student’s individual performance, the universities can 
arrange for a leverage cohort analysis, which enables the students to 
work together both inside the class and also outside the lectures that can 
help them to improve individual achievements. This activity then enables 
the lecturers to identify the group’s assignment, the reasons and factors 
for those assignments, and it also allows the lecturers to cancel. These 
analytics can reorganize the group task depending on the outlined design 
components and also other factors in which the lecturers need to write 
down their conclusion that are to be combined with the purpose of the 
group performance after reorganizing in order to amend the data set.
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v. Student retention

Next application is to incorporate the past data and grades which include 
their effectiveness and also their group works where it then connects with 
the respective demographic, social, and also financial data to:

• Grade the attrition possibility, and
• Distribute suggestion which grants the universities to come up with 

a conclusion either to keep the student or not

By distributing and measuring the success of a particular suggestion, it 
allows the lecturers to come up with their own suggestions which could be 
checked for outcomes and can be practiced in the forthcoming detention 
interference propositions.

vi. Teacher effectiveness

This application section concerns in adjusting and measuring the lecturer’s 
achievements. Their achievement can be measured by the number of 
students, the students’ probabilities and their attitude categories, subject 
matter, and also a few other variables which can certify that the lecturers 
have the top experience for the student and lectures.

vii. Student lifetime value or booster effectiveness

It is necessary to plan in advance with appreciation offering to possible 
levels for both the undergraduates and postgraduates. Major influence in 
targeting, profiling and messaging to improve postgraduate giving are by 
understanding the possibilities to propose now or forthcoming potential 
of income and prosperity. Individuals who take advantage of these are the 
initial recognition of forthcoming supporters.

viii. Student advocacy.

Data from the individual’s social network or their grades are used to come 
up with a student advocacy score which can influence the student’s:

• Acquisition in which it targets a happy student’s colleague
• Retention by flagging any adjustment which could be a forerunner 

to retention complications
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• Performance effectiveness by flagging adjustments which could be 
forerunners for lecture room achievements complications,

• Lifetime value apps

ix. Bookstore effectiveness

The last big data-powered application is the bookstore effectiveness where 
it is the use of retail industry’s finest proceeding to upgrade bookstore 
benefits using analytics-driven applications such as textbook stock opti-
mization and also the merchandising effectiveness.

As mentioned in the literature review above, the significant technology 
used to extract useful information is data mining. There are two areas that 
use big data in the education sector which are educational data mining and 
learning analytics. In general, educational data mining searches in the most 
recent design between data and then cultivates fresh miniatures whereas 
learning analytics implements foreboding miniatures in teaching organi-
zations. According to a report written by Bienkowski et al. (2012), it is 
mentioned that both educational learning analytics and data mining utilize 
constructing a miniature together with analysis which could impact the 
online learning systems. Educational learning analytics and data mining 
continue to cause visible data that has previously gone undiscovered hence 
no action has been taken. They also mentioned in their report that in order 
to help add the fields and improve value from their rational functions, they 
recommend lecturers and authority to:

• Cultivate experience concerning utilizing data for generating teaching 
choices

• Associate the IT division in outlining for data grouping usage
• Begin with a concentrated scope where data might assist, display 

success, and then widen to new scope
• Communicate between the scholar and parents about the location of 

where the data approach from and how it is utilized,
• Aid in coordinating state procedures alongside technical requisites 

for online education structure

Educational data mining analysts for example, Baker and Yacef (2009) 
and Baker (2011) viewed those mentioned below in act of the objectives 
as part of their analysis:
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• Creating student’s models that include their precise data for example, 
their knowledge and attitudes in order to predict their forthcoming 
learning

• Reveal and reconstructing domain models which define the content 
expected to grasp and the best education classification

• Learning the effects of several types of teachings possibly contribute 
through a learning software

• Building a computational model that can mix the models of the 
domain, students and software culture in which it can advance 
systematic philosophy between learners and learning.

To accomplish the goals mentioned above, Baker uses five categories. 
The five categories are described below:

1. Prediction

First category is prediction where it requires creating a model that could 
derive a single form of data from the merger of other forms of data. Exam-
ples of using prediction can include uncovering the student’s attitudes 
when they could not answer a question correctly even though they have 
the skill to and when they are not taking the system seriously. Predictive 
models have been utilized by many universities to get to know what kind 
of attitudes the students put up with when they are in some online study 
surroundings, which includes answering practice tests and also when they 
are engaging in discussion forum.

2. Clustering

Second category is clustering where it means the discovery of data points 
that are generally categorized together and could help to divide an adequate 
collection of data into divisions. An example about clustering applications 
are categorizing students according to their study arrangements.

3. Relationship mining

Next category is relationship mining, where it includes uncovering 
connection among variables amid files as well as encrypting the variables 
in the act for consequential purpose. An example is that it is able to recog-
nize the connection among the alliance amongst products bought from an 
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online shopping.(Romero and Ventura, 2010) Marceron and Yacef (2010) 
mention that association rule mining could be utilized to find the student’s 
error that occurs more than once by linking the information between the 
user class to create suggestions for content which is most probably useful 
or for making adjustments to teaching access.

4. Distillation for human judgment

Next category is distillation for human judgment, where this is a method 
that associates representing data in a way that allows an individual 
to recognize instantly or categorize characteristics of the data. This 
upgraded the machine-learning models because individuals can pinpoint 
the patterns and characteristics of the students’ attitudes and their 
learning patterns.

According to the report written by Gupta et al. (2014), although data 
mining is one of the most important technologies as mentioned in the 
literature review above, there are a few challenges faced when enforcing 
the process for interpreting the trend the institution had. Some of the chal-
lenges faced were:

• Data fog situation such as the certainty of the data
• Finding the relevant and accurate dataset for analysis
• Grouping the dataset based on the requisite of the program
• Inadequacy of data governance
• Getting to know the algorithms given by the add-in

Bienkowski et al. (2012) mentioned that learning analytics point out 
data collection as well as the measurement for activities which universi-
ties require to engage in as well as to comprehend and at the same time 
balancing the reasoning and broadcasting of data. They also mentioned 
within their report that learning analytics allows human tailoring of 
responses for example, giving feedbacks and customized teaching content. 
Learning analysts could hire:

• Social network analysis for example, student to teacher relationship 
to come across disconnected students

• Data that consists of giving information regarding another data 
which can regulate what end users interact with
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According to the report written by Strausser (2015), one of the reasons 
to utilize big data analytics throughout universities is mainly to boost 
retention percentage between students. He mentioned that most of the 
institutions and universities are being assessed with the use of profitability 
measures and business success because they are often faced with repeated 
financial complications. Strausser states that it is important that both the 
higher institutions and universities review and analyze steps to be done in 
order to raise retention. Susanto et al. (2018) defines analytics as a process 
of establishing awareness over problem explanation. The knowledge of 
analytics and big data used for universities has expanded over the years 
because of the decline in capitalization and poor weather. Universities and 
higher institutions are noted with compiling extensive data for example, 
student’s analysis outcome as well as the graduation rates (Susanto, 2016; 
Susanto et al., 2016b). However, evaluating this data to make a judgment 
and modification was not very favorable. Strausser further mentioned that 
universities have joined big data analytics with its processes into three 
phases. The three phases are:

1. Learning management system, for example, blackboard is used either 
in the old ways in classrooms or used in conferences, sometimes

2. Web 2.0 technologies, for example, social networking
3. Analytics whereby they are being included currently

Learning analytics is based on interpreting and gathering data from a 
few different origins to contribute knowledge to what can help or cannot 
help both the education and teaching aspects. The work of Buckingham 
Shum (as cited in Strausser, 2016) mentioned that there are three parts to 
learning analytics. The three parts are macro level, micro level, and lastly 
meso Level. The first level, macro is that it allows the distribution of infor-
mation through different universities and institutions in which they are most 
of the time described as best practices. Second part to learning analytics is 
the micro level and, for instance, dashboards are usually incorporated into 
the learning management system. Lastly is the meso level where it helps in 
the decision-making of the universities or institutions. Postgraduates boost 
the universities’ or institution’s reputation and they also help by boosting 
the number of admissions. Strausser states that universities have been 
surveying outlines through Amazon, Netflix, and also Pandora. Their aim 
is to utilize common characteristics of the analytics tools for example, the 
registration systems. He went on giving an example of big data analysis in 



Is It Possible to Conduct Education Processes Using Big Data? 43

the education sector, for instance, Santa Monica College’s glass classroom 
initiative in which the student’s achievements would be assessed through 
gathering a certain amount of data. Through the student’s assessment, the 
program is able to give more needed examples and practices which intend 
to make sure that the goals are achieved. Another example he gave is that 
of the University of Wisconsin-Madison, where engineers are coming up 
with an initial cautionary structure for the lecturer in which they will be 
notified about the possible risks for the student. The goal of this system 
is to detect at the initial stage and to boost the student’s progress which 
then helps in the universities and institutions retention and graduation 
percentage. The above mentioned tools are able to help lecturers at both 
the institutions and also in the learning management system (Susanto, 
2018; Susanto 2017c; Susanto and Chen, 2017, Leu et al., 2015; 2017; Liu 
et al, 2018).

2.4 CONCLUSION AND RECOMMENDATION

In conclusion, big data is growing in importance as it can bring a lot of 
valuable insights to different fields of work including the field of educa-
tion. Big data can also be used to address the challenges of finding infor-
mation at the right time when the data is scattered across several unlinked 
different data systems in institutions. By identifying ways of aggregating 
data across systems, big data can help improve decision making. Analytics 
has the strong potential to support learners and lecturers to recognize when 
there are danger signs before it threatens the learning success. However, 
wide institutional acceptance should have a clear strategy and the usability 
of the analytics software packages. Big data can support the learning needs 
of individual student. For example, using learning analytics as a funda-
mental part of big data in universities and higher educational institutes 
can provide researchers with opportunities to carry out real time analysis 
of learning activities. Despite the uncertainties, the growth of learning 
analytics simply means that we are not only considering the opportunities 
offered for more effective decision-making for higher education, but we 
also have to look into the ethical challenges in institutionalizing learning 
analytics to drive and shape student support. By analyzing the student’s 
data, predictive models can be created to identify the risks and provide 
appropriate interventions to counter it. This will enable instructors to adapt 
to their teaching, tailored assignments, and continuous assessment.
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In the field of education, big data can be used to guide students to 
decide which major course to take that is most suitable to their needs and 
closer to their interest by using the data generated from their previous 
school years and results. Taking the right major is very important as some 
students might decide to drop out after spending a few years on that major 
after realizing that their interest is not in that area, which is really sad to 
hear and a waste of their time as well as money. With the support of big 
data, without doubt positive impact can be brought about to help boost the 
student’s performance effectiveness. This can be done by analyzing their 
data in comparison with other students who are at the same academic level 
to find out the different alternatives on what they can do and provide the 
steps for them to follow so they can perform more effectively. Lastly, it can 
help to analyze learning patterns, providing guidance for the lecturer on 
how best to deliver the course to their students, in which they will be able 
to have a better learning experience (Susanto and Chen, 2018a; 2018b; 
Susanto, 2017a; 2017b).

There are a few reasons why higher education institutes should adopt 
analytics. Some of them are to increase financial efficiency, to expand 
their impact both locally and internationally as well as to respond to 
the demands for greater accountability to their stakeholders and clients. 
Advantages of analytics are that it serves as a foundation for making wiser 
choices, reducing redundancies, and saves a lot of time. In other words, 
data warehousing can be an effective method to unleash the usefulness and 
potential of big data in higher education. Besides this, data warehousing 
implements standardized data formats which results in more accurate data 
representation. This in turn prevents confusion when data is being shared 
among the different departments. Last but not least, a data warehouse has 
a huge storage capacity for historical data that can be readily used for 
experimentation. Historical data can then be analyzed according to its 
time line and trends which help to predict the most likely future trend 
(Almunawar et al., 2013a; 2013b).

However, the biggest challenge here is how to make sure that we have 
enough skills to handle the big data to make full use of this technology 
at our disposal and giving meaning to the data collected. There are also 
other challenges such as privacy and security issues, people are becoming 
insecure with all this sharing of data that can be widely accessed (Susanto 
and Almunawar, 2018). Even though it is for a good cause, it can also bring 
harm to them if the data is misused or hacked. If these challenges can be 
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overcome, it will really have a positive impact not only on the society but 
also on the areas of education, where learning can be brought to another 
level, where it was once impossible in the past but highly possible now 
with the advancement of technologies.

In our opinion, there should be a collaboration between the learning 
institutions and big data integration to have successful implementation of 
big data as it is essential for them if they plan to pursue the goal of compa-
rable and sharable data. As most of the data is scattered across departments 
and comes in different formats, it makes it difficult to be consolidated. They 
need to have a certain transparency towards one another so that they can 
effectively utilize this data to work better for the benefit of both parties. 
Collaboration may involve for instance, joint projects where both parties can 
involve their IT specialists and teachers of higher education. By combining 
data mining, programming, learning analytics expertise with higher educa-
tion, the capacity for future alliances could be built between them.

There should also be a contingency plan to anticipate when there is a 
pitfall of data-generated fallacies of predictive analytics that will be very 
crucial to the progression of big data. The inherent concerned needs to do 
something about their data security such as boosting up their Internet fire-
wall system to protect their data, routine checks on their data encryption 
and rules around data management and collection should be stated clearly. 
In the future, there should be identification and establishment of policies 
to specify who is accountable for which portion of the institutional data 
and information, accessibility, consistency, maintenance, and authoriza-
tion if there is a need for data transferring or accessing the restricted data. 
All these policies should be stated clearly in order to avoid unnecessary 
mistakes (Susanto and Almunawar, 2016; 2013).
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CHAPTER 3

ABSTRACT

Big data, most often considered as “crude oil,” has a large volume of data 
that comprises raw data that has not been processed. On the other hand, 
data science means “data mining.” It is the extraction of big data using 
means of data analysis. Understanding big data to support data science 
can be referred to the extraction of big data with the help of critical 
analysis, and this extraction results in the 4Vs of big data roles. This 
report focuses on understanding big data to support data science, which 
started with the research and analysis on the roles of big data and data 
sciences through various literature reviews. Followed by critical analysis, 
the result and discussion are conducted on the benefits and issues of the 
research studies. In conclusion, recommendations are given to solve the 
identified problems. However, there are limitations in the research as 
there were only a few studies conducted on data science. As concluded, 
without big data, data science can still function but it will neither give out 
the right nor correct or complete information. It is understandable that 
data science has the ability to create potential knowledge from the data 
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extraction and also brings more benefits, too, but the rising of several 
issues should also be tackled.

3.1 INTRODUCTION

Big data studies have begun since the year 2001, the studies have shown 
that the amount of data continuously increases as the technology and time 
passes. Big data, most often considered as “crude oil,” has a large volume 
of data that comprises raw data that has not been processed (Provost and 
Fawcett, 2013).

The advancement of big data has reached the business practice has 
been progressing the technology of information system, as well as data 
science (Liu et al., 2018; Susanto, 2017a; 2017b; Leu et al., 2015; 2017). 
Using big data is an advantage to any business, be it a start-up or already 
existing business. Previously known as data warehouse, big data evolved 
to assist business in many ways such as marketing and management 
(Susanto, 2016; Susanto et al., 2016b; Almunawar et al., 2013a; 2013b).

Characteristics of big data is make up of 4Vs; veracity, volume, 
velocity, and variety. Big data’s 4Vs play a major role in modern informa-
tion system practices. The increasing usage of Internet and the volume 
of big data provide an opportunity for businesses like Starbucks as well 
as the current trend “Internet of things” in which cars, smartphones, and 
television are used as a medium for marketing and payment itself. Big 
data also originated from the usage of information system. For example, 
using Facebook, it records the cache and cookies of the Facebook user 
and stores this in the user’s hardware files. This cookie and cache are big 
data that stores the information of the user and is used to direct advertising 
according to the criteria of the user which mostly shows the user’s prefer-
ences (Susanto and Chen, 2018a; 2018b).

Based on the study of “big data in health informatics,” big data is the 
database for patients’ records, monitoring patient’s condition, information 
on various other alternatives of medical practices, and checking if there is 
any error of data (Susanto, 2017c; 2018; Susanto and Chen,2017).

On the other hand, data science means “data mining.” It is the extrac-
tion of big data using means of data analysis. Based on a research on data 
science, it is the combination of statistical analysis, programming, and 
domain expertise (Conway, 2013). Supporting data science with big data 
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refers to the extraction of big data with the help of critical analysis and this 
extraction results in the 4 Vs of big data roles.

According to Carbone et al. (2016), big data and data science work 
hand-in-hand as data science has the potential to extract valuable and 
meaningful data from various sources to be used for knowledge. In this 
report, we will be focusing on the understanding of big data to support 
data science. The beginning part of the report will be the research and 
analysis on the roles of big data and data sciences through various litera-
ture reviews. Later, critical analysis is conducted on the benefits and issues 
of the research studies in the result and discussion. In conclusion, recom-
mendations are given to solve the identified problems.

3.2 LITERATURE REVIEW

3.2.1 BIG DATA

Big data as the name itself refers to big in sizes in the form of unprocessed 
data. Over the past few years, as Internet evolves and changes, the volume 
of data collected from all over the world has increased rapidly due to the 
advancement of technology and the usage of Internet users over time. 
Not only big data can be found online, but it can also be collected from 
offline application through collection of applications on Android devices 
or internal data collection that is unreleased to the public.

From Carbone et al.’s (2016) analysis from the above definition for 
big data, it only fit one of the characteristics of big data, which is volume. 
Collection of bigger data can lead to the results becoming more illustra-
tive, but more storage space is needed to store that large capacity and more 
computational inputs will be required for data analytics.

The big data is mined into four types of categories such as veracity, 
velocity, volume, and variety. From these categories, traditional methods of 
data mining cannot be used as it cannot ensure the safety of the data results. 
Further explanation on the 4 Vs is given in the later part of data science.

3.2.2 DATA SCIENCE

The new technology that can mine big data is called data science. It can 
be a program or another kind of data analyzing software. McAfee and 
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Brynjolfsson (2012), cited by Carbone et al. (2016), have proven that 
interest toward big data is not based on the procedure and managing the 
huge data capacity. Preferably, it is the potential outcome of knowledge 
that releases from the integration of several data sources. The rise of big 
data usage increases the awareness to protect privacy of users, and to avoid 
any unnecessary malicious software.

Each of big data categories carries its own advantages. In volume case, 
the amount of big data gathered, and contained is analyzed for the records 
of past accumulation, for example, usage of social media itself. For 
example, from the usage of Facebook, over the years this social media has 
evolved from just getting to know people all over the world into a busi-
ness medium. This is because of the influence on big data. The cache and 
cookies collected from each user’s data provided what kind of advertising, 
friends, or what type field the user wants to see every day.

As for velocity, again, taking Facebook as an example, users use 
social media most of the time to update on their social status or checking 
on their friends’ status, even for Instagram that has a mechanism that 
connects their posts to Facebook, too. This accumulated data is gener-
ated every second of the day, fast and efficient. Users also respond to 
any changes and new development of these social media which further 
evolves the business strategy.

In the matter of veracity, it is the concerning error of the data or any 
complications that can be gathered from the data itself. Finally, the variety 
of big data which stores the variation of data sources, for example, one 
user can accumulate “what news needs to be seen” or “what kind of people 
recommended to add,” these data comes into one whole big chunk of data.

For a business, this big data is a tool for strategical redesign because 
of the variation of the data. Take Facebook as a sample, it generates its 
profit from advertising with a selected audience type of advertising. For 
example, Facebook requires the user to choose what kind of advertising 
they want to see; what kind of friends they have; what kind of advertising 
pages they had liked; and then these data are accumulated through the 
feedback of users which is done from time to time by Facebook to each 
and every customers.

The mining of big data from “online” can be easy than an “offline” 
which is a challenge because the user is not using the application online or 
the user is a concern on security and privacy issues making all mined data 
cannot be a complete set (Susanto and Almunawar, 2018; 2016; 2015).
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Big data is not only used in businesses but also in medical as well as 
a latest trend “Internet of things.” One of the mechanisms that stores big 
data inside a small chip is called radio-frequency identification (RFID) 
which installed in items, for example, Walmart that is using this tech-
nology to know what kind of items their customers often buy, what range 
of age, or the time when their customers shops the most. Other forms can 
be “Internet of things” which is practiced in Japan; customers can pay for 
their drinks from vending machine by scanning their phone this is called 
as “digital wallet.”

The variation of big data in many fields has increased the issue of 
security and privacy despite the data is collected from anonymous users 
(Bertino, 2016). Thus, various types of data science are developed to 
overcome the issue.

Data science was initially known as statistics or data mining, but as 
big data evolves, a few scientists have adopted new ways of encrypting 
data. In business field, big data originating from social media, it needs a 
large storage and processor, for example the Microblog processing toolkit 
(MPT) (Jie Wang, 2015). In medical field, it is “health informatics” a 
combination of computer science and information science software for the 
realm of health care.

The need of big data is mutually exclusive with the need of data science. 
Big data is present almost everywhere, and it keeps on evolving in which 
data science plays a big role in decoding it.

Gathering big data nowadays is easier compared to older days because 
of advancement in technology especially through smartphones. A smart-
phone operates through Android system which is an open source system 
and the user can modify the data. Third-party applications like Messenger 
or Instagram accumulates big data in high volume and how these applica-
tions gather the information from the users is by the system that operates 
it itself.

Despite the issue on security and privacy, big data still plays an impor-
tant role in information system strategies. The dependence of using big 
data in business is very crucial to gather customer information, in order 
to deliver the right information to customers as well as to develop busi-
ness to customer relationship. For example, online business or e-business 
deals with the supplier directly to customer with eliminating “salesperson” 
intermediate and re-intermediating “bank” as medium of transaction of 
online business. The bank will also receive big data from customers who 
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often spend their credit or debit card from online purchase so they can 
pinpoint which type of business requires online transaction and charges 
commission from it.

Understanding how big data works is by understanding how to use data 
science. To survive the era of modern technologies, to speed up business 
practices, creating more business and job opportunities, big data must be 
present in order to accommodate the activities and performance. In order 
to achieve success in a business, big data supported by data science into 
making a data-driven decision making is needed as it provides information 
and engineering at big scale (Provost and Fawcett, 2013).

3.2.3 MACHINE LEARNING (ML)

Machine learning (ML) is “a sub-field of artificial intelligence (AI)” 
focuses on using computational systems to analyze data in finding out 
ways to perform a desired task automatically (Ali et al., 2016). Ali et al. 
(2016) refers ML as a system that is used to create decision-making, 
making prediction, or future trends, and it is the key that applies technology 
to various fieldwork like healthcare, science, engineering, business, and 
finance in introducing data mining and big data techniques.

According to Ali et al. (2016), ML tasks can be categorized into 
supervised, unsupervised, reinforcement, deep, and numeric learning. The 
task for each learning techniques varies according to the data that will be 
researched and analyzed to find specific outcome.

Supervised learning technique focus on the generalized outcome in 
which the outcome can be continuous to assume any value or descrip-
tive which will describe the data. Meanwhile, unsupervised learning 
task uses clustering which is the learning task which only collects data 
that perceive similar characteristic without the needs of labeling (Ali et 
al., 2016).

In reinforcement learning, using machine language gives either 
positive or negative outcome out of the data that has been used. Deep 
learning uses machine language to solve too complex problems that 
general minds cannot understand (Bennet and Bennet, 2008). Based 
from Witten and Frank (2005), cited by Ali et al. (2016), numeric 
learning by using machine language can perform task on the data to 
give numeric output.
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3.2.4 DATA ANALYTICS

Analytics refers to the “techniques used to analyze and acquire intelligence 
from big data” (Gandomi and Haider, 2014). As big data comprised large 
volume of raw data, analytics techniques help to unleash the potential of 
the data and transform into useful data. Currently, many different types of 
software are being designed to analyze data. Large organizations namely 
SAS Institute and SPSS Inc., in particular, were creative inventors in 
menu-based statistical analysis software. Their inventions turned out to be 
successful as the software inventions can allow unprofessional analysts to 
perform the complex statistical analysis (Agrawal, 2014).

IBM conducted a survey about innovation to more than 1000 business 
leaders and their findings conclude that big data and analytics have played 
important roles in organizations that seek innovation (Marshall et al., 
2015). Marshall et al. (2015) derive that an organization which uses big 
data and analytics can outperform other competitors in terms of income 
growth and effective daily operation of the organization. Moreover, due to 
the process of analyzing and extracting valuable data, it can improve the 
efficiency of the organization, as well as configure the operation by being 
innovative to outperform their competitors in terms of product or services.

Analytics is not a new technique and it has been around since 1950s. 
Before 2003, data analytics only works with limited data that only come 
from the internal findings and the data is stored in the data warehouse. 
The outcome of these analytics was descriptive. With the emergence of 
big data in 2003, technology firms such as Google and Yahoo use big 
data for internal analysis and using customer focus strategies (Larson and 
Chang, 2016). Large organizations are focusing on creating a data-driven 
economy by analyzing the big data.

Big data analytics refer to a part of the overall process of “insight 
extraction” from big data. Further given is a list of some techniques of big 
data analytics that are being used for structured and unstructured data. The 
list of techniques of big data analytics consists of text, audio, video, social 
media and predictive analytics (Gandomi and Haider, 2014).

Text analytics refers to the technique of extracting information from 
written based data. It can also be known as text mining which these tech-
niques involve statistical analysis, computational linguistics, and ML. The 
type of information that organization can use to extract is from website, 
social media, survey, documents, and news. Text analytics enables 
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organizations to summarize all the textual information to provide a proof 
for decision making.

Audio analytics used to extract unstructured data which in the forms 
of audio and analyze it. Audio analytics can be defined as speech analytics 
as well, by which the terms can be used interchangeably. For businesses, 
audio analytics information currently only available from customer care 
services, a conversation between workers and customers. Audio analytics 
gains inside information which organization can analyze the findings and 
convert it into recommendations to improve the businesses strategies and 
next stages of business processes (Gandomi and Haider, 2014).

Video analytics or video content analysis (VCA), is a technique 
that extracts the information by monitoring and analyzing from videos. 
Panigrahi et al. (2010), cited in Gandomi and Haider (2014), commented 
that “data analytics is still in its infancy compared to other types of data 
mining.” Monitoring videos are no longer only from prerecorded but, with 
the latest technology development like closed circuit television (CCTV) 
camera, data analysts can monitor and analyze the currently ongoing situ-
ation in real time.

For social media, analytics refers to analyzing the social media to 
extract information. It can be in the form of structured or unstructured 
data. Social media has the capabilities to transmit information from one 
online platform to another which enables the users to create and share their 
information easily. Social media analytics covers a broad range of social 
media platforms; social networks, blogs, social news or wikis, to extract 
and analyzing the information. Social media analytics is still considered 
as a new technique as social media only started in early 2000 with the 
introduction of Web 2.0 (O’Reilly, 2005).

Predictive analytics from the name itself refers to a variety of techniques 
to forecast the future with the use of historical and current data. The objec-
tive of predictive analytics is to provide or give a competitive advantage 
by assuming the possible events occurring in the future (Ali et al., 2016). 
Mostly the information used for predictive analytics is primarily based on 
statistical methods from big data.

SAS was identify the importance of big data analytics as it helps 
organizations harness their data and use to identify opportunities. The 
Davenport research clarifies how businesses used their data, his findings 
that big data analytics helps to reduce cost, an improvement in the decision 
making in a faster way, new products and services development.
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For cost reduction, using existing technologies for big data like 
Hadoop and cloud-based analytics can help to store a large volume of 
data at a price that is cheaper than buying the personal database. By using 
Hadoop for the speed and in-memory analytics, with the analysis of new 
information, organizations or businesses can make a decision at once from 
the data that have been collected. With big data analytics, gathering of 
information can help to learn what customer wants, which businesses can 
take advantage of this ability to create new products or services that meet 
the demand of the.

Schutt and O’Neil (2013), cited by Larson and Chang (2016), clarifies 
that by applying data science, analysis can be done with statistical measure 
and using machine language algorithms to “produce data products or 
models that perform descriptive, predictive, or prescriptive analysis.” These 
changes on how the traditional data analysts perform to the modernize 
data analyst in terms of the outcome analysis. Furthermore, the speed of 
analyzing data becomes faster with the use of integrated technology.

3.3 RESULTS AND DISCUSSION

The result and discussion section emphasizes on two parts. The first 
part focuses on the implication of understanding big data to support data 
science by elaborating on the benefits and followed by the drawbacks 
toward using of big data from the process ML, data mining, and data 
analytics as a whole.

The advantages of understanding big data to support data science:

1. New level of knowledge and research outcome
Big data have a lot of potential data that can be converted into 
useful and reliable source by data science. For that, data that have 
been extracted by data science give a whole new level of knowl-
edge and research outcome that needs to be explored. Collecting 
contextual data is now easily available and inexpensive, these 
type of information, contextual information creates a potential for 
new knowledge in business, customers or other factors that can be 
useful to the organization.

Contextual information “provides important clues to understand 
why different outcomes occur in different settings.” Contextual 
information can be collected in a spatiotemporal setting (e.g., to 
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customers going in and out of the shopping complex) or a sequence 
of settings over time (e.g., survey is conducted to find out the 
customers’ preference of shopping area on certain days or time by 
using the location of their mobile device). This research can give 
a more beneficial outcome that discovers the consumer behaviors 
that was never been looked at and known before. Furthermore, 
information collected can go beyond to individual level by finding 
out the frequent time the consumer visiting e-commerce website 
and study consumers’ rapidly purchase to time and products or 
responses to tweets or giving feedback in the social media like 
Twitter or Facebook on responses about the services that have 
been provided to them. Instantaneously, consumer-decision 
responses are triggered by the data collection (Chang et al., 2013; 
Almunawar et al., 2018a; 2018b; 2015; Susantp et al., 2016a).

2. Instant data visualization
From data science, especially data mining, it is easier to analyze 
from the collection of big data due to the ability of prediction. In 
the context of education, as an example, if a school administration 
wants to identify a student that seeks help in terms of study or the 
school wants to decrease student retention, data mining has the 
ability to predict the outcome from the collected data and instantly 
can be visualized by charts and graphs. This saves the time and 
improves the efficiency in delivering education to the students 
(Ranjan and Malik, 2007). Given that data have been collected and 
stored, data science can process the data and produce an outcome 
in the ways that the users wanted. For that there is the need to use 
the decision-making tools to provide the instant data visualization 
(Susanto et al., 2018).

3. Decision making tools
As a start scientist developed various tools that can help make 
the decision easier from the big data extraction. By analyzing 
literature review, the decision-making tools can be used in various 
fields of work; education, health, businesses, or governments, 
in which the tools have the effects of extracting, analyzing, 
explaining, and visualizing big data. Here are some of the results 
from the tools that can be in the form of numerical or statistics 
for mathematical techniques, complex data solving using AI for 
data analysts, and also, in the form of graphs and pictures for 
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visualization technique. It brings more benefits as the tools are 
user friendly which allows users who lacks in a certain field of 
knowledge and are not experts in using the tools to get a different 
form of information. In return, the information obtained is able to 
become a problem solver.

Next, the disadvantages are discussed below:

1. Privacy and security issues
Using big data and gathering it for marketing and sales strategies 
may possess a great potential but it is also a drawback. Collection 
of data without the consent of the user that includes the privacy of 
user, what kind of daily life the user goes through, what kind of 
business transaction a user does, or where does the user live, it is 
already a breach of privacy. In terms of security issues, there can 
be misleading use of the information gathered by which the data is 
being transferred or shared with another organization without the 
consent of the people, too. There can also be losses of data or data 
leakage occurring if the information is not being handled properly 
by the right people (Chang et al., 2013).

2. Complicated in collecting data and extraction
Big data collection and extraction may not be easy for some as 
the volume is too large to handle. Advanced analytical program or 
software might be required to gather the information needed and in 
finding the reliable information that can be used for the extraction 
of information (Jifa and Lingling, 2014).

3. Money involvement to get reliable data
Use of big data can be helpful. However, getting the information 
that is useful to the research may be costly. Dealing with data can 
be related to money involvement. This means that researchers have 
to pay a lot of money to get the useful and reliable data in order 
to collect the real data which sometimes involving the privacy of 
ordinary people (Jifa and Lingling, 2014).

4. Storage in the cloud
Storing in the cloud can be quite useful for the access of the 
materials later on when it is needed and saved up some space 
in hardware devices. However, there is a disadvantage of these 
services. Once the data is uploaded to the server online like cloud 
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computing, there is a chance that the data information stored in the 
cloud cannot be deleted. As the data is being stored somewhere 
the users are unable to know. Even if users manually delete their 
information, other users might have already downloaded the data 
that was uploaded, and making multiple copies of the data.

3.4 LIMITATIONS

The study of big data and data science has started way back 20th century, 
as the Internet evolves. There is no exact definition of data science as the 
terms can change from different researchers’ point of view. However, 
there are very few studies of data science have been conducted (Mellody, 
2014), and there is no specific data science that can properly decode all 
big data.

Big amount of data does not ensure the completion or meeting the 
target research. There could be misleading or unnecessary information 
gathered for example, “personal opinion” which does not concern busi-
ness or marketing suggestions.

3.5 CONCLUSION

As a conclusion, big data is a subset of data science; it supports the 
functions of data science. Without big data, data science can still function 
but it will not give out the right or correct information or complete 
information. The importance of big data in the veracity, velocity, value, 
and variety elements, drives data science to produce data-driven decision-
making, creating more information for customer relationship and speeding 
up business performance on a wide scale.

The evolution of big data has created a competitive advantage for all 
types of business as well as in health care and services. Behind the unpro-
cessed raw data, data science reengineered big data into a more valuable 
piece of information by further analyzing and mining it into a tool for 
information strategies.

Last, it is understandable that data science has the ability to create 
potential knowledge from the data extraction and also bringing more 
benefits, too, but the rising of several issues should also be tackled.
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3.6 RECOMMENDATION

Big data is now a major icon in business and a tool for competitive advan-
tage but cannot be underestimated. To combat the security and privacy 
issues with the increasing volume of data, security enhancement must also 
be tightened and updated with correlation to its usage. Personal data that 
is collected by organizations need to be anonymous so that no personal 
identifying information is publicly available.

It is just not business practices alone using big data; it can also be 
introduced as an education scheme to create awareness among the young 
generations to make use of big data in a more meaningful way. By creating 
tools that can be beneficial toward the studies in order to increase the 
knowledge of young generation. Relatively, having a filter technology to 
make selective data becomes available as the volume of data increases, 
making extraction might be time consuming for the students.

The vast variety of big data from data mining can be expanded to 
communication field or using big data as a tool for communication. So 
far, the programs are only available for the use of mining and translating 
information as these programs are able to make big data to be more struc-
tured and data being organized properly, there is a possible invention in 
data mining to expand into communication field.
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ABSTRACT

In the information era, enormous amounts of data have become available 
on hand to decision makers. “Big data” as a term has been among the 
biggest trends over the last few years, leading to an upsurge of inquiry, as 
well as industry and political science diligence. Big data refers to datasets 
that are not only big but also high in variety and velocity, which makes them 
difficult to handle using traditional tools and techniques. Data is deemed a 
powerful raw material that can impact multidisciplinary research effort as 
well as government and business performance. The goal of this discussion 
paper is to reveal the “big data” for Generations Y (Gen Y) and Z (Gen 
Z) for learning process brought forth by the big data cause. The authors 
from different journals will bring together diverse linear perspectives and 
additional sentiment, coming from different background environment, 
geographical positions, and believes with different nucleus-like research 
expertise and different affiliations, alliances, and workplace experiences. 
This paper aims to analyze some of the different analytics methods and 
tools which can be applied to big data, as well as the different uses of “big 
data” in both Gens Y and Z.
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4.1 INTRODUCTION

4.1.1 BIG DATA

The term “big data” is sometimes considered as an industry or a technology 
by many but it is neither of these; it is a term that explains data that cannot 
be processed or analyzed using normal traditional techniques in a cost-
effective and timely means. Moreover, it describes a range of data, data 
types, and tools to address the quickly increasing amount of information 
that organizations across the world are managing. The total of data 
obtained, kept, and processed by this varied range of organizations has 
grown exponentially. This has been driven, in part, by an explosion in the 
amount of data obtained from web-based businesses, social media, and 
sensors from devices.

Numerous ways are used by organizations to create value through big 
data. The data collected can be used to come up with a better understanding 
of customers and to create products and services for narrowly distinct 
sectors. Big organizations can use these data to monitor the performance 
of key functions, classifying issues contributing to observed alterations, 
and highlighting required corrective actions or new ways to enhance the 
systems. Some use data to forecast behavior or predict events, and as a 
result, take suitable acts. Data can contribute in helping to meet regulatory 
agreement or legal discovery requirements. Finally, organizations can use 
data as the building blocks for new products and services found throughout 
the industries.

While the term “big data” is fairly new, the act of collecting and 
keeping huge amounts of information for eventual study is ages old. The 
concept gained momentum in the early 2000s when industry analyst Doug 
Laney voiced the now-mainstream meaning of big data as the three Vs and 
two added scopes.

4.1.1.1 VOLUME

Volume refers to massive information sets that are on the order of scales 
larger than data managed in the old-style databases. Though the general 
scale of data being collected and stored is certainly striking, the real issue 
is the amount of data handled by different organizations.
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For example, Facebook has more than a billion active users with 150 
billion friend connections. Every bit of new content, ranging from news 
feeds, messages, events, photos, and ads, is kept and tracked along with 
the enormous amount of data contained in websites. More than 500 TB of 
new data are loaded into the company’s records every day with the largest 
Hadoop cluster with the capability of keeping more than 100 PB. The need 
to keep and process huge amount of data is not limited to commercial 
concerns.

Organizations gather data from a diversity of sources, including 
business transactions, social media, and information from sensor or 
machine-to-machine data. In the past, storing it would have been a 
problem—but new technologies (such as Hadoop) have relieved the 
problem.

Another example, the Large Hadron Collider generates ~15 PB of data 
per year. Moreover, the planned Large Synoptic Survey Telescope will 
produce around 20 TB of data per night, resulting in 60 PB of raw data 
and a catalog database of 15 PB over 10 years of business operations. 
The whole volume of data after processing will be more than a several 
hundred PB.

4.1.1.2 VELOCITY

There are a couple features of the need for speed. The first focuses on the 
ability to process data as they arrive. While some data are produced peri-
odically, others such as machine data are delivered in a constant stream.

Taking the Large Hadron Collider as an example again, the 150 million 
sensors in the facility deliver data 40 million times per second. The 
second feature refers to how quickly data need to be processed. While 
processing historical data for business intelligence reporting or more 
in-depth analysis might need to be completed within minutes or hours, 
other tasks are more time sensitive. Certain types of transactions such as 
processing a trade or placing a targeted ad require the ability to process 
data in milliseconds.

Data streams in at an extraordinary speed must be handled within 
a timely way. Radio Frequency Identification tags, sensors, and smart 
metering are driving the need to deal with streams of data in near-real 
time.
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4.1.1.3 VARIETY

The increase in volume has been accompanied by an increase in the 
complexity of data that organize store and process. Recently, attention was 
focused on structured data, that is, data that are precisely arranged based 
on a predefined formal plan (e.g., relational database). However, most data 
do not fit this description.

Data derives in all types of formats—from structured, numeric data 
from old-style databases to unstructured text documents, e-mail, video, 
audio, stock ticker data, and financial dealings.

The term semi-structured data indicates a mixture of structured as well 
as unstructured components. This may include, for example, XML and 
other markup languages.

4.1.1.4 VARIABILITY

In addition to the increasing speeds and diversities of data, data flows can 
be highly varying with periodic peaks. Therefore these daily, seasonal, or 
event-triggered peak data loads can be stimulating to handle. Even more 
so with unstructured data.

4.1.1.5 COMPLEXITY

Data coming from multiple sources are difficult to link, match, cleanse, 
and transform data across systems. However, linking and correlating 
relationships, hierarchies, and multiple data connections are essential or 
the data collected can quickly spiral out of control.

4.1.2 IMPORTANCE OF BIG DATA

The significance of big data not only involves how much data a company 
has, but what they do with the data gathered. Taking data from any source 
and analyzing it will enable a company to:

1. Save cost
2. Reduce time wastage
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3. Develop new products and services as well as optimize offerings
4. Make smart and wise decisions

When combining big data with high-powered analytics, that company 
can accomplish business-related tasks such as

• Determining original causes of failures, problems, issues, and 
defects in near-real time

• Generating coupons and promotions at the point of sale based on 
the customer’s buying behaviors

• Recalculating the company’s whole risk portfolios in minutes
• Spotting fraudulent behavior before it affects the rest of the 

organization

4.1.3 SOURCES OF BIG DATA

• Archives: Archives are scanned documents, statements, insur-
ance forms, medical record and customer correspondence, paper 
archives, and print stream files that contain original systems of 
record between organizations and their customers.

• Docs: XLS, PDF, CSV, e-mail, Word, PPT, HTML, HTML 5, plain 
text, XML, JSON, and so forth.

• Media: Images, videos, audio, flash, live streams, podcasts, and so 
forth.

• Data Storage: SQL, NoSQL, Hadoop, doc repository, file systems, 
and so forth.

• Business apps: Project management, marketing automation, produc-
tivity, CRM, ERP content management systems, HR, storage, talent 
management, procurement, expense management, Google Docs, 
intranets, portals, and so forth.

• Public web: Government, weather, competitive, traffic, regulator, 
compliance, healthcare services, economic, census, public finance, 
stock, OSINT, the World Bank, SEC/Edgar, Wikipedia, IMDb, and 
other Web services.

• Social media: Twitter, LinkedIn, Facebook, Tumblr, Blog, Slide-
Share, YouTube, Google+, Instagram, Flickr, Pinterest, Vimeo, 
Wordpress, IM, RSS, Review, Chatter, Jive, Yammer, and so forth.
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• Machine log data: Event logs, server data, application logs, busi-
ness process logs, audit logs, call detail records, mobile location, 
mobile app usage, clickstream data, and so forth.

• Sensor data: Medical devices, smart electric meters, car sensors, road 
cameras, satellites, traffic recording devices, processors found within 
vehicles, video games, cable boxes or household appliances, assembly 
lines, office buildings, cell towers and jet engines, air-conditioning 
units, refrigerators, trucks, farm machinery, and so forth.

4.1.4 USES OF BIG DATA IN DIFFERENT INDUSTRIES

Organizations are using big data to create new products and generate 
insights into a wide range of phenomena. Applications are widespread, 
including fraud detection, customer sentiment analysis, ad personaliza-
tion, stock trading, drug discovery, healthcare delivery, energy efficiency, 
and management of computer and telecommunication networks.

There are five broad ways in which organizations can use big data to 
create value

1. Organizations can use data to develop a better understanding 
of their customers and tailor product and services for narrowly 
defined segments.

2. Organizations can use data to monitor the performance of key 
functions, identifying factors contributing to observed variances, 
and pointing to needed remedial actions or ways to optimize 
systems.

3. Organizations can use data to predict behavior or forecast events, 
and as a result, take appropriate action.

4. The organization can use data to meet regulatory compliance or 
legal discovery requirements.

5. The organization can use data as the building blocks for new prod-
ucts and services.

The following are other examples of uses of “big data” in different 
industries

• Financial services: fraud detection and analysis, credit risk scoring 
and analysis fraud detection and analysis, credit risk scoring and 
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analysis, risk analysis and mitigation, automated trading algorithms, 
compliance and regulatory reporting, legal discovery, customer 
sentiment analysis, targeting product offerings

• Marketing and advertising: customer sentiment analysis, campaign 
analysis, trading/pricing of ads, Personalized web content/e-mails, 
ad targeting/serving

• E-commerce/retail trade: click stream analysis, customer sentiment 
analysis, analysis of buying behavior, call center/log analysis, point 
of sale transaction analysis, development and application of pricing 
models, personal web content delivery, ad targeting/serving, inven-
tory management

• Social media: ad targeting/serving, customized content and promo-
tion, location-based services

• Media and entertainment: customer sentiment analysis, content 
streaming, search and recommendation optimization, customized 
content and promotions, ad targeting/serving

• Telecommunication: customer sentiment analysis, analysis of 
buying behavior, analysis of usage patterns, call center/log analysis, 
location-based service, network analysis and optimization, predic-
tive maintenance

• Manufacturing: process control, capacity utilization and forecasting, 
supply chain analysis and management, predictive maintenance, 
analysis of warranty claims

• Transportation: location tracking, capacity utilization and fore-
casting, development and application of pricing models, fuel 
consumption analysis, predictive maintenance

• Energy and utilities: smart meter analytics, compliance audits, real-
time demand forecast and pricing, network analysis and optimiza-
tion, predictive maintenance

• Healthcare: clinical trials in silico, comparative effectiveness, social 
media analysis to detect disease or treatment patterns, capacity 
utilization and forecasting, patient monitoring, personalized medi-
cine, billing compliance.

• Life sciences: genomic sequencing, drug discovery, drug 
surveillance/monitoring

• Government: fraud detection and analysis, threat analysis, analysis 
of crime patterns, weather forecasting, cybersecurity
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4.1.5 BIG DATA BUSINESS SEGMENTS

4.1.5.1 BIG DATA APPLICATIONS

Some of the big data applications are healthcare, telecom, financial 
services, transportation, life sciences, social media, e-commerce/retail, 
energy/utilities, government, media/entertainment, marketing/advertising, 
and manufacturing.

4.1.5.2 BIG DATA TECHNOLOGY PLATFORM

Some of the examples of big data technology platform are as follows:

1. Analytic tools: business intelligence, statistical analysis, data 
visualization

2. Data management tools: next generation data warehouse, HDFS/
MapReduce, data integrated tools, NoSQL/news SQL databases

3. Hardware: storage, servers, networks
4. Service providers: consulting/training, system integration, cloud 

service provider

4.1.5.3 DATA SOURCES

Some of the examples of data sources are documents, images, video, real-
time, transactional, sensors, and Internet of things (IoT).

4.1.6 BIG DATA ANALYTICS

It examines large amounts of data to uncover hidden patterns, correlations, 
and other insights. With today’s technology, it is possible to analyze data 
and get responses from it almost instantly—an effort that is slower and 
less well-organized with more old-style business intelligence results.

Most establishments now know that if they obtain all the data that 
streams into their businesses, they can use analytics and get important 
value from it. In the 1950s, decades before anyone voiced the term “big 
data,” businesses were using basic analytics (basically numbers in a 
spreadsheet that were manually observed) to discover insights and trends.
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The assistances that big data analytics offer to the table are speed and 
efficiency. A few years ago, a business would have collected informa-
tion, applied analytics, and extracted information that could be used for 
upcoming decisions, whereas today that business can find understandings 
for immediate choices. The ability to work quicker—and stay agile—gives 
organizations a competitive advantage they did not have before.

4.1.7 IMPORTANCE OF BIG DATA ANALYTICS

Big data analytics helps organizations to harness their data and use it to 
identify new opportunities. That, in turn, leads to smarter business moves, 
more efficient operations, higher profits, and happier customers.

Following are the reasons why big data analytics are crucial

• Cost reduction: Big data technologies such as Hadoop and cloud-
based analytics carry important cost benefits when it comes to 
storing great amounts of data—and they can recognize more well-
organized ways of doing business.

• Faster, better decision-making: With the speed of Hadoop and 
in-memory analytics, joint with the capability to examine new 
sources of data, businesses are able to study information instantly—
and make choices based on what they have learned.

• New products and services: With the capability to measure 
customer needs and fulfillment over analytics comes the power 
to deliver what the customers want and need. Therefore, with big 
data analytics, more companies are making new products to satisfy 
customers’ needs.

4.1.8 GENERATION Y (GEN Y)

Gen Y is the generation of people born during the 1980s and early 1990s. 
The term is built on Gen X, the generation that came before them. Members 
of Gen Y are often referred to as “echo boomers” because they are the chil-
dren of parents born during the baby boom (the “baby boomers”). Because 
people born during this time period have had continuous contact with the 
technology (computers and cell phones) in their youth, they required many 
employers to up-to-date their hiring plan in order to include modernized 
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forms of technology. They are also called millennials, echo boomers, 
Internet generation, iGen, and net generation.

4.1.9 GENERATION Z (GEN Z)

Also known as the Net Generation or digital natives, Gen Z were born 
approximately between 1990 and 2000. A generational theme to partly 
describe Gen Z, it is instantly and extensively interconnected and 
connected locally and globally. The founder of a Gen Y social networking 
site, Penelope Trunk, stated that Gen Z will open doors that are barely 
being knocked by the previous generations due to Gen Z’s ability to 
process the amount of information that they have been able to process 
from an early age. Gen Z is emerging into a multigenerational workforce 
and civic community and the motto of Gen Z is work to live instead of live 
to work. Since Gen Z is in comfortable position in participating in an inter-
connected world, in using various technology and global-minded skills 
to solve problem. For Gen Z, the future is very bright and holds promise 
not only for traditional methods of engagement but for new technology 
beyond our imagination.

4.1.10 GENS Y AND Z ATTRIBUTES

Technology is perceived to be so significant within the loves of Gen Y that 
researchers have labeled new generations on the basis of their familiarity 
with digital devices. Prensky (2012) coined the term digital native to 
describe a generation of tech-savvy individuals with a positive attitude to 
technology, accustomed to the speed of the Internet and to multitasking. 
The “net generation” is goal and achievement oriented, with a preference 
for active learning and social activities.

One study defines Gen Y as intelligent, ambitious, questioning indi-
viduals accustomed to networking, multitasking, always connected, and 
often more academically qualified than their managers, who are expected 
to be mentors and coaches.

Some have suggested that Gen Y seeks personal fulfillment, a mean-
ingful job in a friendly organization, work–life balance and is also strongly 
motivated by career advancement (Meierand Crocker, 2010). Finally, 
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according to research by PwC (Finn and Donovan, 2013), unlike Gen X, 
they prioritize support, appreciation, and flexibility over salary.

4.1.11 GENS Y AND Z EMPLOYMENTS

According to the latest ONS figures (2014), over 3 million young people 
(aged 16–24) are part of the UK workforce, compared with 733,000 unem-
ployed. There are also 2.72 million young people economically inactive, 
mostly full-time students who will join the workforce soon.

Now, the three-quarters of employers offer programs aimed at young 
people, the most popular of which are work experience and apprentice-
ships. Graduate schemes, apprenticeships, and school-leaver programs are 
considered the most effective pathways to work.

KEY PROGRAMS

The key programs are as follows:

• Industrial placements
• Work-based degrees
• Apprenticeships
• Graduate programs

4.2 LITERATURE REVIEW

The scientific research has been revolutionized by “big data.” As 
technology advances, particularly with the advent of next-generation 
sequencing, the size and number of experimental datasets available are 
increasing exponentially.

“Big data” has the potential to revolutionize not only research but 
also education. A recent detailed quantitative comparison of different 
approaches taken by 35 charter schools in New York City has found that 
one of the top five policies correlated with measurable academic effective-
ness was the use of data to guide instruction. Imagine a world in which we 
have access to a huge database where we collect every detailed measure 
of every student’s academic performance. This data could be used to 
design the most effective approaches to education, starting from reading, 
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writing, and math, to advanced, college-level courses. We are far from 
having access to such data, but there are powerful trends in this direc-
tion. In particular, there is a strong trend for massive web deployment of 
educational activities, and this will generate a large amount of detailed 
data about students’ performance.

It is widely believed that the use of information technology can reduce 
the cost of healthcare while improving its quality by making care more 
preventive and personalized by extensive (home-based) continuous 
monitoring.

4.3 RESULT AND DISCUSSIONS

4.3.1 UNITED PARCEL SERVICE (UPS)

United Parcel Service (UPS) is the world’s main package delivery 
company and a leading global provider of specialized transportation 
and logistics services was founded in 1907. This company provides a 
commanding competitive advantage that can help earn repeat customers 
and grow their business by using advanced technology, access to global 
resources, and an integrated network of physical, technological, and 
human assets.

In 1907, there was a great need for private messenger and delivery 
services in the United States. An innovative 19-year-old, named James E. 
Casey (also known as Jim), borrowed 100 dollars from an acquaintance 
and started the American Messenger Company in Seattle, Washington 
to help satisfy this need. According to Jim, there were quite a number 
of messenger services already in Seattle, some of which he had already 
worked for in the past years. In response to receiving telephone calls at 
their basement headquarters, messengers ran errands to deliver packages 
and carry notes, baggage, and trays of food from restaurants. Most deliv-
eries were made on foot, whereas bicycles were used for long distance 
trips. There were only a few automobiles available at that period of time 
and the department stores still used horses and wagons for goods delivery. 
After 6 years, only then the United States Parcel Post system was estab-
lished. And today, UPS manages more than 16 million shipments a day, 
all over the world.
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4.3.2  UPS IN GEN Y (1980–2000)

Year Happenings
1975 UPS went universal for the first time when it offered services and 

administrations within the Canadian city, Toronto.
1980s The demand for air parcel delivery expanded and federal deregulation 

of the aircraft business created new openings for UPS.
1985 UPS started international air service between the United States and six 

European countries.
1989 Then domestic air service was added in Germany.
1993 UPS was delivering 11.5 million packages and documents a day for 

more than 1 million regular customers. With such a huge volume, 
UPS had to develop new technology to maintain efficiency, keep 
prices competitive, and provide new customer services. Technology 
at UPS spans an incredible range, from small handheld devices to 
specially designed package delivery vehicles and global computer and 
communications systems.
The handheld Delivery Information Acquisition Device (DIAD), 
carried by every UPS driver, was developed to immediately 
record and upload delivery information to the UPS network. The 
DIAD information even includes digital pictures of a recipient’s 
signature, thus giving customers real-time information about their 
shipments. Furthermore, this proprietary device allows drivers to 
stay in constant contact with their headquarters, keeping abreast of 
changing collection schedules and traffic patterns and receiving other 
important messages.
At the other end of the spectrum, UPSnet is a global electronic data 
communications network that provides an information processing 
pipeline for international package processing and delivery. UPSnet 
uses more than 500,000 miles of communications lines and a dedicated 
satellite to link more than 1300 UPS distribution sites in 46 countries. 
The system tracks 821,000 packages daily.

1986–1991 UPS spent USD 1.5 billion on technology improvements and plans 
to spend an additional USD 3.2 billion over the next 5 years. These 
investments are aimed at improving efficiency and expanding customer 
service.

1992 UPS began tracking all ground packages.
1994 UPS.com went live, and consumer demand for information 

about packages in transit soared. The following year, UPS added 
functionality to its website so customers could track packages in 
transport. The resulting popularity of online package tracking exceeded 
all expectations.

http://1994UPS.com
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Year Happenings
Late 1990s UPS was in the midst of another transition. Although the core of the 

business remained the distribution of goods and the information that 
accompanies them, UPS had begun to branch out and focus on a new 
channel: services. As UPS management observed, the company’s 
expertise in shipping and tracking positioned it to become an enabler 
of global commerce and a facilitator of the three flows that makeup 
commerce: goods, information, and capital. To fulfill this vision of new 
service offerings, UPS began strategically acquiring existing companies 
and creating new kinds of companies that did not previously exist.

1995 Through these acquisitions and creations, UPS sought to serve its 
customers in a new way. By providing unique supply chain solutions, 
UPS allowed its customers to better serve their own customers and 
focus on their core competencies. UPS formed UPS Logistics Group 
to provide global supply chain management solutions and consulting 
services based on customers´ individual needs. UPS acquired a 
company called SonicAir, making UPS the first company to offer same 
day, “next flight-out” service and guaranteed 8 a.m. overnight delivery

1998 UPS capital was founded with a mission to provide a comprehensive 
menu of integrated financial products and services that enable 
companies to grow their business.

4.3.3  UPS IN GEN Z (2000–2020)

Year
2001 In 2001, UPS ventured toward retail business by acquiring Mail Boxes 

Etc., Inc., the world’s largest franchisor of retail shipping, postal, and 
business service centers. Within 2 years, approximately 3000 Mail 
Boxes Etc. locations in the United States re-branded as The UPS Store® 
and began offering lower UPS-direct shipping rates. The stores remain 
locally owned and operated, and continue to offer the same variety of 
postal and business services, with the same convenience and world-
class service

2003–2005 UPS continues to expand service worldwide. In Europe, Asia, and South 
America, customers enjoy an unmatched portfolio of time-definite 
and supply chain services. Two major enhancements to international 
service came with the expansion of Worldport, the air hub in Louisville, 
Kentucky, as well as the European air hub in Cologne, Germany. With 
Asia identified as a primary growth target, in 2005 UPS launched 
the first nonstop delivery service between the United States and 
Guangzhou, China. That same year, UPS acquired the interest held by 
its joint venture business partner in China, giving it access to 23 cities 
that cover more than 80% of the country’s international trade.



Toward Big Data’s Impact on the Learning Process 79

Year
From using electric vehicles in New York City during the 1930s to 
developing water conservation techniques while keeping the familiar 
brown package cars clean, as well as operating the world’s largest 
fleet of compressed natural gas vehicles, UPS has long practiced 
environmentally conscious innovations. Although sustainable practices 
are not new to UPS, the company recognized the need to formally 
document its focus on responsible business models. In 2003, UPS issued 
its first corporate sustainability report, highlighting the importance of 
balancing economic, social, and environmental objectives. Now due to 
an annual report, it tracks the company’s key performance indicators 
relevant to the business.
UPS continually gains wider access to various markets through 
acquisitions. The 1999 acquisition of Challenge Air made UPS the 
largest express and air cargo carrier in Latin America. Purchasing 
Menlo Worldwide Forwarding in 2004 added heavy air freight 
shipment capability, while the acquisition of Overnite in 2005 expanded 
the company’s ground freight services in North America. Other 
recent acquisitions in the United Kingdom and Poland present new 
opportunities for growth in Europe.
Over the past 100 years, UPS has become an expert in transformation, 
growing from a small messenger company to a leading provider of 
air, ocean, ground, and electronic services. The most recent public 
change came in 2003, when the company introduced a new brand 
mark, representing a new, evolved UPS, and showing the world that 
its capabilities extend beyond small package delivery. The company 
went another step further, adopting the acronym UPS as its formal 
name, another indicator of its broad expanse of services. Ever true to 
its humble origins, the company maintains its reputation for integrity, 
reliability, employee ownership, and customer service. For UPS, the 
future promises even more accomplishments as the next chapter in the 
company’s history is written.
Since becoming a publicly traded company in 1999, UPS has 
significantly expanded the scope of its capabilities primarily through 
the acquisition of more than 40 companies, including industry leaders in 
trucking and air freight, retail shipping and business services, customs 
brokerage, finance and international trade services. As a result, UPS’s 
relationships with many of its customers have deepened to include much 
more than basic transportation services.
Today, UPS operates an international small package and document 
network in more than 185 countries and territories, spanning both the 
Atlantic and Pacific oceans. With its international service, UPS can 
reach over four billion people, twice the number of people who can 
be reached by any telephone network. Moreover, UPS.com receives 
millions of online tracking requests daily.

http://UPS.com
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4.3.4 BIG DATA IN UPS

UPS has a single integrated and optimized network which results in 
environmental benefits such as reductions in fuel use and greenhouse 
gas emissions. To make the network operate more efficiently and reduce 
environmental impact, UPS designs, acquires, implements, and optimizes 
information technology for continuous improvement. Technology has 
helped UPS fine-tune various aspects of its operations—from planning 
and routing to flying and driving—something that is good for business 
and the environment. A key tool in achieving sustainability improve-
ments is the use of “big data.” UPS uses proprietary package movement 
technology to decide what packages are filled on each transportation, then 
gathers data from numerous aspects of fleet processes using a telematics 
technology system.

The business records the performance and condition of their trans-
portation engines. The drivers’ behavior and safety habits on the road 
are recorded by implying GPS. Sensors are used to produce a report on 
the emissions and fuel consumptions. They also monitor deliveries and 
customer services through devices. Last, Maps are used to collect address 
points and routes covered.

These technologies and sensors capture over 200 data points from 
more than 80,000 transportations every day. The data analyzed includes

1. Engine monitoring
2. Speed
3. Mileage
4. Number of stops
5. Miles per gallon
6. Safety aspects

4.3.5 BENEFITS OF BIG DATA IN UPS

By using these data and technologies, UPS has gained exponential 
outcomes. These developments have aided the business find ways to sort 
and load packages more precisely and accurately. These advancements 
also allow a company to offer drivers a customized manifest of packages 
on each vehicle to guarantee optimized delivery. These efforts drive effi-
ciency and service improvements, as well as environmental benefits.
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4.3.5.1 FUEL AND EMISSIONS EFFICIENCY

In 2012, the amount of idling time of 206 million minutes was reduced 
by UPS, which led to the saving of more than 1.5 million gallons of fuel.

4.3.5.2 GREENHOUSE GAS REDUCTION

UPS also avoided 13,000 metric tonnes of carbon emissions due to reduced 
miles per stop. This has resulted in the removal of 12.1 million miles of 
driving in 2012.

4.3.5.3 FUEL REDUCTION

About 39 million gallons of fuel were saved since 2001 through route 
optimization and monitoring.

4.3.5.4 MILEAGE REDUCTION

Lastly, 364 million miles of driving time has been avoided by UPS since 
2001.

4.3.6 ON-ROAD INTEGRATED OPTIMIZATION AND 
NAVIGATION (ORION)

As UPS has numerous parts and pieces moving around the world, they 
store a large amount of data which majority are coming from sensors in 
their transporting vehicles. These collected data not only analyzed daily 
performance and activities but also triggered a major restructure of UPS 
drivers’ route structures. The ingenuity was called On-Road Integration 
Optimization and Navigation (ORION). This system depended heavily on 
data gained from online map to readjust a driver’s pickups and drop-offs 
in real time.

UPS takes an all-inclusive method to integrate data into technology. 
ORION was arguably the world’s largest operation research project. 
ORION uses fleet telematics and advanced algorithms to take route 
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optimization to a new level. In 2013, UPS started the first major deploy-
ment of ORION, with plans to deploy the technology to all 55,000 North 
American routes by 2017.

4.3.6.1 OUTCOMES OF ORION

1. Saved 1.5 million gallons of fuel savings and 14,000 fewer carbon 
dioxide emissions by end of 2013 by optimizing 10,000 routes

2. Collected more than 250 million address data points
3. Planned 55,000 North American routes for deployment by 2017
4. Has 10,000 of route optimizations per-minute based on real-time 

information

4.3.7 LEARNING AND DEVELOPMENT FOR GENS Y AND Z

When young people enter an organization, it is important to provide a 
training and developing programs personalized to their exact needs, 
instead of a common one (Oxenbridge and Evesson, 2012, Culliney and 
Broughton, 2013). The induction is an opportunity to meet colleagues, to 
familiarize them with the new situation, together with being introduced to 
both the company and their specific role (Culluney and Broughton, 2013). 
While this is valid for all employees, it is especially relevant for young-
sters, as the shift from education to employment might be “traumatic and 
disorienting” and many lack confidence (Smith 2003, p17, Oxenbridge 
and Evesson, 2012).

Young people also specifically benefit from clear objectives, regular 
feedback, opportunities for upward communication and guidance on the 
skills they can develop or are developing on the job.

Further, they need a strong IS support network, according to most 
employers. Suggestions include mentoring and coaching support from an 
effective line manager (Peate and Taylor, 2014). Buddies or other peer 
support can also be particularly helpful for young people, who may feel 
less at ease with their manager initially.

A range of learning and development methods is used to support 
ongoing development. For example, individual- and group teaching-
guided study and social learning are frequently adopted in apprenticeship 
programs (Peate and Taylor, 2014). Collaborations are often formed to 
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offer thisgeneration, especially Gen Z, the chance to work and earn formal 
qualifications. For example, there has been an increase in joint partner-
ships between private companies and universities to deliver work-based 
degrees (UK Commission for Employment and Skills and Universities 
UK, 2014).

4.3.8 LEARNING METHODS FOR GENS Y AND Z

4.3.8.1 LEARNING FROM EXPERIENCE

• On-the-job learning: one of the primary development methods used 
is learning from experience, on the job. For example, ActionAid is 
focused on enabling apprentices to learn from experience.

• Business problem exercises: used by a number of organizations to 
help people gain experience of working on a project, data analysis, 
and completing different challenges.

• Giving presentation: other generations have also used presenta-
tions as a development method, particularly, as presenting to senior 
leaders is a key way of gaining real-life experience of a challenging 
situation.

4.3.8.2 LEARNING FROM OTHERS

• Mentoring: Mentoring using different forms is frequently used 
to build capability. A reverse mentoring also means that trainees 
mentor more senior colleagues on the business models they have 
learned as part of their higher education-based learning.

• Networking: It is commonly viewed as a helpful development tech-
nique, networking helps young generations build a network across 
the organization.

• Learning from peers and your line manager: While these techniques 
are actively managed, informally learning from your line manager 
and from the team is still a vital part of growing and development.

• Formal learning

a. Intensive inductions: A quality induction period is very impor-
tant as entering employment for the first time can be difficult 
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for young generations. This period can help young people feel 
at ease and better understand their role and the organization. It 
is designed to help them make the transition back to work and 
help them build interpersonal skills.

“It helps them understand what it means to communicate 
effectively, to understand team working, how to plan and a 
whole range of core employment skills.” Mike Thompson, 
Barclays.

b. Formal qualifications: Formal qualifications are used to 
enhance and build the individual’s technical knowledge base, 
either as part of a work-based degree or through an apprentice-
ship. In an industry that places great value on having a degree, 
this also give apprentices the chances to be able to continue to 
progress and develop their career.

c. Classroom training: Young generation on the various schemes 
typically have access to a range of classroom training courses, 
which are available throughout the organization.

4.3.9 GENS Y AND Z LEARNING PREFERENCES

4.3.9.1 MIXED VIEWS ON LEARNING TECHNOLOGY

As highlighted in the introduction, many young people are “tech-savvy” 
and therefore typically use technology in their day-to-day lives, and make 
use of online tools to develop their knowledge. Many young people which 
were interviewed agreed with this perspective, and explained that they 
regularly use the Internet to access information—a form of self-directed 
learning. Especially for Gen Y who has confidence, they have high expec-
tations, particularly when it comes to learning. In terms of learning, Gen 
Y will give more honest responses and due to this confidence that they are 
able to contribute to the class or lecture.

4.3.9.2 TECHNOLOGY IS ALSO USED AS A NETWORKING TOOL

“The use of technology between generations is probably the starkest 
difference… We have got a very active thriving online community, but 
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when you look at the profile of people using it, it does tend to skew more 
toward the younger generation.” Mike Thompson, Barclays.

These findings reflect the preferences young people exhibit for using 
technology, and the “tech-savvy” skills outlined in the previous part. 
However, there are a lot of significant challenges when this information 
is applied to learning methods. In Fujitsu, the young people shared their 
frustration with unwieldy learning technology and compliance e-learning. 
While young people may be tech-savvy, it represents a genuine challenge 
for the learning and development profession as we continue to embed the 
use of technology for learning.

4.3.9.3 PREFERENCE FOR LEARNING FROM DOING

Many of younger generations interviewed expressed a desire to learn from 
experience and working on collaboration with others.

Niger Spencer, Reed Smith, reflects on the value of on-the-job experi-
ences on the wider transition young people face

What really makes the difference in going from the world of study to 
the world of work is the outside-the-classroom experiences. That’s why 
I was so passionate about putting in place things like the client intel-
ligence projects and the reverse mentoring as they areworkplace-based, 
real situations in which to apply their learning.

4.3.9.4 BITE-SIZED LEARNING

Traditional classroom training may not always suit young generation’s 
preferences especially if they have recently left school.

4.3.9.5 MAKING A DIFFERENCE AND GETTING FEEDBACK

Gaining feedback, not just from senior managers but also from peers was 
viewed as a great way to understand the difference that you are making 
and how you can learn and develop.
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4.3.10 INDUSTRY 4.0—EVERYBODY AND EVERYTHING IS 
NETWORKED

4.3.10.1 CHANGING DEMANDS: QUALIFICATION AND 
TRAINING FOR INDUSTRY 4.0

Industry 4.0 is also known as the fourth industrial revolution, which will 
address and solve some of the challenges facing the world today such as 
resource and energy efficiency, urban production, and demographic change.

4.3.10.2 CHANGING EDUCATIONAL DEMANDS: NEW 
WORKING WORLD WITH NEW PLAYERS

• Technical world
1. New phase of automation technology
2. Robots outside fences/cages
3. Mobile robotics
4. Robots in everyday life

• Globalized organizations
1. Structures above geographical distances
2. Globalized virtual communication

• Organizational functioning
1. New types of organizations
2. New ways of performance and success measurement

4.3.10.3 NETWORKED WORLD LEADS TO NEW MODELS IN 
SCIENCE AND EDUCATION

However, in second revolution industry the resource of power is empha-
sized, in other hand the resource of intelligence is highlighted in fourth 
industrial revolution.

Some of the 21st Century Learning Topics

• Lifelong learning
• 24/7 access to information
• Multiple, hybrid
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• Interdisciplinary nature
• Networked, independent
• Expansion of the skills
• Personalized
• Adaptive and flexibly
• Operations research
• Artificial intelligence
• Neurosciences
• Soft skills
• Dealing with diversity
• Language skills
• Communication
• Cooperation
• Changed roles
• Creativity
• Innovation
• Abstraction

4.3.10.4 CHANGING EDUCATIONAL DEMANDS LEADS TO 
NEW EDUCATION MODELS

Some of the 21st Century skillset

• Solving complex, multidisciplinary, open-ended problems within 
changing and partly anonymous teams

• Thinking critically and making judgments
• Creativity and entrepreneurial thinking
• Communicating and collaborating in new ways
• Making innovative use of knowledge and information

4.3.10.5 EMPLOYEES OF A NEW WORKING WORLD, INDUSTRY 
4.0, MATCHING SUPPLY AND DEMAND FOR GENS Y AND Z

• Learning strategies/behavior of Gen Y and Z
• Gen Y focus on social interaction and collaboration, self-paced, 

tactile learning, that is, doing is more important than knowing, 
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whereas Gen Z focus on “Learning by playing,” collaborative and 
connected learning and Internet as extension of one’s self

• Changes in vocational education
1. Subject-oriented systematic; use of established subject 

classification
2. Process-oriented perspective; Integrating generic, social, and 

methodical skills
3. Process orientation with reflection based on subject classifica-

tion; focus
4. Learning: work process perspective and focus on reflection: 

perspective on technology

4.3.11 EMPLOYEES OF INDUSTRY 4.0

4.3.11.1 MULTI- AND INTERDISCIPLINARY CHALLENGE

Orientation Toward Digitalization for Mechanical Engineering (ME)

• Web-based application/solution
Engineers, especially those who are doing mechanical works, can use 
web-based application to run a website or any web application that can 
help designing infrastructure or architectural design with the ease of 
access to IS.

Google Docs is an example of a decent web-based application that 
allow workers in this field to share their data collected in any web 
browsers, for example, Safari and Google Chrome to their fellow 
colleagues. By using this method, individuals can save much time and 
costs.

• Decentralization
In general, the decentralization process can substantially increase effi-
ciency, transparency, accountability, and responsiveness of service provi-
sion compared with centralized system.

A decentralized system is characterized by the exercise of substantial 
power at the local level on many aspects of features education, subject to 
some limited control by the central government (World Bank, 1997).



Toward Big Data’s Impact on the Learning Process 89

• Digital Trial and Error

A method of reaching a correct solution of satisfactory result by trying 
out various means or theories digitally until error is sufficiently reduced 
or eliminated. For example, a trial-and-error approach to building an 
automated bridge will take a longer time to correct than building just a 
normal bridge.

• No language/time barriers
Using IS, virtually, you can setup meetings with fellow engineers, clients, 
managers, and so forth which can save ample amount of time of the 
workers. By using IS application, software or hardware, workers can no 
longer have barriers, or reduced to some extent, to language as the IS itself 
can help the engineers to understand better.

• Internet of things (IoT)
IoT link smart objects to the Internet. Never available before data can be 
exchanged and bring users information in a more secure way (Cisco, 2016). 
Cisco also predicts that IoT will consist of 50 billion devices connected to 
the Internet by 2020.

• Cyber-physical systems
A cyber-physical system (CPS) is a mechanism controlled by a computer-
based algorithm, strongly integrated with Internet and its users. Examples 
of CPS are as follows: smart grid, medical monitoring, process control 
systems, robotics systems, autonomous automobile systems, and auto-
matic pilot avionics.

• System security
Control of access to a computer system’s resources, especially its data and 
operating system file

• Smart data/big data
“Smart data” means information that actually makes sense and its main 
purpose (veracity and value) is to filter out the noise and hold data which 
are valuable. These smart big data can be used effectively by engineers or 
businesses to solve complex problems.
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4.3.11.2 SCIENTIFIC PROGRAMMING ALSO BECOMES A MAJOR 
PART OF ME

Virtual Production Environment (VPE): Virtual Production Environment 
is a model of a factory that is used by the a priori application to produce 
cost assessments (apriori, 2016) Information contained in a VPE:

a) Supported manufacturing process groups, processes, and routings
b) Manufacturing feasibility rules
c) Materials
d) Machines, machine capabilities, and constraints
e) Machine time standard information
f) Machine and tooling accounting rates
g) Process model logic
h) Cost model logic

Product Design: Product Design is a broad approach to the designing 
and making new innovative products which are to be sold by a business to 
its customers.

E-engineering: E-engineering offers new ways of managing complex 
problems that usually arise in the engineering world, but businesses should 
also be cautious of what unique issues this virtual work process brings. 
E-engineering can drastically cut technology costs for companies and by 
e-engineering, companies can gain competitive advantage due to the low 
costs involved using this process.

4.4 CONCLUSION

Having a determination of the right approaches, an awareness of genera-
tional learning preferences is essential. It is also clear that these genera-
tions, Y and Z, have high expectations as they are the regular user of these 
technologies and proficient enough to use it as a communication tool and 
to learn in the young people’s personal lives.

This generation is divided between Y and Z, incorporate with the 
need to develop core competencies in compulsory education and also 
in businesses (especially digital/IS competence), adapt to new social 
skills related to the use of technologies and to explore the skills young 
generations should have and those they need to build. By taking different 
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learning approaches, they can often identify areas for improvement and 
have the initiative to find solutions themselves. The needs of a changing 
society where everyone within the organization will bring every skills and 
strength acquired in order to have the chance to impact the organization 
at an early stage, raise questions about the preparation of current teachers 
for leading the teaching–learning processes that the future generation of 
students will use.

We proposed a deep learning approach about revealing big data for 
both Gen Y and Gen Z for learning process. For example, the 4th industrial 
revolution is already running and since it is an IT-based, connectivity is 
one of the main characteristics. The new working worlds demand new 
skills as new technologies change our views of working and behavior. The 
technological breakthroughs - like algorithms and computational power 
to work on these big data made promising qualification concepts to be 
available as learning analytics in augmented training scenarios which are 
projected to train and gain the needed skillset of the 21st century. However, 
it is best not to assume that IS or IT will always be the proper learning 
solution for Gens Y and Z.
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CHAPTER 5

ABSTRACT

The main purpose of this chapter is to gain more knowledge and completely 
understand, analyze on how useful the big data is, and how technology 
becomes a necessity for an individual, especially for an organization to 
learn in this modern/technology era. The Internet era had created a huge 
amount of data available to an individual or any organization in the world. 
These data are considered as big data, which comprises databases that 
is huge to be managed by outdated database systems. Structured and 
unstructured data are included in big data. Those data are formatted and 
unformatted, respectively. Structured data are used in database manage-
ment, whereas unstructured data are used for all types, such as social 
media and multimedia. Sensors and actuators are the other types of data 
that are embedded in an object.

Technology has developed and shaped the human life and it plays an 
important role in almost all aspects of modern life. In many countries, 
technology has become one of the important drivers of the economy. 
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This chapter focuses on big data that can create a technopreneur and the 
nature of research is a qualitative design of a secondary research and the 
data were collected through observation notes, Google reflection essays, 
journals, and books. This chapter begins with a quick introduction on tech-
nopreneurs, a data management system, and big data, which is followed 
by literature review, some important open issues, result and discussion of 
big data. Conclusion and recommendation are also presented in the last 
section of the chapter.

5.1 INTRODUCTION

Technopreneur is a combination of the terms “technology” and “entre-
preneur.” Technology means the application of knowledge, which deals 
with the creation for practical ends; whereas, entrepreneur is a person who 
manages and organizes any business with considerable initiative and risk. 
This term has been used since 1987 for a technology as an integral and key 
element in the transformation of good and services. Technopreneurs are 
entrepreneurs who are really into a business that involves high technology 
and make use of it to produce new and innovative products through a 
commercialization process where both technical and business skills are 
applied for potential technopreneurs.

The technopreneurs are the entrepreneurs who are technology savvy, 
creative, innovative, dynamic, dare to be different and take the unexplored 
path, and very passionate about their work. They take challenges and 
strive to lead their life with greater success. They do not fear to fail. They 
take failure as a learning experience, a stimulator to look things differently 
and stride for next challenge. Technopreneurs continuously  go through an 
organic process of continual improvement and always try to redefine the 
dynamic digital economy (Susanto, 2016a).

A database management system makes it possible for an end user to 
create, read, update, and delete data in a database. The important role of 
database management system is to serve as an edge between the folder 
and final client or purpose programs and ensure that the data is constantly 
planned and remains accessible.

A database administration system manages three significant things: the 
data; the database engine that allows data to be accessed, protected, and 
customized; and lastly the database schema, which defines the database’s 
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rational arrangement. These three initial fundamentals facilitate to provide 
concurrency, safety, data reliability, and standardized management 
measures. Classic database management responsibilities are supported 
by the database organization method that includes altering organiza-
tion, routine monitoring or tuning, as well as support and improvement. 
Database organization system is accountable for computerized rollbacks, 
restart, and improvement, as well as for sorting and audit action.

With the advancement of technology in the past few decades, several 
popular database management structures are included. Relational database 
organization structure is flexible in most use cases, however, RDMS 
Tier-1 products are fairly costly. Second, the NoSQL DBMS, which is fit 
matched for a freely distinct data structure can develop the future point 
in time. Another database organization structure that is popular is the 
in-memory database management system, which provides quicker reac-
tion period and enhanced act. Fourth, the columnar database organization 
arrangement is compatible fora data warehouse that has a huge quantity of 
similar data items. Lastly, in a cloud-based data organization structure, the 
cloud service provider is accountable to provide and maintain the database 
organization structure.

The above mentioned data and database management system have 
evolved with the explosion and breakthrough of modern technology 
and sciences in the arena of data management. Companies and business 
nowadays have the ability to store, process, and manipulate data in a 
manner that having a large pool of data of their clients, customers, and 
other stakeholders, which are readily available online and off-line, both 
in a digitized or physical state. These sets of data are no longer saved or 
stored into paper or cloth like the early human civilization.

As time progressed and more advancement in technology, data and 
information have been stored into laser disk, floppy disks, magnetic tapes, 
Universal Serial Busdrives, compact disks, hard drives, and others. Now, 
it is time for big data to fully use its potential in terms of data manage-
ment capability to help companies and organization to gather information 
and process data that have not been used previously due to limitations of 
the older technology. However, with the ability to store huge amount of 
data and infrastructure such as cloud computing, we are able to stock up a 
limitless amount of information. Data sizes from terabytes and petabytes 
are being generated, processed, stored, and managed without difficulty.
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“Big data” concept was initially introduced to the computing world by 
Roger Magoulas from O’Reilly Media in 2005 to describe a huge quantity 
of data which conventional data organization technique cannot deal with 
and process due to the difficulty and amount of this data (Ularu et al., 
2012). They also continued to state that, according to MIKE 2.0, the open 
resource typical for information management, big data is distinguished by 
its amount, comprises a big, multipart, and autonomous collection of data 
sets, each with the possibility to interact. In this, each big data is capable 
of making communication two-way or multiple-ways.

Big data can be distinguished as a set of data sets that is huge and 
multipart which has become hard to process by means of conventional 
database organization paraphernalia and data processing application. In 
addition, it can consist of a huge volume of mixed data that is being gener-
ated at fast speed. These data sets cannot be managed and processed using 
conventional data organization paraphernalia and application. Big data 
requires the utilization of the latest set of tools, application, and frame-
works to process and handle the data.

Based on the executive report processed by IBM Institute for Business 
Value in collaboration with Saïd Business School, University of Oxford 
(2012), big data is preeminently described as today’s superior quantity of 
data, the latest type of data and study, or the up-and-coming necessities 
for more concurrent information study. It is further stated that big data are 
characterized by several features. It is a better extent of information, it is 
a new kind of information and analysis, it shows immediate information, 
data gathered are in flood from new technologies, use nontraditional forms 
of medium, uses huge volume of data, it is the newest catchphrase, and 
uses community medium data.

Another meaning of big data affirmed by Susanto (2018) refers to 
information sets or combinations of information sets whose amount 
(volume), difficulty (variability), and pace of expansion (velocity) make 
them hard to be captured, managed, processed, or analyzed by conserva-
tive technologies and tools such as relational database and desktop figures 
or visualization parcels, within the time needed to make them functional. 
The amount used to decide whether a meticulous data set is considered big 
data is not definitely defined and continues to alter over time. At present, 
most analysts and practitioners refer to information sets from 30–50 TB 
(1012 or 1000 GB/TB) to several petabytes (1015 or 1000 TB/PB) as big 
data.
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Most people consider big data as a new revolution in database manage-
ment system but in reality the main core for big data—the information 
itself has been around. On the other hand there has always been a need for 
storage space, dispensation, and the organization of data since the begin-
ning of human evolution and human society. However, during primeval 
times, data and information that have been gathered would be chosen 
depending on its significance. The quantity and type of data captured, 
stored, processed, and managed depend on various factor such as require-
ment, present technologies, ease of using tools for storage, processing, 
organization effort or cost, the ability to gain insight into the information, 
the ability to make judgment based on the data, and other functions.

As stated by Susanto (2018), a study on the Evolution of Big Data as a 
Research and Scientific Topic shows that the term “big data” was present 
in the study from the 1970s but was introduced in publication in 2008. 
They also stated that nowadays the big data concept is treated as diverse 
point of view, covering its implication in many fields.

Big data has completely transformed the way businesses and organiza-
tions operate. It has an impact on majority of the world population without 
realizing it. Big data is also defined as ever more send-off a digital outline 
or information, which can be used by us and others and analyzed. It is our 
capacity to create and make use of the ever-growing volume of data.

As stated by Eric Schmidt, Executive Chairman of Google, “from the 
dawn of civilization until 2003, humankind generated five exabytes of 
data. Currently, we create five exabytes every two days and the pace is 
accelerating.” This shows that the huge quantity of information that we are 
producing everyday needs a structure or ways to manipulate the informa-
tion produced and change it into useful information. With big data, it is 
possible to carry out these tasks.

5.2 LITERATURE REVIEW

There are many previous study and research related to creating techno-
preneur and innovation through big data. Each study had its own view 
about technopreneur, innovation, and big data. As the Internet changed, 
as well as the information technology (IT) spread faster, most of the data 
were born digitally. Although the advancement of computer systems and 
Internet technology have renewed the computing hardware for years, as 
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we entering the age of big data, handling and controlling large-scale data 
is still one of the problems that never ends.

The article by Bendre and Thool (2016) has stated the definition of 
the big data, where by using old-fashioned data processing system one 
cannot manage and support the large quantity of data. They introduced the 
background and anything that was related to the big data and technolo-
gies. Big data analysts also observed and stated that big data analytics is a 
process of investigative information and patterns from large data in their 
article and Shu (2016) also gave different opinions about big data and big 
data analytics. He has stated that big data is defined by four Vs—these 
are volume, variety, velocity, and veracity. The six techniques are also 
introduced for the big data analytics that related to the four Vs, which 
include collective analysis (related to the volume), association analysis 
(data sampling), high-dimensional analysis (variety), deep analysis that 
connected to veracity of big data, precision analysis (veracity), and lastly, 
divide-and-conquer analysis (veracity).

The use of big data is to better understand the behavior and preferences. 
As Dalton (2016) stated in his article about the prospective of big data of 
political behavior. The essay that he discussed is the limitations of big data 
and current potential of political behavior. It is still uncertain whether big 
data can well address the academic and theory testing research challenges. 
Jenkins et al. (2016) have introduced an article titled Political Behavior 
and Big Data. The usage of big data nowadays has become dramatically 
higher. It has various meanings in the applications of big data and may 
have a deep understanding of political behavior.

Pak (2012) signified the importance of the innovation and entrepre-
neurship in Singapore. He analyzed on how the universities and school 
can develop innovation and entrepreneurship. There are two important 
ingredients to the continuous economic.

Chong and Shi (2015) pointed that big data has become a big chal-
lenge to process if huge amount of data is generated. Big data is used to 
expose unknown information and achieve competitive advantage in the 
market but unfortunately, huge publication of big data analytics makes it 
problematic for scholar and any other researchers to search matters. To 
solve this problem, organization needs to find new methods and tools for 
the process of big data.
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5.3 RESULT AND DISCUSSION

5.3.1 BIG DATA DATAFICATION

5.3.1.1 ACTIVITY DATA

Marr (2015) stated that reading books at e-books and listening to music by 
digital music players are now generating data. Smartphones collect data 
and web browser collects information on how much we use it or what we 
are searching on it. A credit card company collects data regarding what 
and how much we buy.

5.3.1.2 CONVERSATION DATA

Based on the study of Marr (2015), it refers to any conversation that we 
made, which leaves a digital trail, for example, conversation that we made 
on WhatsApp, Facebook, or Twitter and any other social media. Even in 
our phone, conversation data are digitally recorded.

5.3.1.3 PHOTO AND VIDEO IMAGE DATA

Based on the study of Marr (2015), photo and video image data refer to 
the pictures and videos we take by our smartphones and cameras and share 
them every second on social media sites. The video images uploaded on 
YouTube that had been taken by closed-circuit television (CCTV) are also 
increasing the amount of data.

5.3.1.4 SENSOR DATA

Based on the study of Marr (2015) and Susanto (2017c), it refers to data 
collected and shared by sensors. For example, every smartphone now 
provides sensor to track where we travel and to track the speed or direction 
accelerometer is included.
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5.3.1.5 THE INTERNET OF THINGS DATA

Based on the study of Marr (2015), it refers to the data that have been 
collected and processed by smart televisions, watches, refrigerators, and 
alarms. The Internet of Things or Internet of Everything connects these 
devices so that traffic sensors on the road send data to our alarm clock 
which will make us wake up earlier than planned because blocked road 
will mean that we have to leave early to be on time. Thus, it is interrelated 
and functions really well as long as the data collected are accurate.

5.3.1.6 BIG DATA FIVE VS

Volume: as the amount of data that a company gathered. It is used to collect 
important information.

Marr (2015) defines it as the vast amount of data generated every 
second. The data are generated in zettabytes or brontobytes. For instance, 
before 2008, data have been produced in the same amount in the world 
and is soon generated every minute. Thus, by using traditional database 
technology, it makes data sets huge to analyze and store. We can store, 
retrieve, and analyze data across databases that are scattered anywhere 
around the world by using new big tools that used to distributed systems.

According to Gupta et al. (2014), volume refers to the large size of data 
than terabytes and petabytes, which make it difficult to store by using old 
style tools. For example, Facebook ingests 500 TB of data every day.

IBM institute for Business Value in collaboration with Saïd Business 
School, University of Oxford (2012) stated that one characteristic of big 
data that is most associated with its volume is to improve decision-making 
for an organization. The volume of data is continuously increasing at an 
unusual rate. It is smaller than petabytes and zettabytes and found that 
high volumes varied by industry.

Velocity: refers to the time to process big data. Some activities need 
response immediately and it is very important to process faster and 
efficiently.

Another definition by Marr (2015) is that velocity is considered as 
a speed of both new data generation and data movement. For instance, 
social media spread faster and going viral at any time, any minute, and any 
second. While velocity is being produced, technology nowadays allows us 
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to examine the data without ever placing it into databases and sometimes, 
it referred to as in-memory analytics.

According to Gupta et al. (2014), velocity is needed for all processes. 
In order to maximize its value, big data should be used to the full stream 
of data. This is explained for time-limited process.

Another explanation by IBM Institute for Business Value in collabora-
tion with Saïd Business School, University of Oxford (2012) is that the data 
that is created, examined, and processed is referred to the data in motion 
and speed which continues to accelerate. The real-time nature of data 
formation and the need to include streaming data into business procedure 
and decision-making are the factors that contribute to the higher velocity. 
It is further stated that the lag time between data is taken or produced or 
created when the data is available. It is where the velocity affects latency. 
Nowadays, traditional systems are unable to capture, examine, analyze, 
or store data where the data is continually being produced or generated at 
a pace time. Moreover, some categories of data must be evaluated in real 
time to be of value to the business. This is called time-sensitive processes, 
for example, multichannel “instant” marketing or scam detection.

Variety: variety of big data is a data that can be structured or unstructured.
Marr (2015) defines variety as diversity. It means that there are various 

types of data that we use nowadays such as text, images, voice, videos, 
and others. Nearly 80% of the world data is unstructured but now we can 
analyze data and bring different types of data together by using big data 
technology such as sensor data, social media conversation, and many 
more, which is different from the past that only focused on structured data 
and neatly fitted into relational databases and tables.

Gupta et al. (2014) stated that there are varieties of sources that big data 
come from. Big data is also geospatial data, audio, video, 3D data, and 
unstructured text, including social media; whereas, traditional database 
system was intended for a smaller volume of structured data, consistent 
data structure, and fewer updates.

Another explanation by IBM Institute for Business Value in collabora-
tion with Saïd Business School, University of Oxford (2012) is that variety 
contains both data types and data sources, which handle the complica-
tion of numerous types of data such as structured, semi-structured, and 
unstructured. Nowadays, some organizations need to produce and analyze 
data from different array of both traditional and modern information 
sources within and outside the organization. Data is produced in different 
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forms—there are text, sensor data, web data, audio, tweets, video, click 
streams, log files, and others—that is, the advancement in sensors, social 
collaboration technologies, and smart devices.

Veracity: that it is the degree that a leader believes the used information 
for decision-making. Therefore, it is very important for the business future 
to get the right relationships in big data.

Marr (2015) defines veracity as the disarray or trustworthiness of 
data. Quality and accuracy are less manageable with numerous forms of 
big data. Big data and analytics technology allows us to work with data 
such as hashtags, typos, abbreviations, colloquial speech, as well as the 
accuracy of content. The volumes frequently make up for the absence of 
quality or accuracy.

According to IBM Institute for Business Value in collaboration with 
Saïd Business School, University of Oxford (2012), veracity refers to data 
uncertainty, that is, the level of consistency related with specific types of 
data. It is very important for big data user to strive for high data quality as 
it is a condition. However, for the inherent unpredictability of some data 
cannot be removed by the best data cleansing tools such as weather. There 
is a need to acknowledge strategy for hesitation as one of the features of 
big data.

Value: The value means the ability to turn big data into value or 
meaning,that is, the ability to access big data by major companies has 
enabled them to produced amazing value from their big data. The latest 
software and analysis methods have allowed users to influence all types 
of data to increase insights and enhance value organized with the latest 
technology such as distributed systems and cloud computing (Marr, 2015).

Susanto (2018)  pointed that Vs are not sufficient to describe big data 
that we face now. Van Rijmenan also explained important aspects of big 
data and a big data strategy that every organization cannot avoid. He also 
claimed that 13 years ago, META Group (known as Gartner) wrote a report 
about data management challenge. The title was “3D data management: 
Controlling Data volume, Velocity and Variety.” In 2014, added more Vs 
to make some complement explanation about big data. 

Validity: According validity of big data is defined as a quality of data, 
heterogeneous, and also as “unclean” data collection. Susanto (2018) 
defined validity as a correct and exact data for the planned purposes. 
Clearly, valid data is the solution to make the right choice. 
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Variability: has defined variability as the study of an object’s non-static 
deportment in data sources, and also known to develop gradually.

Variability is also known as drastic change as well as change in perfor-
mance of sentiment analyses. It is similar to using the same thing every 
day, but each day it feels and smells differently.

Venue: As we know, venue is location. For this big data, venue is the 
location that affects access to the data. Venue in big data is distributed. It is 
varied data from multiple stages, from different holder’s system (owners) 
with different access and configuring requirements between private and 
public cloud.

Vocabulary: defined vocabulary as the data models that combine data 
from different sources with different names. He called it metadata, which 
describesthe data structure, content, and provenance.

Vagueness: Vagueness is a confusion about the meaning of big data. 
The big data at present is still unclear but it is also making the big data 
precise, clear, and convinced.

5.3.1.7 IMPORTANCE OF BIG DATA

There are specific areas or parts that big data can be used efficiently. 
First, examining the patterns to improve security and troubleshooting in 
information system technology. Second, customizing services in order 
to get customer pattern and improve customer satisfaction by using data 
from call centers in customer service. Third, by improving the services 
and products by knowing the possible customer’s or consumers’ prefer-
ences, the organization can change its product with the help of social 
media in order to address more people in area. Fourth, by analyzing and 
examining information from the transactions on the financial market in 
the risk assessment, and by detecting scam or fraud in online transactions 
for industry.

5.3.2 BIG DATA SOURCES

5.3.2.1 TRANSACTIONAL DATA

It is the data that is generated based on transaction. The transaction is an 
arrangement of information exchange which is related to the task such as 
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database updating that is treated as a unit for the purposes of satisfying a 
request. Transactional data can be financial, logistical, or work-related, 
which involve everything that begins with purchase order, shipping status, 
hours an employee worked, insurance cost, and claims. It is grouped with 
both master and reference data. It also records a time and relevant refer-
ence data needed for a particular transaction record.

5.3.2.2 SOCIAL MEDIA

Social media such as Facebook and Twitter can generate numerous infor-
mation and data from the comments and tweets. This data can be captured 
and analyzed to understand, for example, what people think about new 
product that is introduced.

5.3.2.3 ACTIVITY GENERATED

The record of any user action—online or in the physical world—that can 
be logged on a computer. It can be grouped into three categories. First, 
access, that is, logs of user access to systems indicating where users have 
travelled. For example; login and logout, passing through routers and other 
network devices or premises access turnstiles. Second, attention—it means 
that navigation of applications indicating where users have been paying 
attention, for example, page impressions, menu choices, and searches. 
Lastly, activity—“real activity,” records of transactions which indicate 
strong interest and intent, for example, purchases, event bookings, lecture 
attendance, book loans, downloads ratings, and others.

5.3.2.4 PUBLIC DATA

Public data refers to the information that can be freely used, reused, and 
redistributed by anyone with no existing local, national, or international 
legal restrictions on access or usage. For example, in the enterprise, data 
can be classified as public if the information is available to all employees 
and all individuals or entities external to the corporation. The examples of 
public data in the enterprise include press releases, job descriptions, and 
marketing materials intended for the general public.
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5.3.2.5 ARCHIVES

An archive is a collection of data transferred to a repository for backup to 
keep separate for compliance reasons or for moving off primary storage 
media. It can include a simple list of files or files organized under a direc-
tory or catalog structure, depending on how a particular program supports 
archiving.

5.3.2.6 FORMATS OF DATA

Big data is made of both structured and unstructured data information 
associated with the data type that may identifiable based on it is organized 
in a homogenous structure or heterogeneous of its type. The following 
subsection explained deeply on the data type and its structure.

5.3.2.7 STRUCTURED DATA

Syedet al. (2013) stated that this is the data where exact information 
is stored in columns and rows on a methodology that is also known as 
database. Structured data is also searchable by data type within content. 
Structured data is understood by computers and is also effectively prepared 
for human readers. The examples of structured data is spreadsheets and 
relational databases.

5.3.2.8 SEMI-STRUCTURED DATA

It is unstructured data that can be put into a structure with the help of 
available format description.

5.3.2.9 UNSTRUCTURED DATA

Syed et al. (2013) stated that unstructured data has no identifiable struc-
ture. It is defined as the information that does not have a predefined data 
model and/or does not fit well into relational tables. It is made up of 90% 
of Big Data and has “human information” such as e-mails, Facebook 
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posts, call center conversations, Google, videos, CCTV footage, mobile 
phone calls, tweets, website clicks, and others. Within 2 years, big data got 
bigger up to 90% in the world. Software program is used to create the data 
and unstructured data, which contain its own specific structure because 
the data sources do have a structure but all data within a data set will not 
contain the same structure (Susanto, 2018; Almunawar, 2018b; Susanto et 
al., 2016; Almunawar et al., 2015a).

5.3.2.10 BIG DATA ADOPTION PROCESSES

Big data adoption processes can be classified into four main processes. It is 
important for every business and organization to carry out these processes 
to ensure the effectiveness and smooth running of the big data application 
and technology that can be used in the future.

Educate: Similar to the introduction of new technology or advance-
ment, the first step to promote in the organization is to ensure all levels of 
management from top, middle, and lower management to be aware and 
have knowledge on the development of big data. This is important for an 
organization to use and apply big data tools or technology; the employees 
and stakeholders of the company need to know what the big data is all 
about. At this stage, the companies or organizations are focusing on 
knowledge gathering and market observation.

According to IBM Institute for Business Value in collaboration with 
Saïd Business School, University of Oxford (2012), people are not using big 
data within the organization as 25% of respondents remain ignorant about 
big data and technologies. Thus, it might hinder the effectiveness and the 
organization will fall behind if no action is taken to educate and share infor-
mation regarding big data to their respective workforce and management.

Induction programs, in-house workshop, and training, as well as 
inviting experts on each field to talk about the matter can be some means 
and methods for organization, companies, and institutions to disseminate 
useful information. It will also help them to deeply understand on how 
big data can play a major role to find business chances in their industry or 
market. This will also help in preventing people in the organization to be 
ignorant and refuse to embrace this new technology.

Explore: By this stage, the organization needs to develop a strategy or 
set of strategies and road map for big data development. Both strategies 
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and road map will be unique to each and every organization as it will be 
based on their business needs and challenges. For example, organization 
or businesses that are in the food industry might not have the same strate-
gies or road map as compared to small–medium food stall.

IBM Institute for Business Value in collaboration with Saïd Business 
School, University of Oxford (2012) stated that nearly 47% of the respon-
dents reported that formal and ongoing discussion within their organiza-
tion is about how to use big data to solve important business challenges. 
Furthermore, another important matter that must be taken into account is 
to develop quantifiable business case and creating a big data blueprint. 
This includes gathering of existing data, technology, and skills, as well 
as a proper plan on when and where to start and align the plan with their 
organizational business strategy.

Engage: In the engagement stage, organizations will then make 
interactions and integrate their big data tools and technologies and assess 
it against their current technologies and skills. It is also at this stage 
that organizations are to pilot big data initiatives to legalize value and 
requirements.

IBM Institute for Business Value in collaboration with Saïd Business 
School, University of Oxford (2012) stated that organization are currently 
developing proof of concept to validate the requirements associated with 
implementing big data initiatives as well as to clear the expected returns.

However, organizations in this group are working within a defined and 
limited scope, which is done to understand and test the technologies and 
skills required to capitalize on new sources of data.

Execute: At this stage, organization or company should have clear 
understanding and mind-set in what big data is all about. Therefore, at 
this stage, deployment of two or more big data initiatives are expected 
and to continue exploring into advanced analytics. It is at this stage that 
big data and analytic capabilities are widely used and operated as well as 
implemented within the organization.

IBM Institute for Business Value in collaboration with Saïd Busi-
ness School, University of Oxford (2012) also stated that only 6% of 
the respondents reported that their organizations have implemented two 
or more big data solutions. The small numbers of organizations in the 
execute stage is consistent with the implementations that we can see at the 
marketplace. Regardless, these leading organizations are leveraging big 
data to transform information assets.
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However, with the rapid rate and fast-pace emergence of data adoption, 
it is most likely that more organization and companies adopt the big data 
approach.

5.3.2.11 TECHNOPRENEUR AND TECHNOPRENEURSHIP

Technopreneur is the person who produces new forms of organizations, 
achieving new raw materials and presenting new products and services 
in order to destroy the existing economic. Also defined as who observe 
chance and generates an organization to pursue it.

A person is willing to take risks that has the opportunity of profit. Tech-
nopreneur defined themselves through their capability to gather and handle 
knowledge as well to mobilize resources to reach a business and social 
aims (Susanto, 2016a; 2016b; Almunawar et al., 2015b; 2012a; 2012b).

Another definition of technopreneur is a person who is brave, creative, 
deviator from established business techniques, and continuously pursues 
the chance to commercialize new products, technologies, procedures, and 
arrangement (Susanto, 2016a; 2016b). The technopreneur defined logic 
from tradition, common tradition from prejudice, prejudice from common 
sense, and common sense from nonsense while including various ideas from 
various groups and discipline. The technopreneurs to be skilled in applied 
creativity that thrives in response to challenge and lack for unconventional 
solutions. They experience challenges, creative visions solutions, build 
stories that explain their visions for, and then act to the part of the solutions. 
They also forge new paths and risk failure, but persistently seek success.

5.3.2.12 ENTREPRENEUR AND ENTREPRENEURSHIP

Entrepreneurship is a way of thinking and acting that is opportunity 
obsessed, holistic approach and leadership balanced for the purpose of 
wealth creation. An entrepreneur will actively search for change, respond 
to it, and exploit it as an opportunity to be one step ahead than others. An 
innovation is the specific tools of entrepreneur in which they take advantage 
of it as an opportunity for a particular business or service. Entrepreneur-
ship aim to pursue any opportunity without thinking much of resources 
available.
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The entrepreneurs, creators of new firms are a rare species. In an 
innovation-driven economy, only 1–2% of the workforce starts a busi-
ness in any given year. He further stated that innovative entrepreneurs 
are vital to the competitiveness of the economy and have the ability to 
create new jobs. However, the benefits of entrepreneurship are to be seen 
if the business environment is receptive to innovation. Moreover, policy 
makers also need to plan and prepare for the potential job losses that 
will be triggered by the “creative destruction” as entrepreneurs strive for 
increase in productivity.

He also mentioned that entrepreneurs can improve the economic 
growth by introducing innovative technologies, products, and services. 
An intense competition between entrepreneurs will give challenges to 
existing firms to become more competitive. Furthermore, entrepreneurs 
will be able to create job opportunities both in the short and long run. 
The entrepreneurial activity also raises the productivity of firms and 
economies and it can influence structural change by replacing established 
and sclerotic firms.

Big data can be used by the entrepreneur or organization in recruitment 
of talent, that is, enterprises will be competing in acquiring and recruiting 
talent, which is the main task of the human resource department.

For example, when the organizations are in need of new workforce, the 
managers will convey the task to the human resource department where 
the department will send the recruitment message through the corporate 
portal. Then, applicants who are interested in the vacancy or position will 
be submitting their resume or curriculum vitae. When this is done, human 
resource will select the applicant’s resume and interview appropriate 
candidate until they find the candidate that they want. A huge amount 
of data will be gathered and selection process, as well as the recruitment 
process will be better as companies and organizations are having useful 
information and data for better decision-making.

Innovation: Education and acquiring knowledge are important features 
for the economy of all organizations (Susanto, 2016a; 2016b). Individual 
practice shows that the basic learning and the generation of new concepts 
play an important role in the business. Knowledge is an important issue 
in the innovation and integration of new technologies.

The background of education of the supervisors, entrepreneurs, and 
the owners of the business has been known to be main factor explaining 
innovation in organizations. Further research shows that the organizations 
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could stimulate their processes of innovation and technological improve-
ment by taking part in value chain by the spillover of knowledge and 
demands from larger organizations, while others consider that this possi-
bility has been overestimated.

Innovation is also defined as adding something new or upgrading some 
features or characteristics to an existing product or process. For example, 
a product or service has been built from zero and has worked well to its 
current state. However, customers or clients will keep on wanting better 
product or service; thus, innovation is available to successfully exploit 
new ways or ideas. Innovation begins with critical thinking and creative 
ideas. Thus, without creativity, there will be no innovation.

The organization can be innovative in their application of big data in 
pay–performance for their employees. Pay or salary level is one of the most 
important aspects in attracting employees or workforce to strive better and 
do well in their jobs or task. It is also considered by most of the employees 
as an ultimate goal for their efforts. It is also considered to be an effective 
means to motivate the employees. With big data, companies can record the 
daily workload, specific content of the work, and task achievement of each 
employee, which then can be used for cloud computing processing to make 
the analysis of these data. Therefore, pay–performance standard wages are 
to be calculated automatically. Thus, it will improve work efficiency and 
reduce business investment in human capital.

Creativity: creativity is a process by which a symbolic domain in 
the culture changed. For example, new songs, new ideas, new machines 
are all related to creativity. Creativity is the skill to make or bring or 
produce something new into the existing product or services, whether a 
new answer to a problem, a new concept, ideas, method or device, or a 
new inventive object or form.

Creativity is the action that affects from the known to the unknown 
and seeing things that everyone can see while creating connections that 
nobody else has made.

Creativity is the ability to create, bring into existence, to invent into a 
new form, to produce through imaginative skill, and to bring into existence 
something new. He also stated that creativity is not the ability to create 
ideas out of nothing, but the ability to generate new ideas, combining, 
changing, or reapplying existing ideas.

Some creative ideas are astonishing and brilliant, while others are just 
simple, good practical ideas that no one seems to have thought of yet.
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5.3.3 ROLE OF BIG DATA OR MAJOR KEY AREAS

5.3.3.1 COST REDUCTION FROM BIG DATA TECHNOLOGIES

With the availability of big data technologies, businesses and organizations 
can reduce cost using big data technologies in comparison to traditional 
database management system. Nowadays, terabyte storage for structured 
data is relatively cheaply delivered through big data technologies such as 
Hadoop clusters.

According to the report made by Davenport and Dyché (2013), 
traditional relational database costs $37,000, while $5000 for database 
appliance and only $2000 for Hadoop cluster. It shows that application 
for traditional database management system is relatively high than using 
big data technology. Although the traditional relational database is reliable 
and easy to manage, cost of having one can be influenced the decision-
making process.

5.3.3.2 TIME REDUCTION FROM BIG DATA

Time reduction is one of the roles and solutions of big data. Based on 
the study by Davenport and Dyche (2013), it is reported that Macy’s 
merchandize pricing adjustment application provides a typical example 
of reducing the cycle time for difficult- and large-scale analytical calcula-
tions from hours to even days to minutes or seconds. The department store 
chain has been able to reduce time of optimizing pricing of its 73 million 
items sale from 27 h to just over 1 h. This helps Macy to reprice items 
much more frequently to adapt to changing economic conditions in the 
retail marketplace.

5.3.3.3 UNDERSTANDING AND TARGETING CUSTOMER

Based on Marr (2015), it is acknowledged that one of the roles played by 
big data is to be aware of the needs and desire of the consumers as well 
as to discover probable consumers and capable to bring explicit good and 
services for the consumers. Big data is used to better appreciate consumers 
and their manners and preferences. Companies are keen to develop their 
conventional data sets with social media data, browser logs as well as text 
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analytics and sensor data to get an entire picture of their consumers. Its 
main purpose is to create analytic models.

The company uses big data to recognize the majority precious consumer 
now and tomorrow. It is prepared without punishing consumer basis of 
data, yielding tiny answers.

Big data examines a large variety of sources that include planned 
information such as purchase history, customer relationship management 
(CRM) information, and intelligence from business associated, as well 
as shapeless information such as community media. In the case of the 
airlines, they could include credit card companies, hotels, and other travel 
industry sources.

He also mentioned that big data analytics also brings formless data 
into the fold-up, information gleaned from community media feeds, 
blogs, videos, and other sources. Categorization through this information 
would help the airline respond a big-picture question that companies have 
struggled for decades to answer: How do we take care of all our customers 
like rock stars?

Growing consumer intellect is just one development. As the technology 
evolves, using big data will speed up three other trends over the coming 
year.

5.3.3.4 UNDERSTANDING AND OPTIMIZING BUSINESS 
PROCESSES

Based on Marr (2015), it is stated that big data is also more used to opti-
mize trade process. Retailers are able to optimize their reserve based on 
predictions generated from community media information, web search 
trends, and climate forecasts.

One particular business process that is seeing a lot of big data 
analytics is supply chain or delivery course optimization. Geographic 
positioning and radio frequency identification sensors are used to track 
cargo or delivery vehicles and optimize routes by integrating live traffic 
data and others.

Human resource business processes are also being enhanced using 
big data analytics. The optimization of talent achievement, as well as 
the dimension of business customs and staff rendezvous can be acquired 
using big data tools such as Sociometric Solutions—a company that 
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install sensor into worker’s name badges that can distinguish social 
dynamics in the office. The sensor will then report on how employees go 
around the office, with whom they talk, and even the tone of voice they 
use when communicating.

Big data will at last form relations of the value sequence that will help 
a company make more prepared efficiencies from the present investment. 
That opinion sphere is formed by data generated in the field, and it is 
emergent at a speed that is hard to understand. Sensors on a single busi-
ness airliner produce 20 TB of data an hour. Automobiles are reporting 
back data composed from aboard sensors and dealer service systems. And 
the growing tide of radio-frequency-identification-equipped vehicles, 
crates, and packages is also to be considered.

Unbelievable repositories of information, joint with machine-to-
machine communication, are fueling a fresh sign of projecting analytics, 
services that allow tools such as airplanes to resolve their own repairs 
schedule, alerting the supply chain to make sure that the required parts 
arrive at the exact place at the correct time.

Big data is moving from the dominion of information scientists into 
everyday commerce dealings encounters. In call centers, analytics-
infused CRM systems can make evaluation by multiple data sources 
in actual time to propose offers that a spokesperson can present to a 
consumer. At the doctor’s office, analytics included into a health mainte-
nance app may progress outcomes by presenting the general practitioner 
with knowledgeable suggestions and next steps to think about in treating 
a patient (Susanto, 2017b; Susanto and Chen, 2017).

Insurance companies, which have long been information driven, 
will benefit extensively due to initiation of big data. Industry-specific 
analytics will help them speed claims processing while reducing costs 
and spotting possible fraud by use of analytics-backed solutions that 
can verify whether a claim can be processed automatically or must be 
flagged for evaluation by a specialist.

5.3.3.5 PERSONAL QUANTIFICATION AND PERFORMANCE 
OPTIMIZATION

Marr (2015) stated that big data is not just for companies or management 
but also for all of us in person. He mentioned that we can now gain from 
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the data generated from wearable devices such as smartwatches or smart 
bracelets. Take the UP band by Jawbone as an example: the armband 
collects data on our calorie consumption, movement levels, and snooze 
patterns. While it gives an individual the rich insights, the real value is in 
analyzing the combined data.

5.3.3.6 IMPROVING HEALTHCARE AND PUBLIC HEALTH

Based on Marr (2015), it is stated that the compute supremacy of big data 
analytics enables us to decipher whole deoxyribonucleic acid strings in 
minutes and will let us discover fresh cures and enhance understanding 
and forecasting disease patterns. Wearable devices such as smartwatches 
and bracelets can be used to collect information to millions of people and 
their diseases. The scientific trials of the outlook will not only narrow by 
little sample sizes but could potentially comprise everybody as well.

Currently, big data techniques are being used to keep an eye on babies 
in a professional early and sick baby unit. By footage and analyzing every 
heartbeat and breathing pattern of every baby, the unit was able to develop 
algorithms that can now predict infections 24 h before any physical symp-
toms appear. In this way, the team can intercede early and save delicate 
babies in surroundings where each hour counts.

5.3.3.7 IMPROVING SPORTS PERFORMANCE

Marr (2015) also stated that company such as IBM has developed Slam-
Tracker tool for tennis tournaments. We use video analytics to track the 
performance of every player in a football or baseball game, and sensor 
technology in sports equipment such as basketballs or golf clubs allows us 
to get feedback (through smartphones and cloud servers) on our game and 
how to improve it. Elite sports teams also track athletes outside the sporting 
environment—using smart technology to track nutrition and sleep, as well 
as social media conversations to monitor emotional well-being.

5.3.3.8 IMPROVING SCIENCE AND RESEARCH

Marr (2015) also stated that knowledge and study is presently being altered 
by the new potential big data. For example, CERN, the nuclear physics lab 
has Large Hadron Collider, the world’s major and most dominant atom 
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accelerator. Experiments to open the secrets of our life—how it started and 
work—produce gigantic amounts of data.

The CERN data center has 65,000 processors to study its 30 PB of 
information. Nevertheless, it uses the computing powers of thousands of 
computers disseminated diagonally around 150 data centers globally to 
examine the data. Such computing powers can be leveraged to change a 
lot of other areas of discipline and study.

The computing power of big data could also be applied to any set 
of data, opening up new sources to scientists. Census data and other 
government-collected data can more easily be accessed and analyzed by 
researchers to create bigger and better pictures of our health and social 
sciences.

5.3.3.9 OPTIMIZING MACHINE AND DEVICE PERFORMANCE

Marr (2015) also mentioned in his article that big data analytics assists 
mechanism and procedure grows to be smarter and further independent. 
For illustration, big data tools are used to function Google’s self-driving 
automobile. The Toyota Prius is built in with cameras, global positioning 
system as well as dominant computers and sensors to securely drive on the 
road exclusive of the interference of individual. We can still use big data 
tools to optimize the routine of computers and information warehouse.

5.3.3.10 IMPROVING SECURITY AND LAW ENFORCEMENT

Marr (2015) stated that big data is applied heavily in improving security 
and enabling law enforcement. It has been revealed that National Security 
Agency in the United States uses big data analytics to foil terrorist plots. 
Others use big data techniques to detect and prevent cyberattacks. Police 
forces use big data tools to catch criminals and even predict criminal activity, 
and credit card companies use big data to detect fraudulent transactions.

5.3.3.11 IMPROVING AND OPTIMIZING CITIES AND COUNTRIES

Marr (2015) also stated that big data can be used to develop a lot of aspects 
of our city and country. For instance, it allows cities to optimize travel 
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flows based on actual instant travel information as well as social medium 
and climate data. A number of cities are currently piloting big data 
analytics with the plan of revolving themselves into smart cities, where 
the transportation communications and utility processes are all connected 
up, where a bus would wait for a late train and where traffic signals predict 
traffic volumes and activate to reduce jams.

In such an instance, Long Beach, California, is using smart water meters 
to notice illegitimately watering in actual time and have been used to assist 
some homeowners cut their water practice by as much as 80%. It is very 
important as the state is going through its worst drought in recorded history 
and the administrator has enacted the first ever statewide water limitations.

5.3.3.12 FINANCIAL TRADING

Marr (2015) also stated that big data purpose comes from monetary trade. 
Elevated regularity trade, also known as high-frequency trading, is an area 
where big data finds a set of use nowadays. Big data algorithms are used 
to formulate trade decisions. The common of the equity trading now takes 
place through information algorithms that are more acquired into account 
signals from social medium network and information website to make 
buy-and-sell judgment in split seconds.

Computers are planned with difficult algorithms that check markets for 
a set of customizable setting and look for trade opportunity. The programs 
can be premeditated to work without human being communication, 
depending on the desires and requests of the clients.

5.3.3.13 BIG DATA AND ANALYTICS “AS A SERVICE”

Structuring an interior big data section stack with petabytes of storage 
space, a row of blade servers, and a lineup of information scientists is not 
contained by the contact or a preferred core capability of every business. 
In a prior time, spreadsheets were the de facto device and top companion 
of promotion managers, collecting data from campaigns and digest it into 
irregular but important insight.

The flood of inputs from social medium and other shapeless informa-
tion that is a feature of big data does not fit the worksheet form any longer. 
The quantity, diversity, and speed of information have made it too difficult 
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to study using old-school paraphernalia, and not everybody wishes to 
become an information scientist.

That is where information and analytics presented as a service will 
help. Companies of every size can use big data by allocating a group of 
scientists and assets, getting the knowledge they need without venture 
further than their core competencies or intriguing on a big flat expenditure.

5.3.3.14 BIG DATA AND MOBILE MEANS NEW BUSINESS 
PROCESSES

Companies become more data driven, it is only usual that those insights 
unearth their way into the hands of a group who can set them into the act. 
Mobility will emphasize the impact of big data on both client aptitude and 
operational effectiveness by making everything straightaway actionable. 
Equipped with direct decision-making ability and aptitude on your portable 
phone, you will be able to put into practice new business processes that 
will change the scenario of how business is done.

Adding mobility to big data means enabling forefront employees with 
concurrent insights, when and wherever they need them. Those insights 
will come from combining data with action—information that is changing 
on the fly—with data at rest. Mobility also enables immediate data compi-
lation from the field, adding to the pool of information that will drive 
insights in another part of the arrangement.

Despite the benefit of big data, there have always been problems in 
analyzing the large-scale data. The problems do not occur suddenly but 
usually after several years. There are few efficient methods to solve the 
problem of analyzing large-scale data (Susanto and Chen, 2017). They 
have stated few methods that are constantly used to increase the perfor-
mance of data analytics and may be able to analyze the large-scale data in 
a perfect time such as distributed computing, data condensation, density-
based approaches, grid-based approaches, divide and conquer, sampling, 
and incremental learning.

There are many methods of dimensional reduction. One example of 
reduction method for reducing the input data volume of data analytic is 
principal component analysis, and sampling method is constantly used for 
reducing the data computation of data clustering that is used to speed up 
the computing time of data analytics.
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5.4 CONCLUSION

This chapter discussed technopreneur and innovation through big data. 
Research on this topic is conducted through focus group and through 
observation and reflection of journals, books, and other website sources. 
From the beginning, this chapter explained about the technopreneur, the 
database management system where it serves as an interface between data-
base and end users. The chapter also explained three important elements 
which help provide concurrency, security, data integrity, and uniform 
administration procedures.

Technology has become an important aspect nowadays. Therefore, big 
data plays an important role in data management that has the capability to 
help companies or organization to gather information with the ability to 
store huge amount of data,which technology cannot do due to its limita-
tion. Big data can store an unlimited amount of data where the data sizes 
from terabytes and petabytes are being produced, handled, and managed 
with ease. The big data elements and description are also fully explained 
well in result and discussion section where Vs are introduced to be able 
to describe big data that we face now. Many researchers have different 
opinions and different aspects to describe big data. Some researchers 
introduced the minimum of 3 Vs and the maximum of 10Vs.

It shows that the big data have a huge impact on the society, especially 
to the technopreneurs, companies, and organizations. The five important 
aspects of big data are also explained in this chapter because the big data 
is used effectively in several areas. Big data improves security and trouble-
shooting, used in customer service and enhance customer satisfaction, 
improve services and products through social media content, and another 
two important aspects of big data are that it can be used to detect fraud 
and risk assessment. Daily routine nowadays became easier due to the 
existence of big data.

Technopreneur, technopreneurship, entrepreneur, entrepreneurship, 
and innovation are also covered in this chapter, which are related to the 
big data. A quick review definition and how these can help the economic 
growth is also included in this chapter. It also covered the importance 
of technopreneurship and entrepreneurship by introducing innovative 
technologies, products, and services. They will be able to create jobs 
opportunities by having an intense competition between them and raise 
productivity of firms and economies.
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In the last section of this chapter, before the conclusion and recommen-
dation, an additional issue was added to result and discussion. That is, cost 
reduction from big data technologies, where business and organization can 
reduce cost by having big data technologies rather than using traditional 
database management system. Other than this, it is able to reduce time 
from the long hour to just a few hours. To better understand the customers’ 
behavior, big data is also one of the solutions. It is also used to optimize 
business processes.

Overall, this chapter explains how important and useful the big data 
for our daily routine, as it happened in any field, not just for companies or 
government but also for an individual. It is very important in this century 
as it has impacts in many areas. Technopreneurs are been created due to 
the existence of big data. Based on our research, we can now benefit from 
data generated from wearable devices such as smartwatch. Big data has a 
huge impact on any business and services and creates more advantage as 
it helps a lot in problem-solving, including improving healthcare, sport 
performance, science, and research; optimizing machine and device; 
improving security and law enforcement; and anything that involve big 
data in everyday life (Liu et al., 2018; Leu et al., 2017; Leu et al., 2015).

5.5 RECOMMENDATION

5.5.1 CULTIVATING BIG DATA ADOPTION

One of the recommendations is to cultivate and nurture big data adop-
tion into different industries and markets. By doing so, by the end of the 
day, all industries will be interconnected, interrelated, and interdependent 
on one and another. By sharing data and information, which can be seen 
and manipulated in different perspective will ensure that collaboration 
between different industries can be achieved and it will be efficiency and 
effectiveness in the long run. It is also beneficial for different groups of 
stakeholders and caters all relative groups and section of the business.

This big data adoption is also driven by the need to solve business 
challenges, issues, and obstacles. With the advancement of technological 
science and breakthrough, it is expected that the world is moving toward 
embracing new innovation, creativity, and the emergence of a new group 
of people who are given both abilities into technology and business.
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Moreover, due to the changing nature of data, different organizations 
and businesses are starting to explore the unknown, big data potential 
benefits. At the same time to extract more value from big data and to 
choose which path and what to do with the data are presented by big data.

5.5.2 CUSTOMER-CENTERED OR FOCUS OUTCOMES

Businesses and organization are needed to be performance centered, espe-
cially to focus on its customers and clients. This can be acted as one of 
the key roles of technopreneurs in the organization, that is, to create new 
products or services to cater the potential customers and consumers. Not 
only that, they are also responsible in upgrading and make advancement 
into existing products or services. In this way, companies are able to add 
value to the product and it is important to listen and take into account, the 
needs and wants of each and every customer or consumer because by the 
end of the day, it is those customers that are paying and give sales, thus 
profit to the business.

This can be started off by analyzing customer analytics that enable better 
services to customers as a result of being able to truly understand customer 
needs and anticipate future buying behaviors. This can be done in gathering 
data through survey and feedbacks that can be done online or instantly.

Digitization is also an important factor that creates the surge in big data. 
It has changed the balance of power between individual and organization. 
Therefore, organizations are needed to invest in the new technologies and 
advance analytics to gain better insights and ideas into individual customer 
interactions preferences. Customers, nowadays, be it end consumers or 
business-to-business customers, want more than understanding. In order 
to cultivate effectively, it is important to maintain a good relationship with 
the customers.

5.5.3 ENTERPRISE-WIDE BIG DATA BLUEPRINT

A road map or blueprint is needed to show the vision, strategy, and require-
ments for big data within an organization when it is critical to establishing 
alignment between the needs of business users and the implementation of 
the road map. It is needed that the road map should be aligned with the 
business common goals, improving its business objectives.
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The blueprint must include identifying the key business challenges to 
which it will be applied, business process requirements that can define how 
big data will be used, and the architecture which includes data, tools, and 
hardware needed to achieve it. Moreover, by developing the road map, it 
will guide the organization through a different approach to developing and 
implementing the big data solutions to create sustainable business value.

5.5.4 BUILD ANALYTICS CAPABILITIES ON BUSINESS 
PRIORITIES

In the world today, a wide variety of analytic tools is presented to organi-
zations and businesses, which have shortage of analytical skill. Thus, big 
data effectiveness can be at a stake. Therefore, organization needs to invest 
in acquiring both tools and skills. Furthermore, as a result of these matters, 
it is expected that there will be new roles, career models for individual 
with the well-balanced and functional IT skills.

Professional development and career progression of the in-house 
analysts to further upgrade their knowledge and understanding to the 
next level are important. It is also the responsibility of the students and 
undergraduates to build up solid analytical skills.
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CHAPTER 6

ABSTRACT

In today’s modern society, information system (IS) and big data can be 
found everywhere. It is so common that higher learning institutions have 
also implemented them in the academic field. Many improvements in the 
education system have been made by using IS and big data. They help 
increase the productivity of stakeholders in the academic world and their 
level of efficiency as well. This chapter will discuss on how IS and big 
data is applied in academic. It will focus on how big data transformed 
the education system, its importance, the application of it in the academic 
field, and the challenges it faces as a whole.

6.1 INTRODUCTION

An information system (IS) is a group of computer tools, which can be 
used for collecting, storing, or processing data. Institutions depend on these 
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systems to help enable and support their operations, interact with people, 
manage their workforce, provide services, and many other processes. 
Everyday, the amount of data collected in the digital tools grows tremen-
dously than the previous years. As the amount of data increases, the use 
of IS becomes more essential and thus, with every passing year, the price 
of IS hardwares have been decreasing significantly as well. Furthermore, 
the services of computer storage have been shifting from hardware to 
cloud systems. This is because of the rising concern toward environmental 
impacts of the use of electric power by computer hardware.

Many ISs are mainly platforms to deliver data stored in databases. 
A database is a collection of interrelated data organized (Zwass, 2016). 
Databases are store organized data so people can retrieve them from 
different criteria easily. Databases help support everyday operations and 
management of academic institutions.

To manage these data, we depend on the IS to create, control, store, 
distribute, locate, and access this information. However, the traditional 
computing solutions are not scalable enough to manage such magnitude 
of data. These large sets of data volume are known as big data. Big data 
is the result of collecting a large volume of data across many sites. It is 
important to have the right IS to cater high volume of data collected in a 
system. Academic institutions can benefit from big data if they know how 
to manage it accurately.

Big data is often determined according to the “3Vs” which are volume, 
variety, and velocity (Kotadia, 2016). The 3Vs can also be described as 
the quantity, diverse types of data, and rate of flow of information going 
into organizations that exceed the capacity of a traditional computer. The 
volume aspect of 3Vs is the size of data. It is difficult to determine the 
limits of big data, so this aspect is very relative in the education field. 
Variety is the different types or formats of big data. Therefore, this means 
that big data in academic collects, analyzes, and provides information with 
different backgrounds to ensure better learning resources for institutions. 
Lastly, Velocity is the increasing flow of data and the need for hardware 
in ISs to carry more and more information, and for software to process 
these data as quickly as possible. Big data ensures that stakeholders in the 
academic environment can have a quick access to information needed in 
their educational processes.

Today, there are many big data technologies created to help tackle 
these issues. They transform how big data can be analyzed and utilized 
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correctly. The concept of big data is also expected to change the way of 
learning approaches, for example, e-learning, where more interactions of 
students and lecturers are encouraged. ISs and big data are intertwined as 
to make the academic system a more progressive institution. This will be 
discussed further below.

6.2 LITERATURE REVIEW

6.2.1 ACADEMIC AND THE USE OF TECHNOLOGY

Shafique and Mahmood (2010) stated “educational institutions play a key 
role in providing opportunities for people to learn information society 
knowledge and skills”. Information strategy is the support system for 
both academic and ISstrategies. It is helpful in terms of identifying types 
of information required, where to apply the information in order to aid 
and facilitate the main activities, or important goals of the strategy for 
the academic institution (Allen, 1995). It is also needed to identify how 
valid and relevant the critical hypothesis isbehind every academic strategy 
within the context of changing the environment and perceptions.

Many developments have been made in the academic institutions. 
This is in terms of implementing ISs in the academic settings. According 
to Shafique and Mahmood (2010), there are many participants involved 
in an academic process where each user has their own needs to acquire 
certain information. These participants are among teaching staff, students, 
administration officers, researchers, and the general public. To accommo-
date these large numbers of stakeholders, several ISs are introduced, such 
as the United Nations Educational, Scientific and Cultural Organization 
National Education Statistical Information Systems development program 
and the Education Management Information System to help countries to 
“systematically organize information related to the management of educa-
tional development” (Shafique and Mahmood, 2010).

These systems help to solve the common problems like precision, 
completeness, and accessibility of information that are usually faced by 
stakeholders. Other than that, IS can also help in enhancing decision-
making that is associated with the performance and development of 
students in the class. Most importantly, these students’ related information 
can be stored and easily accessed in the system that can be of use again in 
the long run.



128 The Emerging Technology of Big Data

Some examples of ISs that are education-based, namely the student 
management system, teacher management IS, and the school manage-
ment system. The student management system keeps details of students, 
such as their demographic data, class status, and so forth. Each student is 
linked to the institution with a unique code. Using these information, the 
system can track the student in any given institution through the unique 
code, whereas teacher management IS is used for tracking the induction, 
lecturer’s training, and professional development progress. This is to solve 
the problems with lecturers that have poor qualifications. Lastly, school 
management system keeps details of school’s location, types of school, 
numbers of classrooms, bathrooms, library, and others (De Silva, 2015).

Using computer programs such as Microsoft Data or Excel also 
improves the efficiency of data management and data manipulation. It 
is good to implement the technology in academic because of the use of 
multimedia, flexibility, and real-time engagement. Multimedia, in this 
case, demonstrates a more enriched teaching and learning enterprises 
(Clayton-Pedersen and O’Neill, 2005). Technology also adds flexibility in 
teachers on how they present new knowledge and to get feedbacks from 
their students. For example, when students are asked to demonstrate their 
learning through multimedia presentations in class, their skills and content 
of knowledge will be enhanced. There can also be real-time engagement 
as students can explore from outside their homeland. For example, they 
could have video conferencing with other students in different countries 
to study and share their new knowledge (Susanto, 2017a; 2017b; 2017c; 
Susanto and Chen, 2017; 2018a; 2018b).

Although it is good in using technology in the academic context, there 
are also reasons to not implement it. An example would be like how not 
everyone is fond of using ISs in managing academic. According to Marcella 
and Knox (2004), from their research survey, it was found that over 60% 
of university staff from the universities under their study reported that 
there were problems in the current computer interfaces and/or systems. 
The problems that were identified included the lack of expertise in the data 
manipulation or use of applications and the lack of knowledge on how or 
where data is “housed” in terms of data sets interrelations.

Moreover, the cost is an issue in implementing technology in the 
academic environment. On the departmental level, it is acceptable to receive 
grants to develop new learning technologies. On the university scale as 
a whole organization on the other hand, it would require for the state or 
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government to provide a certain budget to implement the new technology. 
The massivescale of technology implementation would require in building 
state-of-the-art classrooms to allow the use of the latest technology. 
Students who do not have access to personal computers will also experi-
ence problems while using the latest technology, as they would have to 
use computers in campus to do their assignments and other course-related 
materials. This will hinder the progress of the students’ performance.

6.2.2 IS IN HIGHER LEARNING INSTITUTIONS

The mostimportant volume of information is mainly available in social 
media sites and media networks; however, the percentage of useful infor-
mation is reduced as compared to other data that are readily available and 
provided by education institutions and business organizations. Big data in 
the academic perspective, throughout the whole learning process is usually 
collected by a variety of management ISs. They are very effective and 
responsive in enabling academic experts to create and deliver the knowl-
edge, manage the content of the website software, monitor participation, 
and also in assessing performance among learners. A learning manage-
ment system, for example, is a web-based software application used in the 
academic environment for delivering the knowledge online, which can be 
considered as part of e-learning.

The term e-learning, that is, online learning, according to (Susanto et 
al., 2018) is publicly acknowledged to have a background of “access” from 
the years since the 1980s, but it does not have its beginnings exposed.

E-learning, in general, is ranged inclusive from how emails are used 
between students and lecturers to having a whole learning class online or 
web-based. It is a solution that allows accessibility to training that became 
essential in complementing with the traditional way of teaching (face-to-
face teaching). In complementing with traditional learning experiences, 
lecturers can still teach their lessons physically in the classroom by also 
incorporating the use of technology from time to time, such as activities 
that are done online using the Internet, simulations, virtual laboratories, 
and online testing (Arabasz and Baker, 2003).

Learning management systems (LMS) are usually used for conducting 
online courses and other aspects of learning in academic, but it also 
changes the term e-learning in identifying how the mechanisms used in 
the learning experiences to be delivered (Nichols, 2003). It can also be 
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called as course management systems and virtual learning environments. 
Susanto (2018) described LMS as a software used to deliver, track, and 
also manage learning instructions. It also helps in many institutions in 
carrying out courses over the Internet and in featuring online collabora-
tions. However, according to them, an LMS is not intended to train or 
develop, but to manage. This is because the architecture built for the 
system is required for managing and administrating training is not the 
same as the framework that is needed to instruct and also learn.

These LMSs come with both advantages and disadvantages. When the 
right learning strategies are implemented, LMS can increase the motivation 
of students, learning, class participation, feedbacks, and support during 
the process of learning. Another advantage is that the system supports all 
kinds of formats, like multimedia, video, and text. Materials of courses 
can be accessed at any time as they are available online. Materials on the 
courses are updated and students can see the changes made in the course 
materials. Educators can also modify the information in accordance with 
the students’ needs.

However, LMS can be more of a course-centered rather than student-
centered. This is because LMS does not support various teaching styles. 
There is no guarantee that learning can be improved. Moreover, some 
educators have weak computer and information literacy skills and these 
skills are needed to use LMS successfully in supporting their teaching. 
The teaching staff must learn how to operate within the environments 
and develop the critical perspective of their use of the LMS in teaching 
(as cited by Sharma and Vatta, 2013). Additionally, many teachers also 
find it difficult in designing and organizing a mixture of learning activi-
ties that are appropriate with the students’ needs, teaching skills and 
teaching styles. However, from information cited by Sharma and Vatta 
(2013), it is also very easy to convert existing poor teaching practices 
into an LMS.

An example of a learning management system used in higher learning 
institutions is a platform used in learning that is based on the function 
and work of a teacher’s principles that provide a capacity in education for 
educators to be able to design their content of teaching flexibly online and 
also to be able to collaborate projects to experience constant feedback from 
the students. As cited by Costello (2013), some critics view as a neutral 
platform in terms of teaching functions and styles. Further examples of 
LMS are BlackBoard, WebCT, and ToolBox.
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With the help of ISs, records of revision histories and operational 
data are also stored efficiently. These data storage can help in decision 
support and to prepare institutions from making the wrong decision on 
certain subjects. Additionally, by having accurate and up-to-date informa-
tion available, institutions can give a better quality service in education. 
Relationships with consumers, such as the stakeholders in academic insti-
tutions, can also be maintained and improved. For example, with ISs, they 
can get updates from their institutions through their email addresses. This 
can improve efficiency, as they no longer have to come to announcement 
boards to see for updates, any social activities, or timetable changes.

6.3 CHALLENGES OF BIG DATA

There are many challenges faced by organizations and institutions in 
handling big data. Big data is known to be a group of large data sets and 
is rich with information that is ready for users to analyze and extract. For 
many years, big data is still growing massively and until now, leaders 
are still figuring out how to deal with this particular challenge. This 
is due to the difficulty to match high demands of big data because the 
degree of coordination and control is lacking in these areas. Visualization 
can help in performance analysis and more efficient decision-making; 
however, the issue here concentrates on the large volume of data as well 
as extracting all of the details at high speed (sas.com, 2013). Leaders are 
trying to solve this challenge by investing in good IS infrastructures to 
meet objectives and needs by managing big data effectively. Some are 
resorting toward powerful and increased memory processor to overcome 
the large amount of data.

The challenges do not only focus mainly on the volume of data, but 
also from variety and velocity. Thus, to manage big data effectively, 
leaders must also assess these issues. In the case of an academic institu-
tion, data volume problems like overbearing amount of data can come 
from accumulated of old types of data that have been stored for many 
years plus the additional new types of data. For example, old and new 
records or personal details of the students those go into the institution. 
This increases volume in the storage which results in too much of data that 
can be difficult to analyze. Quality of data will also reduce if the data is not 
accurate or timely. Institutions need to have a quality information manage-
ment system to ensure that data is always clean. It is best to address issues 
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on data quality and invest on a system, rather than having problems later 
in time.

In the case of Variety, the problems can come from difficulty to analyze 
many types of information from data. These data can be extracted through 
many sources, such as those from tabular data (database), social media, 
video downloaded from the Internet, images, audio, financial transaction, 
emails, documents, and so forth. With velocity, this involves data streams, 
availability to access and deliver the data, how quick the data is being 
made, how quick the data is being made and others. Velocity, as previ-
ously described, deals with the speed of data streaming. The key issue in 
velocity is the high requirements of end users that have streamed data over 
their personal devices (Almunawar, 2018a; 2018b). Data transfers usually 
do not take much capacity of systems. Transfer rates are limited, but not 
the requests for them. Therefore, data transfer is the main issue in big data. 
As for now, the only solution is by shrinking the size of data being sent 
in these data transfers (Almunawar et al., 2013a; 2013b; 2015a; 2015b).

Shrinking size of data can be exampled by Twitter interactions. Most 
of the interactions present on Twitter are mainly texts, which can be 
compressed at high rates easily. In terms of academic, many data available 
could also be modified in the same case as Twitter, with the fact that they 
are mainly consisting of texts. Journals, essays, and much paperwork can 
be compressed to reduce the size of data volume that can then increase the 
speed of data transfers, consequently increasing the velocity in these 3Vs.

The real issue of big data is how people utilize it and their initiative to 
look for patterns that can help institutions make better decisions out of it. 
Yvonne Genovese mentioned the benefits of implementing Pattern-Based 
Strategy, emphasizing on how the strategy can help institution by identi-
fying solutions. By implementing the strategy, it can allow users to adapt 
to changes by identifying opportunity and threats. It also helps to balance 
the diversity of institutional activities such as by defining creativity and 
collectivity that can enable users to lead and respond to changes of weak 
and strong signals namely opportunity or threat (Susanto and Almunawar, 
2018; 2016; Susanto et al., 2011). The aim of this strategy pattern recogni-
tion is to understand different elements that can come from many areas such 
as activities, events, objects, and information. These elements may form 
into new patterns that represent an opportunity that can be transformed 
into innovation or even as a threat that can cause a disruption to the busi-
ness strategy or operation (Susanto, 2016a; 2016b). She also mentioned 
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that this could also be achieved through other mediums such as from social 
computing analysis or context-aware computing. By doing this, it can 
eliminate chances of making shortsighted decisions by discovering useful 
information and knowledge from big data through the strategy.

Furthermore, big data information that is readily available is not set for 
analysis. For example, a group of students’ performance reports submitted 
to the Ministry of Education comprise students from different schools, 
level of education, and so forth. These data cannot be left in this form to 
be analyzed. Rather, these data are needed to be extracted in order to be 
suitable for the purpose of an analysis. Only required information from 
the whole bunch of data sets is needed to be extracted for further analysis 
and doing this correctly and in a complete manner is a technical challenge. 
It is common to assume that the big data is providing correct information 
when in fact this is not always the case. Some people may not input correct 
information in the data sets, which can lead to data errors. Existing work 
on data cleaning assumes well-recognized constraints on big data or well-
understood structure; however, for many well-known big data domains, 
these usually do not exist (Agrawal et al., 2012).

6.4 WHY BIG DATA IS IMPORTANT TO BE MANAGED

The last few years, the information management has changed radically 
with the development and improvement of systems to exploit them fully, 
resulting in the dramatic transformation of IS (as cited by Marcella and 
Knox, 2004). Big data management can be defined as “the organization, 
administration, and the government of large volumes of both structured 
and unstructured data” (Rouse, 2016). The aim is to ensure high quality 
and accessibility for applications purposes. In the academic environment, 
big data is mostly more important in library usage. Academic libraries are 
involved with big data in preserving data sets and researching data manage-
ment. Academic librarians, therefore, have a clear role in managing big 
data to help improve the academic institutions and quality of education.

According to Boston University Libraries (n.d.), data can be an 
important and expensive output of a scholarly research process, across 
all disciplines. These data are an important part of research results evalu-
ation. They also help to reconstruct events and processes leading to them. 
The value of data increases as they become aggregated into collections. 
When they become more available to be reused in addressing new and 
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challenging research questions, the value is unimaginable. That is why the 
data must be managed properly. Without proper data management, value 
of these data can be greatly diminished.

Big data can be managed through data mining and data analytics. This 
is to make mining information easier to gain more insights concerning 
student performance and learning approaches (West, 2012). With data 
mining, it can make student-related works, such as evaluation, research, and 
accountability manageable to address. For example, instead of analyzing 
the student’s test performance, lecturers can use another approach by 
finding out the most effective teaching method for each student to improve 
their performances, whereas for data analytics, lecturers can use it to focus 
on different ways of learning. For example, with online tools, lecturers 
can obtain the solutions on a much broader range regarding the student 
actions, how fast they master key concepts, where they usually get their 
electronic resources, and many more (West, 2012). By doing this, lecturers 
can get the right information to flow to all students in order to improve 
their productivity and success rates.

Moreover, it is also important to manage big data to help with data 
analytics. According to Rouse (2016), data analytics include the steps 
required in the inspection of large data sets in order to be able to analyze 
repetitive models, relationships between data and information, and so 
forth. It is required to store and calculate data in a favorable time and 
precise and accurate decisions. The findings from data analytics can be 
used to improve the efficiency of an organization and customer service, 
to name a few. The efficiencyof an organization can be improved through 
data analytics by understanding how the organization is working and the 
efficiency of its performance. Thus, based on the analysis, the organization 
can strive to make the workforce more effective. This would then result in 
the boost of performance.

Additionally, from a research study carried out at Educause, it was 
found that in more than half of the institutions responded under their 
research, 69% reported that data analytics was viewed as an important 
priority for at least some departments or programs, while 28% regarded 
analytics as a major priority for the whole learning institution (Bichsel, 
2012). They also found out that respondents said that data analytics have 
been increased over the last two years, and will continue to increase in 
importance in the next few years and in the near future. The respondents 
also believe that data analytics has a great potential to benefit areas that 
involve students in an institution.
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However, according to Herold (2016) with big data analytics, they are 
not 100% accurate. Data files that are used in the process of data analytics 
can contain unreliable information, whether these informationare about 
individuals or other things. If the initial data is already incorrect, then the 
algorithms or results of the data analytics are bad and cannot be used by 
other people. The risk of having incorrect data can be dangerous as more 
data added to data sets could mean that more complex data analysis models 
will be used without the process of validating whether the information is 
accurate or not. When decisions are made based on these inaccurate and 
flawed data models, individuals can suffer harm by being denied services 
or other treated inappropriately.

It is also important to manage big data because it helps with the process 
of decision-making. Every organization realizes that information is very 
crucial in helping to decide on a certain matter, academic institutions are 
no exception. Many institutions use various sources of information for 
planning, analyzing trends, managing performance, and other functions. 
Consequently, according to Susanto (2016a, 2016b) and Susanto et al. 
(2018), the value of information is only as good as its point of entry into 
the system. The reason for this is that when decision makers analyzed 
different information that can lead to making the wrong decisions, which 
can affect the whole institution, the blame cannot be put on the information 
itself because the invalidity usually occurs in the process of data entry into 
the system. Data entry errors and inefficiency in processing information 
are examples of causes the prone to data errors that are used to make up an 
institution’s decisions.

6.5 MANAGEMENT OF BIG DATA USING CLOUD

According to Hashem et al. (2014), cloud computing is defined as a model 
for allowing ubiquitous, convenient, and on demand network access to a 
number of constructed computing resources. These accessibility ranges 
from networks, server, storage, services, and application. All of these tasks 
can be supported and supplied by cloud computing with minimal manage-
ment effort. The cloud is created to handle different kinds of data that 
can range from external data, internal data, data that comes from personal 
sources, such as personal mobile phone, tablet, or personal computer, or 
those data that comes from workers, partners, or even the environment. 
Organizations, including institutions, rely on this information to carry out 
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everyday activities because it connects the world inside the institution 
with the world outside the institution.

Managing big data requires high performing IS due to its volume, 
variety, and velocity nature. Most people usually note on the size of 
data, but in some cases it does not only imply on the data volume but 
also the necessity of scalability. When scalability is considered, solu-
tions like traditional database management systems are already out of 
context. Cloud computing is a paradigm shift of technology that provides 
computing services over the Internet. It fits the situation perfectly as it 
offers benefits such as flexibility in using the computing resources, storage 
capacity, less management effort, and flexible costs (Fernandez, et al. 
2014). It composed of highly optimized virtual data centers that have 
several software, hardware, and information resources that can be used 
when it is needed by the institution.

Both cloud computing and big data are interrelated because cloud 
computing provides the basis for big data environment, such as data 
analysis, accessibility, storage, and easy distribution of information. One 
advantage of cloud computing is that it is cost-efficient. This is because the 
services can be deployed without the need of having physical hardwares.

However, although the cloud provides benefits like storage of data as 
well as data regulating properties, sometimes the flow of data is limited by 
boundaries that prevent the right data to flow at the right time and at the 
right place. IBM has come up with a solution to prevent this issue from 
recurring again. It is known as IBM Cloudant, a database service platform 
built to ensure flow of data between the application and its database 
remains uninterrupted and highly performant (IBM Analytics, n.d.). It 
also ensures that data accessibility for online or offline premises always in 
smooth sailing without any limitations. The Cloudant also enable users to 
be connected through interactions. Another service that the cloudprovides 
in the Cloudant is a built-in self-service data refinery called Data Works. 
It filters information analyzed from the data. It is very simple and secure 
enough to use, even for personal data (IBM, n.d.). Organizations or institu-
tions are the perfect candidates to use the cloud because they usually handle 
a large volume of data that ranges from personal to nonpersonal ones, for 
example, records and details of students and lecturers, or private and confi-
dential data, like financial information of the institution, and so forth.

Talia (as cited by Hashem et al., 2014) claimed that cloud-computing 
infrastructures could act as an effective platform to address the data 
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storage needed to carry out big data analysis. Through the cloud, raw data 
can easily be converted into valuable information, which can serve many 
purposes in making important decisions. Several applications are offered 
to users to help them manage big data effectively. For example, applica-
tions like Hadoop, Amazon Web Services Elastic MapReduce, Google’s 
Big Query, and Big Data Suite.

A virtual warehouse in the cloud called DashDB can be used to store 
large amount of data as well as perform analysis (IBM, n.d.). Because the 
warehouse is cloud based there is no space limitation. The volume of data 
in the storage can be expanded and scaled if the users are ever to receive 
new and greater amounts of data. The cloud can simplify the data and 
further analyze them to extract more information and resources.

Furthermore, implementing the cloud computing can also help manage 
big data through virtualization. Hashem et al. (2014) stated that it is a 
process that enables sharing resources that reduces the necessity of having 
physical hardwares around to increase computer resource utilization, scal-
ability, and efficiency. Through visualization, data can be viewed analyti-
cally through different graphs, which can aid in decision-making processes. 
It is also efficient in terms of being cost-efficient with the help of Hadoop 
clusters, virtualization can help reduce cost by bringing big data analytics 
more accessible through reducing computer and storage hardwares. Big 
data can also help users to use commodity computing to process distrib-
uted queries across multiple data sets and get the set of results in a timely 
manner (Hashem et al., 2014). Cloud computing can also help realizethese 
objective through the use of a software called Hadoop, a platform that 
enables data to be processed and distributed. It also provides a service that 
automatically scales demand of users for data processing.

Other than Hadoop, MapReduce is also preferable for large processing 
of big data in the cloud environment. This software allows large amounts 
of data sets to be processed and stored parallel in the cluster. Tools present 
in MapReduce called Hive and Pig makes data processing more feasible 
to process large data sets easily. Hashem et al. (2014) mentioned that the 
cluster computing provides a good support to manage data growth within 
the context of big data.

Additionally, different cloud models manage big data differently and 
emphasizes on the importance of having knowledge regarding the three 
cloud models such as public, private, and hybrid. For example, the public 
cloud offers scalability and elasticity, which is based on a pay-per-use 
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model. The private cloud offers strict control of which is based on premises 
infrastructure. Hybrid cloud on the other hand is the mixture of private and 
public cloud services with combination between the two. Since private 
cloud has a greater security control over data storage, problems like acci-
dental or malicious access can be prevented through shared resources. For 
public cloud, it encourages visualization and shared physical resources for 
data transfers, storage, and processing. However, although private clouds 
provide tighter security than the two cloud models, public cloud is more 
favorable and suitable to handle a large volume of big data tasks because 
of its flexibility. However, potential concerns such as bandwidth limita-
tions and costs incurred with data transfer may be at risk.

Hashem et al. (2014) also highlighted the potential drawbacks that 
can result from big data management and selecting cloud-computing 
methods. The first drawback is lack of data availability; users tend to 
focus their decisions more on analytical methods, which can be expensive. 
Moreover, incorrect use of methods or methods that inherent weaknesses 
can result in making wrong and costly decisions. To address these chal-
lenges, a common system called Data Base Management System software 
(DBMSs) is usually used. It plays an important role in ensuring the easy 
transition of applications from old enterprise infrastructures to new cloud 
infrastructure architectures (Hashem et al., 2014). These challenges put 
pressure on users to focus on settling high big data demands and big data 
storage, which prompts them to acquire the right technologies which is by 
implementing cloud computing.

6.6 DISCUSSION

Big data plays a significant role in academic institutions. From the analysis 
of the literature review, it can be noted that the purpose of big data in 
academic is mainly in the circle of e-learning. Big data has contributed 
in the rapid progress of the academic environment in terms of online 
learning. Many systems have been developed to help organize the use of 
data in higher learning institutions. LMS, especially, have been constantly 
improved in order to keep up with the vastly growing number of data in the 
web world. Many higher learning organizations have invested a generous 
amount of money to have systems installed in their organizations. These 
systems are hoped to help them in organizing data that can then help in 
many organizational processes, especially in decision-making.
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For example, decision-making in terms of arranging schedules for the 
students who are taking many different courses in an institution requires 
organized information at a high speed to have the task done. This would be 
such a difficult task to do manually as it will take a longer time to organize 
everything to fit into one schedule without having clashes. The informa-
tion needed to analyze these are also large in volume; therefore, a system 
is needed to increase the efficiency in data entry. By using a particular 
system such as the student management system mentioned previously, 
data will be automatically entered and analyzed in the system. The details 
of institutions can also be kept as records in a system such as the school 
management system that keeps details of types of school and its locations 
as noted by De Silva (2015).

This is also the same with lecturers; the system can help in identifying 
problems like capabilities of lecturers in terms of knowledge of teaching. 
For example, data in the system can be used to track how good the lecturers 
are doing in their teaching by looking at the student’s progress report. This 
way, the administration team can think to provide solutions by suggesting 
different teaching techniques to improve the student’s grades. This is 
stated by West (2012) whose statement confirmed that lecturers have many 
options to explore which teaching methods are suitable for students in 
order to stimulate better understanding in class. Thus, both IS and big data 
do not only help in enhancing productivity in students but also in teaching 
staffs, which is equally important for the institution.

Other than that, another example of this kind of system is the Univer-
sities and Colleges Admission Service (also known as UCAS). This 
is an example of a system that centralizes all information on different 
universities in the United Kingdom to be easily accessible for interna-
tional students. This system also helps in registration processes, such as 
admission of the students’ personal statements and acceptance letters from 
their respective universities. By having this system, many universities will 
have more admissions and it would be easier for them to accept or reject 
an application. This is because accepted students can also have a peace of 
mind, as their offer letters will certainly be sent to them through emails, 
and not get lost in the mailbox. They will be notified via a message feature 
in the system if they have been accepted into a certain university.

Other ISs can also aid in decision-making from the financial perspec-
tive. Data volume in big data needs to be managed effectively in order 
to reduce data redundancy or inconsistency. Conn (2012) stated that the 
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increase volume in storage results in too much data that can be difficult to 
analyze. The quality of data can be reduced if it is not properly managed. 
This is because data increases in value after it has been analyzed and 
correlated. Forexample, financial information of an institution is usually 
in big chunks of data. When these financial information are organized and 
managed properly, institutions can find out where to invest their money 
to gain advantages from rather than not using the money efficiently. The 
budget of organization can also be planned and managed effectively when 
having this kind of system installed. Errors in calculations can be reduced 
and this can cut cost-efficient. Although the system might be expensive 
to install, it is good to invest in the system rather than having financial 
problems in the future. This kind of IS could be given authorization for 
it to be managed only by certain trusted officers so money laundering or 
similar kinds of activities will not be an issue.

In higher learning institutions, the department or group, which uses 
big data the most is their libraries. Libraries of higher learning institutions 
consist of much information from scholarly articles, digitized textbooks 
and journals, graduate research documents, and so forth. The volume of 
data in library databases must be constantly updated in order for students 
to have a more recent insight on their research studies or their current 
modules. This can help improve students’ understanding on certain 
topics and hence increasing the quality of their education overall. Many 
libraries have authorized storage of outsourced information. For example, 
Universiti Brunei Darussalam has EBSCOHost, Emerald, and SAGE, to 
help their students in doing their academic research. For libraries to have 
a good management IS, old data in their databases can be compressed for 
the purpose of storing records. This is to save the percentage of storage 
available in their database system and to avoid system breakdown or slow 
system performance. This is the reason why the scalability of databases is 
an important subject to consider in managing data.

The scalability of the IS is an essential feature of managing big data. 
As the volume of data increases, the computer system must be capable to 
manage this high volume of data. With every passing year, data entered 
in the system will certainly increase. With every increase in the usage of 
data, it also increases the workload of database performance in terms of 
processing and managing data. If the system is not scalable, it can cause a 
lot of issues, such as slow performance or down system problem because 
the system is not equipped to handle heavy load task. This was confirmed 
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by Fernandez et al. (2014) where the traditional database will be out of 
big data context as the system is not capable to handle big data require-
ments. However, investing in scalable IS to handle big data ensures full 
optimization of productivity because it helps the institution to react to new 
conditions without facing system failure. As a result to this, it is important 
for the system to have a robust technology that can automatically recover 
whenever these kinds of problems occur.

Additionally, in order to be efficient in cost-reduction, institutions need 
to have systems that are high in scalability, which can meet the needs 
of both current and future data requirements. If the systems are not scal-
able, they are usually difficult to be repaired and it may take up days to 
complete which can result in work progress being hindered or in worse 
case scenarios, they might have to purchase a new database management 
system every now and then, which is a waste in terms of finance and time. 
For example, an institution usually implements a system called geographic 
information system (GIS) that is loaded with a lot of information regarding 
module registrations, module timetables, examination results, progress 
report, and so forth. If the system is not performing well, GIS can experi-
ence a breakdown, which can cause difficulty for students and lecturers to 
view information on the system.

Other than that, distribution of information will be delayed which 
can create further problems. For example, during module registrations, 
students will have to compete with one another in the attempt to get into 
their chosen modules due to the maximum quota that is already assigned 
to each class. If the system is slow, it can reduce the chances of students 
being accepted to each module which is very inefficient. Furthermore, 
the accuracy of the data being delivered is also equally important. This is 
in terms of allocation of timetables. Students and lecturers depend highly 
on this information to be on track in order for them to be able to divide 
and manage their time well. If this information is miscommunicated or 
there are errors in between, it can disrupt lecturers and students’ activi-
ties as well as the level of their productivity. Therefore, it is important 
for an institution to test and do research on the systems they want to 
implement in order to get better results out of them instead of adding 
more incapable systems. This shows that scalability is an important 
aspect of big data because it promotes efficiency in terms of conveying 
information to respective stakeholders as well as helping the institution 
to be cost-efficient.
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The process of data analytics that was mentioned by Herold (2016) is 
also an important issue that needs to be addressed. In academic institu-
tions, having inaccurate information is not acceptable as it may lead to 
unfortunate consequences. Students acquire much information from the 
Internet and other web-based sources as input for their studies. If there 
are much incorrect information made available on big data, it can create a 
haywire in the education system. Mistakes in analyzing data can happen 
in data analytics of academic institutions. For example, students who are 
tagged with the wrong student identification number can be entered into 
the wrong classes and this can result in students taking the wrong exami-
nation papers.

The use of cloud in academic has also increased in importance ever 
since it was first introduced. Many higher learning institutions are now 
investing in cloud systems. This is because the traditional way of keeping 
information is now considered as costly and ineffective. A paperless-
system is more in favor nowadays as the academic environment has also 
taken part in improving the status of environmental issues. By using 
cloud systems, many financial costs are being cut and this also promotes 
a healthier and greener way of running administrations. In going hand in 
hand with preserving natural resources of the environment, many institu-
tions get marketed better as it can mean that they are morally ethical than 
those who do not practice “going green.” This can also have an effect in 
student admissions and ranking systems of universities.

As the volume of data increases, the need for increase in velocity is also 
there. Therefore, cloud systems can help speed up organizational processes 
in such a way by using the Internet. Much of the information stored in the 
clouds can be accessible by many stakeholders in the academic field all at 
the same time. If institutions do not make use of these cloud systems, other 
institutions can leave them behind. Institutions, which do not use cloud 
systems, have to do their processes the traditional way (manually) which 
can be timely. Competitive advantage can be achieved if institutions have 
a more updated system that is more scalable and also more cost-efficient. 
High volumes of data can be analyzed and processed at a higher speed. 
This can then improve the performance of an institution as a whole.

Cloud systems can be used for both educators and learners, for example, 
students can do their assignments on the go while using cloud systems. It 
would not matter if they do not have their personal computers with them, 
they can still access the same information from the cloud. The same goes 
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to educators or lecturers. Computers that are provided by their universities 
can have the same files as their personal ones at home, providing they 
do their work in the cloud. As stated by Hashem et al. (2014), the use of 
commodity computing can distribute queries across multiple data sets and 
get results in a timely manner.

Although there are many beneficial impacts that can be gained from 
big data in academic, many issues have also arisen in the process of imple-
menting it and the systems that come with it. First, it was mentioned by 
Marcella and Knox (2004), not all stakeholders in academic institutions 
are in favor of using computers. This can hinder the progress of an institu-
tion. Additionally, when there is resistance in the institution, the imple-
mentation of a certain system is usually unsuccessful. As a consequence, 
financial investments made to implement the systems will not be fruitful. 
On the other hand, if there is no resistance, training is also needed for staff 
and administrators to acquire the use of newly implemented systems. This 
can increase the expenses of institutions.

Furthermore, the strategies in choosing the right type of cloud system 
to be implemented in a certain institution are also a challenge. This is a 
vital process as implementation and installation of the wrong cloud system 
can be costly and emphasized on having knowledge on the three cloud 
models such as public, private, and hybrid. Academic institutions might 
be more suitable in implementing a private cloud for its administration as 
it provides a tighter security than the other two cloud models. However, 
public cloud can also be good as it is more suitable forhandling a large 
volume of big data tasks.

6.7 CONCLUSION

To conclude the whole discussion, big data in academic is a very familiar 
topic. It has been present for a very long time and progresses have been 
made ever since. As the number of big data increases, more ISs have also 
been developed in managing this huge amount of data available. Big data 
offers many benefits academically. To summarize, it can improve efficiency, 
effectiveness, and productivity in academic institutions. All stakeholders 
in academic institutions can also make use of the available big data. Many 
academic achievements can be credited to the availability of big data in 
the academic environment. Systems and application softwares that have 
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helped to analyze big data and convert them into useful information is also 
another subject that can be appreciated.

Without having big data in academic, many organizational processes 
in academic institutions would have progressed at a slower rate. This 
would slow down the development of academic achievements of many 
institutions around the world. Big data has helped improve the academic 
institutions by providing much useful information. The richer the 
content of information, more insights can be taken into account. This 
is the reason to why big data needed to be mined, processed, analyzed, 
or compressed into aggregated information so that it can be useful to 
academic institutions.

Furthermore, the availability of cloud computing systems has taken 
the storage of data to a whole other level. These systems are able to have 
been allowed for outdated information to still be kept in storage. This old 
information can be of help in analyzing future trends in the academic envi-
ronment and not necessarily be a waste of space or data storage. Therefore, 
a higher number of data can be stored more efficiently. Current technolo-
gies are also constantly improving the managing of big data’s 3Vs. The 
volume, velocity, and the variety of big data will always be something that 
needs to have improvement from time to time.

ISs that have been implemented in academic institutions have also 
contributed a lot in the development of academic progress. Without the 
application of these ISs, many processes in the institutions would have 
taken more time and used more of the institutions’ financial budget. With 
the increasing amount of big data in every passing year, academic institu-
tions would have to constantly prepare for installation of new databases in 
case the current ones being used are no longer suitable with the needs of 
the institution. Scalability of databases or system softwares must always 
be a priority to consider when installing new ones.

Having proper planning in data management on the other hand can 
reduce challenges of big data in academic. With the help of data manage-
ment and data analytics, large data sets can be used to improve academic 
institutions as a whole. Data used to analyze patterns and trends can be 
stored and computed to help make accurate decisions for institutions. 
The efficiencyof academic institutions can be improved through data 
analytics as performance of the institutions is continuously monitored. 
Consequently, institutions can be more effective and the performance will 
consistently be improved.
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Every set of big data is considered as having a great significance. Each 
and every information is or can be important in the process of decision-
making. This is another reason why it is vital for academic institutions to 
ensure that there IS is on point and constantly updated. Many institutions 
sometimes have technical problems occurring in their systems, resulting 
in the deterrence of their organizational processes. This affects the produc-
tivity of many academic institutions. This problem needs to be tackled 
quickly as to reduce the chances of institutions to be at a cost disadvantage. 
Performance hindrance can be expensive if it is not fixed. All ISs used in 
academic institutions must, therefore, be maintained properly to have a 
constant excellent performance in its systems.

Moreover, many budgets of academic institutions have been allocated 
in the investment on ISs to handle and manage big data. Although these 
investments are very costly, it can be approved that it is best to invest 
on these than to miss out on opportunities that can be grabbed by these 
institutions. Opportunities in and for the institutional development can be 
initiated by analyzing information from big data. Therefore, information 
is needed to be managed constantly and organized efficiently. Data entry 
errors to systems need to be reduced in order to improve the productivity 
of academic institutions. Training for technical staff in handling ISs is vital 
as they are the ones who would be responsible if there is to be any error 
found in the system. Like data entry errors, individuals and not the system 
itself cause much of other blunders that occurred in many ISs.

All stakeholders in academic institutions have benefited from big data, 
especially lecturers and students. Lecturers can improve on teaching mate-
rials and have the ability to select teaching styles, which are best fit and 
students can get better grades from understanding more of their academi-
cals input. With the help of big data in academic, many undergraduate 
students are able toget their research done by analyzing web-based data 
sets. Comparisons of articles and journals have been made easy as many of 
them have been digitized and stored on the Internet. Cloud computing has 
helped in changing the way students work on their assignments. Although 
libraries are still important, many students have also been starting to 
choose to browse for online materials rather than getting physical books 
from their institutions’ libraries.

All in all, it can be concluded that big data in academic has rapidly 
improved and will continuously increase the rate of progression in 
academic institutions. It is hoped that in the future, big data in academic 
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will maintain its importance and value as it is today in the current state of 
theacademic environment, if not better and in a more advanced state.

6.8 RECOMMENDATION

As mentioned above, big data and IS are both important mechanisms in 
the decision-making process for the institution as a whole. However, there 
are also challenges faced by the stakeholders that may divert their objec-
tives and hinder them from meeting their goals. Several approaches can 
be made to eliminate possibilities of making the same errors or new ones 
in the future. According to Roe (2013), planning, defining strategies, and 
maximizing existing or readily available data can avoid making potential 
mistakes and wrong decisions in terms of analyzing big data. By planning 
and defining the right strategy, the institution will have a clear objective of 
what they should focus on instead of wasting their time on analyzing data 
that can result in the meaningless outcome. He mentioned that by imple-
menting analytics strategy, it will enable the institutions to get to know 
their stakeholders better by understanding their needs. Because of this, 
nowadays, more people are moving toward technological advances and are 
starting to take a huge interest in it. Thus, the need for high performing ISs 
is increasing. By having the right ISs, big data can be regulated efficiently 
and interactions between stakeholders will also be at ease.

The concept of the analytic strategy focuses on being strategic that 
can support in decision-making process like addressing problems and 
questions arise from it. The process involves by starting with a strategic 
question, finding or collecting relevant data that can help answer the ques-
tion, analyzing the data as well as making predictions and gaining insight, 
illustrating findings that can be both understandable and actionable, and 
lastly, feeding the findings back into the initial process to address the 
strategic questions and create new ones (Bichsel, 2012). He mentioned 
that most institutionsare moving toward this strategy because it is different 
from a lot of traditional analysis and reporting approaches. What separates 
this strategy from the old approach are data obtained from the system 
is more extensive and automatic and the processes used to extract and 
analyze the data are becoming repeatable (Bichsel, 2012). This means that 
information obtained from the analyzed data can always be used several 
times whenever the institution needs it. Therefore, because of this, Bichsel 
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(2012) claimed that the numbers of departments and programs slowly 
increases in incorporating data and analysis strategy into their decision 
making and planning process due to the positive feedback.

However, the institution must also ensure that the strategy is able to 
cover allimportant aspects such as the overall vision and requirements 
within the institutional context. When this is done, the institution will be 
able to predict key challenges that might happen in the future as well as 
identifying solutions to overcome them. Furthermore, the institution can 
also discover the process requirements that can help to define how big data 
can be used including which IS infrastructure, tools, software, and many 
others before officially implementing the strategy.

Moreover, before planning and implementing the strategy, it is crucial 
for the institution to know if their objectives can be achieved realistically. 
This can be in terms of whether the strategy can give value to the institution 
rather than guiding it in the wrong direction. Roe (2013) suggested that 
the right way to do this is to utilize and maximize the data that is readily 
available in the institution. This includes utilizing existing software and 
information surrounding the institution. By doing this, the institution will 
be able to expand and analyze the information better. Existing software 
can be modified according to the needs and requirements of the institution 
to enhance scalability and effectiveness.

Most importantly, the key to managing big data efficiently is to have 
the right IS. The institution must be able to keep them informed with new 
and updated technologies as well as software in order to know which one 
is more fitting to meet the requirements of their stakeholders. This is to 
provide better tools to manage the constantly increasing big data and to be 
able to extract the maximum amount of information as possible in order 
to gain valuable information from it. Other than that, having the right 
people with the right set of skills is also equally important. Bichsel (2012), 
emphasizes the importance of investing in a number of analysts before 
investing in IS tools. These people can serve as a backbone to support 
major problems like system errors and down system problems that can 
happen in the future which can deter the process of data analytics. With 
their knowledge, systems will be restored back to its initial condition. The 
analyst can also be of help in defining strategies together and ways of solu-
tions to address them. This will not only promote productivity but will also 
stimulate pool of ideas to help the institution to perform better. Therefore, 
surrounding the institution with the right skill sets as well as ISs will not 
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only help in big data management but it will also be a good investment 
which will certainly reward the institution in many aspects.

For example, there are many institutions, which have benefitted from 
following these steps. According to Bichsel (2012), he found out that 
most claimed this strategy has helped them in several departments in the 
institution in terms of how they utilize the data in several functional areas. 
From the results obtained, many institutions, which have implemented this 
strategy, manage to spread positive results to all of its stakeholders. In imple-
menting the analytics strategy, most institutions also introduced analytic 
programs that encourage the stakeholders to participate in. Students and 
lecturers, who have participated, claimed that data analytics help to foster 
their interactions, communication, and decision-making as well as boost up 
their morale in class. For example, it can help with students’ enrollment, 
management, budgeting and finance, and student progress.

Others mentioned how the analytic programs are very systematic in 
increasing the likelihood of faculty, staff, and administrators to base their 
decisions on data rather than on intuition or conventional wisdom (Bichsel, 
2012). This instilled a form of culture where the stakeholders will treat big 
data as high importance. Some leaders often follow their intuition or expe-
rience or even their preconceived ideas to influence the decision-making 
process which can reduce the quality of the outcome. This also wastes 
time and money if they are to implement the wrong strategy. Thus, it can 
be suggested that analytics strategy helps the academic community to 
center their attention on strategically important questions only which help 
to encourage continuous improvement within the institution and among 
its stakeholders.

He also found out that the strategy could help in increasing satisfac-
tion among the students, teaching staff, administrators, other faculty staff, 
and so forth. It helps to reduce political conflict between the stakeholders 
because decisions are no longer biased but will be based on data that have 
been extracted and analyzed. This can lead to more factual and concrete 
outcome rather than wasting time and money in extracting and collecting 
additional data that does not lead to anything. This made the whole process 
of decision-making more effective, efficient and improved, which is good 
for the long-term basis of the institution.

Other than helping in decision-making areas, the strategy can also help 
in enhancing students’ progress and their performance as a whole. The 
strategy can help in extracting data for grade information, demographics, 
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and student personal details, existing and new student data on effort, and 
engagement for each subject they take. This help to keep track of their 
early performance as well as study behaviors until the end. When their 
performance is decreasing in between the semesters, the person in charge 
will be notified. Steps and different approaches can be taken to improve 
this issue by consulting the students regarding their overall performance. 
This approach can result in high grades in students because it can help them 
be informed of what went wrong with their study and learning methods 
and how they should tackle the issue. The good part about this is that the 
academic community can identify students who need additional help that 
can make the overall performance of the institution better.

Apart from this, the institution must also include the importance of 
data access by stakeholders in the strategy. The problem of data access 
is always highlighted because institution sometimes neglects this aspect 
which can create more problems among the stakeholders such as miscom-
munication of information, failure to distribute information, or distributing 
information to the wrong person. To minimize this error, DataMASTER 
system can be used to create data that is isolated which can be accessible 
and centralized, data silo promotes a culture of decision making based on 
data (Bichsel, 2012). AlthoughBichsel (2012) argued that it is impossible 
to make an isolated for the whole institution, other measures can be taken 
to ensure data is accessible to everyone. The institution must first need to 
have a consistent theme, which is a common language around the data so 
that data can be centralized to make it more accessible and usable. This 
will ensure data consistency and can be used by various departments. 
When data is consistent and centrally accessible, it can serve as a better 
foundation for different variations of decision-making groups.
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CHAPTER 7

ABSTRACT

The application of learning analytics has been growing rapidly in educa-
tional institutions in which the learning process is being done through 
online and hybrid settings. It has become more standardized way of 
a learning process for educational institutions. The data of the specific 
behavior of the student will be added into the student-related information. 
Several main sources used for learning analytics such as virtual learning 
environment (VLE), student information system (SIS), learning manage-
ment system (LMS), and library system are apply. The system not only 
assists in online learning but also creates opportunities for the working 
group to take up the courses due to its flexibility. This means that it can 
be seen that technology has the capability to contribute to teaching and 
learning in the near future. In terms of library system, most of the higher 
educational institutions in Brunei have their own library system so that it 
will be easier for the students to make full use of the library resources and 
provide the students with greater learning experience.
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7.1 INTRODUCTION

In this knowledge based era, there are growing amount of data that can 
be generated rapidly and there is a potential in making full use of the 
data for learning purposes. The development of learning analytics can 
actually help determining the performance as the students in schools are 
analyzed through their skills and knowledge. Additionally, with learning 
analytics, an educator can access various sources and use relevant 
information that can be used for teaching materials. This can actually 
enhance the teaching process as there are more relevant inputs and can 
also improve student learning experience. The education institution is 
now acknowledging the development and the use of learning analytics as 
it is the best education application in enhancing the learning approaches 
that best suited for the 21st century of education system. The changes 
in education system are too drastic. This is because the way it is being 
introduced or put forward is actually making the educational system 
difficult to cope with it as it is involved with complex processes. The 
purpose of this chapter is to explore how learning analytics works, how 
big data contributes to learning analytics, and the challenges of using 
learning analytics.

7.2 LITERATURE REVIEW

7.2.1 DEFINITION OF THE TERM “BIG DATA”?

Frequently, big data is known as a singular entity when it is actually much 
more a capability to get information and insight rather than a thing (Sonka, 
2016). There is still no exact definition for big data because it is still 
developing. There are numerous attempts to define what is big data. Big 
data can be defined as the vast amount of data sets that could be analyzed 
computationally to uncover the patterns, trends, and associations, particu-
larly it has the connection with human behavior and interactions (Scapin, 
2015). According to National Science Foundation, the word big data can 
be referred as something that is large, different, complicated, longitudinal, 
and distributed datasets come from instruments, sensors, internet transac-
tions, emails, videos, and other digital sources that can be accessed today 
and in the future (2012).
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7.2.2 CHARACTERISTICS OF BIG DATA?

To understand further on what big data is all about, we need to look into its 
characteristics. The characteristics of big data can be described using the 
combination of six Vs which are volume, velocity, value, veracity, variety, 
and valence.

7.2.2.1 VOLUME

Volume is concerned with how big is the size of the data that is being 
collected. In the era of big data, the size of the data has reached to tera-
bytes and petabytes turning into metric in order to analyze the data sets. 
The volume of the data is growing exponentially at an uncontrollable 
rate. The amount of data being stored in today’s time is exploding. In 
2000, about 800,000 PB of data were stored in the world. A majority of 
the data produced currently are not yet analyzed. It is expected that the 
number of data created by users will reach to 35 ZB by 2020. Basically, 
the social media such as Twitter alone produce more 7 TB of data every 
single day, Facebook produces about 10 TB of data, and some organiza-
tions produces terabytes of data for every hour of the day of the year 
(Zikopoulos et al., 2012).

7.2.2.2 VELOCITY

Velocity is concerned with how fast is the speed or the rate of the data 
created, stored, analyzed, and visualized. The speed or rate of data 
arrived basically depends on the size of the data. In this case, the smaller 
is the size of the data, the faster the data will arrive, and the bigger is 
the size of the data, the slower the data will arrive. This is true nature 
of data that the size of data determines the outcome of how fast the 
data will arrive. The improvement on advanced technology has offered 
people with a high-speed connection and this resulted in producing data 
at a very high-speed rate. This means that everyday internet users around 
the world are generating data as they explore through the internet (Rao 
et al., 2015).
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7.2.2.3 VALUE

Value is concerned with the added value of the characteristic of the 
collected information that could lead to the intended procedure, action, 
or predictive examination or hypothesis. The value of the data will highly 
rely on the processes they symbolize like stochastic which means that it 
is involved in probability, regular, or random process. By relying on this 
requirement, the collection of data needs to be stored for a long period of 
time just in case the data will be used as a reference. This means that the 
data value has a close connection with volume and variety.

There is a huge possibility of the potential value that the big data can 
offer. For example, McKinsey pointed out about the initiative that new big 
data can offer under the health care system in the United States. With the 
implementation of this initiative, it is estimated that the health care spending 
could be reduced around $300 billion to $450 billion or even about 12–17% 
of the $2.6 trillion of the overall cost of healthcare in the United States. 
Nevertheless, the cost of having low value or poor data is also huge. It is 
estimated that with the availability of low value or poor data used by the US 
businesses may result in the businesses to incur about $3.1 trillion a year. 
This means that collecting data without a proper way is considered to be 
useless (McNulty, 2014; Susanto and Chen, 2017; 2018a; 2018b).

7.2.2.4 VERACITY

Veracity is concerned with how the quality of data is being stored in big 
data environment and its understandability. The data generated around 
the world has distinct qualities. It means that different internet users have 
different way of using the data. Veracity also can be described as how 
much trust is being put into the data and to some degree, the outcome of 
data velocity and variety. The high-speed rate in which data is generated 
and needed to be processed makes it difficult to continuously cleanse and 
handle the preprocessing in order to enhance the quality of the data.

7.2.2.5 VARIETY

Variety is concerned with the availability of different type of data that can 
be used. In other word, variety consists of structured, semi-structured, 
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and unstructured data. Previously, people were only focusing on struc-
ture data that can be easily fitted into tables or databases like financial 
information. People should be aware that about 80% of the world’s data is 
unstructured such as texts, images videos, voices, and others. Nowadays, 
with the development of big data technology, it enables us to examine 
and bring data together from different kind of data like messages, social 
media conversations, photos, videos, and voice recordings (Susanto et 
al., 2018).

7.2.2.6 VALENCE

Valence is concerned with the measurement of the connectivity. The term 
“valence” comes from chemistry. It is said that the higher the data are 
connected, the higher is the valence.

7.2.3 WHAT IS LEARNING ANALYTICS?

Basically, learning analytics highly emphasizes on the measurement, 
collection, analysis, and reporting of learner’s information with the aim of 
comprehending and maximizing learning process as well as the environ-
ments in which it is occurring (Attwell, 2016). Learning analytics can be 
referred as an area of experiments that develops on ideas from different 
fields in terms of process mining, business intelligence, data processing, 
information retrieval, and technology-enhanced learning. It is not solely 
based on technology or institutional statistics. The core of learning 
analytics is basically concerned with enhancing individual capabilities 
that will help individual to achieve their potential and goal in life (Hall, 
2016; Susanto, 2017a; 2017b; 2017c).

7.2.4 SWOT ANALYSIS OF LEARNING ANALYTICS

In big data era, learning analytics has the possibilities to offer educa-
tors with information and tools that will help them making decision and 
encourage the teachers to make full use of the in a scope of learning 
concepts. The incorporation of technology for learning purposes gives 
further information for analysis for supporting an ongoing cycle for 
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continuous improvement. In this case, every educator should be given 
access to learning analytics tools and given proper training on how to 
use these tools properly. This can contribute to create e-proficiency and 
support the development of the targeted and effective way of learning 
methods.

This was done through examining the case studies that take place 
within the time frame of 6 years from 2008 to 2013. By analyzing the 
information, she identifies the strengths, weaknesses, opportunities, and 
threats of learning analytics.

7.2.4.1 STRENGTHS

The strengths of learning analytics include the availability of huge 
amount of educational data, the ability to use powerful, preexisting 
algorithms, the availability of multiple visualizations for staff and 
students, increasingly precise models for adaptation and customization 
for learning processes, and increasing valuable insights for learning 
strategies and behaviors.

7.2.4.2 WEAKNESSES

The weaknesses of learning analytics include the high possibility of misin-
terpretation of the data, insufficient quality in terms of the sheer variety of 
data sources, insufficient significant outcomes obtained from qualitative 
research, involvement in high level of complexity system, and too much 
information.

7.2.4.3 OPPORTUNITIES

The opportunities of learning analytics include using open-linked data able 
to enhance the compatibility across the systems, improving self-reflection, 
self-awareness, and learning process through intelligent systems, and the 
feeding of learning analytics outcomes to another system to help making 
decision.
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7.2.4.4 THREATS

The threats of learning analytics include the concern of ethical issues 
specifically on privacy issues, overanalysis, insufficient generalizability 
of the outcomes, higher chances for misclassification of patterns, and 
contradictory findings.

7.2.5 RELATIONSHIP BETWEEN BIG DATA AND LEARNING 
ANALYTICS

There is a correlation between big data and learning analytics. In a 
numerous point of view on learning analytics, big data is linked to educa-
tion (NMC Horizon Report, 2013). Learning analytics has been regarded 
as an educational application of big data. It basically consists of a branch 
of statistical analysis that was initially created as a method for businesses 
to make analysis on certain areas such as commercial activities, identifying 
the spending trends and making prediction on consumer behavior (NMC 
Horizon Report, 2014; Susanto, 2016a; 2016b).

In generic terms, big data expects the use of either information or data-
base systems as the central storage facility as it is suitable for storing vast 
amounts of data and noting down to certain transactions. For instance, the 
record-keeping framework of the undergraduate students has the ability 
to store the information of the undergraduate students in terms of their 
grades for each course they have taken. For institutional researchers, this 
kind of information is very useful and it can be used to analyze the perfor-
mance of the students over time. It could be analyzed from one semester 
to another semester or from 1 year to another year. In the context of big 
data scenario, the information would be obtained for every undergraduate 
student’s transaction in every course, particularly if the course has been 
conveyed through electronically on the web. This means that every under-
graduate student data entry basically on their course evaluation, discussion 
board section, blog section, and any activity could be recorded and this is 
producing a large number of transaction for each of undergraduate students 
per course. Moreover, this information would be gathered on the basis of 
real time or close to real time every time it is being executed and after that, 
it will be further examined to recommend the course of action that needs 
to be taken (Picciano, 2012).
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7.3 DISCUSSION

7.3.1 HOW LEARNING ANALYTICS WORKS

The application of learning analytics has been growing rapidly in educa-
tional institutions in which the learning process is being done through 
online and hybrid settings. It has become more standardized way of a 
learning process for educational institutions. Specific kind of web tracking 
tools has been widely used in educational institutions in order to record 
the student behaviors in online courses. The tracking tools not only record 
basic variables like how much the student spend their time on a topic but 
also more toward nuanced information that could give proof of student 
critical thinking, synthesis, and the depth of retention of the information 
after some time. The data of the specific behavior of the student will be 
added into the student-related information (NMC Horizon Report, 2014).

In this knowledge-based era, a majority of educational activities such 
as e-learning, tests, quizzes, and other activities are being done through 
online. Nowadays, students and educators are increasingly connected 
to the internet because a various amount of the educational material are 
available in digital format. This has proven that the availability of data 
source on the internet for learning purposes has been expanding. There are 
several main sources used for learning analytics such as virtual learning 
environment (VLE), student information system (SIS), learning manage-
ment system (LMS), and library system.

7.3.1.1 VIRTUAL LEARNING ENVIRONMENT (VLE)

VLEs are currently well known as part of education systems as ways to 
structure, manage, and provide learning exercises and the content. It is 
widely recognized for having the ability to track the student as well as 
manage online evaluation (Jisc, 2016). The VLE can be seen as an internet-
based way of learning. This system will enable the student to access to 
learning materials, classes, and other resources online (Borwarnginn and 
Tate, 2014). The system can be accessed either on or off campus through 
internet technology and smart mobile devices (Susanto, 2018; Almunawar 
et al., 2015a; 2015b; 2018; Susanto et al., 2016). This implied that the 
system can encourage that student can learn outside the school as it can 
be accessible 24 h a day and even 7 days a week. This system is not only 
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available for full-time students but also to those who cannot attend the 
campus regularly due to living at different geographic or time restrictions 
like those who are taking evening classes, distance learning courses, or 
part-time students.

The new learning process is more beneficial in comparison to tradi-
tional learning method. For instance, the interaction between teachers and 
students can be done through the internet. Student can just submit their 
assignment by uploading to the site and they can get instant feedback 
from their teacher. This can improve the communication between the 
students and the teachers. In addition, the course information including 
course outline, exam papers, course material, timetables, and other related 
information can be found in one designated website for this system. This 
can actually save cost and time as the teachers do not have to spend their 
money on printing the lectures notes, whereas the student can get the 
learning materials in advance. However, the limitation of learning through 
VLE tends to be less effective. This way of learning does not leave an 
impact toward the students due to the absence of face-to-face education. 
Even though virtual learning is said to be more interactive, the level of 
exchanging information is slightly different using computer (Arslanand 
Kaysi, 2013).

7.3.1.2 STUDENT INFORMATION SYSTEM (SIS)

SIS is an important part of education system especially in this modern 
era. It is believed that this system could solve the problem or difficul-
ties using traditional approach of gathering relevant information of the 
student through the internet (Akiwate et al., 2016). Moreover, this system 
is design to replace the paper-based system of collecting and recording 
student information which is time-consuming and hard to manage (Bhara-
magoudar et al., 2013). SIS consists of students’ detailed information in 
terms of their prior qualifications, socioeconomic status, ethnic group, 
modules choices, and grades acquired to date. From this system, there will 
be potentially valuable insights that could be used to designed VLE infor-
mation so that it will be easier to predict student academic performance in 
education settings (Sclater et al., 2016).

The majority of the SISs isinvolved in administrative activities such 
as admissions, enrolment, and examinations. Apparently, the use of SISs 
can be beneficial for education institutions to record and maintain student 
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information easily, coordinating different levels of student information, 
providing access to information by students, instructors, and parents 24/7, 
and storing biometric system information (Asogwa et al., 2015). Beside 
these, the system is user-friendly, provides good and efficient services, 
minimizes the workload of the users, and it is easy to retrieve data. The 
drawback of using the system is that it is hard to master the necessary 
coding as the control management of the system is using the latest tech-
nology, MEAN stack (Akiwate et al., 2016).

7.3.1.3 LEARNING MANAGEMENT SYSTEM (LMS)

LMS is widely recognized as the framework that manages every aspect 
of the learning procedure. The use of the framework of LMS supports in 
delivering and managing contents, identifies and evaluates an individual 
or organizational learning or training objectives, tracks the development 
toward those objectives, and gathers and displays the overall information 
of learning procedure. It also includes in managing course registration, 
administration, analysis, tracking, and reporting (Watson and Watson, 
2012). The LMS is the most common data source for higher educational 
institutions through an online portal that connects with the lecturers and 
undergraduate students (Adzharuddin and Ling, 2013).

The learning process in higher educational institutions is no longer 
the same as in the primary and secondary school system which is only 
a one-way learning process. In higher education systems, the lecturers 
usually provide the lecture notes and extra information for the students 
to find out on their own. This means that in higher education system, 
students are encouraged to be exploratory learner throughout their studies. 
Moreover, throughout the lecture session, the lecturers will share their 
knowledge on certain topics and students need to participate by giving 
their own opinions or thoughts on the related topic during class discussion. 
Hence, university students need to continuously expand their knowledge 
by gathering more information.

The advantage of using LMS for lecturers is the ease of manage a 
large number of students in the system. This will also save their time as 
the lecturers can easily identify and monitor their students. For example, 
the lecturer has three different lecture classes. With LMS, the lecturer 
can easily know which students are taking his or her classes based on 
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the classes the students are registered. In this case, it will be easier for 
the lecturer to give lecture material as well as receive assignments from 
the students. The drawback of using LMSisthe difficulty to have active 
discussion with all the students. For example, when there are hundreds 
of students posting messages to a lecturer, it is difficult for the lecturer to 
reply the student messages one by one. This can be time-consuming and 
increase stress level of the lecturer due to many messages.

7.3.1.4 LIBRARY SYSTEM

Transforming library into cloud-based shared system can actually 
contribute to the success of learning analytics. A vast amount of data could 
be generated through library system (Kiel, 2012). Basically, the library 
system has the ability to record student information, especially when the 
students are borrowing books from the library or when the students are 
accessing library system to read electronic journal. This piece of informa-
tion is very useful for analytics to study the number of expected students 
visiting the library and student behavior.

There are a number of initiatives to enhance the library system in 
order to provide future generation learning tools. One of the initiatives 
is due to many educational institutions that are looking for distinct 
collection of sources for teaching purposes. This is where library 
system plays an important as the systems consist of diverse academic 
sources including thesis papers, past-year papers, presentation slides, 
articles, journals, reports, and other sources. Moreover, the source of 
information used for VLEs and LMS usually comes from the library 
system (Chad, 2015).

The advantage of library system is the ease of use. The students or 
lecturers can just search books through the system without the hassle of 
going to the library looking for books manually. Not only that, the system 
can be accessed 24 h and this makes it convenient for both students and 
teachers as they can access library sources any time they want. Moreover, 
digital copy of the books, journals, thesis, and other academic sources are 
available. Students and teachers can benefit from these as they do not have 
to carry heavy books from one place to another. The drawback of using 
library system is that when there is no internet connection, the system 
cannot be accessed.
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7.3.1.5 MOST COMMON DATA SOURCES BEING USED IN THE 
INSTITUTIONS IN BRUNEI DARUSSALAM

In Brunei Darussalam, the most common data sources as a learning 
analytics that is being adopted by the institutions are the VLEs, SIS, 
LMSs, and library systems.

The VLE is being practiced by TelBru learning center, one of the 
telecommunication company in Brunei. By offering this kind approach of 
learning or training experience, it can be an advantaged way of learning 
things online in order to optimize the acquisition of know-how and capa-
bilities. The design of the classroom at TelBru basically has three wide 
screens TVs in front of the room and a series of networked, high-definition 
screens on every individual work group member’s tables. This kind of 
arrangement will aid the learners on how to work in a small group with the 
assistance of the mentor on the learning experience. Moreover, this new 
solution of cloud-based learning enables TelBru to touch the worldwide 
topics specialists live into the classroom (TelBru, 2015). International 
School Brunei also introduced this system in a way to enhance the student 
learning experience. The system is called the Student Advantage Program 
where the students were given free Microsoft 365 and storage space on 
cloud technology. This will allow the student to make full use of the 
Microsoft office to work together with other students and save their school 
work easily. By introducing this initiative, it will devise the students to 
have the right skills needed in the 21st century (Hajar, 2014).

A majority of the education institutions in Brunei Darussalam used SIS. 
The SIS for both primary and secondary schools is known as the integrated 
National Education Information System (iNEIS). The reason for intro-
ducing the system is to take measure on implementing, monitoring, and 
measuring the current educational system, so that it can help the Ministry 
of Education to streamline and change certain business procedures in the 
effort to support the current needs for education. The system has detailed 
information that is needed for daily school operation which includes 
student recruitment, admission, attendance, assessment, examinations, 
school management, academic operation, transfer students, withdrawal, 
deferment, student allowances, teacher and student record, student disci-
pline, clearance, school resources (scheduling and timetable), curriculum 
materials, student pass, invoices (billing), awards, cocurricular activities, 
scholarships and bursaries, and statistics and reporting (iNEIS, 2014). One 
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of the aims of Wawasan Brunei 2035 or Brunei Vision 2035 is attempting 
to produce well-educated and highly skilled people by the year 2035; there-
fore, it is important to monitor the student performance. iNEIS system as 
the key performance indicator in order to monitor the performance of the 
student in terms of their attendance in school, school leaders and parents 
play an important in making sure in monitoring and supporting effectively 
on the student learning development (Thien, 2015).

In higher education institutions, the national university of Brunei 
Darussalam is implementing the use of LMS. Based on the Universiti 
Brunei Darussalam associate professor and the assistant vice-chancellor of 
academic affair, a LMS known as CANVAS1 have been developed for both 
lecturer and students of Universiti Brunei Darussalam as it can be used to 
create online courses. The system not only assists in online learning but 
also creates opportunities for the working group to take up the courses 
due to its flexibility. This means that it can be seen that technology has the 
capability to contribute to teaching and learning in the near future (Yap, 
2015). In terms of library system, most of the higher educational institu-
tions in Brunei have their own library system so that it will be easier for the 
students to make full use of the library resources and provide the students 
with greater learning experience (Almunawar et al., 2013a; 2013b).

7.3.2 HOW DOES BIG DATA CONTRIBUTE TO LEARNING 
ANALYTICS?

The learning analytics has steadily caught the attention of education poli-
cymakers, leaders, and professionals. With the use of big data that can be 
utilized to customize each of experience users on business sites, education 
systems, organizations, and publisher’s views, there is a huge potential in 
using the same data mining approaches to enhance the learning outcomes. 
The notion of using the data is by adapting instruction that meets with 
the individual learner need in real time similarly as Amazon, Netflix, and 
Google use metrics to tailor suggestions to customers (NMC Horizon 
Report, 2014). In this way, the potential of applying learning analytics can 
assist on changing certain areas of the education system from a standard 
one size fits all conveying system into a more interactive and flexible 
system that is created to meet the student academic needs and interests. 

1A Learning Management System in University of Brunei.
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These ideas have been a focal point of adaptive programming in which the 
programs can make calculation adjustments in order to keep the learners 
to stay motivated, especially the moment they are trying to master the 
concepts or experiencing difficulties.

7.3.3 CHALLENGES OF LEARNING ANALYTICS

Learning analytics is said to be offering greater opportunity in providing 
the best learning experience for students, especially in this big data era. 
However, there are few challenges that need to be taken into account, 
especially the ethical issues that are likely to occur.

One of the ethical issues of learning analytics that can be raised is the 
mislabeling of students based on incomplete or incorrect information or 
incorrect calculation. This factor need to be consider because the ways 
learners behave either in classrooms or through the internet depend on 
the level of complexity of personal, emotional, social, and economic 
factors that cannot be directly observed from their behavior alone. In this 
case, learning analytics may have lessened the effectiveness or limit to a 
learner’s choice of access to specific materials or resources (Sharples et al., 
2014). For instance, the adoption of learning analytics believes to suggest 
courses and modules with improvement in a particular student’s chance of 
completing their qualification successfully. There will be students more 
likely taking easy courses with the highest chances of success than those 
students who are taking high level of difficulty and more challenging 
courses. In this case, it is essential to include students as active agents and 
collaborators. Through student-oriented learning analytics and the data 
being shown to the learners, it will give both lecturers and students the 
chances for self-reflection and the development of shared understanding.

Another ethical issues of learning analytics involve the legal issue 
specifically privacy concern, security, and personal information of the 
students and the teachers as this information are needed as part of educa-
tional data for learning analytics (Susanto and Almunawar, 2018). Both 
teachers and students may raise a question regarding the security of their 
personal information and who likely to access their information basically 
about their ability and knowledge. This issues need to be addressed as the 
students and the teachers definitely want answers on to what extent are 
their personal information is going to be used because it can be consid-
ered unethical if the information is misused and this can actually lead to 
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violating the student and the teacher’s personal information (Susanto and 
Almunawar, 2016; Susanto et al., 2011).

Apart from that, it should be highlighted that how exactly learning 
analytics can enhance the learning process in educational settings. In this 
case, it is important to note down certain criteria of learning analytics in 
terms of its reliability, validity, effectiveness, and usefulness in generating 
learning outcomes. The challenge in this area is basically what are the 
long-term effects of incorporating learning analytics in education setting 
contributing to learning processes.

Moreover, the challenge is that how much prepare is the education 
institutions inthe adopting learning analytics. This is because not everyone 
knows how to use the big data and learning analytics properly. Without 
proper guidelines on how to effectively use the information, it might affect 
the performance of the student adversely. It is crucial to make preparation 
by having expertise on this area and changing the infrastructure in order to 
ensure effective use of learning analytics in learning processes.

7.4 CONCLUSION

In conclusion, learning analytics is seen to have greater potential in deliv-
ering new process of learning in a way it can help improve the student 
performance in education settings. However, there are several challenges 
that might hinder the application of learning analytics. Therefore, it is 
important to address these issues so that learning analytics can be used 
effectively that suited with the 21st century of educational system.

7.5 RECOMMENDATION

As for the recommendation, there are certain areas that need to be 
improved in order to have better outcome of adopting learning analytics in 
educational institutions.

7.5.1 TALK ON BIG DATA AND LEARNING ANALYTICS

The first recommendation is by giving briefing to both teachers and students. 
Both teachers and students should be informed about what is big data and what 
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learning analytics is all about because they are part of the learning process. By 
doing so, this can raise awareness about the benefit of implementing learning 
analytics in education setting and as a result, it can contribute to effective use 
of data for improving the student learning experience.

7.5.2 DEVISING ETHICAL FRAMEWORK FOR LEARNING 
ANALYTICS

The second recommendation is to devise appropriate ethical framework for 
learning analytics, especially education institution. It is important to define 
appropriate ethical measures for learning analytics so that the users will not 
misuse the information to the extent of violating other people personal infor-
mation. In this case, it is very important to take appropriate measure when 
things can go wrong and give informed consent to the student so that they will 
understand that their information will be used only for educational purposes.

7.5.3 CONDUCTING A WORKSHOP

The third recommendation is by conducting a workshop. It is important 
to note down that not all people are computer literate because different 
people react differently to the level of complexity on the area of computer. 
For instance, teacher who does not have any basic of computer skills will 
find it hard to use it. In this case, it is recommended to give training step 
by step so that both teachers and students will be familiar on how to use it 
effectively and this can enhance learning processes.
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CHAPTER 8

ABSTRACT

Currently, the most interesting subject discussed within the business 
community internationally is “big data.” Thus, the era of big data is born 
where a huge amount of raw data or information can be obtained and 
processed. This has enabled business managers to open new doors that 
could lead to the accomplishment of high pertinence and effective tech-
nological changes (paradigms). The rise of new informative accumulation 
technologies through certain analytical tools and softwares, has propelled 
information mining and investigation support and guides exploration strat-
egies for management to use to their advantage. This surely aligns with 
the main objectives of the big data, where it helps management to have a 
diverse business view, which reflects data of the past and current records 
that analyze the organization performance.

This report will focus on how the big data paradigm has influenced the 
way businesses utilize business intelligence (BI) and analytics, how top 
managers have the capabilities of accessing vital information, and how to 
process the analysis quickly using sophisticated tools and software. It will 
also discuss what are the other issues that the paradigm shift of big data 
has brought, such as ethical matters on whether or not the action of these 
analysts in obtaining data with or without the knowledge of the targeted 
customer is considered right or wrong. This report will further analyze 
who would benefit from these shifts and does it give any leverage for any 
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business in utilizing this huge amount of data against their rival competi-
tors. Moreover, this report will analyze what other issues may arise due to 
this technological advancement of big data such as ethical issues.

8.1 INTRODUCTION

The rapid evolution in modern technological development, especially in the 
field of information technology (IT), it has been definitely defined the way, 
we conduct our daily activity. These technologies have a profound impact 
toward the business world as IT today can be obviously seen influencing 
the way large business organization makes business decision. This evolu-
tion of technology that has created larger information data capacity have 
somewhat burst into the scene (the business world in general) in the 21st 
century, with those organization who were the first to adapt these new tech-
nologies have managed to gain some leverage against their competitors.

Some of the most well-known organizations such as Google and Face-
book were born and developed huge information from the earliest starting 
point. They did not need to combine enormous information innovations 
with their conventional IT frameworks on the grounds those bases did not 
exist. Big information could remain solitary and enormous information 
investigation or analysis, could be the main center of analyzing. A largea-
mount of information innovation structures could be the main engineering 
driving force that could pave the way for business organizations to use as 
one of their strategic tools to increase their chances of success.

8.2 LITERATURE REVIEW

8.2.1 PARADIGM SHIFT OF BIG DATA

As a result of a dynamic evolution of today’s modern technology which 
has become more sophisticated and complex, it is now possible for people 
to do amazing things such as in this context, amassing huge quantity of 
data information which isanalyzed and interpreted rapidly through such 
technology. And it does not limit to that, with this complex technology, 
people can now find certain behavioral pattern based on data that enables 
to make accurate prediction. These changes or shifts in technology or in 
the common term that will use this report as a big data paradigm, have an 
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astounding impact toward the process or method on how big organization 
(in this case will refer mostly to the business world) handles their business 
intelligence (BI) and analytics activities.

These changes in the technology have enabled the companies or orga-
nizations the ability to manipulate and process a huge amount of raw data 
as quickly and as efficiently as possible. This is made possible through the 
development of certain application of software’s and tools. The businessor-
ganization used to store and retrieve data through data warehousing which 
may take longer time and involve more cost to the organization. With the 
advancement in technology especially in IT, it has given top management 
the ability to access data/information at the tip of their fingers and a speed 
rate that could prove to be vital for any critical business decisions that 
need to be made quickly and more importantly as accurate as possible.

Throughout the time, as these data stored in data warehouses keep on 
accumulating in mass sizes, it has become extremely difficult for those who 
are looking for a particular data which resulted in more time-consuming 
process in order to search and locate. In business, time is considered to 
be so precious and business can lose huge amount of money due to the 
activity of searching required data which takes too long. By the time the 
company found the needed data, their competitors might have already 
seized the opportunity first.

In a worst-case scenario, business organization’s top management 
may make wrong decision based on the wrong data that is being obtained. 
Because there is a huge amount of data to search from, those responsible 
to analyze these data get confused and erroneously retrieve and analyze 
the wrong data.

As big data technology has evolved, and with recent technology, the 
term data mining comes to play in which it can help to solve the problem 
of analyzing huge amount of data. Data mining is the activity in which 
analyzing and breaking down of data from alternative point of view and 
perspective and come up with some summarize data that is meaningful to 
the user. With this information obtained from data mining, it can provide 
the organization with critical information that can be used to increase 
profits, cut unnecessary cost, and even to some extent do both.

With the astounding results brought in by data mining, it has become 
one of the most popular methods or tools that big business organizations 
use to make critical business decision. According to Fayyad et al. (1996), 
recently there is a need for a new conceptual method of computational 
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theories, advanced tools to guide and assist people in taking out useful 
data from the ever rapidly developing volumes of digital information.

8.2.2 BIG DATA

Recently, the term “big data” has been one of the best topics among top 
management within the business community and also for those who are in 
the scientific research industries. As a matter of fact, based on the research 
conducted by Yakabuski (2013), pointed out that IBM generates roughly 
about 2.5 quintillion bytes of raw data every single day. The potential of 
this huge amount of data toward the business world, are very precious as if 
it is processed correctly, this could ensure their business survival and may 
even give them some leverage against their competitors.

Unfortunately, most people still have a vague understanding of what 
it really means or what it really is. The reason behind this is probably 
because the term big data has a variety of definition from different people. 
In other words, different people have different perception on what the term 
big data means. This is why when one is asked to explain the term, they 
will have a difficult time to point out what it really means. When askto 
a group of people, let say about 10 people, you would expect to get 10 
different answers from them on the definition of the term big data.

One of the most well-accepted definitions for the term big data is 
stated by Madden (2012), defines the term as having a huge amount of 
data (organization increasingly deal with petabyte-scale data sizes) which 
are obtain extremely fast which makes it quite impossible for traditional 
tools to process it.

Another view or definition regarding the term is made by Apache 
Hadoop, where their version define big data as datasets which is impossible 
for normal computers to process it within a time frame that is acceptable 
(Chen et al., 2014).

What can be understood from the above given definition of “big data,” 
it can be said that there is no clear one definition of the term, but it is in fact 
as general term or it acts as symbolism like an “umbrella” that consist of 
many processes, procedures are blend together with certain sophisticated 
software’s to help and guide top management to make critical business 
decision through complex analytic calculation to be able to predict future 
outcomes based on analyzing past records. Big data simply means the huge 
collection of raw data that requires modern state of the art technologies 
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that have the necessary tools and softwares to be able to process such huge 
amount of data efficiently.

8.2.3 BUSINESS INTELLIGENCE (BI) AND ANALYTICS

BI and analytics have recently become one of the key crucial elements 
especially in the business world as it can definitely help top management to 
make critical business decision both rapidly and as accurately as possible. 
Most big companies nowadaysutilize some sort of BI and certain analytic 
tools to help them make a quick business decision, whereas those who do 
not take advantage of BI and analytics will definitely face a harder time 
competing with their competitors.

In other words, it refers to the strategy of the organization through 
utilizing IT software’s to identify, extract, and analyze the raw data into 
some meaningful information that are related to business such as sales 
transaction records. BI can generally answer some important question such 
as what had happened, how many did happen, how frequent it happens and 
analyze where exactly the problem is and what type of actions are required 
to deal with it.

On the other hand, analytics means or is referred to as having a set of 
skills, utilizing sophisticated technology applications, and the practices 
for relentless investigation of past business performance to gain insight 
and encourage the development of business planning. Some of the data 
that is analyzed here will help to answering questions such as why is this 
happening, what will occur if these trends are made to continue and what 
are the company’s optimal outcome in certain situations. The most attrac-
tive features or ability that today’s big data technology can provide to busi-
ness organization is that big data can help top management look into the 
future through analyzing past and present data and make some predictive 
analysis of what will happen and could be happening in the future.

Even though BI is among one of the best subjects currently, surpris-
ingly, business intelligence is not actually a new thing, but in fact have been 
around a very long time but possibly with different terms used than that 
of today. This is supported by a research conducted by Chen et al. (2012), 
where they stated that BI and analytics have been continuously becoming 
more important for business community for the past two decades. The 
word “continuously” gives the picture that BI is still an ongoing process 
or work in progress that keeps on improving and developing through time.
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Therefore, existing for so long, it has definitely evolved through time, 
in the beginning traditional method of gathering BI and analytics might 
be from obtaining data manually such as making the customers or people 
to give information and some IT expert would key it in and storing those 
huge data in a place called data warehouse. Not only this takes more time 
to search for the data when required, but also it is prone to human error 
that limits the amount of raw data, as the IT infrastructure are not capable 
to store and process a huge amount of data used like today.

8.2.4 “BIG DATA” A CURRENT TREND

In recent times, it has become a common trend for almost every business 
organization to use some kind of BIsoftwares/tools to gather vital informa-
tion about their target market, toanalyze these data which will guide/help 
top management to make quick and accurate business decisions.

IT has become so advanced today that it has created a new trend among 
the community generally and the business world specifically. According 
to Susanto (2018) and Cukier (2013), they stated that “big data” is a great 
revolution of the most fascinating trend in innovation and the significant 
effect it will have on the economy, science, and society. This trend is so 
great in terms of giving the ability to crunch a vast quantity of raw data and 
being able to analyze and provide amazing results. The ability to obtain-
huge amount of information will change the way business is conducted, 
well-being, governmental issues, training, and development in the years 
to come.

As a result of this trend, organizations are now looking for more 
managers and employees who have the necessary skills and knowledge 
to be able to retrieve huge amount of data to analyze it effectively. Unfor-
tunately, most organizations tend to find it difficult to find such workers 
as there are a lot of organizations looking for them. Based on a study 
conducted by Lohr (2012), statistics showed in a report made by McKinsey 
Global Institute, it was anticipated that in the United States alone, will 
require a large number of employees who possess profound analytical 
skills with more than 1.5 million more data-literate managers needed.

From the above, the changes of big data technology have made BI 
and analytics quite popular nowadays and most business organization 
are high depended on this technology as it can help their business to be 
more successful.
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8.2.5 ETHICAL ISSUES BROUGHT BY BIG DATA PARADIGM

Having so much power in one’s hand comes with a very high sense of 
responsibility to utilize these powers in a more ethical manner. In rela-
tion, to what the big data paradigm to this statement is that having the 
capacity or ability to analyze such a huge amount of data may introduce 
issues concerning with ethics. For example, one should ask the question 
of what are the moral contemplations of business organization in utilizing 
huge information to target individuals without their insight or knowledge 
for the purpose of obtaining personal information for profits? Are these 
action made by the organization considered to be morally just to do such 
action and are the result far outweigh the moral principle in order for the 
organization to get what information are needed.

Indeed the concern for ethics is one of the most crucial factors and 
issue that every organization must consider in order to avoid any unneces-
sary negative implication that big data may bring toward the organization. 
Mateosian (2013), in his view regarding the topic of ethics in big data, 
pointed out that for a long time society has battled with the ramifications of 
gathering and analyzing personal data. The limitlessly expanded velocity 
and quantity of such activities have made a subjectively new circumstance 
(ethical issues), for the most part known as big data.

A significant portion of the hardest inquiries organizations are confronted 
today emerge out of this enormous information or better recognize as big 
data. For example, with enough data about the customer’s surroundings or 
environment, the potential of somebody being able to know a great deal 
about them without knowing their name is a reality. However, by joining 
or linking such troves of data from divergent sources, an organization can 
construct an intrusive dossier about the customer without really abusing 
the well-intentioned privacy policies of the associations that initially 
gathered the information.

From what can be deduced from the above information, the evolution 
of big data hascreated some ethical situation that could have a profound 
impact toward any business organization, if they do not handle it with care 
and consideration. As consumer nowadays has become more knowledge-
able and more conscious of what they spend their money on or in particular 
how businesses obtain their personal information, they would become 
more critical in the activities of any business organization and would start 
to question the activity ethically. The activity of obtaining personal data 
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would certainly be one of the most sensitive issues that customers will take 
notice and would make a great deal about it which will force organiza-
tion to react to this situation strategically and cautiously and to balance 
satisfaction between their stakeholders and customers.

8.3 DISCUSSION

The following discussion will initially discuss about the characteristics of 
big data and how the changes in technology affected it. It will then continue 
to discuss how the paradigm or in other words the shift of technology 
in regards to big data technology have impacted specifically toward the 
business world. It will look at different perspective of what these changes 
have brought about both positively and negatively as well as other issues 
that may arise because of these changes in technology.

8.3.1 MAIN CHARACTERISTIC OF BIG DATA

Before one can completely understand what big data really is and what 
are the possibilities that big data can give the organization, it is critical to 
know what the key characteristics of big data are. The following points 
will elaborate the main characteristics of big data that is in relation to 
velocity, volume, variety, veracity, and finally value.

8.3.1.1 VELOCITY

Velocity is the pace of data creation which is even more important than 
volume. The real-time or actual time data make it achievable for an 
organization to be faster than its competitors. According to Edosio (2014), 
velocity means how fast the data is produced which can be caught either 
constant, in batch, or in timeframe. For example, web analytic sensor 
normally captures the number of clicks on the website, by using particular 
programming functions which listening to the click event on real-time 
basis. For each click, the web sensor analytic is quickly updated. However 
in some cases, where the data was captured in batch such as bank daily 
transaction data will be review at the end of each day. Another example, 
the New York stock trade gathers 1 TB of information in a single trading 
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session and having present information and real-time rules for trades and 
predictive modeling is essential for managing stock portfolios.

8.3.1.2 VOLUME

Volume is the amount of data created and stored. The size of the data 
decides the worth and likely understanding if it can be viewed as a big 
data or not. According to Chang (2016) as data agent, currently every day 
2.5 quintillion bytes of data were produced, and extraordinarily, 90% of 
every single current data that is evaluated to be at 2 ZB was created just in 
the most recent 2 years with the vast majority of this data being unstruc-
tured. Different key occasions and trends have contributed enormously 
to the continuously increase in the volume of data which some of the 
trend consist of social networking, growth of transactional database, and 
increase in multimedia content (Edosio, 2014).

First social media which there has been significant development in 
the amount of data created from social networking site. For example, a 
normal people that use Facebook makes more than 90 content in a month. 
Additionally, every day there are around 35 million updating their status 
on Facebook. This is only a little picture considering that there are several 
applications that can use for social media which encourage users to interact 
with each other and share content day by day such as Instagram, WhatsApp, 
Twitter, and many more. Second, the growth of transactional databases 
where businesses are forcefully catching customer-related data, in order 
to analyze the behavior of the customer so that the business can improve 
their marketing strategy. Third, increase in Multimedia Content, currently 
media information represents more than half of all Internet traffic. Wielki 
(2013) stated that as indicated by the Internet Data Enterprise, the quantity 
of mixed media content developed by 70% in the year 2013.

8.3.1.3 VARIETY

Variety is different kind of data which both structured and unstructured 
data in many forms and combination need to be considered. According 
to Hashem et al. (2015) variety refers to the various sort of data gathered 
through sensor, signal from Smartphones, or social networks. Such data 
types consist of video, picture, text, audio, and data logs that can be in 
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structured or unstructured format. For example, web journal, instant 
message, online games, and online networking produce different type of 
unstructured data through Smartphone device and sensors. Web users also 
produce an extremely diverse set structure data and unstructured data.

8.3.1.4 VERACITY

Veracity which represents the instability and unreliability inherent in some 
origin of data. For example, customer sentiments in social networking 
are indeterminate in nature, since they involve human judgment. Yet 
they contain valuable data. Thus, the need to manage with imprecise and 
indeterminate data is another aspect of big data, which is tended to using 
tools and analytics developed for administration and mining of uncertain 
information (Gandomi and Haider, 2015).

8.3.1.5 VALUE

Oracle presented Value as a characterizing trait of big data. Based on 
Oracle’s definition, big data are regularly portrayed by relatively “low 
value volume.” That is, data got in the first shape, for the most part, has a 
low value in relative to its volume. However, a high value can be acquired 
by analyzing vast volumes of such data (Gandomi and Haider, 2015).

8.3.2 CHALLENGES BROUGHT BY BIG DATA PARADIGM

Evolutionof big data has brought up a few challenges that organization has 
to face. Big data are important for them and if they cannot face up to these 
challenges there is a high possibility for them to not able to fully optimize 
the benefits of big data and to some extreme point, it fails completely.

8.3.2.1 ETHICAL CONSEQUENCES BROUGHT BY THIS BI AND 
ANALYTICS PARADIGM

Ethics have always been one of the key concerns of society especially 
toward activity conducted by large business organization. Consumers 
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are always skeptical toward business organization that requests personal 
data from them. This issue is then heightened due to the development 
of BI ability to obtain the customer’s personal detail accurately and in a 
discrete manner.

They argue that when business organization retrieves their personal 
detail, they can understand their (customer’s) buying behavior or pattern. 
With this information, business organization can somehow able to manipu-
late customer into buying their product. This action to customers, clearly 
violates the moral ethics to them these organizations have no rights to 
obtain personal data and worse use that data to seek greater profits through 
data manipulation.

A research done by Smith et al. (2013) quoted that a large portion of 
customers are being impacted (influence) and controlled by manipulation, 
very significantly more than they realized especially in their behavioral 
pattern of the customer’s consumption. Moreover, most of these organiza-
tions made extensive efforts with mostly impressive results, to change the 
customer’s way of cognitive behavior which also influence the buying 
decision process, through the extensive retrieval, processing, and manipu-
lation of raw data.

From the customer’s point of view regarding ethical behavior of busi-
ness organization taking personal information such as browsing history, 
they may view this action as morally or ethically wrong. As to them 
(customer), no consent or permission was given to business organization 
telling that they (business) can take these data without acknowledging 
them (customer) first of all.

On the other hand, from the perspective of the business organization, 
they may view moral issue differently. To them, it is not a problem or 
doing something wrong, so as long as it bring benefits to their customer 
as a whole. The business organization may use the Utilitarian theory or 
moral behavior to justify their action of getting these personal data from 
their customers. Utilitarian theory is judgments based on consequences. 
The main purpose or objective of the utilitarian theory is the result of the 
action should bring the greatest satisfaction as a whole.

According to Boddy et al. (2008), utilitarianism is someone who 
follows this methodology would consider the effect of an action of overall 
or general human being and would see an act as ethical if it creates more 
pleasure than pain. If it hurts a few people but benefits all then more, then 
it is moral.



184 The Emerging Technology of Big Data

Hence, based on the theory of utilitarian, from the business organiza-
tion perspective, they might consider their action to be morally good as the 
activity of obtaining these personal data will give their customers benefits 
in the future. For example, through collecting and analyzing customer’s 
data, the business organization can predict certain buying behavior or 
patterns. With this analysis, they can now produce better goods or services 
to be served to their customers. Here, it is clear how through obtaining 
personal data from customers can benefit a lot more customer in the future.

Therefore, as long as the activity of the business organization in 
collecting or taking personal data from the data does not harm them in terms 
of financially and they do not exploit the personal data, then according to 
the business organization, it is not an issue of conflicting moral behavior.

Negative consequence brought by these BI and analytic paradigm in 
terms of the company are hacking other company database in order to 
get the secret of rival company which is illegal and unethical. According 
to Hemmatfar et al. (2010), it is insufficient just to gather information 
from the competitor. Analyzing the data is as important as gathering it. 
They propose that one can utilize IT tool ranging from intelligent agent to 
data mining. Another, viler, part of competitive intelligence is industrial 
espionage where the company spying directed toward finding the secret of 
the rival company.

Other negative consequence can happen when there is rise of conflict 
of interest which the worker of the business uses the BI for their own 
personal gain. Recent cases happen at United States this year, where a 
worker at the Richmond Department of Social Service misuse their power 
and accessed computer to pull someone’s personal information for their 
own benefit (Wise, 2016). Hashem et al. (2015) state that recently some 
controversies have uncovered whereby several agency use data generated 
by people for their own personal gain without any consent.

8.3.2.2 FINDING SUITABLE MANAGERS/WORKERS WITH THE 
REQUIRED SKILLS AND KNOWLEDGE

Unfortunately, these changes brought by technological advancement 
brought up several issues and challenges for organization to deal with an 
appropriate manner. One of the main difficulties that most businesses are 
facing is due to the emergence of big data, that is, the limited availability 
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of staff or workers possessing a high IT and analytical skills and vast 
knowledge, in order to be able to retrieve and process these huge informa-
tion/data and give a meaningful information for the organization in order 
to make a sound and accurate strategic decision.

This issue was mentioned in a study conducted by Chang et al. (2014), 
according to their research, there are extensive difficulties or extreme chal-
lenges for organization to overcome in order for them to really gain the full 
potential of utilizing big data completely. These challenges come in the 
form of managerial level that lacks the necessary skill and talent of a good 
analyst as it is hard/difficult for them to locate and identify the right people 
for the job. They continue to argue that in America alone, organizations are 
confronted with the lack of approximately 140,000–190,000 employees 
with profound analytical skills, whereas 1.5 million more managers who 
are analysts and are capable to make effective strategic decision.

In the perspective of labor force, the evolution of big datahas created 
a phenomenal situation especially in America, where organizations are 
struggling to find qualified managers and workers with specific skills to 
big data. Even if an organization has the technology to obtain the huge 
amount of data, without adequate skills and knowledge, they would not be 
able to retrieve important data and analyze it properly. The evolution of 
big data was significantly fast that business organization could not catch 
up in term of hiring suitable employees. However, most probably business 
organizations have only just realized how BI and analytics could help to 
improve their organization through providing vital information in order to 
make precise business decision and strategies.

8.3.2.3 USING REAL-TIME BIG DATA ANALYTICS

Real-time big data analytics is the utilization of, or the capacity to 
utilize all accessible enterprise information and resources when they are 
required. It is consist of element analysis and reporting, based on data 
went into the system less than a minute before the actual time of use. 
Barlow (2013) stated thatreal-time implies that the company processing 
the data in present, rather than process the data in the future. But “the 
present” also have other meanings to different users. From the point of 
view of online retailer, “the present” means the capacity to focus on a 
potential customer. If the processing time of transaction surpasses the 
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customer attention span, the online retailer does not consider it as real 
time. From the point of view of optional trader that real time means 
milliseconds. In other words, real-time indicate the ability to process data 
or information as it arrives, rather than storing the data and retrieving the 
data later in the future (Barlow, 2013).

The example of tools that offer the possibility of real-time processing 
of big data is Apache Storm, Cloudera, Gridgain, and SpaceCurve. 
Apache storm which is currently owned by Twitteris a real-time distrib-
uting computation system. Apache storm uses the similar technique like 
Hadoop support a batch processing as it uses a set of general primitives 
for performing real-time analyzes. Apache storm is easy to utilize and 
it is compatible with any programming dialect. Cloudera deliver the 
modern platform for data administration and analytics. Cloudera also give 
the world’s quickest, easiest, and most secure Apache Hadoop platform 
to help the customer solve the most difficult business issue with data. 
Cloudera also offers the highest performance on a low-cost platform for 
utilizing data to drive better business results. Powered by the world’s most 
well-known Apache Hadoop distribution, Cloudera Enterprise gives the 
company a chance to concentrate on the result.

GridGain Systems, Inc. creates and gives in-memory programming. 
The GridGainin-memory data fabric is intended to control today’s fast 
data challenges and unleashs the upper hand of any real-time business, 
either on-premise or in the cloud. GridGain offering the most comprehen-
sive, venture grade in-memory computing solution for real-time analytics 
and hybrid data processing, high-volume transaction, GridGain allow 
fortune 500 organization and inventive mobile, web, and Software as 
a Service companies to expect and innovate ahead of market changes. 
Gridgain allows data-intensive application to scale out to a huge number 
of transactions per second while decreasing the query times 1000x or 
more without changing the database. Gridgain customers are in financial 
service, programming, e-commerce, medical service, online service, 
telecom, and more.

SpaceCurve is the technology that creates and finds underlying 
patterns in multidimensional geodata. Geodata is a diverse data than 
normal data as mobile device make new data very fast and not in a way 
old databases are used to. SpaceCurve offers a big data platform and has 
set a new world record in 2013 about running complex queries with tens 
of gigabytes per second.



Business Intelligence and Analytics 187

Real-time big data analytic not only can providebenefit to business 
but also offers some challenges. First, real-time big data analytics 
requires a special computer or PC power. The current standard version of 
Hadoop has not reached its full potential in real-time big data analysis. 
At the moment Hadoop is not yet applicable for real-time analysis. New 
tools need to be purchased and utilized. There are however a few tool or 
device accessible to carry out the job. In the future, Hadoop will have 
the capacity to process data in real time. Second, using real-time insight 
requires an alternate method of working within the organization. If the 
organization regularly receives insight once a week, which is very normal 
in a lot of organizations, receiving this insight every second will require 
an alternate methodology and method of working. Insight requires 
action, activity, or movement and rather than acting on a weekly basis 
this action is currently in real-time required. This will have an effect on 
the way of life and on the culture. The objective should be to make the 
organization a data-driven organization.

8.4 EXAMPLE OF COMPANIES WHO ARE SUCCESSFUL TO 
EMBRACE BIG DATA EVOLUTION

There are a lot of companies and big business organization who have 
succeeded quite progressively in utilizing the technology that big data 
have given them. Through big data, these companies have managed to 
grow at an outstanding rate and success. All these companies are concrete 
evidence that proves through the evolution of big data, it can provide 
advantages to those organizations that have openly embraced it. Some 
example of big organization or business that is made successful through 
big data are Company One and Amazon.Com.

8.4.1 COMPANY ONE

Capital One was established by Mr. Richard D. Fairbank in 1988 based 
on his conviction that the power of data, innovation, testing, and awesome 
individuals could be joined to bring highly customized financial product 
specifically to the customer. From that point forward, Capital One has 
developed as one of the America’s biggest consumer franchises with one 
of the country’s most perceived brands. As one of the country’s main 10 
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biggest banks based on deposit, Capital One, NA has branch areas funda-
mentally in New York, New Jersey, Texas, Louisiana, Maryland, Virginia, 
and the District of Columbia.

Capital One has been tackling behavioral information to shape 
customer offerings for a considerable length of time. For instance, their 
deal improvement engine analyzes customer demographics and spending 
examples to decide how, where, and when to place offers in front of the 
people. Which it lead to more income for Capital One and a more posi-
tive experience with the brand for the customer. They also made Capital 
One Labs, a kind of tech-driven research organization where employees 
utilize big data to deal with potential opportunities such as new methods 
of portable managing an account or mobile banking. Company one has 
successfully changed from a small bank division to a new status as world-
class fortune 500 company.

8.4.2 AMAZON.COM

Amazon.com was founded by Jess Bezos in 1994 and in 1995 Amazon open 
it’s website. Previously, Amazon was an online bookstore which only had 
400 title books. But in 2000, Amazon started to grow as they raise their 
product to 4.7 million books, music, movie, and many categories. Having 
realized that the huge amount of information Amazon had about their 
customer, could be put to valuable use, they got to be one of the earliest 
adopters and using big data, went ahead to change the way they did business. 
Amazon uses the big data to maximizing the business benefit by patenting 
the shipping of goods, improving customer care quality, use the 360-degree 
customer profiles, preventing theft and Amazon Web store (AWS).

Amazon patenting the shipping of goods known as anticipatory ship-
ping. Every time the customers browse through Amazon web page, the 
retailer will collect a little bit of data about their customer. After a year, 
Amazon will know well about their customer. With the data, Amazon uses 
the system for sending an item to customer when Amazon think that the 
customer might order it even when the customer not yet click the button. 
The anticipatory rely on the product that was purchased by the customer 
before and also other factor such as the wish list content and the previous 
browser by the customer. Moreover, the system helps in term of reducing 
the wait time for the product. The 360-degree customer profile will give 
Amazon the view and better insight into the behavior of customer as it 

http://AMAZON.COM
http://Amazon.com
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happens. Because of that not only Amazon master the recommendation 
of their product such as book, toy, music, or kitchen utensils that their 
customer might want to order it or interested in but also they use the big 
data to improving customer care quality.

By using the big data, Amazon can prevent thief as Amazon have more 
than 1.5 billion items in its catalog and there are more than 200 fulfillment 
centers around the world. That is a lot of objects in a ton of places for 
the online retailer to monitor. Keeping the most valuable things secured 
is not as simple as putting the highest priced items under lock and key. 
Sometimes, because of limited accessibility or other factors, a lower value 
item might actually be more targeted by criminals. To figure out which 
product are most likely to be stolen, Amazon store the item inventory 
data in Amazon Simple Storage Service which end up having more than 
50 million updates every week. Every 30 min, the team spins up Amazon 
compute clusters, crunch the data, and the data is fed back to the distribu-
tion center and site. Amazon also expands the business which maximizes 
the big data by offering AWS, where the customer can use the server, store 
the data, and use the application over the Internet.

8.5 BENEFIT AND DRAWBACK OF BI AND ANALYTICS A BIG 
DATA PARADIGM

The changes of technology will always bring in both positive and nega-
tive implications. The development of big data technology also brought 
in some benefits as well as some drawbacks toward the users. It is up to 
the organization to carefully weigh in both of these two factors and decide 
whether or not it is suitable for them to consider to use in their organization.

8.5.1 BENEFITS

First, business organization can gain several benefits through the develop-
ment of big data not only financially in terms of gaining more profits but 
it can also make business operation to run more effectively and efficiently 
as possible.

Decision-making: One of the most significant advantages that big 
data can give is in terms of decision-making. In the business world, the 
ability to make accurate decision and as quick as possible may be one of 
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the determining factors that contribute to a successful business. Unfortu-
nately, decision made by human beings are constantly prone to mistake 
and sometimes these mistakes can be extremely costly for the business. 
These mistakes might have been made due to the limitation of period they 
have to make or decide on some strategies.

For humans, it is normal to take some time in deciding what strategies 
to use as it requires some deep analysis before one can come up with 
a decision. Even though sometimes some business organizations can get 
away with it; unfortunately, most will suffer greatly because of this as in 
business time and accurate decision is money.

With the presence of BI and analytics technology, it has somehow 
changed the game of how business organizations are able to make decision 
in the early phase of development, the most typical method of businesses 
to collect BI is through data warehousing. In the past, this method was 
quite manageable as during that early period, the amount of data collected 
was not that great.

Unfortunately, with the advancement of technology, more modern and 
sophisticated tools and software has made BI and analytics more efficient. 
This has greatly helped business to make quick decision. Especially, the 
current amount of data is now very huge and if business uses the old 
method it will take some time. These modern tools and softwares have 
made it possible for analyst to retrieve, analyze, and interpret huge amount 
of data at a very high speed. This would definitely be helpful for managers 
to make quick strategic business decisions. The faster they make deci-
sions, the better for the organization to compete with their rivals.

Being able to make quick decision alone does not guarantee it will give 
a good decision. This is where the modern technology of BI and analytics 
come to play. With the current tools and software, managers will now be 
able to collect more precise and reliable data for the organization. BI and 
analytical tools currently have the ability to analyze past data, analyze the 
data, and give some suggestion on why things are happening and when is 
it happening. It can also suggest some ideas on how to deal with the issue 
and find some possible solution.

And most importantly BI and analytical softwares can predict future 
outcome. With this ability, not only does the manager access vital informa-
tion and come up with quick decision but also the data given is as accurate 
as possible. Thus, BI and analytics software can lead to the organization 
in improving knowledge management, decision-making of the company, 
increasing the knowledge on marketing, and sales skill.
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BI and analytical tools and softwares are not only beneficial for the 
business world, but also it benefits other sector such as health sector in 
which it reduces the amount of fraud waste and abuse. Through using 
the predictive analytics, it helps them to detect such fraud effectively and 
quickly. According to Tahir (2015), the content management system, one 
of the BI tool, it has either managed to identifiy or avoided more than 
$210.7 million in healthcare fraud in 1 year since utilizing the predictive 
analytics system.

In brief, some of the processes of predictive analytics are to allow risk 
scores to a particular claim and provider, to recognize billing pattern and 
claim aberrancies which were extremely difficult to distinguish by using 
the traditional methods. Bigdata also improves the outcome as the detail of 
patient information is increasing rapidly which will mean more detail and 
up to date information. Besides being able to store the patient information, 
big data combine and analyze a variety of structured and unstructured data 
from numerous data sources. With this amazing ability, it can increase 
the precision of diagnosing patient conditions, matching treatments with 
result, and foreseeing patients who are at risk for disease in the future.

Using Real-Time Big Data Analytics: Real-timebig data analytics the 
advantages are enormous, the error occurs within the business or organiza-
tion are instantly aware of staff. Real-time insight into error or glitch helps 
the organization respond quickly to check the effect of an operational issue. 
This can recover the operation from falling behind or entirely fall or it can 
spare the customer from having to stop utilizing the company products. 
Recently, Samsung company recall back their new product Samsung note 
7, so that it can minimize the damage and safety to Samsung company and 
customer. According to Azli (2016), Samsung acknowledges 36 cases of 
reported battery blasts globally which the recent one happened in Australia 
lead by the flaw in the battery. Therefore, Samsung company offers to 
repair, replace, or refund handset of those who purchased the phablet.

Second, the company will notice quickly about the competitor new 
strategy. With real-time analytic, the company will get notification about 
the rivals the moment they change their strategy, technique or lowering the 
price of their product. It can be done by “like” the rival page at Facebook, 
“follow” them on twitter, or other social networking. Ensure the company 
tracks both of the brands and what the rivals are doing. For example, as an 
owner of a restaurant, they may want to follow the rival restaurant name 
and chef in order to get the picture of their movement. Other methods 
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are by connecting torival mailings and promotions, where the company 
signs up for membership to the rival company e-mail and direct marketing 
campaigns, normally known as customer relationship marketing programs. 
After becoming the regular customer, the company will rapidly notice 
what sort of offers the rival give and how they stack up to the company.

Third, rapidly improve in service, which brings to high changes and 
additional income. As the company observes item or product that is used 
by the customer which the product can proactively react to the breakdown 
in the future. For example, car sensor where it will show a picture of the 
engine in the display makes the driver realize that the car needs to bring 
to the workshop for a checkup. Fourth, it can minimize the damage to the 
company when the company uses the real-time analysis as it can detect 
suspicious activity when it happens such as fraud and the company can 
stop it or block it. Criminals usually targeting the financial market where 
any attempt of criminal to hack to the company or organization will be 
quickly notified by using the real-time tool and the security division try to 
block the hack while informing it to the authorities do deal the criminal.

Fifth is cost saving. Many companies think that if they use the analytics 
tool for real-time big data it might be costly; eventually it saves lot of 
money in the long run. The company and in memory databases can mini-
mize the time of waiting and lessen the burden on the organization, freeing 
up asset previously reserved for reacting to demand reports when the 
company utilizes the real-time analysis. Sixth is excelling in sale insight 
which can bring extra income. Using the real-time analytic tool, it will 
inform how the company sale is doing and also inform the retailer which 
item or product sell well so that the company can do something to avoid 
being outdated or get a loss. Other real-time big data analytics advantages 
are getting a valuable data about the new and current customer trends from 
the competitor by keeping track what the competitor offer which can be in 
term of how the competitors promote their product or consumerism.

Cost: As a result in the advancement of big data and analytics, most 
business organization today are now tapping into investing more on 
latest big data and analytic technologies to cut operational cost for the 
organization. First, is in terms of cutting cost through storing the data. 
In the past, companies use to store the vast data in a place called data 
warehouse. It involves large and expensive hardwares that are capable to 
store a large amount of data in one location. In addition to that, additional 
cost may be involved in terms of having to upgrade the capacity of the 
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infrastructure in order to be able to handle the ever-increasing amount of 
data collected daily.

Business organization may also incur additional cost as the large and 
sophisticated equipment needs to be placed at a secure location. Hence, 
typically they would store this equipment either by building a room or 
even rent a location to place them. Both of these actions will be costly for 
the organization.

As big data evolved and new technologies are now available, business 
organization are now able to cut or reduced their business operation by 
not having to buy expensive computer infrastructure and also not having 
to rent space to keep those often large and space consuming equipment. 
The development of today’s big data technology is that it does not require 
a large computer as it has become more advanced in terms of storage 
capacity and reliability as well as accessibility and it only cost a fraction 
of what the old method cost the organization earlier.

Forexample, BI360 which is an update of traditional data warehouse 
that is predesigned data warehouse based on one of the most popular or 
leading Microsoft Structured Query Language (SQL) server platform. 
This latest version of data warehouse has the ability to integrate most 
of the business transactional data and placed it into a single BI database 
system in which one special feature is that this database can be managed 
by the company’s business users.

Therefore, with this new version of data warehouse, all of the business 
vital information, whether it is in-house or even cloud-based, can be put 
away and is accessible for consolidated reporting, analyzing, and dash-
boards. The best thing about this new system is that it is relatively cheaper 
compare with the old method and so what this means is that businesses can 
reduce their cost.

Some organization that utilizes big data firmly believe that with modern 
technologies, such as Hadoop clusters, million instructions per second, 
and terabyte storage for structured data are now cheaper and affordable.

To illustrate their explanation of why it is more cheaper, for example, 
the cost of storing data through the traditional big data is approximately 
1 TB for a year cost approximately $37,000 and about $5000 for a database 
appliance. In comparison, the new technology of big data that is Hadoop 
cluster now cost the company approximately $2000 only. From this, we 
can see how cheaper the newer technologies have become when compared 
with their predecessors.
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8.5.2 DRAWBACKS

Unfortunately, the development of big data does come with some negative 
implication as well. These implications may mean that the business might 
face other issues brought by the development of big data.

Too Much Data: The first drawback of big data paradigm is that there 
are too much or big information that can cause those who analyze them to 
lose track of direction of what the company initial intention in gathering 
data or the objective of the search.

A huge amount of data can make the analysis to become too complex 
and extremely complicated which could lead to misinterpretation of data 
analysis and results in information that is not accurate. As a result, the 
company will make a bad or wrong decision which makes the company 
face serious consequence such as the company will waste valuable 
resources and money.

Another issue that too much data can bring to the company is in terms 
of time. This can be true for small companies who have little resources 
such as good tools and software to analyze the huge data effectively. Or 
even perhaps do not have the adequate workers who possess the skills and 
knowledge to analyze huge amount of data.

Security: By using big data to store data, there is a risk that the infor-
mation may get malicious malware which can cost the company huge loss 
due to the information that they have been gathering for many loss or the 
company strategies or secrets are leak or exposed to the public. The record 
shows that there is an increase of 23% of the identities report exposed 
from 2014, 348 million identities to 2015, 429 million identities which 
the larger number compromise comes from the health sector actually 
comprises 39% of all compromise in the year.

Forexample, a case involving security concerns that happened a few 
years ago, where Zeus Malware which was known for leaking bank 
information and as well as targeting the user’s desktop which it could 
steal the user data. Another example, which involved point-of-sale (POS) 
malware which first appeared in 2013, where malware targeting payment 
processing systems such as using the credit card to purchase an item from 
the online shop or reserve a flight. The recent assault was last year 2015 
showed that the malware was coordinated at 64-bits machine with the 
high version number. Another POS malware detected is Punkey, where 
the purpose was to extract personal information. The common victims of 
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POS malware are businesses such as shop, hotel, and restaurant that use 
the credit card as a payment.

Privacy Issues: As from what have been discussed regarding ethical 
issues of big data, one of the besttalks about drawbacks of big data is 
privacy issue. As the technology of big data evolved dramatically and 
become more complex and advanced its ability to abstract the personal 
data of targeted customers almost discreetly proves to be a critical issue 
brought upon the customers in retaliating the action of the business organi-
zation in doing so. Customers argue that they did not or are willing to give 
out their personal detail to these business organizations.

One of the probabilities that big data can bring upon an organization 
is, if they found out that these companies or business organizations get 
their personal information, they would either complain to the authority 
concerned or if they have a strong case could file a suit against the company.

In addition to the above, the company’s reputation may be affected by 
all this, as in the eyes or the community or customers specifically, they 
violated their trust in the company and may now avoid or boycott the 
company altogether which could destroy their good brand name.

Can Be Costly: Another drawback of big data paradigm shift is in 
terms of the capability of storage increasing. The more advanced the data 
technology is becoming the more data size it can retrieve, which will ulti-
mately mean more storage is required in terms of capacity of the hardware 
that is required.

This would mean organization or companies to invest more expensive 
and high-performanceIT equipment to be able to store and also to process 
the huge amount of data.

As an indirect impact of acquiring more advanced equipment and 
software, this will also mean companies or business organization will have 
to train current staff and managers to ensure they could run this BI and 
analytical process technology adequately. All this will mean the company 
will have to spend more to run these big data technology.

8.4 CONCLUSION

BI and analytics have become one of the most discussed subjects both in 
the business communities as well as the scientific research community 
specifically related to healthcare. The paradigm shift of big data has a 
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profound impact toward the technological aspects of BI and analytic in 
where it has evolved so much that it creates more opportunities that orga-
nization can utilize.

From the report discussions, these technological advances have made 
it possible for organization to process huge amount of data that enables 
to make strategic decision accurately based on the data. More reliable 
data also was made possible due to this development as now big data has 
the capacity to analyzed these huge data through past records and predict 
certain behavior or consumers and answer questions such as what had 
happened, why it had happened and come up with some possible solu-
tion to overcome the problem. As from what have been discussed earlier 
above, one of the most amazing new capabilities of today’s big data 
technology is that it can analyze and predict future outcome which would 
prove extremely helpful for top managers in terms of being able to make 
the right strategic decision.

Another element that makes big data quite successful for organization 
is in terms of the cost involved. The traditional method of big data cost 
more than what the current version cost. Not only does it cost much less, 
but also the amount of data is huge which could yield a much more reliable 
data information.

Unfortunately, the paradigm shift of big data technology also brings 
some challenges for business organization to deal with. In brief, one of 
the most significant challenges is in terms of finding suitable manager and 
workers to be able to use these modern big data technologies.

Conclusion based on all the discussions above, the evolution of big data 
has a profound effect toward today’s business organization. The ability to 
make quick and precise decisions proved to be a key factor in most large 
business corporation strategy and big data can give them all this. Modern 
and up to date tool’s has enabled management to process a huge amount of 
data and be able to retrieve it rapidly and importantly able to analyze the 
data and give meaningful information for the user.

8.5 RECOMMENDATION

Based on this report the company should already recognize that big data 
can help improve the business. First, log analytics is a basic establishment 
of numerous business big data application. Log management and analysis 
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tools have been around much sooner than big data. However, with the 
exponential development of business activities and transaction, log data 
can become a huge pain to be stored, prepared, displayed in the most 
efficient, and cost-effective manner.

Numerous business and open source log analytics tool like Open Web 
Analytics can give the company the ability, to gather, to process, and to 
analyze enormous log data without throwing away the data into relational 
databases and recovering it through SQL queries. The cooperative between 
log search abilities and big data analytics has allowed theorganization to 
find insight for more agile operations. Nowadays, big data log analytic 
application are widely utilized for different business goals, from IT secu-
rity system and network performance to market trends, and electronic 
commerce personalization.

Second, an organization that manages a large amount of financial 
transaction keeps looking for more innovative, effective ways to deal with 
fraud. Medical insurance agencies are no exemption, as fraud can cost 
the business up to $5 billion yearly. In the traditional method of detecting 
fraud, fraud specialists need to do work with BI analysts to run complex 
SQL queries from bill and claim information, then holdup weeks or months 
to get the results back. This procedure sometimes causes long delays in 
legal fraud cases thus, huge losses for the business.

With big data technologies, the investigator can analyze individual 
record by searching on a graphical interface since all the billing and the 
claim records were processed and stored inside the search engine. Predic-
tive analytics and machine learning capabilities allow the fraud detection 
to give warning alert when it identifies a pattern that is similar to the 
previous fraud scheme.

Third, limit the threat tothe organization. The organizationeither gain 
proof or are informed by employees of the same organization who are able 
to steal company secret information, breaching organization, or perform 
actions that may be damaging to the whole organization. The company 
gets notified about what data is being lost and by whom, who among 
their employees is technically skilled enough in assaulting the company 
framework or system and who is showing strange behavior during useof 
system data.

Fourth, defense is against cyber threat and attack. The company is 
informed about what will happen or current assault by criminal enterprises 
or government funded colonies. By this way, the company will gain data 
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about the source of the attack, the weapon that was used for hacking and 
person that utilize hacking, the sign of attacks assuming any so that the 
symptom can be utilized for foreseeing future attacks.

Fifth, Brilliant IT Investment and Rationalization. Many organization-
sneed to recognize what their customer want from their website, which 
features that the customer use and do not use, how that behavior change 
when the customer is on their tablet or mobile device then suddenly the 
connection goes slow and many more. The new world of data gathered in 
context will permit the organization to quickly understand the organization 
customer value, need and want, likes and dislikes, behavior then utilize the 
data to target IT investment to the area that will have the greatest positive 
effect on their customer and on their income.

Sixth is big data and customer relationship management (CRM). With 
the big data, the company can collect data about the customer and analyze 
the data so that they see the better picture about the customer when they are 
facing operation also see the pattern about the behaviors of the customer. 
With the big data, the company can predict and decide return on invest-
ment and use it to embrace additional CRM investment.

It also improved customer analysis as it evaluate all customer touch 
point that includes social media such as Facebook and Instagram, e-mail, 
the Internet such as visit the company website, visit the company online 
retail store, give rating and review to the product, and call center which 
enables CRM and big data to segment customer to actions. Customer 
pattern can be mined from big data and used to predict needs, directing 
product improvement, and promotional efforts.
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CHAPTER 9

ASTRACT

The competition level has been increasing dramatically for business. Busi-
ness process reengineering (BPR) provides a solution to this issue. Many 
corporations have become successful with BPR. BPR is the continuous 
modification and redesigning of business processes to achieve more 
improvement in quality, cost, performance, services, and response in a busi-
ness, whereas business processing is the activities that implement what a 
consumer or the market desires for a product or service. Through IT business 
can become more valuable for consumers both internally and externally. IT 
allows an efficient and effective change in when work is performed. The 
successfulness of BPR depends on critical factors such as how to implement 
IT into process reengineering. IT is a major core of BPR and was called as a 
major cause for the change. Continued improvement in IT tends to create a 
high-executing organizational design while also contributing suppleness to 
redesign business processes to organizations.

9.1 INTRODUCTION

Modern IT has significantly improved and is able to perform more tasks 
and has more abilities compared to the older days. One of the examples 
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is enterprise software which provides common data infrastructure within 
an organization and the ability to share and view information freely for 
their daily tasks (Ramirez et al., 2010). Broadband network also enables 
employees to freely share or transfer data in a short period of time regard-
less of the location. Better corporate decisions can be made through busi-
ness intelligence applications as corporate data will be well analyzed and 
displayed during decision-making (Ramirez et al., 2010). Internet-based 
network enables the manager to control and monitor overseas branches 
and to make sure that the decision was carried out properly (Ramirez et al., 
2010). This is very convenient and beneficial for centralized managers.

IT can be advantageous to business and is critical to the success of 
BPR; however, its effectiveness greatly depends on the user’s behavior. 
End users must be willing and able to operate with the latest introduced 
software programs (Bondarouk and Ruel, 2008). IT also requires a huge 
investment in both IT equipment and labor IT courses. Losses can be 
great if IT is not fully utilized up to its maximum extent for it has the 
potential to develop. Despite the risks, rewards can be highly rewarding 
if IT was implemented in BPR. New forms and types of human resource 
management (HRM), decision authority, organizational structure as well 
as better application of decentralized decision-making authority, and the 
use of self-directed teams will be the result of implementation of IT in 
BPR (Ramirez et al., 2010).

9.2 LITERATURE SURVEY

“IT enabling of BPR in organizations” highlighted that BPR is a 
control approach in which organizational performance is improved by 
increasing the efficiency and effectiveness of operations by overhauling 
core services (Sungau et al., 2012). Its main idea is that although BPR 
enhances the efficiency of processes, it cannot be implemented on its own 
and, therefore, needs concepts from other fields. IT tools are perceived 
to be effective and accurate enablers of BPR approach in restructuring 
activities. Their paper focused on evaluating how IT can be an enabler 
of the BPR concept to restructure processes in an organization with the 
purpose of improving their effectiveness and efficiency. The report also 
presented the roles of IT in BPR for organizations and the challenges for 
them when implementing BPR.
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Lee et al. (2009) claimed the significance of IT on BPR from an intra- 
and extra-organizational viewpoint. Their work proposed a foundation for 
promoting BPR attempts toward competitive businesses. The framework 
was tested from a survey on a sample of 382 senior information systems 
(IS) managers or chief information managers. The study results showed 
that competitive tension, organizational modernization, and market pres-
sure emphatically influence IT adoption, thus causing adjustments in the 
business process in terms of business structure, working environment, 
and personnels.

Exploring the relationship between IT competence and quality manage-
ment have pointed out that the introduction of IT has become essential 
to compete in most markets; so, simple implementation of an IT scheme 
is not enough to attain a better firm performance (Pérez-Aróstegui et al., 
2012). They reviewed literature work done by others and concluded that 
IT is an effective tool only when it is complemented by other assets and 
practices. The purpose of their research was to investigate the relationship 
between IT and quality management practices (QMP), one of the most 
successful and common sets of the organizational system.

Chan (2000) stated that countless forms of information technology 
(IT) have a visible and complex influence on consumers of IT and their 
environments. This paper proposed and explained a structure of the roles 
of IT as an enabler, an initiator, or a facilitator. It also demonstrated the 
application of this framework by an analysis of the impacts of IT. Further, 
Chan examined the growth of IT’s repercussions on business processes 
through definitive type of technology—specifically the imaging technolo-
gies, computing, and telecommunication. Last, he reviewed IT’s influence 
on management and institutions and gave a suggestion that an extensive 
and comprehensive understanding of the functions of IT will also enable 
systematic identification and evaluation of the costs and risks associated 
with relationships concerned with implementing IT in business processes 
in an organization (Susanto, 2018; Susanto et al., 2018; Almunawar et al., 
2018b; 2015a; 2015b).

Willcocks and Smith (1995) in their paper titled “IT-enabled BPR: 
organizational and human resource dimensions,” addressed IT-enabled 
BPR that can be brought to organizations. First, it inspected the relevant 
literature and a current United Kingdom (UK) survey and suggested that 
BPR activity was too often methods-driven. Those methods tend to be 
limited in their approach to problems that required a more holistic outlook. 
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Particularly, the paper stated that IT-enabled or IT-driven BPR programs 
presumably diminish the attention to social, political, and human processes, 
ignoring the fact that these are strong elements of success or failure. Will-
cocks and Smith utilized three case studies from health care, aerospace, 
and pharmaceuticals to pursue these determinants. They expressed that 
BPR caused political problems that are intrinsic and important to BPR 
activity. The political aspects of BPR are examined and a proposition to 
handle the organizational and political human issues was also developed 
in the paper.

John Qi Dong, Chia-Han Yang in their study entitled “Informa-
tion technology and organizational learning in knowledge alliance and 
networks: Evidence from U. S. pharmaceutical industry” in the year 2014, 
acknowledged that in the recent years, there has been a change in busi-
nesses’ innovation style, from open to closed, of which IT has been an 
integral part. This study focused to open up the black box of IT-enabled 
absorptive capacity by hypothesizing and experimenting with the role of 
IT in two organizational learning processes, which are either nonrecip-
rocal with others in the knowledge chain or reciprocal with partners in 
the knowledge alliance. Specifically, John and Yang formulated a model 
which explains how a company’s IT expenditure alleviates its organiza-
tional learning processes in knowledge networks and affiliation, which 
provided enlightenment on the parts of IT as an enabler. They also used 
a longitudinal data set from the US pharmaceutical industry to illustrate 
the results of IT’s role in enhancing the organizational learning processes 
which improves the business competitiveness.

By undertaking a study on three cases, Bondarouk and Ruël (2008) in 
their work, “HRM systems for successful information technology imple-
mentation: evidence from three case studies,” discovered that the benefits 
of IT projects are extremely reliant on the end users’ practice. The paper 
stated that the willingness and ability of users to operate with the newly 
introduced software applications is essential and, therefore, a crucial 
concern is supporting the targeted workers of freshly introduced software 
applications in their appropriate utilization. Bondarouk and Ruël believe 
that HRM practices have the capability to aid in the endeavor. This article 
expands on the HRM systems for software employment fixated on three 
HRM areas: supplying chances to work with new IT, reducing difficulties 
in its use and making sure staffs are able to use it. The paper specified 17 
HRM behaviors that should be included in the plans of IT programs if they 
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are to accomplish a devoted and proper usage of newly-introduced IT by 
the selected workers based on findings from 83 interviews carried out in 
the three case studies.

A journal, “Role of Human Resources Management in the Effectiveness 
of Business Process Reengineering” written by Naz et al. (2013) focused 
on presenting a model with the analysis of human resources management 
role with the line extent of effective communication, teamwork, manage-
ment proficiency, IT and organizational structure, and their influence on 
the performance of BPR. The paper also suggested that the implementa-
tion of HRM with the usage of the BPR achieves the better outcome and 
assists in improving the performance of the organization.

Ruiz-Mercader et al. (2006), in their empirical study named “Informa-
tion technology and learning: their relationship and impact on organiza-
tional performance in small businesses,” looked at IT as a major tool in 
knowledge management processes. The paper, however, stated that the 
existence of IT neither assures knowledge use, knowledge creation nor 
knowledge distribution. In addition to IT, a working space and culture 
which promotes steady learning and sharing should also be initiated and 
upheld by the authority. This paper also provided empirical evidence of 
the link between IT and learning in small firms along with its importance 
on organizational performance. The findings revealed that individual 
learning and cooperative ITs have a notable and positive influence on 
organizational learning. On the other hand, individual and organizational 
learning have shown positive and consequential impacts on organizational 
performance unlike individual and collaborative IT. The researchers then 
concluded that IT has a significant effect on results only when a proper 
education situation is in place (Susanto et al., 2018; Susanto and Chen, 
2018a; 2018b Susanto, 2017a; 2017b; 2017c).

Jan vomBrocke, Alessio Maria Braccini, Christian Sonnenberg, Paolo 
Spagnoletti (2014) in their work “Living IT infrastructures—an ontology-
based approach to aligning IT infrastructure capacity and business needs,” 
investigated the importance of ontology for linking processes and IT 
infrastructure (OLPIT) in the relationship between both IT infrastructure 
and business process activities. Through the results of their interviews, 
they suggested that OLPIT is advantageous when it is integrated into the 
accounting information system compared to programming a system that 
can only operate independently. From the limitations of the prototype used, 
they realized that using OLPIT to operate businesses can help software 
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supports to be more efficient, for example, Excel enables teamwork. 
Their extended research also showed that integrating both configuration 
management databases (CMDB) with the accounting information system 
is also prospective as it provides storage space for all information related 
to IT components and allows integration of data sources. The ontology 
was created and analyzed in the condition of a research that was designed 
by Hilti Corporation, which explains the effect of business and service 
costs on IT.

The paper titled “IT enabled Business Process Reengineering” by 
Madhumita Panda (2013) defines BPR as “the fundamental rethinking and 
radical design of business process to achieve dramatic improvements in 
critical, contemporary measures of performance.” The study examined 
the impact of IT in BPR, how IT development helps to promote options 
for process execution, and how it opens up chances for reengineering to 
take place. The paper also included the aims of BPR which is to make 
businesses more efficient and to reduce costs. A case study was carried out 
based on Hindalco that showed the successful implementation of enterprise 
resource planning system that brings different benefits to an organization 
(Almunawar et al., 2013a; 2013b). The paper concluded that IT provides 
skills and tools needed for effective reengineering and therefore, without 
IT support, reengineering is impossible.

According to the study, “The role of information technology in stra-
tegic buyer-supplier relationships” conducted by Hannu Makkonen and 
Vuori Mervi (2014), IT is defined as an element of structural layer in 
relationship management which supports the action layer by encouraging 
changes and maintaining relationship stability. Case studies were given to 
show that IT acts as a communication forum that manages the organiza-
tion’s relationship by creating opportunities for operation value creation 
and effective joint operations between organizations. This helps to facili-
tate the implementation of both the buyer’s and supplier’s objectives in 
creating a framework for effective performance. They also conducted 
further research on both quantitative and qualitative studies that show how 
IT is linked to the structure and various activities within an organization in 
the buyer-supplier relationship.

In their work entitled “Strategizing IS-enabled organizational trans-
formation: A trans-disciplinary review and new directions” by Patrick 
Besson and Frantz Rowe (2012), they pointed out the problem on how 
information system enables organizational transformation. They examined 
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the discourse related to organizational transformation strategy, theory 
and information literatures, and came up with four structuring themes 
that consist of organizational performance, inertia, process, and agency. 
Sixty two empirical papers were found related to these themes and the 
results were discussed. The results provided a clear understanding on how 
IT is related to organizational transformation and the effects of process 
reengineering on organizational inertia. Ten avenues were identified and 
results concluded that organizational transformation is still a new frontier 
for strategic information system research.

In “The Role of IT in Business Process Reengineering,” G. P. Sudhakar 
(2010) discussed about the importance of top management’s commitment, 
skilled reengineering team as well as communication in successful imple-
mentation of the BPR process. Sudhakar noted that IT presents significant 
advantages when combined with BPR. Notable pros include reducing 
turnaround time, more accuracy and precision, improved communication, 
increased productivity and efficient progress tracking. Adequate staff 
training will be required in order to reap the benefits of BPR. Automated 
BPR implementations are recommended for the application to compli-
cated processes or precise calculations such as payroll calculations. It was 
concluded that the combination of IT and BPR would benefit the major 
stakeholders of an organization.

A. Gunasekaran, B. Nath (1997) examined the role of IT in BPR, 
particularly in manufacturing industries in their paper entitled “The role 
of information technology in business process reengineering.” Business 
processes such as operation and production segment remain the artery of 
the industry; consequently, process simplification is the principal step in 
BPR efforts. The paper presented a conceptual model identifying various 
possible applications of IT in major business processes of an organization. 
The business processes identified are namely, product design andengi-
neering, order processing, marketing and sales, personnel management, 
accounting, service, strategic process and technology. The authors 
presented their suggestion on how IT will be able to play a major role 
in eliminating barriers between various business process and functional 
areas. For instance, the distribution (order processing) function can be 
incorporated with Internet and online inventory and shipment controls, 
database, barcoding, distribution resource planning (DRP), satellite 
positioning, electronic data interchange (EDI), and custom clearance. 
This integration will eliminate processing and communication barriers 
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with marketing and sales, purchase and production functions to facilitate 
a shorter lead time for goods production and delivery to customer. Similar 
to Sudhakar’s work, this paper also implied the importance of top manage-
ment support and a skilled reengineering team to focus on the formulation 
and designing to productive implementation of BPR. Analysis must be 
conducted for target objectives to accelerate effective BPR. Furthermore, 
organizational change can be brought about by BPR initiatives in cases 
where basic knowledge and culture in the organization has to be rede-
signed, re-instilled, and reinforced. Top management support is crucial 
at this point, where motivation and incentives in the form of rewards or 
monetary incentives can be awarded to staff in the event of a successful 
organizational change. Gunasekaran and Nath concluded that the integra-
tion of IT and BPR in the manufacturing industry ultimately improves 
the productivity of the organization and efficiency, and it is believed that 
other industries such as the service industry should be able to integrate and 
implement IT and BPR for greater business productivity and quality.

Ronald Ramirez, Nigel Melville and Edward Lawler (2010) in their 
analysis named “Information technology infrastructure, organizational 
process redesign, and business value: An empirical analysis,” employed 
analytical research into the BPR portfolio data sets created by matching 
firm-year observations from three secondary datasets. Successful imple-
mentation of BPR initiatives increases an organization’s BPR portfolio and 
it was noted that the sample consisted mainly of conventional, industry era 
firms. The authors established that BPR in an organizational context affects 
all internal segments including human resource, customer service, produc-
tion and so on, and therefore, would be considered extensively by the top 
management. A model framework was used to perform variable analysis 
between different BPR and subsequently, market value estimation. The 
authors concluded that the interaction between an organization’s IT and 
process redesign portfolio is positively and significantly associated with 
the organization’s production efficiency and market value. The conclusion 
was made in assumption that the management in organizations applied 
adequate and sufficiently adaptable BPR methods. Process improvement 
may be evident immediately after the implementation of BPR initiatives, 
yet the authors suggested that the management should adopt a more 
conventional approach in organizational change efforts if the objective is 
for long-term market impacts. In other words, gradual improvement or 
the “kaizen” approach for BPR integration with information technology is 
recommended for effective and sustainable organizational change.



Crafting Strategies Through ICT as an Enabler 209

Sangjae Lee, HyunchulAhn (2008) in their work of “Assessment of 
process improvement from organizational change,” stated that even though 
BPR has shown to improve organizational productivity which in turn leads 
to profitability, the costs involved in initiating and maintaining BPR in 
business processes remains one of the major factors preventing businesses 
from investing in BPR. For multinational companies, the investment sum 
for a large-scale BPR in operations may involve millions of dollars. In 
this case, the return of investment (ROI) of BPR-related cost of invest-
ment is required for top management to come to a decision on whether 
the implementation and maintenance of BPR is feasible. The researchers 
provided the management with an executable model process improvement 
using four analysis tools—specifically Task Activity, Bottleneck, Cycle 
Cost and Resource Utilization. Through data inputs and calculations 
comparing different reengineering alternatives, quantitative business 
process improvement can be derived in the form of time and cost savings 
as well as margins for error. The authors believed that by applying the four 
analysis tools, organizations would be able to conduct impact analysis and 
make well-informed decisions when contemplating BPR initiatives.

9.3 REENGINEERING EMERGING TECHNOLOGIES

Reengineering which is also termed as redesign or constant enhancement 
of business processes is a necessary process to keep up with numerous and 
growing competitors either from public or private organization. It is also 
needed to endure a constantly changing environment and technological 
factors (Tsalgatidou, 2014).

Tsalgatidou (2014) also mentioned several methodologies of BPR such 
as those introduced by Hammer, Champy, Davenport and Short. An orga-
nization can decide on using a different BPR method, depending on their 
targeted success factors for example, an organization's vision, subordinate 
employee value, customer satisfaction, financial performance which have 
been identified by the organization’s top management. Therefore, under-
standing the need of the business change is important before the BPR 
project teams decide to implement the preferred BPR approach.

The old work processes which had occurred before the beginning 
of Internet communication and technology was when the challenge is 
massive in implementing the BPR project. The process of reengineering 
could involve several linked aspects such as business processes, values, 
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beliefs, and job structures. There are six phases of the BPR implementa-
tion introduced by Hammer and Champy:

1. Introduction into business reengineering
2. Identification of business processes
3. Selection of business processes
4. Understanding of selected business processes
5. Redesign of the selected business processes
6. Implementation of redesign business process

When compared to Hammer methodology, Davenport and Short’s BPR 
methodology emphasizes on three important aspects such as the technolo-
gies, processes, and human resource during the implementation of BPR 
(Mohapatra, 2013). As stated by Homeas H. Devenpoirt (as cited in Mudiraj, 
2014, p. 1), BPR has embraced foreseeing of innovative work strategies 
and the actual process design action, which executes changes on complex 
technological, human, and organizational diminution issues. Also, it helps 
an organization to be productive and manage effective decision-making by 
redesigning the business process according to their goals and milestones. 
The implementation of BPR has similar processes to the traditional life-
cycle of the software development which consists five phases, namely, the 
planning for BPR, data collection and analysis, designing the BPR process, 
implementing the BPR process, and lastly, testing BPR progress.

According to Muniraj (2014), the planning of BPR process trails after 
completing the enterprise resource planning (ERP) during classification of 
the current business gaps and processes. The organizational top level manage-
ment has to be optimistic and ready with the BPR processes, so that they can 
come up with a better mission, vision, and improve their existing business 
objectives. During the data collection and analysis phase, the organization 
will start to gather information from both external and internal resources. 
This data gathering includes high authority’s mission and vision, protocol 
of the organization, existing technology, difficulties and risks encountered 
during the current business process, and constraint issues on cost and time. 
Therefore, the impact level of risks on the current processes needs to be 
identified before proceeding with the designing of the BPR process.

During the designing phase, the organization will be prepared with 
detailed information on the issues and methods of old business processes. 
The BPR teams will come up with a step-by-step approach and distribute 
the entire task amongst the team members. Consequently, these BPR 
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team members will obtain possible and positive solutions to the targeted 
problems. Next will be the implementation phase, where reengineering 
faces the greatest resistance. The implementation of BPR process has two 
basic strategies, implementing BPR completely or partially. During this 
phase, the observation of structural and behavioral changes in the process 
as well as people who are involved directly or indirectly will be constantly 
monitored. This is followed by the testing phase, where benchmarking 
of the tests will be recorded to classify whether the new business process 
can be achieved or not. The continuous monitoring is required in order 
to analyze the outcomes whether they are acceptable or the organization 
should proceed with the alternative solutions that they have identified 
during the implementation phase. Thus, the process will be repeated until 
their new objectives are achieved (Muniraj, 2014). This method was also 
affirmed by Doumeingts and Browne (1999).

9.4 MANAGING CHANGE

9.4.1 ISSUES WITH THE IMPLEMENTATION OF BPR

There are several major issues which must be considered and/or resolved 
before or during the implementation process of BPR. Failure to do so may 
cause problems for the organizational process both in the short and long 
run. Undoubtedly, the failure will have serious impact for the company and 
all those involved including the company’s employees and stakeholders. A 
number of issues will be discussed hereon.:

9.4.1.1 ECONOMIC FEASIBILITY

BPR requires a significant financial investment during the implementa-
tion process for example with the purchase of hardware and software, 
employees’ skills development, and also the hiring of technicians and 
consultants (Jurisch et al., 2012). The addition of resources will increase 
the cost as well as running new hardware, maintenance of the new infor-
mation system, and also upgrading the building’s infrastructure to run the 
system (Jurisch et al., 2012). Top management would need to determine 
whether or not the implementation of BPR would be worth the investment 
to generate significant ROI.
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9.4.1.2 EMPLOYEE PERCEPTION

As stated by Mohapatra (2013), most employees believe that BPR is a 
fancy word for downsizing, which is used by the top management as an 
excuse to lay off people, thus making the employees’ behavior rigid and 
resistant to change. Employees may also have encountered difficulty in 
dealing with day-to-day tasks where unfamiliarity may cause complica-
tions and hiccups especially during the BPR implementation. Organiza-
tional restructuring could leave some employees dissatisfied if they are 
suddenly passed over or demoted. Some employees who fear the unknown 
changes could contribute to resistance to change (Mohapatra, 2013).

9.4.1.3 ORGANIZATION RESISTANCE TO CHANGE

Organizational issues are the nontechnical aspects of system develop-
ment (Violet andWatundu, 2011). Change is also necessary to maintain 
a competitive advantage, but it may not be the easiest process. Managing 
individual resistance is easier than organizational resistance because a 
group of people who have worked together for years and have developed 
a sense of cohesiveness may cause organizational inertia (Violet and 
Watundu, 2011).

9.4.1.4 INFLEXIBLE ATTITUDE

Flexibility, adaptability, and an open mind are essential in the develop-
ment team as well as the management and employees. Problems may arise 
if the management and employees are unwilling to compromise with the 
BPR development team in order to achieve the desired goals set by the top 
management (Mohapatra, 2013).

9.4.1.5 TIME REQUIRED TO DEVELOP BPR

Software development, testing, and troubleshooting are essential during 
the implementation period. The system should be established before being 
deployed, taking into account the most important requirements of the 
implementation (Nah et al., 2001). The overall implementation period may 
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require years, before being able to be used, depending on the complexity 
of the system being produced. This may not be ideal for an organization 
which prefers immediate and effective solution.

9.4.1.6 AVAILABILITY AND LITERACY OF IT

Huang and Palvia (2001) stated that BPR helps an organization to improve 
efficiency and effectiveness of their operations between the suppliers, 
consumers, and other external stakeholders. The maturity of IT also plays 
a significant role in a company’s strategic planning in performing BPR as 
an IT-mature company can better collaborate with the BPR development 
team and hence, more likely to succeed.

9.4.2 BPR IMPLEMENTATION

The success or failure of BPR is dependable on a number of factors. These 
factors generally revolve around the users (or employees) of the system, the 
cost of the BPR or the organizational infrastructure. The following content 
will discuss a number of major factors involved in this implementation:

9.4.2.1 MANAGERIAL FACTORS BPR

In general, every proposal for change will come from the management. It is 
the management who initiates the changes and in this case, the requirements 
as deemed fit by BPR. These changes and BPR are requirements for the 
purpose of development and enhancement of the company to enable them to 
compete and place themselves as niche in their respective industry. It is the 
management’s role to initiate and implement BPR. In efforts to ensure that 
every resource for the purpose of BPR’s implementation is fully utilized and 
managed effectively, there will be no compromise on the effectiveness of 
results and the achievement of BPR. Hence, in order to achieve this, managers 
must have a clear understanding and knowledge on what needs to be reengi-
neered so as to accomplish favorable results to achieve the objective/s of any 
changes that are designed for the company’s road to success.

Furthermore, it is important for the management to have knowledge of 
the plans and objectives for the projects laid out for BPR, the direction that 
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the team needs to go in, and at the same time to give their full support and 
encouragement to the BPR team so as to ensure its success. BPR develop-
ment team requires the support and trust of the company’s management 
to properly implement BPR. The management must be well-prepared, 
continuing on giving support and accepted delays on the resources and time. 
They should also set realistic expectations and avoid ambitious expecta-
tions during the initial implementation (Habib, 2013). The support of the 
top management indicates that the company is ready for change (Mudiraj, 
2014). Other than receiving support and trust from the management, the 
BPR development team will also be required to have an open communica-
tion between the employees, the development team, and the company’s 
management (Habib, 2013). The expectations and strategic goals at every 
level are also needed to be clearly communicated (Nah et al., 2001).

9.4.2.2 FINANCIAL FACTORS

Mudiraj (2014) had deliberated that a substantial initial investment is 
required for the purchase of hardware and software as well as for the hiring 
of technicians and consultants in order to set up the new system. An alloca-
tion of budget must be prepared for running the cost and maintenance of the 
new system. Employees would need to be well-trained in order to ensure 
the system is being utilized to its fullest. Other than the initial purchase 
price of the hardware and software, companies must also consider the cost 
of upgrades to establish and implement the new BPR processes such as 
the buildings, electrical, and Internet connection. The organization must 
prepare a contingency allowance (contingency reserve) to account for 
cost uncertainty. This is also viewed as miscellaneous costs to address the 
“known-unknowns” that can affect the BPR project (Project Management 
Institute, 2013). Other factors may be caused by the fluctuations in the 
stock market, currency exchange rates, and government policies.

9.4.2.3 TECHNICAL OR INFORMATION TECHNOLOGY (IT) 
FACTORS

Hardware being used to implement BPR must be up-to-date and compat-
ible with each other. The outdated hardware may not have the capability 
or compatibility to implement, monitor, and control the BPR processes 
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(Mudiraj, 2014). The IT staff must be highly trained and fluent with the 
system to be effective in case of a failure (Mudiraj, 2014). IT is both the 
enabler and facilitator of changes (Trkman, 2010).Thus, in every single 
stage of the implementation of BPR, IT should be proposed and utilized. 
IT affects all processes that should be carried out by the company as well as 
the stakeholders involved such as, the suppliers and customers (Alghamdi 
et al., 2014).

9.4.2.4 OPERATIONAL FACTORS

During the implementation of the BPR process, it is important to have a 
better control over the operational activity (Wanare and Mudiraj, 2014). 
This would make it easier for the identification and analysis of different 
constraints such as time and resources (Wanare and Mudiraj, 2014). Risk 
analysis also plays a vital role in the BPR process, in which we can identify 
the internal and external risks which can harm the BPR process (Wanare 
and Mudiraj, 2014).

9.4.3 BPR IMPACTS

Both private and public sectors have the same goals of wanting to enhance 
efficiency and policy effectiveness in their businesses with the aid of 
knowledge in information system. However, there are few major differ-
ences. In terms of “value” or “quality”, public sector is left behind a bit as 
this value is determined by stakeholders or the professional association of 
accreditees. However, in the private sector which always aims for customer 
needs, it is driven by the customer (Jurisch et al., 2013). Customers and 
their satisfaction have more say in businesses as they determine how the 
business would do. According to Jurisch et al. (2013), instead of achieving 
47% of customer satisfaction, they achieved only 28%. As for the private 
sector, since their services are based on the customer satisfaction, they 
achieve 34% of 35% of their goal.

In terms of rules and regulations, public sector is bound with legal 
rules to obey and it has a restricted budget to reengineer its business 
processes which makes it unable to achieve its goal. In addition, public 
sector frequently changes its organizational chart so the business process 
is inconsistent.
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Private sector also has to deal with new challenges everyday such as 
new competitors of the same type of business. Therefore, it can easily adapt 
into the situation where it can manage to accept its changing processes. 
On the contrary, public sector is supported by the country but it will also 
encounter some new challenges as well. Hence, when facing these chal-
lenges, some refuse to change due to the uncertainty in future which might 
lead to job loss and authority loss (Abdolvand et al., 2008).

In terms of cooperation, the private sectors can collaborate more with 
other organizations whereas the public sector is a little bit reluctant to do 
so because it refuses to share its data or findings as it is tied to rules and 
regulations set by the organization or the government. However, there is a 
possibility that the public sector will share its data if it is guaranteed with 
an efficient IS and confidentiality. According to Drake (as cited Jurisch 
et al., 2013), 46% of the private sector had collaborated with other parties 
compared to the public sector, whose collaboration was 39%.

9.5 BUSINESS CONTINUITY

The BPR methodology starts by defining the methodologies for the imple-
mentation of BPR and study the goals and objectives as well as the benefits 
of BPR. A list of research has been done regarding the issues and problems 
during the implementation of BPR. Several journals and research papers 
were studied in order to understand all this discussion. Other than focusing 
on the implementation of BPR for IS, this report also investigates and aims 
at perception of actual changes in the organizational business process with 
the approach of IS and the effects of BPR on human, process, quality, 
product, and other factors. Moreover, further research has been made in 
this report on the two BPR methodologies, issues and factors involved 
in BPR, and a list of similarities and differences in implementing BPR 
between the public and private sectors. Additionally, a few case studies 
were included in this study to learn more on the BPR achievements and 
also the success rates of implementing BPR.

A practical research was used based on this topic through a variety 
of documentation such as books, reports, magazine, websites, and most 
importantly, journals which can be accessed via the UBD e-library portal 
and downloaded from several databases such as Google scholar, Springer, 
Taylor and Francis, and Emeralds. This research is supported by at least 
14 academic journals.
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In order to highlight the benefits and impacts of implementation 
of BPR for IS, we have conducted two interviews by selecting one 
employee who is involved in the implementation of BPR for IS as the 
BPR team member and another employee who is involved as a user. 
This qualitative method is used to support our research finding and 
tailor it with a real-life case study. These participants will represent 
their personal point of view and how they define the implementation of 
BPR for IS.

However, the limitation of this research was the restricted choice of 
accessible journals. In addition, the good and latest journals need to be 
purchased or rented for viewing. Another limitation is the lack of time 
to conduct our own survey to analyze and support our findings on the 
result. A better result and discussion can be carried out if we perform the 
quantitative methods of data collection to expand our sample size. Ideally, 
at least 100 participants would have been sufficient in order to construct an 
even distribution of gender, a narrow range of age, work duration and the 
level of work experience of those who are involved in the implementation 
of BPR. As a result, this research survey would also expand our knowledge 
and increase our understanding on the chosen topic.

The presence of IS around the 1960s was commonly termed as manage-
ment information systems (MIS) and the definition has been continuously 
progressing until now. The role of IS in the 21st century has been seen 
as a necessity for an organization to collect, process, store, disseminate 
information, and provide feedback in order to improve the organization’s 
performance, productivity, and efficiency. Thus, they can provide better 
results and services to their stakeholders. Currently, most organizations 
are anxious in adapting their new business processes because of emerging 
issues such as tenacious technological, political, organizational, and enter-
prise environmental factors.

The success of IS is believed to be correlated with BPR which involves 
radical changes in structures and in processes within the business atmo-
sphere. The possibilities of technological, human, and organizational 
structures are boundless in BPR. It has been widely implemented in 
organizations’ business processes due to the number of success stories 
where the increase in productivity and efficiency are at their expected 
results. According to Grau, Franch and Maiden (as cited by Anand et al., 
2013), BPR began in the 1990s, when Michael Hammer published an 
article in the Harvard Business Review called “Reengineering work: 
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don’t automate, obliterate”. Anand et al. (2013) also mentioned that the 
success stories such as the improvement in insurance writing efficiency 
under the Mutual Benefit Life Insurance Company had increased by 
40% or the redesigning of order fulfillment process and improvement in 
service of Xerox had increased from 75% to 97%, were selected as an 
exemplar and baseline.

However, the definition of BPR has also been evolving through these 
years of implementation. Originally, Hammer and Champy in 1993 defined 
BPR as an achievement from the essential reconsideration and radical 
redesign to improve the existing organizational process which is correlated 
to the cost, service and boost the speed of the organization’s performance 
(Zigiaris, 2000). Then, Hammer and Champy formally introduced the six 
phases of BPR methodology. Similar to his methods, Davenport, as an 
early exponent of this ideology, had presented the five steps methodology 
of the BPR model (as cited Mohapatra, 2013).

BPR is not just about taking a new approach towards taking different 
actions, but is also heading towards a new direction of development 
based on the latest IT which is crucial for any benefits that it may bring 
to an organization. According to Khuzaimah (as cited by Setegn, 2013), 
BPR could drastically affect every aspect of business nowadays as it can 
range from success to failure. Therefore, BPR could be a method that 
can be implemented to identify risks and point out the organization’s 
business processes that need to be changed in order to obtain drastic 
performance improvement.

Lotfollah, Ziaul, Seyed, and Saeedreza also pointed out the primary 
objective of reengineering, which is to minimize wastage, enhance 
efficiency, and eventually decrease costs (as cited by Setegn, 2013, p. 
116). Graham (2010) also stated that process reengineering is a useful 
tool to drastically help improve organizations. Through the implementa-
tion of BPR, an organization could increase customer satisfaction and 
improve their capabilities with better products and services. With the 
help of IS and BPR, the organization can be more flexible in meeting the 
rapid market demands which, according to Farmer (as cited by Jamali 
et al., 2011), would further improve the overall customer satisfaction, 
productivity, flexibility, employees commitment, workforce coordina-
tion, and create a new competitive advantage as a result of successfully 
implementing the BPR.
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9.5.1 INFORMATION TECHNOLOGY (IT) GOVERNANCE

IT governance is a vital managerial skill to encourage critical IT-business 
alignment and IT value transfer to business. On applying IT governance, 
firms will have the opportunities to make use of specified practices 
concerning decision-making systems, processes, and relevant structures. 
However, the precise contributions of these practices continue to be poorly 
understood. (Bermejo et al., 2013). This case study aims to recognize the 
IT governance practices of successful businesses as well as the drawbacks 
of companies with lower business and IT results.

A study conducted by Information Systems Audit and Control 
Association (ISACA) with business and IT experts in Latin America 
identified a number of core IT governance difficulties such as high costs, 
low returns, and aggregation value of IT investments. In addition, this 
case study was based on quantitative data related to the maturity of IT 
governance practices and results achieved by the IT and organizations. IT 
governance practices were attained from the test conveyed by De Haes 
and Van Grembergen.

The survey obtained a total of 652 samples from Brazilian companies. 
470 were private companies, 146 were public, and 36 companies were 
mixed (public and private). Regarding the employees, 317 companies 
have more than 500 workers, 52 companies have 250–499 workers, 134 
companies have 50–249 workers, 44 companies have 20–49 workers, 65 
companies have 5–19 workers and 30 companies have employees not more 
than five. A Structured questionnaire was handed to employees in manage-
rial positions. In the questionnaire, the samples analyze the maturity of the 
IT governance practices as well as the results.

IT maturity was measured and evaluated using a six-point scale. 
First, nonexistent, where the practice is not conducted. Second, ad 
hoc, where practice is conducted occasionally. Third, intuitive and 
repetitive: the practice is repetitively conducted but not documented 
formally; fourth,) implemented and documented where the practice 
is repetitively conducted and documented; fifth, measured where the 
practice is measured for its performance and finally sixth, optimized 
and continuous improvement where the practice is fully conducted, 
measured, and improved by time.
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9.5.2 PROJECT MANAGEMENT

Project management gets more complicated as changes of increasing 
speed may affect the business environment. IT has a higher influence on 
social and economic systems due to the major changes in business life. 
Changes are the basic reason to have more effective project management 
in enterprises. It is also suggested that today, software project management 
is an art (Boehm and Ross, 1989, 1). In this case, the importance of project 
management is increasing day by day, and the use of project management 
in most areas of IT is becoming widespread. On the other hand, a higher 
rate of failures in projects increases the need to understand the reasons 
behind the conditions for being successful in projects and IT project 
management. When the conditions for being successful are understood, 
projects can be completed as planned before. In this study, first of all, the 
definitions of success of IT projects as well as the factors are discussed. By 
conducting a comparative study, the factors leading to project success are 
investigated. In order to determine these factors in Turkey, a questionnaire 
is prepared and responses from 68 project managers are evaluated. The 
factors that affect the success of the project are analyzed by the logistic 
regression method. The results are compared with the ones obtained for 
Sweden and Australia, which is realized by Svensson (2006).

A project is a temporary endeavor undertaken to create unique products 
or services. It is a one time and problem-specific process that may secure 
the goal or target. The project and the project management in existence of 
a defined goal with specific characteristics or pre-defined beginning and 
final dates is a specific budget. They need minimum features specifying 
the usage of sources in order to rethink new method design products in 
extension strategies. In addition, there are some common features seen 
in the project such as complexity, originality, and ambiguity (Slack et al., 
1998: 590). It is applying the information, ability, tools, and instrument to 
project activities to satisfy the consumer expectations and taste. Project 
management is measured by the degree of obtaining goals for three 
constraints and consumer satisfaction in order to be successful (Susanto 
and Almunawar, 2018; 2016; 2015; Susanto et al., 2011).

However, it is not easy to answer the questions, what are successful 
information technologies or how it is defined. In BPR, IT can vary 
according to the position in the organization and for instance, it is found 
successful for software developers. Mostly, a project which satisfies 
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budgeting expectations and has the needed characteristics due to business 
goals and objectives is accepted (Susanto 2016a; 2016b).

A research study about the factors of success in IT projects, conducted 
by Standish Group, indicates that 61.5% of the projects in large companies 
may have exceeded the planned budget or may lead to “over-budgeting.” 
The average increase in budget is 189% while the average schedule delay 
is 222%. It demonstrates that 60% of the software projects have reliability 
and quality problems. “The success of projects increased in 2000 compared 
to 1998 results and it rose to 28%. Examining the cost overruns reveals 
that the overruns were 189% in 1994 and 45% in 2000. While only 61% 
of the initially specified features of the project were covered in 1994, this 
ratio increased to 67% in 2000. This rise suggests that software industries 
have developed their abilities to realize successful projects. The dispersion 
of successful, unsuccessful and postponed projects can be seen in Figure 1 
between the years 2000–2009” (Standish Group, 2009). Three important 
reasons that increase project management are smaller application parts, 
better management, and the usage of standards methods.

IT will improve and enable human resource dimension in many ways, 
for example, communication. A good communication system is necessary 
in many operations, for example, management competence. Management 
competence is the ability to reach organizational objectives, manage and 
use resources efficiently, provide excellent service to customers, and 
ensure high labor productivity. It is also a main part of HRM that helps 
to boost the competencies of staffs of the entire organization. Further 
workforce will prompt to improve and strengthen its abilities when the 
human resource team is efficient. Therefore, the human resource team is 
significant to make BPR more adequate. On the other hand, organizations 
will be at stake if obstructions are not removed, leading to BPR’s failure. 
The top management is responsible for “communication-free” environ-
ment and communication software is installed with the help of IT so that 
most of workers in the organizations are free to communicate with each 
other to reduce barriers and lead BPR to become effective (Bondarouk and 
Ruel, 2008). This way of communication enables different departments 
in the organization to voice out their opinions and queries about where 
reliable information can be obtained and reduces the level of reluctance.

Organization structure falls under the responsibility of human resource 
for supervision, rules and regulations, task allocation, workforce environ-
ment, and other activities in the organization. For BPR to be successful, 
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hierarchy system is implemented as the flow of information depends on the 
organization structure that leads towards communication between all the 
members in the organization (Naz et al., 2013). This system usually comes 
in the form of networking or team to establish the pattern of flexibility 
within all the team members and they must be willing to accept changes.

The results in Ramirez, Melville and Lawler’s research shows that IT is 
also one of the key figures to business process reengineering. For example, 
as a manager, process change may not be able to be done without IT. 
However, the combination of IT and process reengineering as a dormant 
process is carried out for positive corporate change. (Ramirez et al., 2010)

BPR pioneering has become a beacon for managers who also discov-
ered the importance of IT through the types of BPR projects selected. 
Moreover, communication menses are significant for an acknowledgment 
of business process reengineering with a proper design, where it can be 
seen that IT is an elemental for the business process reengineering project. 
The authoritative point of convergence of the research shows that the 
process determines the economical platform as one sense of means for 
organizationalrequirements. (Ramirez et al., 2010)

It shows that the organization would benefit from implementing BPR 
with the use of IT. The combination of IT and BPR gives a positive return 
in investment firms, both in terms of the value added and the firm market 
value. In any of the organizations, the number of process reengineering 
efforts commenced is enabled by IT. Managers have the opportunity in 
choosing the right and appropriate IT that enables their ability in various 
types and levels of BPR in the organization. (Ramirez et al., 2010)

IT contributes an efficient BPR to organizations which provide a high-
transact organizational outcome. The information processing competence 
is certified by modern IT. For example, enterprise software provides a prob-
able data support to an organization and also work cells with the opportu-
nity of being able to do their work efficiently and productively. Moreover, 
broadband networks provide a convenient way that allows employee teams 
to get access among each other wherever they are through the network. 
Managers are able to keep track of the performance of their employees 
through Internet-based networks which enable them to follow their plan 
with all the implemented decisions and rules (Ramirez et al., 2010).

Business organizations typically make large financial investments in 
IT, often assuming that acquisition of IT is synonymous with the correct 
IT usage or that system integration is automatically in place (Sanders, 
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2008) Research also shows that IT plays an important role in process 
reengineering. The information competence by IT resulted in technology 
investment, as an important achievement in working methods with orga-
nizational change. Firms with higher levels of IT investment have been 
found to have a greater application of decentralized decision authority, use 
of self-managed teams, and cross-functional units (Ramirez et al., 2010) 
Influence of the communication knowledge and mechanized efficiency of 
technology provides a new form and type of organizational structure, deci-
sion authority and HRM. For example, a team may be more productive 
through the combination with a technology as IT to fulfill the information 
management and acquaintance among its members. Other organizational 
factors found to complement IT are employee behavior, worker composi-
tion, size, and culture (Liu et al., 2018; Leu et al., 2017; 2015).

Properly implementing IT in BPR can have several advantages to 
the companies. Turnaround time can be reduced by using IT rather than 
manual approaches which will be more time consuming. Chances of fraud 
and corruption will lessen and also more quantity of work such as reports 
can be done in less time. It can produce good quality of work results, 
services and products, and in a team a quick communication can be formed. 
Besides this, faster communication can also form with the customer and 
other stakeholders with the help of IT in BPR (Sudhakar, 2010).

Finance companies can also take advantage by accepting any customer 
requests at a point which can eliminate customers’ multiple calls and 
reduce the call center volume. IT will help to automatically update each 
of the customer’s accounts as requested by them and eliminate duplicate 
data entries as well as potential errors (Sungau and Msanjila, 2012). The 
team and employees from the organization must be properly trained in the 
applications of IT and any other related technologies, in order to obtain 
all these benefits from the combination of IT and BPR (Sudhakar, 2010).

However, incorrectly implementing IT in BPR can also lead to 
some unavoidable disadvantages. The disadvantages occur by having 
the following criteria or reasons: One of the reasons being the wrong 
implementation of IT in the rapidly changing business environment which 
would lead to creating barriers in responding. Successful BPR cannot be 
achieved by commonly choosing the IT packages just to speed up the 
process rather than properly reengineering it (Panda, 2013).

Next, failures can sometimes occur when implementing the BPR in a 
few companies. Although the percentage is very low, it still may be caused 
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by the lack of implementation as the companies spend more time on 
planning the processes. Incorrectly identified processes for reengineering 
can also lead to failure in BPR. Moreover, lack of commitment in the 
top management in the organization can be counted as another reason 
of unsuccessful lBPR. In addition, some companies might not have an 
experienced consultant to guide in the right path to the successful steps of 
BPR in the organization (Sudhakar, 2010). Therefore, these are the reasons 
due to which failures can occur in BPR in an organization.

9.6 CONCLUSION AND RECOMMENDATION

BPR is a process which brings radical or drastic change to an organization’s 
process. In this report, it has been explained that BPR is a useful method that 
is capable of making huge changes in an organization’s processes in relation 
to IS, which can be either beneficial or destructive for the organization.

Unfortunately, contradictory to popular belief, BPR does not automati-
cally guarantee that an organization can meet its desired goals. This is due 
to the fact that in order to succeed, several challenges and issues must 
be resolved and overcome. There are also critical factors that can deter-
mine whether BPR is considered a success or a failure, either during the 
implementation or during the sustaining phase, in the short run or in the 
long run. Methodologies and case studies which focus on differences and 
similarities have also been brought up to view BPR in different perspec-
tives to show that there are different methods for implementing BPR and 
also the differences in various sectors of organizations which is further 
elaborated in the literature review section.

BPR may help an organization to focus on better processes such as 
storing data in a centralized database system in a more practical and 
efficient way. The organization could also prioritize the most crucial 
strategic goals to sustain their competitiveness, lower the business threats, 
be more customer-focused and improve their employees’ competency in 
completing their tasks. However, in order to minimize the resistance to 
change from the employees and stakeholders, a clear objective, the benefits 
and expected results should be explained thoroughly, to make them under-
stand the outcomes and offer their dedicated commitment until the BPR 
project meets the organization’s objectives. A proper training should also 
be provided to these employees as a pilot system to record their difficulties 
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and formulate prototyping before the organization certainly decides to 
launch the new IS.
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CHAPTER 10

ABSTRACT

In order to understand the depth of managing online learning, this chapter 
will be discussing the comparison of these three terms: big data, social 
network, and cloud computing. Meanwhile, it also focuses on the benefits of 
online learning, reviewing both the positive and negative impacts on users 
and businesses involved when making online learning as their platform to 
perform better. The competition between organizations to prove that they 
are better than the other has become savage, and they need to be on top 
in order to be noticed by consumers. Hence, the competitions for every 
business to achieve the lowest cost and at the same time ensuring that their 
product quality are at the standard required can also be reached easily by 
making the use of technology. This is when training the staff is very crucial. 
Therefore, this chapter will be discussing by the use of online learning and 
how to manage it using big data, social networks, and cloud computing. 
The authors also decided to do survey based on the use of online learning 
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in Brunei and comparisons to other countries, which will be discussed in 
Results and Discussion section. As for the discussion, there will also be the 
impact—the positive and negative effects in using online learning.

10.1 INTRODUCTION

Improvement in technology has highly influenced the society, especially 
in terms of Internet usage. It has become a trend in the society to use 
the Internet for the purposes of employment, education, social life, and 
so forth. With the ever-changing technological advancement and highly 
increasing usage of the Internet, the amount of data being processed 
everyday has escalated. Albeit, the insights of “big data” have given the 
users the efficiency that they need in order to strive for a better competitive 
edge in this modern era. Furthermore, they have offered the industrialists 
to recognize each of the problems while resolving them with an immediate 
feedback and solutions resulting in ceding them with a better competitive 
advantage to be compared to their rivals.

Profoundly, social network has become a mean for businesses to reach 
more potential customers while at the same time training their employees 
in improving their skills. While it helps most organizations to be more 
productive in a short amount of time, it also has tremendously saved more 
expenses cost. First, this chapter will briefly introduce to each of the terms 
and will then further give an analysis of the study.

10.1.1 DEFINITIONS

Big data has become a universal phrase in the world of academia and 
business organizations. However, the term has ambiguous definition as 
various people have their own interpretation of what big data actually 
is. Ward and Barker have studied that generally big data falls under two 
concepts, which are data storage and data analysis. In addition to the two 
concepts, Doug Laney has also articulated big data to have three Vs for 
the characteristics—velocity, volume, and variety—where, these three 
dimensions refer to the processing of data speed, the amount of data, and 
the different types of data accordingly.

Social network has been defined as an online service where people 
can create and maintain interpersonal relationship using Internet. Through 
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social network, its connection is being fully identified and utilized through 
the web-based groups established for the purpose. The term “social 
network site” varies with “social networking sites” as networking empha-
sizes the relationship established between strangers. Its primary use is 
communicating with people who are part of the extended social network. 
Thus, to express social network as a critical organizing feature of these 
sites, it is named as “social network sites.”

As technological advancement has slowly raised its standard to reach more 
potential market, it has used most of the applications as the platform for it to 
offer services, which is also known as software as a service (SaaS). Nowa-
days, consumers have become more knowledgeable and their demand has 
drastically increased. It has not only become a trend but technology emerges 
to become the necessities, be it for individual or organizations as well. Cloud 
computing has become the platform as it offers the flexibility of data storage 
although it is still an evolving paradigm. (Susanto, 2016a; 2016b)

Big data, social network, and cloud computing are often confused to 
fall under the same category, although these three terms are interrelated to 
each other. Social network is more toward a platform for people to interact 
with one another, although the data being posted might be considered to 
be big data. At the same time, cloud computing may be referred in which 
users are able to store information.

Online learning should be managed very well and the online learning 
management manages it. The communication tools used are mostly 
using technology, such as e-mail, web, and file-sharing application. This 
is created for the purpose of learning or communication between the 
management and its teams.

10.1.2 BENEFITS

In big data, in order to extract data from huge amounts of structured and 
unstructured data, it requires a proper system and an appropriate tool—a 
precise combination of people, processes, and analytic materials. With 
these being implemented, some business benefits include (Kuketz, 2012):

1. Big data is timely insights from the vast amounts of data, such 
as data stored in the company database, from external third-party 
sources—Internet, social media, and remote sensors
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2. Able to identify significant information that can improve decision 
quality

3. Real-time monitoring and forecasting of events that will give 
impacts to the business performance or operation

4. Reducing risk by optimizing the complicated decisions of unplanned 
events more rapidly

As for social networks used for online learning, it gives a lot of criti-
cism of being a distraction to users but it offers plenty of opportunities for 
learning and interactivity. With the use of technology, users are experi-
encing, learning, and adapting the world using a relatively new form of 
communication. It gives benefits in term of (Baker, 2013):

• Connections: Social media networks are set as the platforms for 
the purpose of communal connections. Through social media, users 
are able to interact and engage with others through the presence of 
websites.

• Knowledge: With social media, users are able to give and receive 
information at rapid speeds. Their ability to assess, analyze, retain, 
and share information is accelerating and without any realization, 
users are not able to realize the skills that they are developing.

• Social media marketing: Through the advert and dominance of 
social media, it has created new variety of marketing, which 
then involved in professional skills to build it. As users enter the 
workforce, they also bring their skills to their careers. As social 
media created young workers into great marketers, businesses have 
included social media as their marketing strategy.

• Web engagement: Students use social media not only for the purpose 
of social life but also in order to interact with their peers and even 
their lecturers regarding their studies. As for businesses, “students” 
are becoming experts in developing sense of Internet presence.

Cloud computing has become popular in education and business 
settings. With the advance technology, there are high chances in users 
relying on cloud computing in order to solve the challenges faced by 
small business, such as checking bank balance or using e-mails to send or 
receive messages (Liu et al., 2018; Leu et al., 2017; 2015). Its benefits are 
(Sales Force UK, 2015):
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• Work from anywhere: Using cloud computing, users are able to 
do their works or studies from anywhere with the use of Internet 
connection. Cloud services offer mobile apps, which users are 
mainly have access to phone and is not restricted to use the devices. 
As a result, businesses can offer flexible working perks to their 
employees (Susanto, 2018).

• Security: A greater loss is when the users lose their devices, which 
leads to a greater loss of sensitive or confidential data. With the 
use of cloud computing, it gives security to your data as it is stored 
in the cloud, and users are able to access them despite the loss of 
their devices, and so forth. Users are also able to remove their data 
from their lost devices so that it will not get into the wrong hands 
(Susanto, 2018; Susanto, 2011).

• Disaster recovery: It is ideal for business to invest in disaster 
recovery, but as for small business with monetary issues, cloud is 
able to help these businesses to use the service. This also can help 
the businesses to avoid large investment and the use of third-party 
expert to deal with this situation (Susanto and Almunawar, 2016).

• Automatic software updates: Cloud computing can be off premise, 
where it can be out of sight. Suppliers deal with the matters and 
release regular software updates—including security updates. This 
gives the users less problem to maintain the system and able to 
focus on other matters such as expanding the business (Susanto, 
2016a; 2016b).

10.1.3 CRITERIA

Since online learning has such great impact on students, there are several 
criteria that they need to meet in order to make the learning more effective. 
Humans have the need to feel accepted, and therefore, their participation 
level may vary according to their environment. Cultural, physiological, 
social, and physical factors are some of the factors that are conducive to 
the students’ learning activities. Some of the characteristics that contribute 
to making better learning environments are as follows:

• Safe: Educators ought to provide safe surroundings for the students 
to feel at ease when having a group discussion with the peers and 
lecturers. Rules of online correspondence, for example, netiquette, 
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can set up a safe online environment that is free from individual 
assault while having abundant in important and vital information. 
The students will also be given the freedom to speak up while 
acknowledging their other commitments apart from just learning 
obligation.

• Supportive: Building a supportive environment for the online 
students is also a vital part in ensuring that the students feel more 
comfortable in sharing ideas on the web. Students ought to be 
urged in making inquiries provided that if they have any problem 
on certain topic, they will be able to start an online discussion with 
the peers in order to help one another through online talk and virtual 
understudy lounge. This can have a major impact in helping under-
studies remain focused while succeeding in web learning.

• Interactive: Online understudies for the most part do not have the 
chance to speak with their educator and companions up close and 
personal. Therefore, to make the online learning more successful, 
it is essential to make Internet learning more interactive so that the 
learners will not feel disengage with one another. The potential 
outcomes for expanded cooperation in the online classroom will 
keep on growing with synchronous devices. Three sorts of connec-
tions are vital for web learning: communication among students 
and materials, students and students, and students and educator.

• Flexible and engaging: Online learning enables students to learn 
at any place according to their own pace. This gives the students 
a feeling of control over their own learning. Furthermore, it is 
crucial to permit understudies to seek after their subjects of interest 
or customized ventures. It is a decent approach to propel online 
learning. At the point when understudies impart their individualized 
work to peers, every understudy is presented to a more extensive 
range of subjects and can gain from kindred understudies. Further-
more, when the other students share their piece of work with the 
entire class through the web, their peers might learn more in a 
broader spectrum from them.

All in all, to ensure that natural components are embedded in every 
phase of the instructional outline, lecturers or educators must be able 
to provide the students with four criteria of environment that will make 
online learning more effective and improving number of performances.
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10.2 METHODOLOGY

This section will be examining on how the information regarding 
managing online learning by using big data, social network, and cloud 
computing in this dissertation is collected. Both primary and secondary 
sources are utilized to make the data more reliable and accurate. Authors 
will be defining the methods enforced while this study of this case is 
being conducted.

The respondent were asked the basic questions such as their aware-
ness of big data, social networks, and cloud computing. Furthermore, the 
respondents were also asked the purpose of the user for using Internet.

10.2.1 PRIMARY SOURCE

The authors of this chapter have taken the quantitative approach in 
collecting the information, whereas, it is a formal research where data 
is collected directly from a specific sample group of approximately 50 
people ranging from 18 to 45 years of age. The authors have chosen to 
conduct survey because it is easy to gather data in a limited amount of 
time while at the same time gathering the information needed to be used in 
this chapter. Moreover, authors will be able to group the individuals while 
concluding the overall outcome in percentage form.

This can provide comprehensive portrayal of the study in which 
managing online learning through big data, social network, and cloud 
computing has been made easier for the society to thrive better.

10.2.2 SECONDARY SOURCE

Secondary information is the data that have been gathered by and 
promptly accessible from different sources. Such information is less 
costly and can be rapidly reachable than the essential information. 
Furthermore, data can be obtained when primary information cannot 
be gathered by any means or simply to give more reliability to the 
dissertation.

Authors summarize the global descriptions collected from the scholar 
published articles and are to be used in supporting finding of the case.
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10.3 LITERATURE REVIEWS

It is discovered by Akyildiz and Argan in one of their studies that social 
network has been playing the role of preexisting social relations, social 
interaction, business strategies, and learning and teaching (Akyildiz and 
Argan, 2012). It provides us the overview that social network has taken 
over the traditional way of human interaction as people are more relying 
on the use of technological portable devices in order to communicate.

With the growth of information technology (IT), investigation that has 
been conducted by Docebo, shows that, there were comparisons of online 
learning market in regions. Focusing on Asian market, Asian has the 
world’s fastest regional growth rate of 17.3%. The sales revenue in online 
learning reached $5.2 billion in 2011 and is expected to double by the end 
of this year. With the increased penetration of Internet, the low-cost and 
rising demand helps the market to develop strongly in the future. It is no 
longer a trend but a necessity in order to be able to gain the competitive 
advantage in today’s world (Docebo, 2014).

In cloud computing, the online learning system includes software 
components, such as client application, an application server, database 
server, and necessary hardware components. Client application can be 
accessed using mobile device or computer in which a simple web browser 
or dedicated application is installed.

10.3.1 EDUCATION

A study by Drennan et al. (2010) has shown that students are more interested 
in learning by using IT as their platform to learn as they have an easy access 
through their own portable technology devices at any time. Furthermore, 
it has also broadened their mind as they are practicing the nontraditional 
way of learning. The students are being more exposed on how to properly 
manage their information technological skill, which will be beneficial for 
them in near future. Moreover, younger generation is open-minded and is 
not reluctant to change when it comes to using the new technology. This 
leads them to discover an increase in not only satisfaction of the students 
increase but also the performance of the students over the year.

However, Wright (2014) stated that even with the use of online learning, 
students have not established any vital boundaries in the early online 
learning process, where students would not be able to differentiate how 
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to engage in a mystery bland text communication, how much informa-
tion they are exposing (confidential information on each individual) and 
being shared on the net. Thus, he argued that students should be educating 
themselves on how to safely share their confidential information so that it 
will not be stolen or shared without their consent.

In an online report card, composed by Allen and Seaman (2016) stated 
that institutions in the United States identified online education as a 
critical point in their long-term strategy. In the survey, there was a decline 
pattern from 2012 to 2015 among them who were neutral to this statement. 
Between these years, the pattern of people agreeing to this statement was 
fluctuating and as for the people who disagree to it, there was a decrease 
pattern, but toward 2015, there was an increase from 8.6 to 13.7%. Despite 
the largest drop of percentage in online learning as a critical point in their 
long-term strategy, it does not mean that the institutions will abort the 
online courses and programs (Allen and Seaman, 2016).

According to Bosch (2009), social network make it easier for the 
students to actually access the materials for their subjects easier than the 
traditional form of learning. Apart from that since the new generations 
are more exposed to go green initiative, they are more than willing to use 
social network as platform for them to learn. Social network also help 
students who are shy to interact in class to be more active in participating 
to virtual discussion with the other students (Bosch, 2009).

Despite the easy access of using social networks for education, the 
lecturers from the University of National and World Economy (UNWE) 
found that the approach of using social networks as a tool of education is 
not applicable as they see social networks are basically children’s toy, where 
people use social network for the purpose of interaction and social life.

Furthermore, Garrison and Innes (2005) stated that in using online 
learning, the relationship of interaction and the presence are still lacking. 
They stated that even if there are interactions, it is not guaranteed that the 
students are cognitively engaged in the education in a meaningful manner.

While finding other ways to improve the agility of educational insti-
tutes, Mircea and Andreescu(2011) discovered that one alternative way to 
improve the growing needs of providing necessary IT is by using cloud 
computing. This strategy does not only correspond to the problems that 
each universities are facing but are also able to restructure the university’s 
architecture and improving the knowledge field in this area.

According to Pocatilu et al. (2009) with the constantly changing needs 
of education involving technology and development in terms of cloud 
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computing, e-learning system hasbeen the most effective ways for educa-
tion, especially for the students. It reduces the cost of using resources as 
it is convenient for the students to access it anywhere at any time and 
infrastructure of the university in terms of classroom-based learning.

Archee and Gurney (2012) supported e-learning has become a standard 
way in supporting the students in the higher education. Despite the lack of face-
to-face interaction, it somehow suits students who prefer to work and study.

A survey was conducted in UNWE where the questions were in terms 
of general usage of IT as a learning process, the respondents’ attitude 
toward the use of social networks for an educational purpose and their 
expectation from the implementation of online learning. From the survey, 
85% of the participants used social networks as a mean to connect with 
their peers, while 26% use online communication with their professors.

Ivanova et al. (2015) conducted a study on the use of cloud technologies 
by the students. A survey was conducted in the Bulgarian universities. About 
50% of the respondents use cloud technologies to access their resources, while 
40% of the respondents use cloud technologies for the purpose of education.

10.3.2 ORGANIZATION

Waters et al. (2009) found that ever since technology advanced and 
social networks are widely used by society, organization found that it is 
the best strategy to use social networks such as MySpace and Facebook 
to be implemented into their public relations programming. By this, the 
organization not only can help to launch their products but also to advance 
in terms of their organization’s mission and programs.

Bughin et al. (2010) mentioned that some businesses, such as Global 
Energy Services company, have difficulties for geographic unit and busi-
ness unit and it prevents their managers to solve the client’s problem. 
Thus, with the use of social-network analysis and with the easy access 
of information flow and knowledge resources among the staff, it makes it 
easier for the managers to execute the information.

Govindasamy (2001) stated in corporate training institutes that the use 
of e-learning is efficient in solving authentic learning and performance 
problems. It is crucial for the e-learning to be implemented successfully as 
it will bring the return of investment to the organization. Thus, organiza-
tion is needed to be aware and considerate in underlying pedagogy, or how 
to use online learning.
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Nonetheless, Archee and Gurney (2012) specified that it can be a 
major concern using e-learning to transfer media files as network can have 
problem such as network down or server down.

In order for organization to be able to maintain its continuous educa-
tion using online learning, the organization needs to be able to observe 
their expenses in terms of time and difficulties. The training activities 
need to be monitored and managed using stable and dependable tracking 
system that can be stored, analyzed, and consulted. This training manage-
ment known as learning management system is the key to the professional 
development plan as well as the organization’s human resources strategy 
(Docebo, 2014).

10.4 RESULTS AND DISCUSSION

This section will discuss about the survey conducted on 55 respondents 
on managing online learning through big data, social network, and 
cloud computing. The authors managed to collect data from 39 females, 
while the others are males. As this survey is being conducted online, it 
also shows that females are not reluctant to use this mean as a platform 
for answering survey which also relates to the topic of the case study. 
Under the discussion section, there will also be given the impact—nega-
tive and positive effects, using online learning in social networks and 
cloud computing.

FIGURE 10.1 (See color insert.)
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The majority of people answering this survey are from the age of 
18 years to 29 years, that is, 90.7%. This is because younger people tend 
to have their phone in closer proximity all the time, hence, the result.

FIGURE 10.2 (See color insert.)

Occupations for the respondents are also considered in order to inves-
tigate whether people who are working or studying are more aware of the 
topic being studied. The authors have divided the working section into 
three parts, which are government sector, private sector, and self-employed. 
About 72.2% of the students answered the survey, while 14.8% from the 
government sector, 11.1% from the private sector, and lastly, 1.9% of the 
total respondents are self-employed.

From the survey, about 31.5% respondents are familiar with the terms 
big data, social network, and cloud computing, while 63% of them are 
familiar with one or two terms given, and the others are not aware with the 
terms at all. Despite this, respondents are still unable to differentiate these 
terms and are still unsure about it. Such that 90.7% of the respondents said 
that they have used one of these terms, while 9.3% have not. It cannot be 
concluded that Bruneian are illiterate with these terms as the respondents 
are mostly from the age of 18 to 29 years.



Managing Online Learning 241

FIGURE 10.3 (See color insert.)

FIGURE 10.4 (See color insert.)

Among the big data, social networks, and cloud computing, 60.4% 
respondents are using social networks for online learning purposes. It can 
be stated that since social networks such as Facebook, Twitter, WhatsApp, 
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and so forth, are much easier and accessible to use, especially using 
tablets, laptops, and mobile phones (Susanto et al., 2016). Moreover, the 
additional features inside the application make the social network more 
fun to use, and hence, attracting more people to use it (Almunawar et al., 
2018a; 2015a; 2015b).

For example, online learning using Facebook—it is not only for social-
ization but Facebook has been updated as well and has new features as 
months passed by. Developing these features and performance enable users 
to not only interact and build new friendship with strangers, but theyalso 
make it easier for lecturers, students, or business partners to interact, send, 
receive, or transfers information to each other.

Using Facebook, users will be able to upload articles that would support 
their personal development such as careers tips, self-assessment tools, and 
also industry news. Furthermore, additional resources can be obtained 
such as e-books, videos, presentations, and so forth, to assist students in 
completing their programs and getting them interested in other programs 
within the brand.

Online learning providers are also able to interact with their users In 
such a way that the providers will assist the users in motivating to finish 
their courses or solving any issues in user queries by providing additional 
guides and instructions. With the easy interaction, users-to-users commu-
nication is built in this c-learning space and engage in online community. 
Users can share their experiences, knowledge, and stories and limit any 
provoking participation.

Growth of technology has been rapidly increasing globally, including 
Brunei itself, it can be concluded that Bruneian has easy access to the 
Internet, thus able to use Internet for the purpose of education, social-
ization, entertainment, and business. Mobile technology, as one of the 
technologies used in Brunei, is playing a major role in this entire digital 
experience. Despite the mobile ecosystem in Brunei such as the devices, 
carriers, the apps, and so forth, has grown in a slow pace, but the use of 
Internet, especially online learning, is still utilized around the country and 
yet needed to be educated with the use of online learning.

In organization, the use of online learning and its demand for customiza-
tion in the online learning content and technology has drastically increased 
to facilitate the talent management. Thus, in the future, the probability for 
the online learning growth is expected to increase the market (Susanto et 
al., 2018).



Managing Online Learning 243

In cloud computing, users use mobile devices for learning more than 
desktop computer. Although there are limitations in mobile devices in term 
of current hardware and software, mobile devices support multimedia-
based applications. As for the desktop application, when compared with 
mobile devices, the serious limitations are the processing power and its 
memory constraints. Thus, online learning using mobile devices are devel-
oped faster (Susanto, 2017a; 2017b; 2017c; Susanto and Chen, 2017).

To understand further more on big data, social networks, and cloud 
computing, listed below are the impacts—negative and positive use of 
online learning with additional discussion on these points. In this context, 
students are used not specifically for them to attending school. It is used as 
general including in training programs in organization also.

Big data as a brief is the data from traditional and digital sources 
inside and outside of the company that represents the source for analysis, 
comprising unstructured data, where information is not organized by 
traditional database and multi-structured data, where there are varieties 
of formats and types of data that can be derived from interaction between 
people and machines. Typically, big data is collected at specific intervals 
but it can be collected and analyzed constantly. Thus, there are several 
advantages and disadvantages users should know on big data:

• It is secure, in terms of its infrastructures being built by big data 
where it is hosted and technology partners can protect the orga-
nization revenue. The downside to this is security breach. Thus, 
once the security is broken down, all the organization confidential 
information will get to wrong hand.

• Even though big data is enormous, users tend to misunderstand this 
term and somehow frightened with this word. With the enormous 
data, it means that the platform carry unlimited information, making 
it easier for users to search and use their data or information. The 
drawback of this is that the conflict for the users to fetch the relevant 
information—numerous data or information can lead to confusion 
to the users.

• Moreover, in big data, every minute and every second, there will 
always be new information published on the platform. In other 
words, big data has a speedy updates. The drawback of this is that 
the updates can be a mismatch to the real figures. By mean with the 
constantly updated data, it can be an error in the information.
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• As for organization, big data has an advantage with respect to 
the competitive point of view. Big data is a real-time analysis 
where it allows businesses to develop more of its effective strate-
gies toward competition in less time. It also offers deep insight 
into consumer trends and sales. The downside to this is that this 
real-time big data demands the ability to conduct sophisticated 
analyses. Such organization who fails to do so will implement 
incorrect strategies of the whole organization (Almunawar et al., 
2015; 2015a; 2015b).

As mentioned above, social network has become one of the trends for 
users for the purpose of online learning. This includes the use of online 
learning in Brunei itself. With the spreading use of technology using 
mobile devices, users, especially, students agree to this condition as it is 
accessible. Users needed to be aware of the advantages and disadvantages 
of using social networks as their online learning equipment:

• It is known that social network has increased the student collabora-
tion, especially, becoming friends closer with their classmate using 
this medium. With this, students have high retention rates as they 
are more connected with their institutions.

• Using social networks, faculty from the institutions can also able to 
interact with students such as the students who are shy or unable to 
communicate fluently in their classroom, also, faculty will be able 
to listen to any queries from the students. For example, faculties in 
Universiti Brunei Darussalam has created Facebook page in order 
to make it easier for the students to get information precisely and 
make it visible to other students for any issues brought up by a 
student. Nonetheless, this does not only imply to students but also 
to the organization, where they use social networks as their platform 
to discuss their projects and so forth.

• Furthermore, social networks provide massive resources, such as 
video, websites, tutorials, or training programs that can be shared 
easily in the entire classroom. This can reduce the errors that are 
made by students such as error in copying link or mistyping. With 
the use of social networks, information given is easily accessed just 
by one click.
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The disadvantages are:

• With the use of social networks, students can easily get distracted. 
Instead of educational purpose, students would be easily preoc-
cupied doing their personal work and not paying attention during 
their classes. Neither lecturers nor the faculties are able to monitor 
these activities.

• Even though social networks have advantages to the shy students in 
the classroom, it gives a drawback to them. Such that students will 
have problems to communicate in face-to-face situation. This has 
somehow become a problem to the society and limits the student’s 
education.

• Security issues can also be encountered by the users, such as the 
possibility of hackers or unauthorized users that would result in 
identity theft, loss of data and its productivity, and so forth.

Recent evolution in Internet has moved the web pages to environment 
that allowed user to run software applications. Thus, cloud computing 
has increased its growth in the IT sector area, where the applications are 
run in variety of hardware devices, while data storage remains inside the 
cloud. Here are the advantages and disadvantages of cloud computing in 
online learning:

• In order to deploy the software and hardware, some companies and 
education providers have difficulty using these services in term of 
cost. Thus, cloud technology provides a rental processing capacity 
that they need not use the infrastructure fully to run the high-quality 
online learning. Such providers, for examples, are Blackboard and 
Moodle, which have this version in their packages. This also applies 
to large organizations, such that they only need fewer servers and 
data to store in the cloud.

• The use cloud computing also lowers the maintenance issue. It 
reduces the hardware and software maintenance for the companies 
because fewer serves are needed and used by the companies. More-
over, the software is stored in the cloud, thus the IT staffs have no 
software to maintain or upgrade it.

• Cloud computing also affects the performance of the computer. 
In this case, it boosts up the performance of the computer. It is 
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necessary to consider that applications are accessed from the cloud, 
thus, there are less programs and process loaded in the computer 
memory, which leads to faster start-up and run smoothly.

• Cloud computing also provides unlimited storage capacity. With 
the use of computer or server on a network, the user is given limited 
storage to store, whereas, cloud computing has offered unlimited 
storage capacity.

• It is easier to share information in group collaboration. With 
cloud computing and easy access to Internet connection, users can 
collaborate in real time. It enables multiple users to cooperate on 
the projects or documents at the same time. Even though this does 
not limit the places, just as mentioned above, it can be accessed in 
different places or countries easily.

Despite these advantages, there are also several drawbacks to it, for 
example:

• Even though it is easy to access cloud computing using devices, 
the connection or network can be an issue. Without connection 
to access the applications or the documents, users are not able to 
access it, even their own files. Thus, it makes cloud computing 
complicated to be accessed in places where there is no dependable 
connection or network.

• Furthermore, this also includes poor connection that will limit this 
accessibility. For example, in remote regions, which offer dial-up 
services, the application or documents are impossible to run, espe-
cially on intense duty. As for web-based or large files, it requires a 
heavy bandwidth to be downloaded. Thus, cloud computing needs 
to have a stable and fast connection of the Internet.

• Security can also be problem to users. As we know that, through 
cloud computing, such that information or data are kept in cloud 
server. It may lead to unauthorized user to access such data through 
internet. Here, the standard of information security may apply to 
prevent unauthorized user to take the data from cloud.

• The cost can also be one of the drawbacks, such that over time of 
data subscriptions, it would increase and it would become more 
expensive than buying the hardware and software.
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Quality of the services from the providers. Even though the provider 
set the cost of the service less expensive, users need to be aware of the 
quality. There is a high chance that the services can crash any time and this 
would leadto inaccessibility to the cloud without any warning and users 
will not be able to control the condition.

10.5 CONCLUSION AND RECOMMENDATIONS

In conclusion, with the worldwide expand in technology, it indicates the 
use of Internet, users—students, lecturers, businessman, and so forth—
prefer and found the use of learning online be more realistic and not time 
consuming as Internet is widely available and can be accessed using 
phone devices, tablets, laptops, and other electronic devices. Despite the 
drawbacks mentioned in this chapter, it is possible for users in this era to 
be illiterate in using Internet for the purpose to search, entertainment, or 
work related. The only issues would be to overcome every situation such 
as the poor network in rural areas, the cost of the data storage, the security 
breach, and so forth. Every issue can be handled and solved.

For the next paragraph, here are recommendations for organization, 
individual, or institution managing the online learning.

As for the students, lecturers or faculties have an important role in the 
student’s learning lifestyle, especially in the use of online learning. Here 
are few suggestions for lecturers, faculties, or the institution to develop 
and support student’s online learning:

The institutions should outline the students’ expectations and by this, 
when their expectation and roles being articulated, then students should 
have their own responsibilities.

Next are the queries from students. This is where institutions should 
be willing to help the students when they have queries. With the applica-
tions or software for online learning, some students might find it new and 
unable to use it at first, or perhaps the students unable to use their account 
or unable to connect to their courses.

Moreover, institutions should direct the students in order to develop the 
student’s skill. This is in terms of the resources provided by the institution. 
The resources should be complete and excellent and should be informed 
to the students earlier.
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As for organizations, in order for organization to stay on top in the 
market, they need to implement business strategies that maximize the 
synergies between the workforce activity and productivity. Thus, with 
the appropriate technology support and training programs, using online 
learning becomes more effective. It is considered strategic due to:

• The evaluation of the workforce’s job functions qualified them to 
make positive impact on the organization and through that they are 
helping the organization in achieving their goals and aims.

• Supporting the succession planning, which helps the employees 
to gain knowledge and skills in order to assist the organization’s 
progress.

• The organizations are able to keep their budgets under control, 
develop and retrain their existing employees, and are able to reduce 
the cost that is associated with the external human resources recruit-
ment and selection.

Furthermore, technological advancement has been a great help for 
most organizations so as to generate data and at the same time making 
an improvements in the company in order to make it more efficient and 
effective. It has greatly reduced the cost for the company to operate while 
maintaining their position to be aligned with the other competitors. This 
leads the company to reduce cost and generate more profit as opposed 
to their expenses. In addition, the employees also may also gain a new 
skill of using IT while making use of it in a better way to strive for the 
company’s vision and at the same time achieving their true potential.

In order for this generation to be able to manage the online learning, 
they should have used various methods to differ the degree of success. 
This can be found in the project management. Traditionally, project 
management covers the strategic organizational issues and also tactical 
project level.

In organization, the relationships are the key to manage the online 
learning projects. It should be applied to every project team member; the 
stakeholders and also the end users should be kept in the circle of commu-
nication from the beginning. Through this project life, communication and 
expectations have to be managed as there would be misunderstanding in 
between such as information flow is very important as it would get mixed 
or mistaken or the information would get manipulated during the process. 
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In order for the projects to flow smoothly, the relationships in the circle 
need to be maintained. This is by involving representatives from high-risk 
groups early in the process.

Moreover, the training and preparation for the faculty and learners are 
needed. It is impractical to expect everyone in the circle to be able to know 
the meaning of the online learning and the technology or application used 
during this project. In order for the circle to be able to know their specific 
role or activity, time is needed to accommodate this. As for the preparation, 
it may vary from one specific role to another. For example, faculty would 
not know the communication challenges and this requires training. Thus, 
conducting assessments and planning for this training would be helpful.

Conversely, using this as the only method for managing learning purpose 
might be unwise; they also need to manage it using a hard copy method. 
For example, students who are studying might want to have the hard copy 
of the materials on what they are learning as sometimes the school server 
might be down and this will actually hinder their learning processes. Corre-
spondingly, the data being uploaded will have their own security system, 
which requires each individual to enter their username and password before 
proceeding to show the shared information. This kind of login system may 
encounter some glitch, which may cause the user to not be able to access 
into the system itself, hence, losing all the data that they have.

Furthermore, confidential information uploaded are also prone to be 
hacked and stolen. This may cause some of the companies to go in the 
verge of bankruptcy given that they are not able to restore their informa-
tion and block any external unauthorized access.

As for learners, even though some of the users know or are familiar 
with the online learning, Internet environment, or the technologies, they 
may not agree with these methods as they would prefer to the traditional 
methods. Thus, management team would have to overcome these barriers, 
such as scheduling additional time in order to make give time for the users 
to practice and helping them in a way it is needed.

In online learning projects, leadership is dominated by two roles, 
that is, project sponsor and the project manager. These leaderships 
have critical facts that should be known to the members. They define 
the vision, objectives, and success of the projects. They are needed to 
motivate the team, negotiate on their behalf, and balance the interests of 
the stakeholders and their team members in the realities of online learning 
projects environment.
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Lastly, the communication and the information flow needs to be well 
managed. The communication should be transparent so that the informa-
tion flow is supported in the Internet environment. The level of aware-
ness concerning project developments should be maintained among the 
stakeholders. Online learning project members need to do demonstration 
more by sharing information as much as possible so that the stakeholders 
make relevant decisions.
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CHAPTER 11

ABSTRACT

Throughout the past decades, the utilization of information and communi-
cation technology (ICT) has been escalating by making people’s lives and 
work much more efficient or effective, however, it has also been greatly 
exploited. ICT has been continuously advancing but problems and questions 
of these technologies harming our environment negatively are also rising. 
ICT refers to any technological devices that allow the access to information 
through telecommunication, while information system (IS) can go by the 
description as a computer system which has elements that collects, creates, 
stores, processes, and disseminates with a feedback mechanism (Leu et 
al., 2015; 2017) . IS is widely used in government organizations, private 
organizations, or businesses. It can perform business processes such as 
data storage, corporate website, corporate e-mail, customer transactions 
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processing, finance, accounting, payments processing, payroll processing, 
sales, marketing, and office tools such as Words and Excel. Subsequently, 
green information and communication technology (green ICT) designates 
to minimize the harm that ICT is causing to the environment by making 
ICT sustainable, waste less energy, disposing it appropriately, using it 
efficiently, and making it last longer. It is important for users to be aware 
of green ICT to make the world a sustainable place as global warming or 
the climate change is rising. It is undeniable that the world is becoming 
too reliant on technology where most fields are using it (Susanto, 2018; 
Susanto et al., 2018; Almunawar, 2015; 2018b). Efficiency and effective-
ness are achieved through the use of ISs when compared to the past. For 
example, in a supermarket business equipped with a cash register system 
with barcode scanning function technology, things would be easy when 
there is no price tag as cashier can simply scan the barcode to obtain the 
price, while comparing to the old method, where staff needs to find out the 
price through the higher management or a recorded system, be it a separate 
computer or through a book where price is kept. This traditional process 
causes inconvenience to the customers and also increases the inefficiency 
in the workplace (Susanto, 2016a; 2016b).

11.1 INTRODUCTION

Despite ICT bringing benefits to its users, it is also a major contributor 
to the contemporary environmental issues and also has several techno-
logical issues. The level of energy consumption from the technology 
and the rising carbon emission from it is causing a great harm to our 
environment. In a PowerPoint presentation by Professor G. N. Pandey 
from Indian Institute of Information Technology, standardization of green 
ICT with Green communication, he presented a present statistics that 
showed the current power consumption in ICT is 2%. He also stated that 
green ICT falls into one of the two broad classes: First, those who reduce 
greenhousegas emissions with the intention to deal with global warming. 
Second, establishing an economy with a sustainable growth with technolo-
gies associated including recycling, reducing resource and some aspects 
through biosciences (Susantoand Chen, 2018a; 2018b; Susanto, 2017a; 
2017b; 2017c). Green ICT is not a product but it requires the world to 
work together to save the planet by reducing the use of paper and recycling 
energy. Moreover, there is no certain way to dispose unwanted or damaged 
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technology units to a point where it is impossible to repair it anymore 
because it does not decompose at all. Especially, in Brunei Darussalam, 
there is no certain way to dispose it. It will only damage our environment 
further when the hazardous chemical or the metal in the technology is not 
handled well. Griffith (2016) stated that when technology is unusable and 
cannot be recycled anymore to a point where even charity does not accept 
it, it is called an electronic waste (e-waste), and it has it could possibly 
be dangerous to the environment. He further mentioned that electronics 
are filled with carcinogenic chemicals and heavy metals or toxic metals 
that are capable to be used but not when they are recycled incorrectly and 
placed in a landfill. He also stated that thousands of tons e-waste are sent 
to overseas annually to countries such as India and China, where it gets 
disposed or possibly burnt, which contributes lead and mercury into the 
air. It is already dangerous as the environment is deteriorating but some 
human actions are still contributing profusely due to people’s ignorance on 
the changing climate or global warming. Ahmed et al. (2016) suggested 
reducing ICT’s own energy consumption through the adoption of the 
SMART concept to measure the energy consumption:

1. Standardization of energy measurement method where the first 
requirement toward the energy saving is to know how much it had 
been used. The measuring technique has to be uniform and effective.

2. Monitoring of the energy used. He stated that to obtain a full 
picture of the energy consumption, we can monitor through the 
sensors and meter in the segment of technology.

3. Accounting for energy at each step because it is not used only at 
the end equipment or the server but it should be reported.

4. Researching and rethinking the revolution to lessen the ICT’s 
emissions from the services or the devices where the constant 
change has caused a small and light part in the reduction of energy 
consumption.

5. Transformation of ICT sector into an epitome of low carbon tech-
nology where this sector needs to have the capability to perform 
highly efficient system by going into the path of green technology 
and lead others to follow the path of green technology.

Furthermore, the efficiency and effectiveness ofan organization can be 
affected when the technology breakdown or hacking causes an organiza-
tion to lose all its information. The real question is what will happen to 
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organizations that are too dependent on ICT? When the technology used 
is experiencing an error, people would usually go back to pen and paper 
and do things manually as a contingency plan. On the other hand, the 
cost of maintaining the system could be handful as such technologies 
are not cheap to maintain, especially when the problems are difficult to 
diagnose. Breach of authorization in an organization canalso be a problem 
when unauthorized personnel access information that is authorized to 
certain people even when there is a system that only allows authorized 
personnel to access. These are the few examples of disadvantages that an 
organization can experience where it can also slow down the efficiency 
and effectiveness of using ICT.

In this research, we have obtained information from two government 
organizations (organizations A and B) and four private-level organizations 
in Brunei Darussalam (organizations C, D, E, and F) with forty partici-
pants through a survey questionnaire provided. The predetermined survey 
questionnaires were divided into four sections consisting of the IS or ICT 
awareness, green ICT, attitudes toward green ICT, and the business process 
reengineering (BPR) awareness for business sustainability. The organiza-
tions and participants will be denoted as organizations A, B, C, D, E, and 
F in the report where the organized responds from the organization will be 
represented in word form and graph figure. About 40 participants’ position 
title that answered the survey differs from organization to organization 
where it ranged from the top-ranking management to the lowest ranking 
employee.

The purpose of this report is to give a detailed outline on our findings 
and brief discussions from what we have obtained through six local orga-
nizations on green ICT through IS in the government- and business-level 
sectors. The research survey was aimed to demonstrate the influence of 
green ICT in BPR and the conveniences that the organizations had attained 
through:

1. The level of usage in the IS and the ICT awareness in the govern-
ment- and business-level sector in Brunei

2. The level of awareness of green ICT in the government- and 
business-level sector in Brunei

3. The attitudes of government- and business-level sector in Brunei 
toward green ICT.

4. The awareness and implementation of BPR in the government- 
and business-level sector in Brunei for business sustainability.
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The following chapter consists of a literature review, methodology, 
results, discussion, limitation, recommendation, and conclusion.

11.1.1 BUSINESS PROCESSING REENGINEERING (BPR)

BPR can also be known as business process change management, busi-
ness process redesign, or business transformation, which is defined as a 
basic comprehensive rethinking or redesigning of all the organizational 
structure, job definitions, business processes, management systems, work-
flow, and the beliefs and assumptions of an organization by The Business 
Dictionary. According to the Hammer and Company’s website, Michael 
Martin Hammer is recognized as one of the founders of management 
theory of BPR. The businesses and organizations in the market have been 
really competitive in increasing their profits in a world of business that is 
always changing and becoming more competitive. The main objective of 
a BPR is to change the previous way of performing task and working to a 
new one for a notable improvement or maximize profit through the use of 
ICT where it can help in the changing business methods. It became a key 
idea in the 1990s, where it influenced the management and transactions 
of organizations (Martin and Montagna, 2006). They further noted that 
it is not well accepted by organizations. In the first stage of the imple-
mentation, organization will be going through difficulties to get used to 
a new system as it is still new due to its complexity but their willingness 
to adapt to the new system will make a difference in the successfulness 
or the failure of the implementation. Stair and Reynold (2013) stated that 
the important aspect of an implementation is training where people need 
to be trained inthe application to avoid the mistakes that can be extremely 
costly to continue. They also suggested that procedures and policies have 
to go through the process of establishing, implementing, monitoring, and 
reviewing to reduce waste to maximize profits in a competitive world. 
Similar to procedures and policies, BPR needs to follow the process 
of establishing, implementing, monitoring, and reviewing to follow a 
successful implementation. Davenport and Short (1990) observed that 
companies that perform the major five steps of BPR were successful in the 
implementation. The implementation of five steps of BPR as suggested by 
Davenport and Short (1990) are as follows:
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1. Develop the process objectives and business vision by setting 
targets and prioritize the objectives to improve the quality of work

2. Determine the processes to the redesigned by identifying the inef-
ficient processes or critical processes

3. Measure and comprehend the existing problems by understanding 
and being able to identify the problems faced and setting a baseline. 
By identifying problems, companies can learn from their mistakes 
and prevent it from happening again while they come up with a 
baseline to adhere to the future.

4. Identify the information technology (IT) levers with the brain-
storming of the new process approaches.

5. Outline and build a paradigm of the process by implementing the 
technical and organizational aspects.

However, Hall et al. (1994) identified four ways by which fail the BPR 
where they studied the damaging execution through the organizations that 
they have studied:

1. Allocating average performers. The redesigning process will fail 
when the performers fail to lead with credibility and skills.

2. Measuring the plan only. Companies that implement the system 
but do not follow nor track the system’s process tend to fail.

3. Settling for the status quo. Organizations generally aim to expand 
the new redesign but they rarely translate the aspirations into a 
reality.

4. Overlooking the communication area. Organizations usually 
underestimate the power of communication in the implementation 
stage where it is essential to have a full communication program in 
order to succeed.

11.2 LITERATURE REVIEW

The widespread advancement and increasing growth of ICT havehelped 
economic development though as a consequence, the economic sustain-
ability is affected. One of the main global concerns is to reduce the impact 
of the environmental footprint of the ICT industry as the use of computing 
devices plays a huge and unsustainable role in global warming and climate 
change, that the ICT industry is held accountable for an approximately 2% 



Green Information and Communication Technology Awareness 259

of global carbon dioxide (CO2) emissions. Thus, green ICT is the latest 
manifestation and a green alternative to achieving a more sustainable 
business practice where by definition “green ICT refers to an approach in 
reducing the energy and other resources consumed and the emissions and 
other waste produced across the ICT lifecycle—from manufacture, procure-
ment, and use of ICT in an organization to its reuse and aims to improve 
environmental sustainability of organizations” (National Computer Board, 
2011). To define green computing, Saha (2014) states that it is “the practice 
and procedures of using computing resources in an environment-friendly 
way while maintaining overall computing performance.” It can also be 
considered as an ideal utilization and use ICT to oversee organizational 
activities in a more sustainable manner to achieve sustainable development.

Green IT is important to acknowledge the issues identified with the 
use of IT, mainly energy consumption, use of toxic substance, and e-waste 
(Hanne, 2011). First, the IT industry heavily relies on electricity for the 
operation of computers and datacenters, which cost operators such as 
Google and Amazon millions of dollars to run each year due to informa-
tion becoming more digitalized and stored online (Reardon, 2009). Such 
companies that provide cloud computing which is described by Mell and 
Grance (2011) as “a model for enabling ubiquitous, convenient, on-demand 
network access to a shared pool of configurable computing resources that 
can be rapidly provisioned and released with minimal management effort 
or service provider interaction” is one of the fast-spreading technologies 
for users to store, manage, and process data though, however, it comes 
with a cost as in exchange for efficient and reliable services, data centers 
consumes a large amount of power (Sinha et al., 2011). Second, the manu-
facture and packing of hardware and software components and e-waste 
is a concern as toxic and hazardous substances such as lead, mercury, 
cadmium, and polychlorinated biphenyls are released when such consumer 
electronics break down (Velteet al., 2008), which presents a risk to the 
environment and can affect human health. The proper disposal of e-waste 
could be a challenge for developing countries where due to inadequate 
e-wastemanagement, they are buried, burnt in the open air, or dumped into 
surface bodies (Nnoromand Osibanjo, 2008). Each stage of a computer’s 
life cycle from its production, use and ultimately, disposal, faces direct 
environmental challenges.

The adoption of green ICT is made by governments where environ-
mental policies are aimed at reducing the environmental impact of ICT. 
Moreover, its practice offers organizations benefits and opportunities such 
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as a competitive advantage and improved system use and operations. 
According to Murugesan (2008), in order to maintain the sustainability 
of the environment, a more comprehensive strategy should be approached 
and that is where Green IT plays a major role. He also stated four main 
domains of green IT, which are green use, green design, green manufac-
turing, and green disposal that should be focused on where the energy 
consumption of computers should be reduced to an environmental level, 
the disposal of old computers should be done efficiently without waste 
where the working components can still be reused, and designing and 
manufacturing hardware components and equipment that is energy effi-
cient and environmentally sound (Murugesan, 2008).

The consumer behavior toward the environment is also another impor-
tant factor. Environmental awareness and knowledge of consumers and 
users should be focused on in order to have an impact on attitudes and 
values, especially toward preferring green and environmentally friendly 
products, which will then propel green or nongreen companies to shift 
their focus on going green, which would improve their company image 
and attraction by contributing to conservation of the environment (Awan 
et al., 2011). However, although attitudes and society values are increas-
ingly turning green, changes made to implement green ICT in business 
practice are slow. (Ahola et al., 2010).

11.3 METHODOLOGY

The methods of conducting research for this chapter on the Green ICT as a 
Corporate ICT Strategy Survey were given to 6 organizations. A minimum 
of 10 respondents from each organization are needed for this research 
with a total of 40 minimum respondents from the organizations. The 
organizations that were chosen are National Radio Television, Authority 
for Info-communications Technology Industry (AITI), Armada Properties, 
FreshCoGroup of Management, Venice Lodge Property Management, and 
Shinobu Group of Management, which will be referred as organizations 
A, B, C, D, E, and F, respectively. The organizations that were chosen are 
from the public sector and private sector. Research was done using paper 
surveys that were prepared in advance and printed out. Each organization 
was given a total of 15 survey papers except for organizations C and D, 
which were given only exact 10 survey papers. Organizations E and F 
were only given 5 paper surveys. As for organizations D, E, and F, an 
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interview was conducted but not all employees participated. The survey 
was a closed-ended questionnaire, which required the organizations to 
show the respondents’ agreement or disagreement with the statements 
given by choosing the answers provided. Although specific departments 
were requested from the public sector only which was the ICT department, 
the survey was still done in a random sampling. Due to the shortage of 
employees from ICT department of organization A, after consulting the 
survey liaison, the survey was given to colleagues from other departments 
because of a minimum of 10 respondents were needed for the research. 
Moreover, organization B had a lack of cooperation with returning only 2 
surveys. Therefore, contingency plan of organizations E and F were given 
paper surveys as well to suffice the minimum respondents for the research 
and for a more accurate research. Aware of the situation of shortage of 
10 survey respondents to extract information to do research, two other 
organizations were included in the survey, which were organizations E 
and F. A total of 10 surveys were divided into 5 surveys for each organiza-
tion. Assuring every survey would be filled in, the surveys were given and 
the organization was able to complete the survey on the day itself before 
office hours. The objective of choosing between public sector and private 
sector organizations were to differentiate the knowledge of ICT for both 
sector organizations. Dealing with private sectors was more convenient as 
the organization’s chart is much narrower than public sectors, which had 
to take days for their organization to respond.

11.4 RESULTS

11.4.1 INFORMATION TECHNOLOGY (IT) AWARENESS

Figure 11.1 shows if the department uses the organization’s IS. The respon-
dentsfrom organization A indicates that 6 out of 10, which indicatesthat 
75% of the respondents utilizes the organization’s IS, while 4 people,that 
is, 25% does not use IT. All of the respondents for organizations B, C, D, 
E, and F utilize the organization’s IS.

Figure 11.2 indicates if their department uses the IS. About 63, 60, 40, 80, 
and 40% chose “always” for organizations A, C, D, E, and F, respectively. 
The respondents that chose “often” from organization A is 13, organization 
B—50, organization C—30, organization D—50, organization E—20, and 
organization F—60%. Organizations B, C, and D chose “once in a while” 
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with 50,10, and 10%, respectively, while organizations A, E, and F chose 
none. Lastly, only organization A with 25% chose “never.”

Figure 11.1 (See color insert.)

Figure 11.2 (See color insert.)



Green Information and Communication Technology Awareness 263

Figure 11.3 shows how often the management ISis reviewed by IT or 
the related people. All of the respondents chose “often (once every month)” 
for organization B and organization F. As for “Daily,” only organizations 
A, C, D, and E chose it with 13,50, 30, and 40%, respectively. Organiza-
tions A, C, and D chose “others” with 50, 20, and 10%, respectively. None 
of the respondents chose “hourly.”

Figure 11.3 (See color insert.)

Figure 11.4 shows how long the organizations have been using the IS. 
According to the respondents from organization A, 13% chose “1–2 years” 
and 63% chose “2 years and more,” while all respondents from organiza-
tion B chose “2 years and more.”From organization C, 10% of the respon-
dents chose “6 months to 1 year,” while 30% of the respondents chose 
“1–2 years,”“2 years and more,” and “less than 6 months.” Organization 
D has an inconsistent response from respondents with 10% chose “Less 
than 6 months,” 20% chose “6 months to 1 year,” and “1–2 years.” Lastly, 
organizations F and E havesimilar responsesfrom the respondents with 
40% chose “1–2 years” and 60% chose “2 years and more.”

Figure 11.5 shows if the respondents have the right authorization 
to access the documents in their IS. All the respondents have an access 
to the documents in their organization’s IS for organization B. As for 
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organization A, only 63% of the respondents chose “yes” and 38% chose 
“no.” Organization C has a majority of 80% respondents choosing “yes,” 
while the remaining percentchose ”no.” Organization D has an equal 
percentage of 50% respondents choosing “yes” and “no.” As for organiza-
tion E, majority of the respondents chose “no” and only 20% chose “yes.” 
Lastly, organization F has 60% respondents choosing “yes” and only 40% 
chose “no.”

Figure 11.4 (See color insert.)

Figure 11.5 (See color insert.)
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Figure 11.6 indicates what type of information security breach has 
their organization encountered. Option 1 is system failure/data corruption, 
option 2 is infection by viruses of malicious software, option 3 is theft or 
fraud involving computers, option 4 is attack by an unauthorized outsider/
system hacked, and option 5 is misuse of authorization access. Organiza-
tion A has five respondents chose option 1, six respondents chose option 2, 
one respondent chose option 4, and two respondents chose option 5. Orga-
nization B has an equal number of respondents that chose options 1,2,4, 
and 5. Majority of organization C chose option 1 with eight respondents 
and five respondents chose option 3 and none for options 3,4, and 5. Orga-
nization D has an equal respondent of six for options 1 and 2, option 3 was 
chosen by only one respondent, option 4 was chosen by two respondents, 
and three respondents chose option 5. Organization E has respondents 4 
out of 10 chose option 1, 5 chose option 2, none chose option 3, 2 chose 
option 4, and 5 chose option 5. Lastly, organization F has an equal number 
of respondents that chose option 1 and 4,that is, 3, 4 respondents chose the 
options 2 and 5, and none chose option 3.

Figure 11.6 (See color insert.)

Figure 11.7 shows whether or not the organization outsources to 
external providers for the IS used irrespective of the organization they 
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work in.Theanswers are not consistent from the respondents from the 
same organization except for organization B and organization F who chose 
“yes.” For organization A, five out of eight respondents chose “yes,” while 
the remaining chose “no.” Organization C has an equal percentage,that 
is, 50% of the respondents choosing “yes,” while the other 50% “no.” 
Meanwhile, for organization D, only six out of nine respondents chose 
“yes.” Lastly, for organization E, only two out of five respondents agree 
that their organization outsources for their IS.

Figure 11.7 (See color insert.)

Most organizations turn to outsourcing to external providers for their 
information security system such as for its development, maintenance, and 
support in order to cut costs as it is cheaper to contract and hire third-
party expertise. However, there is an inconsistency in response from the 
employees working in the same organization except for organizations B 
and F,while the rest have mixed results as to whether or not their orga-
nization does or does not. Based on the findings, this implies that the 
respondents from organizations A, C, D, and E are unsure or unaware of 
the organization’s business practice.

In Figure 11.8, the graph compares the type of IS training that is 
provided in each respondent’s respective organization. The options for the 
respondents to choose from are as follows:

Option 1: IS basics
Option 2: Management and implementation training in IS
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Option 3:  Application of information management/life cycle management
Option 4: Risk management and contingency planning
Option 5: None of the above

Figure 11.8 (See color insert.)

Figure 11.9 shows the results of the standard procedure in their respec-
tive organization or department present in their information security 
system. The respondents are allowed to choose more than one answer, 
where the options provided are as follows:

Option 1: Firewall
Option 2: Antivirus
Option 3: Formal written information security policy documented
Option 4:  Implement authentication, authorization, accountingfor all 

users
Option 5: Accounts and passwords individually

For organization A, the most chosen options are options 1, 2, and 
5,while the least chosen answers are options 3 and 4. For organization 
B, all of the respondents only chose options 4 and 5. However, for orga-
nization C, the respondents chose all but option 3. For organizations E 
and F, the respondents from both organizations only chose options 4 
and 5.
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Figure 11.9 (See color insert.)

The standard procedures are essential for an IS for a more secure 
protection of information though, however, the types of standard proce-
dures implemented vary differently as seen in the graph though there 
are different responses coming from the employees working in the same 
organization despite using the same IS (Susanto and Almunawar, 2018a; 
2018b; 2015a; 2015b ; Liu et al., 2018 ; Susanto et al., 2011).

Figure 11.10 shows the results of the responses of each organization 
for the possible measures taken to mitigate information security system 
breach. The options are:

Option 1: Restrict access to the Internet at work
Option 2: Block access to inappropriate websites
Option 3: Block access to social networking sites
Option 4: Monitor websites/socials through logs

For organization A, the respondents havevaried answers as two out of 
seven chose option 1, three out of seven chose option 2, while the remaining 
two chose options 3 and 4, respectively. However, the respondents from 
organization B only chose option 1. Both organizations E and F havethe 
same results where they chose only option 2. As seen in the graph, the 
most picked options would be options 1 and 2. The least picked options are 
the remaining,that is, options 3 and 4,while for organization A, only 1 out 



Green Information and Communication Technology Awareness 269

of 10 respondents picked options 3 and 4, respectively. For organization B, 
only 2 out of 10 respondents picked option 4.

Figure 11.10 (See color insert.)

To ensure that the possibility of an information security system 
breach from happening, certain measures shouldbe taken such as the 
options listed above to avoid security breach or information leakage 
where the employees’ activity would be restricted and monitored. The 
most picked option would be option 2, which blocks an access to inap-
propriate websites. However, as most or all of the options provided could 
be carried out or enforced in an organization, the question in the survey 
did not state that the respondents could choose more than one option. 
Thus, it may have limited the respondents from validly answering the 
question.

Figure 11.11 shows the options provided on how the organiza-
tion could possibly react to the issues related to information security 
systems. They are as follows:

Option 1: Improvement in information security policies
Option 2: More investment in information security system
Option 3: Trainings on information security system
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Figure 11.11 (See color insert.)

For organization A, seven out of eight respondents answered,while two 
out of seven chose option 1; three out of seven chose option 2, while the 
remaining two respondents chose option 3. For organization B, only option 
2 was chosen. For organization C, however, 8 out 10 respondents chose 
option 1, while the remaining two respondents chose options 2 and 3, 
respectively. For organization D, six out of nine respondents chose option 
1, while the remaining chose option 2. Organizations E and F havesimilar 
results where all the respondents from both organizations chose option 2 
only.

The limitation on these types of questions in the survey is that it require 
respondents to only choose from the given options, that is, they are not 
able to provide their own answer if it was not given as an option and thus 
reducing the accuracy of the answers.

Figure 11.12 shows the results of the business processes that are 
involved by using the IS where the respondents are allowed to choose 
more than one answer and the options are as follows:

Option 1: Corporate website
Option 2: Corporate e-mail
Option 3: Payment processing
Option 4: Payroll processing
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Option 5: Sales and/or marketing
Option 6: Customer transaction processing
Option 7: Finance and accounting
Option 8: Office tools (e.g., Word processing)
Option 9: Data storage

There is a similarity in the results for organizations B, E, and F, where 
all the respondents chose all the options except for options 1 and 2, possibly 
because the IS used in their organization provides all the information to 
do the provided business processes. There could be a possibility that their 
organization does not have their own corporate website or e-mail or the 
employees that participated in the survey are not aware. However, the 
answers vary with organizations A, C, and D. The most chosen option out 
of all would be option 9,that is data storage, which is vital as a part of the 
IS for the recording and storing of information such as crucial file systems, 
databases, and repositories. All of the mentioned business processes above 
are all equally important though it depends on the job position and require-
ments of the respondents who filled in the survey.

Figure 11.12 (See color insert.)
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11.4.2 GREEN INFORMATION AND COMMUNICATION 
TECHNOLOGY (ICT) AWARENESS

The Figure 11.13 shows organizations A and B with equal respondents on 
the question set,“Are you aware of the risk to the environment because of 
global warming, carbon footprint, etc.?” with 50% chose either “yes” or 
“I am not aware.” However, organization C was the most aware of the risk 
to the environment caused by global warming, etc. The other respondents 
among each organization had the highest awareness as well with 5 respon-
dents among 10 in organization D and 3 respondents among 5 in organiza-
tion E. Organization F had equalresponse for “yes” and “no, somewhat 
aware.” All organizations had at least a minimum of one respondent who 
is not aware of what was asked in the question set in the questionnaire.

Figure 11.13 (See color insert.)

Figure 11.14 shows several ways in which green ICT deals with the 
use of computers and related technologies, which follows four different 
answers to choose from. They are:

Option 1: Minimizes energy and resource consumption
Option 2: Minimizes e-waste
Option 3: Reduces carbon footprint
Option 4: All of these
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Figure 11.14 (See color insert.)

Organization A had the most respondents with option 3, followed 
by option 1 as 50 and 25%, respectively. The result follows with equal 
respondents with options2 and 4, respectively, of 13% each. Organization 
B chose equal parts of options 2 and 4. In organization C, four of the 
respondents chose option 1, followed by one respondent choosing option 
2; three of the respondents chose option 3; andtwo of the respondents chose 
option 4. For organization D, 90% of the respondents went with option 4, 
while the remaining 10% went with option 2. However, for organization E, 
all respondents chose option 4. Lastly, organization F only chose options 
2, 3, and 4 with equal percentage of 20% for options 2 and 3, and the 
remaining 60% went with Option 4.

Figure 11.15 shows the average laptop uses 20% as much energy as 
a desktop PC” in the questionnaire. This question gives options as true 
or false. For organizations A, B, and C show equal percentage of 50% of 
both, true and false, where four respondents each from organization A, one 
respondent each for true and false for organization B, and five respondents 
each for organization C chose an equal part of either true or false. Orga-
nization D on another hand had 60% for false and the remaining for true. 
Organization E was opposite and had a higher percentage of 80% for true 
and the remaining 20% chose false. For organization F, two respondents 
chose true, whereas the remaining three out of five respondents chose false.
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Figure 11.15 (See color insert.)

In green ICT awareness, the respondents were asked the questions 
based on their knowledge about computer’s processors where the question 
was phrased as “As personal computer’s processor gets more powerful, 
they likewise increase their power demands.” Participants were required 
to indicate true or false as their answers on the provided questionnaire. 
The results were such that in organization A, seven respondents with 88% 
answered true and one participant with 13% answered false. In organi-
zation B with two participants only, they each answered true and false, 
leaving the results to an equal of 50% false and 50% true. In organization 
C, there were 10 participants, and 90% of the 10 participants answered 
true, while the other 10% answered false. In organization D, there were 
10 participants, and seven respondents with 70% answered yes, while the 
other three respondents with 30% answered false. Furthermore, in orga-
nization E, there were only five participants and 100% answered true. In 
addition, organization F also had five participants, where three out of five 
with 60% answered true and the other two with 40% answered false.

Participants were further asked abouttheir awareness of power 
consumption inthe situation wherethey switch on and off or restarting 
multiple times, the power consumed increases rather thanleaving it 
switched on. The question in the predetermined questionnaire was 
“Constantly shutting down and restarting your computer during the day 



Green Information and Communication Technology Awareness 275

would consume more energy than leaving it running.” Participants were 
also required to indicate true or false on the survey distributed to them. 
The results from six organizations were as followed: In organization A 
with eight participants, four, that is, 50% answered “yes,” while the other 
four respondents answered false, causing it to be divided equally in 50%. 
However, organization B had only two participants and one answered true 
and the other one answered false, causing it to be equally divided similar 
to organization A. Furthermore, organization C had ten participants, where 
eight answered true, leaving it a percentage of 80% and the other 20% 
was two respondents that disagreed. Similarly, organization D also had 
ten participants, where seven respondents answered true with a percentage 
of 70%, while the false was answered by three respondents with 30%. 
Furthermore, organization E had five participants, where three answered 
true, with a percentage of 60% and the other two respondents with a 
percentage of 40% with the answer false. Lastly, organization F’s response 
on this question was 60% true with three out of five participants and 40% 
false with the other two participants.

In another question from the questionnaire, “It is better to use your 
equipment as long as possible to keep it from becoming e-waste.” The 
participants were asked abouttheir awareness on e-waste where the state-
ment suggested that it is more environmental friendly to recycle and keep 
using equipment rather than throwing it and let it become an e-waste. The 
results were that in organization A with eight participants, four respon-
dents answered true, setting the percentage rate to be 50%, while the other 
four respondents answered false, also setting a percentage rate of 50%. 
Further, in organization B with only two participants has a result of 50% 
true and 50% false with one each answering true and false, respectively. 
Additionally, in organization C, four participants out of ten agreed that it 
is better to continue using the equipment causing a percentage of 40%, 
while the other 60% disagreed with the statement. Meanwhile, in organi-
zation D, five out of ten participants answered true with 50%, 40% with 
four participants answered false, while one participant equivalent to 10% 
did not answer the question in the questionnaire. Organization E had five 
respondents, where two answered true, while two answered false, leaving 
a percentage of 40% and 60%, respectively. Lastly, organization F also 
had five participants, but the results are different as three respondents 
indicated true, while the other two indicated false, setting a percentage of 
60 and 40%, respectively.



276 The Emerging Technology of Big Data

The below graph (Figure 11.16) shows organization A with a total of 
eight respondents, where seven chose true and the remaining respondent 
chose false. For organization B, all respondent chose true. For both 
organizations, C and D, with a total of 10 respondents each, both had 7 
respondents choosing true and 3 respondents choosingfalse. The total does 
not add up for both Organizations as 1 from each organization left this 
particular question blank. However, for organizations E and F, four out of 
five respondents chose true and three out of five respondents chose true, 
respectively. The remaining chose false.

Figure 11.16 (See color insert.)

The questionnaire further asked participants’ knowledge on a way to 
reduce carbon footprint as they stated that using online learning or educa-
tional services could reduce the carbon footprint. The question printed on 
the questionnaire was “Online deployment of learning and educational 
services is a way to reduce carbon footprint.” In organization A, six out of 
eight respondents answered true with 75% and 25% with two respondents 
answering false. Furthermore, organization B’s two participants answered 
false, setting a percentage of 100%. For the other organization, organi-
zation C, ithad a percentage rate of 80%,where eight answered true and 
10%,where one answeredfalse, while one respondent did not indicate true 
or false in the questionnaire. Additionally, organization D responded with 
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60% true with six participants and 40% false with four participants. Inor-
ganization E, two out of five participants agreed with the statement, setting 
a 40% percentage rate, while three out of five participants disagreed with 
the statement with a percentage rateof 60%. In organization F, three out of 
five participants indicated true and two out of five indicated false, with a 
percentage rate of 60 and 40%, respectively.

Participants were also asked whether they think that telecommuting is 
a mean of working or learning which can reduce the traveling. The ques-
tion predetermined on the questionnaires handed out was, “Telecommuting 
means to work or learn from home and thus reduce travel.” The results that 
were obtained from organizations A, B, C, D, E, and F are as followed: In 
organization A, all eight respondents agreed with the statement by indicating 
true, with a percentage rate of 100%. In organization B, there were two 
respondents and both the respondents also indicated true in the question-
naires, with a percentage rate of 100%. Furthermore, in organization C, 
seven out of ten participants agreed with the statement by indicating true, 
setting a percentage rate of 70%, while two participants set a percentage rate 
of 20% by indicating false but one participant did not answer the question by 
leaving it blank, which contributed to a percentage of 10%. Meanwhile, in 
Organization D, seven out of ten respondents indicated true, while three out 
of ten answered false, setting a percentage rate of 70 and 30%, respectively. 
In organizations E and F, which have five participants each, all the partici-
pants from both the organizations indicated true and agreed to the statement, 
setting a percentage rate of 100% of both the organizations.

The chart of Figure 11.17 shows that for organizations B and F two 
and five respondents, respectively, chose all false for this question set by 
in the questionnaire. Organization A has a low 13% for true and a high 
88% for false. For organizations C and D, both organizations had similar 
responses, where seven of each organization’s respondents chose true 
and the remaining three respondents from each organization chose false. 
Lastly, for organization E, 40% of the respondents chose true and the 
remaining 60% chose false.

The last question for “Green ICT Awareness” asked was if “Studying 
electronic documents is greener than printed documents.” Organizations 
B, E, and F, all of which have two, five, and five respondents, respectively, 
each chose true. For organization A, 88% chose true and the remaining 
percentage chose false. In organization C,out of 10 respondents, 8 respon-
dents chose true and 1 respondent chose false. One respondent from 
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organization C did not respond to this question. Lastly, in organization 
D of 10 respondents, 90% chose true and the remaining 10% chose false.

Figure 11.17 (See color insert.)

11.5 DISCUSSION

11.5.1 GREEN ICT AWARENESS

In Green ICT Awareness, it can be concluded that the respondents collec-
tively had mixed views regarding Green ICT Awareness. According to the 
results, it shows the proof that green ICT is not common. In Figure 11.13, 
organization C shows the most awareness although not being a strong 
IT field. However, in this research, the public organizations show equal 
awareness. With 50% each shown in Figure 11.13, it can be concluded that 
from the public sector and from the respondents that green ICT has been 
proven to spread but falls short to the knowledge for everyone.

Moving on to the results shown in Figure 11.14, one of the options given 
was minimizing energy and resource consumption, which, from the sentence 
proves to save more energy in terms of power and other forms of energy. 
The other included the minimizing of e-waste from green ICT that could 
harm the environment. Option 3 reduces carbon footprint, which in other 
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terms means that it reduces the amount of greenhouse gases. Although orga-
nizations A and B, which are from the public sector show a little proof to the 
usage of green ICT, organization A agrees more on the reduction of carbon 
footprint by using green ICT. However, the results shown in Figure 11.14 
shows that organizations D, E, and F, which are from the private sectors 
claim to agree that all of the options given deal with the use of computers 
and other related technologies that helps with the awareness of green ICT.

The average laptop is said to have consumed 20% more energy than 
a desktop personal computer. Generally, this fact could be both true and 
false. A personal computer functions with running power. This means it can 
only function through a plugged socket, whereas a laptop consumes energy 
from only the portability of the device itself. A laptop is able to function 
without consuming continuous power electricity. Besides the fact that the 
power used to charge a laptop comes from generating electricity. This 
power can possibly use up more energy to charge the device than using 
a desktop personal computer. However, the same energy is used when a 
desktop personal computer is used longer than the usual period. From the 
Figure 11.15, 50% of the respondents agree and disagree to this fact.

Recycling printer cartridges is greener than refilling them. Green ICT 
from the title itself shows that saving the environment is better than any 
other option. For one, recycling the cartridges helps in the reduction of 
wastes. This can be seen in Figure 11.16 that all organizations agree with 
recycling the cartridges is greener than refilling them as the recycled prod-
ucts are involvedingood use. All other questions set in the questionnaire 
are facts to show if organizations are aware of green ICT in the country. 
Many of the factsshow both true and false according to the respondents 
themselves as this section was to see if people were aware of green ICT.

11.5.2 ATTITUDES TO GREEN ICT

The uptake of IT leads to the even more generation of e-waste. It is right 
for people to know the significant risk of consuming energy and generating 
e-waste. In Figure 4.1, the question was asked whether the respondents 
think that IT community has contributed to put the environment at such 
risk. From the result shown in the graph, the respondents’ answers are 
mostly skewed to the left side, which means that majority agree that IT 
community has been involved in putting the environment at risk. Orga-
nizations C, D, and E are with the highest agreements, where 80% of the 
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respondents are from organizations C and D and 100% from organization 
E. Both public and private organizations agree that IT is the main source 
of computer usage, generating e-waste because business sectors are most 
likely to have ICT items such as PC, monitor, and laptop. The composition 
of the components of these items is considered to be hazardous, presenting 
elements such as mercury, arsenic, and lead, which can contribute to the 
harming of environment.

The result shown in Figure 4.2 shows that the organizations believe that 
the large IT companies are doing enough to integrate policies and solu-
tions that are environment-friendly. For example, as observed in Figure 
4.3, 70% from organization D agreed that the large IT companies have 
done enough. However, some organizations such as organization A has a 
slight disagreement of 12.5%, and 50% that has no idea whether large IT 
companies are doing enough or not. This result is maybe because large IT 
companies have not done enough for everyone, including the respondents 
to realize that they have done anything to integrate environmental policies 
and solutions. This lack of existing policies may affect the attitude toward 
the implementation of green ICT.

Due to e-waste generation and greenhouse gases being produced with 
73%, which is more than half of the total respondents to agree that the IT 
community has contributed to put the environment at risk (Figure 4.1). 
This leads to 83% of the respondents from all six organizations to strongly 
agree that educational institutes should take the initiative in spreading 
green computing awareness and implement it as a practice (Figure 4.3). It 
is important for IT personnel to update the knowledge with regard to green 
ICT because the lack of skills may hinder the implementation of green ICT 
to be successful. Educational institutes should support this implementation 
by means of having seminars or workshop regarding it to encourage other 
people, not just IT personnel to know about green ICT.

The increase of carbon footprint increases the production of green-
house gases is significantly risking the environment. Figure 4.4 shows 
whether carbon footprint can be reduced if using learning methods and 
services when implementing ICT. It is observed that 75% agreed that it 
helps institutes to reduce carbon footprint. Apart from helping people to be 
aware of green ICT, the institutes can put on some action by implementing 
services and methods so that carbon footprint can be helpedto be reduced. 
Methods such as recycling the ICT items or using these items efficiently, 
making the most out of it without any wastage, can be used.
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In all sectors of the economy ICT was introduced, and this has caused the 
usage of ICT to increase. This increase may affect the climate in the busi-
ness chain system because ICT consumes large amount of energy and emits 
greenhouse gases, which are very hazardous. Green ICT has been used to 
sustain IT in every environmentally way possible. The primary target is to 
reduce the large consumption of energy and the hazardous greenhouse gases 
that ICT has caused. There are a few recommendations that can potentially 
be a way to improve the environmental efficiency of ICT.

As from the surveys conducted, the results overall showed that ICT 
personnel are not aware of the impacts that green ICT makes and what the 
advantages it can gain to organizations. ICT personnel play an important 
role here because helping them to be aware of green ICT is going to likely 
be the drivers of green ICT uptake. If ICT personnel havethe knowledge 
to use it, they should be prepared for its implementation. It is very impor-
tant for people to understand that everyone should know and be aware of 
green ICT, particularly, business organizations so that they can engage 
with it and know potentially the chance of getting a sustainable world that 
all aimed for. However, if there is any disparity in the understanding of 
implementing green ICT, it will be difficult.

From the result in Figure 11.13, it is observed that many responses 
were strongly skewed to the agreement that they are aware of green ICT. 
However, they are not aware if their organization has implemented green 
ICT or not. This shows that it is possible that there is a lack of training in 
green ICT or maybethere has never been any training at all. This lack of 
training can lead to the barriers toward green ICT to be implemented. This 
also provides the reason why, according to our findings, the organizations 
have no idea whether they have been using green ICT or not. This lack 
of training, too, results in the lack of skills where IT staff are not able 
to support the implementation of green ICT or let alone any innovative 
implementations. Training is vital for any organizations because if the 
skills are lacking, workers’ productivity will be limited and therefore 
limiting the application of any new technology. Organizations may result 
in having to face challenges from it. Therefore, planned training should be 
done and all personnel of the organizations who are involved in green ICT 
implementation are required to participate.

Another way to let people be aware of green ICT is to conduct work-
shops and seminars about it so that ICT personnel are updated about the 
green ICT knowledge. Thereason why organizations are not aware of 
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green ICT is that because there are no workshops or seminars to let them 
know about it. By means of creating awareness, workshops and seminars 
may help personnel to improve the skills of ICT and their expertise levels, 
therefore increasing employees’ productivity. The third way is to manage 
the organizations, where implementing new innovations like green ICT 
will result in them being resistant to the change becauseany implementa-
tion of new technologies depends on the people. People resist the changes 
of their existing work practices or due to high cost and mainly due to 
the lack of awareness and the perceived feeling of not needing the skills 
to implement and support such technologies. Therefore, such resistance 
has to be managed by the top-level management to make sure that green 
ICT implementation will be successful. The fear of failure to realize what 
e-waste causes from the uptake of ICT can be another reason forthe lack 
of awareness. As from Figure 11.13, it is observed that few respondents 
from all six organizations had no idea what IT has contributed to. It is 
important for everyone to be aware because the lack of support for the 
implementation of green ICT can hinder the process of it to be successful.
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