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To THE READER 

IT IS A SURPRISING FACT that many good students, when they sit 

down to write course papers or bachelor's theses or even doc

toral dissertations, fear that they have nothing to say. They un

derstand methods. They know about sources and data. But 

their own contribution seems to them obvious or trivial. 

It is little wonder students feel this way. Faculty stuff liter

atures and methods into their heads until there is little room 

for anything else. Of course students think everything has al

ready been said; they just read it last week. And of course they 

make theoretical arguments by blending ideas from here and 

there like squirrels furnishing a nest with trash; they haven't 

learned to create theoretical arguments on their own. Small 

wonder they feel at a loss. 

What then does it take to have something to say? It takes 

two things. The first is a puzzle, something about the social 

world that is odd , unusual, unexpected, or novel. The second is 

a clever idea that responds to or interprets or solves that puzzle. 

Everything else-the methods, the literature, the description 

of data-is really just window dressing. The heart of good 

work is a puzzle and an idea. 

Although I shall talk about puzzles in the last chapter, this 

is chiefly a book about finding ideas. And while I talk about 

social science methods and about research using those methods, 
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Chapter One 

EXPLANATIO N 

SCIENCE IS A CONVERSATION between rigor and imag inarion. 

What one proposes, the other evaluates. Every evaluation leads 

to new proposals, and so it goes, on and on. 

Many people think of social science less as a conversation 

than as a m onologue. For them, it is a long speech that ends 

with a formal question, to which reality meekly answers yes or 

no like the plastic heroine of a Victorian novel. Yet no good re

searcher believes in such monologues. Researchers know all 

about the continual interchange between intuition and method, 

just as they know about the endless teasing of reality as it 

evades them. Social science in practice is less old-style romance 

than modern soap opera. 

The monologue version of social science is of course easier to 

describe. There are many excellent books about its machinery: 

3 
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how to propose a question , how to desig n a study, how to ac

quire and analyze data, how to draw inferences. Indeed, many 

books are organized around particular ways of doing these 

things, rhe various "methods," as we call them: ethnography, 

surveys, secondary dara analysis, historical and comparative 

methods, and so on. All that is fine and good. 

But such books forget the other voice, the imaginative voice 

of whimsy, surprise, and novelty. This discovery side of social 

science is more systematic than we think. Social scientists use 

gambits of imagination, mental moves they employ ro hasten 

discovery. Like gambits in chess , these mental moves are 

formulas for the opening, developing, and realizing of possi

bilities. Some are general gambits implicit in the nature of ar

gument and description, while others arise in conceptual issues 

that pervade the disciplines. All of these gambi ts work within 

any kind of method. They make up the heuristic of social sci

ence, the means by which social science discovers new ideas. 

We need heuristic because, as I said, social reality often re

sists the charms of methodology. As social scientists , we aim to 

say something interesting-perhaps even true-about social 

life. Yet social reality often makes a stingy reply to even the 

best of our methodological monologues, returning tiny correla

tions even though challenged by the best of questionnaires, 

returning simpleminded truisms even though watched by 

months of earnest ethnography, returning boring stories even 

though questioned by years of painstaking archival research. 

Social reality wants a subtler wooing; it wants rigor and 

imagination. 1 

So this is a book about heuristic, a book of aids to the social 

scientific imagination. Because I am a sociologist, many of the 

EXPLANATION 5 

examples I use in the book come from sociology. But because 

the social sciences are all mixed up together, not all of the ex

amples will be sociological. The social sciences share subject 

matters, theories, and a surprising amount of methodology. 

They are nor organized into a clearly defined system but take 

their orientations from various historical accidents. Loosely 

speaking, economics is organized by a theoretical concept (the 

idea of choice under constrai nt), political science by an aspect 

of social organization (power), anthropology by a method 

(ethnography), history by an aspect of temporality (the past), 

and sociology by a list of subject matters (inequality, the city, 

the family, and so on) . Thus, there is no single criterion for the 

distinctions among disciplines . As a result, when one or an

other discipline becomes too much of a bore, the others make 

fun of it and steal its best ideas to put them to better use else

where . All of this flux means that a heuris tics book can range 

widely, as this one will. 

THE FIRST TWO CHAPTERS introduce the aims, means, and as

sumptions of social science research. I begin with explanation 

because explanation is the purpose of social science. I then in

troduce some types of methods-some of the various ways in 

which social scientists have tried to be rigorous. I treat these 

methods as concrete realizations of "explanatory programs," 

programs that carry out the different concepts of explanation 

introduced earlier in the chapter. 

Chapter Two turns to a more customary approach . I charac

terize methods in terms of a set of conceptual issues- nine of 

them, in fact . I first introduce these conceptual issues, then 

give the customary account of methods (l skipped it in Chap-
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ter One), which says that methods are best defined in terms of 

these nine issues. Then I leave the beaten path. I discuss the 

critiques that each method poses to the others and show that 

these critiques lead us into an endless cycling through the 

methods (both in theory and in p ractice). Moreover, the con

ceptual issues themselves turn out not to be fixed things; they 

have an unstable, fractal character. Not only do they differenti

ate one method from another, they also differentiate internal 

strands within each method-and internal strands within the 
internal strands. And so on. 

Chapters One and Two are the heavy lifting before the fun 

part begins. While the main aim of the book is to stimulate 

imagination, it needs to present a clear sense of rigor as well. 

Otherwise, we won't be able to tell the d ifference between 

imagination and foolishness. Recognizing that difference 

means getting a secure sense of what explanation is, of why we 

seek explanations, and of what different kinds of explanations 

and programs of explanation exist in social science. It also 

means having a solid grasp of more traditional ways of think

ing about rigor, which are p resented in Chap ter Two, with its 

litany of the classic methodological debates in social science 

and its endless isms. (Ultimately, I will turn these isms from 

dead methodological debates into live heuristics.) 

Having set forth the basics of rigor in Chapters O ne and 

Two, I then turn to imagination. Chapter Three d iscusses the 

general concept of heuristic and sets forth the two simplest 

heuristic strategies: the additive heuristic of normal science and 

the use of commonplace lists to generate new ideas. Chapter 

Four considers in detail the general heuristic gambits that 

search for importable novelty elsewhere and produce it by 
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transforming our existing arguments. Chapter Five looks at the 

heuristics of time and space, the heuristics that change ways of 

describing or envisioning social reality so as to produce new 

ideas. Chapter Six examines the gambits that arise om of the 

basic debates and methodological concerns of Chapter Two

making a posit ivist move within an interprerive tradition, for 

example. Finally, Chapter Seven discusses the problem of eval

uat ing the ideas produced by heuristics. It asks how we know a 

good idea when we see one. 

I have drawn examples from as far back as the 1920s and as 

recently as 1999. Old work is not necessarily bad work. New

ton himself is a good example. Newton became the greatest 

name in modern science by giving up on the medieval question 

of the nature and origins of mot ion. He solved [he problem of 

motion by simply assuming that (a) motion exists and (b) it 

tends to persist. By means of these assumptions (really a matter 

of declaring victory, as we would now put it), he was able to 

develop and systematize a general account of the regularities of 

motion in the physical world. That is, by giving up on the why 

question, he almost completely answered the what question. So 

following his example, we learn that switching questions is a 

powerful heurist ic move. 

The very same move has occurred in social science. One of 

the great d ifficulties in the work of Talcott Parsons, the domi

nant American sociologist of the mid-twentieth century, was 

in explaining social change. Parsons held that social behavior 

was governed by norms, which were themselves governed by 

values, which were themselves governed by yet more general 

values. In such a system, change could be conceived only as 

local breakdown, a problem event that had somehow escaped 
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the superv1smg norms. Later writers handled the same prob

lem-explaining change-by simply assuming that social 

change was not unusual at all; rather, it was the normal state 

of affairs. With this assumption, t he various historical sociolo

gists who challenged Parsons were able to develop much more 

effective accounts of social movements, of revolutions, and, 

indeed, of the rise of modernity in general. This was exactly 

the Newtonian move: historical sociologists gave up on ex

p laining change and simply assumed it was happening all the 

time. Then all they had to do was figure out what is regular 

about the way it happens. (They should have gone on to ex

p lain stabili ty, of course, but they pretty much forgot about 

that!) 

Thus , old work provides useful examples of heuristics just 

as new work does. This means that as I introduce the reader 

to the basic tool kit of heuristics in social science, I can simul

taneously introduce some of the great heritage that that tool 

ki t has produced. Let's begm, then, at the beginning-with 

explanation. 

I. EXPLANATION 

Social science aims to explain social life . There are three things 

that make a social sciemist say that a particular argument is an 

explanation. First, we say something is an explanation when it 

allows us to intervene in whatever it is we are explaining. For 

example, we have explained the economy when we can manage 

it . We have explained poverty when we know how to eradicate 

it. 

Second , we say an account explains something when we stop 

looking for further accounts of that something. An explanation 

EXPLANATION 9 

is an account that suffices . It frees us to go on to the next prob

lem by bringing our current problem into a commonsense 

world where it becomes immediately comprehensible. So socio

biologists say they have explained altruistic behavior when 

they show it to be merely an accidental result of selfish behav

ior. They go no further because they think selfish behavior is 

self-evident; it needs no explanation. 

Third , we often say we have an explanation of something 

when we have made a certain kind of argument about it: an ar

gument that is simple, exclusive, perhaps elegant or even coun

terintuitive . Thus, we may think Freudian psychology is better 

than folk psychology because it is bet ter worked out, more 

complex, and more surprising . In this third sense, an account is 

an explanation because it takes a certain pleasing form, because 

it somehow marries simplicity and complexity. 

The first of these views-the pragmatic view that an explana

tion is an account that enables us to intervene-is the most 

familiar. Consider the explanation of germ-based disease. We 

think discovering a germ is explaining a disease because by d is

covering the germ, we have discovered something that enables 

us to stop the disease. Note that this pragmatic approach to ex

planation works best for phenomena that have somewhere a 

narrow neck of necessary causality: something absolutely neces

sary to the phenomenon yet clearly defined and subject to out

side action. It is this narrow neck-the necessity of a particular 

organism-that makes the germ-based diseases easier to fight 

than diseases "caused" by the interaction of millions of small 

random events-cancer, heart disease, and arthritis. The move 

to the microcellular level in studying these diseases aims pre

cisely to find a new realm where there may be a narrow neck-
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the necessary presence of a certain gene or enzyme, for example. 

In social science, however, relatively few phenomena seem to 

have this narrow-neck pattern. So, as we shall see, the prag

matic approach to explanation m social science has taken a dif

ferent path. 

In the second view of explanation, where an explanation is 

an account chat enables us to stop looking for further accounts, 

things are different. This kind of explanation works by trans

posing the thing we want to explain from a world that is less 

comprehensible to one that is more comprehensible. The at

tempt to explain all human activities without any reference to 

group phenomena is a example. The uti litarian philoso

phers tried to show that systematic pursuit of self-interest by 

everyone (an individual phenomenon repeated many times) 

would, when aggregated, result in the social world that was 

best for all. Social reality was just an additive total of individ

ual realities. Apparent social phenomena, like the (to them 

unbelievable) phenomenon of people getting along without ob

vious coordination, mttst be explained as the result of some 

ensemble of individual behav10rs. 

This second view of explanation-in which we think expla

nation is a move from one conceptual world to another-is not 

a pragmatic but rather a semantic view. le defines explanation as 

translating a phenomenon from one sphere of analysis to an

other until a final realm is reached with which we are inru

itivel y satisfied. So the ut ilitarians "explain" prosocial behavior 

as an outcome of individual selfishness because they feel the 

latter realm-that of individual selfish activity-is more real, 

more intuitive, than any other. It doesn't need to be explained 

any further. It is a "final realm" for explanation. 
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Of course, different schools of thought have different final 

realms for explanation. Utilitarians and their followers, the 

economists, aren't happy until they have translated a phenome

non into something recognizable on their familiar turf of indi

viduals with preferences and constraints. But anthropologists 

are equally unhappy until they have translated those very same 

preferences into what is for them the familiar realm of culture. 

This difference makes it awkward to refer to the semantic view 

of explanation as reduction, which is the usual name for it in 

the philosophy of science. The word reduction seems to imply a 

hierarchy of explanation, in which "emergent" phenomena are 

"reduced" to "lower-level" ones . Such a view may make sense 

for the natural sciences, where it is common to think about 

reducing chemistry to physical chemistry and ultimately tO 

physics. But it isn't very helpful in social science, where the fi

nal realms of the various disciplines and research traditions are 

not shared or ordered in any way. 

The third view of explanation, as I noted, derives from the 

characteristics of explanation itself. Often we think an explana

tion is satisfactory simply because it is logically beautiful and 

compelling. Indeed, sometimes we find an explanation beauti

ful and satisfying without believing it at all. This is the reac

tion most people have ro Freud on a first readi ng. It may or 

may not work, but how elegant it is! How simple yet compre

hensive! Many have the same reaction to Jean Piaget's early 

work on the origins of intelligence in children. From such tiny 

postulates, he managed to produce so many insights! Reflective 

life creates in us a desire for pretty argument. We may not like 

its premises, its content, or its results, but we all appreciate its 

enticing mixture of complexity and clarity.2 
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Formal writing about explanation has usually taken th is 

third view, that explanation has to do with the properties of an 

argument-specifically, its logical structure. In the most fa
mous article on explanation in the twentieth century, the 

philosopher Carl Hempel argued that to explain is to demon

strate that the starting condi tions in the case that we want 

to explain fit the hypothesis conditions of some general "cover

ing law" (1942). For example, we might have the covering 

law that when a political party has a substantial majority 

in a parliament, it will be able to have a large effecr on the 

country. Then we demonstrate in a particular case (say, Great 

Britain in 1997, after the Labour landslide) that one party 

had such a substantial majority. We can then say we have ex

plained why the Labour Party has had a strong effect on British 

policies in the years after 1997: the conjunction of our cover

ing law-"whenever a party has a strong majority, it has a 

big effect"-wirh our empi rical premise-"Labour in 1997 got 

a strong majority"-logically entails the empirical conclu

sion that "Labour had a large effect on the country." By 

combining the general law with a demonstration that our par

ticular case fits the condition of that law, we can use the con

clusion of the law to explain the particular outcome in our 

particular case . 

Hempel's view of explanation focused on the logical pattern 

of an account, on the way its parts are put together. His is a 

syntactic view of explanation, for it emphasizes the syntax of an 

account rather than its ability to help us act (the pragmatic 

view) or its ability to translate a phenomenon into a realm we 

think we understand intuitively (the semantic view). 

Now the goal of social science, as I have said, is explanation 
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of social life in whichever of these three senses we choose. A 

century or so of experience has taught social scientists some 

standard ways to go about this.3 

II . M ETHODS 

Social scientists have a number of methods, stylized ways of 

conduct ing their research that comprise routine and accepted 

procedures for doing the rigorous side of science. Each method 

is loosely attached to a community of social scientists for whom 

it is the right way to do things . But no method is the exclusive 

property of any one of the social sciences, nor is any social sci

ence, with the possible exception of anthropology, principally 

organized around the use of one particular method.4 

One might expect that the various social science methods 

would be versions of a single explanatory enterprise or that 

they would be logical parts of some general scheme, bur in 

practice they don't work that way. Far from being parts of a 

general scheme, they are somewhat separated from one another 

and often 1nutually hostile. In fact , many social scientists use 

methods that take for granted that other methods-used by 

other social scientists- are useless . But nobody cares much. 

The various methodological tradi tions roll along, happily 

ignoring one another most of the time . 

It is therefore not at all obvious how best to classify meth

ods. If we recall the basic questions of method-how to pro

pose a question, how to design a study, how to draw inferences, 

how to acquire and analyze data-we can see that any one of 

these questions might be used to categorize methods. If we cat

egorize by type of data gathering , there are four basic social sci

ence methods: 
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1. ethnography: gathering data by personal interaction 

2. surveys: gathering data by submirring questionnaires to 

respondents or formally interviewing them 

3. record-based tmalysis: gathering data from formal 

organizational records (censuses , accounts, publications, 

and so on) 

4 . history: using old records, surveys, and even 

ethnographies 

If, by contrast, we begin with how one analyzes data, we might 

have three methods: 

1. direct interpretation: analysis by an individual's reflection 

and synthesis (for example, narration) 

2 . quantitative analysis: analysis using one of the standard 

methods of statistics to reason about causes 

3. formal modeling: analysis by creating a formal system 

mimicking the world and then using it to simulate 

reality 

If we begin with how one poses a question , we might note the 

important issue of how many cases we consider. This would 

give us three kinds of methods: 

1. case-study analysis: studying a unique example in great 

detail 

2. small-N analysis: seeking similarities and contrasts in a 

small number of cases 

3. l:irge-N ancdysis: emphasizing generalizabi lity by 

studying large numbers of cases, usually randomly 

selected 
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Any one of these categorizations could be used to classify meth

ods. Moreover, putting these three category systems together 

gives one 4 x 3 x 3 = 36 possible subtypes. And in fact , the 

majority of these subtypes have been tried by someone at some 

point or other. 

Because there is no obvious list or categorization of methods, I 

will simply give five examples of conspicuously successful meth

odological traditions: ethnography, historical narration, standard 

causal analysis, small-N comparison, and formalization. Most of 

these have been hybridized in various ways, but we can look at the 

hybrids later if we need to. (Actually, small-N comparison will 

serve as an example of hybrid methods throughout.) Note that 

these five examples do not make up an exhaustive list. Indeed, they 

come out of different ways of categorizing methods. Ethnography 

is a way of gathering data, narration is a way of writing it up, 

small-N comparison is a choice of data size, standard causal analy

sis is a general analytic approach, and formalization is a specific 

analytic approach using purely abstract data. Let me reiterate. 

There is no one basic way ro categorize methods, nor is there any 

simple set of dimensions for arraying them. Methodological tradi

tions are like any other social phenomena. They are made by peo

ple working rogether, criticizing one another, and borrowing 

from other traditions. They are living social things, not abstract 

categories in a single system. Each of the five methods that follow 

is a living mode of inquiry with a long and distinguished lineage. 

A. Ethnography 

Ethnography means living inside the social situation one 1s 

studying and becoming to some extent a participant in it. 
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One's participation can range from mere observation to going 

native , from occasional afrernoons to round-rhe-clock immer

sion. One can augment this parricipation with interviews, 

guidance from key info rmants, and review of official records. 

An ethnographer's questions are often not very detai led be

fore the field research begins, although the researcher will have 

a general puzzle or problem. As an ethnographer proceeds, he 

or she generates a mass of field nores: records of events, inter

views, observations, and reflections about personal reactions, as 

well as endless verbatim records of conversations and interac

tions. The ethnographer float s into and out of the field situa

tion, trying to keep an outsider's view even while developing 

an insider's one as well. Continually reading and rereading field 

notes, the ethnographer thinks up new questions to ask and 

new avenues to explore. This constant reflection is difficult, and 

as a result the fie ld experience is disorienti ng, as is evident in 

the famous field diaries of the anthropologist Bronislaw Mali

nowski (1989). 
When the fie ldwork is done, the ethnographer returns home 

and contemplates these hundreds of pages of notes. Questions 

become clearer. Connections and themes begin to surface as 

the inchoate data are classi fied and reclass ified , thought and 

rethought. The result is most ofren a monograph of some sort , 

with chapters that pose the now clear question, set the ethno

graphic scene, present extensive data from the field, and in the 

end provide a theoretical insight. 
As an example, consider Witchcraft, Oracles, and Magic among 

the Azande by E. E. Evans-Pritchard. Evans-Pritchard made sev

eral extended sojourns among the Azande bet ween 1926 and 

1930. Interestingly, he did not go to the field to study what he 
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eventually wrote about: "I had no interest in witchcraft when I 

went to Zandeland , but the Azande had; so I had to let myself 

be guided by them" (1976:242) . As a result of that guidance, 

Evans-Pritchard wrote a monumental book that explores not 

only wi thcraft but all the "metaphysical" ideas of the remark

able Azande. The central question eventually became one of 

why the Azande held the beliefs they held about the supernatu

ral and the nonobservable. Evans-Pritchard gave a functional 

answer to this question ; beliefs in witchcraft , oracles, and 

magic served mainly to reinforce the social and cultural status 

quo. But this simplistic summary of the book belies its ex

traordinary richness. One comes away from it having ques

tioned nor only Azande beliefs but also one's own. 

B. Historiccil Narrcition 

H istorical narration is another methodological tradition. Much 

of historical work is descriptive, examining the quest ion of 

whiit really was the state of affairs in a particular place and time. 

But historians often pose a specific narrative question: most 

commonly, why did such and such an event take place? Histo

rians apply many methods to such questions. Much of histori

cal work consists of amassing p ublished or archival materials 

from the time and place studied, so-called primary materials. 

St range as it may seem , historical data are often embarrassingly 

rich; we often know too much about the details of the pas t. As 

a resul t , historical method often takes the form of trolling these 

seas of old data for important materials. 

The heart of historical method is the reading of documents 

themselves . An informed historical reading of primary materials 

presupposes extensive- indeed overwhelming-knowledge of 
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the time and place that produced them. Often this includes not 

only knowing the environing historical record but also knowing 

foreign languages (or old usages in one's own language) and in

deed recognizing the historical and regional varieties both of 

languages and of the many forces behind the survival of the doc

uments read. The historian (or any social scientist employing 

historical methods) walks a thin line between overinterpreting 

and underinterpreting sources. No somce should be read out of 

context, but the art of historical discovery often lies in figuring 

out how previous conceptions of that context were wrong. Thus, 

reading documents seems easy bur is difficult. 

Like the ethnographer, the historian carries out many tasks 

simulcaneously, now seeking documents, now reading them, 

now looking for more, now assembling preliminary arguments 

and recasting earlier interpretations. As with ethnography, 

there is a long and painstaking process by which a researcher 

assembles a synthetic view of something that is first perceived 

only through a welter of particular detail. But it has long been 

a custom of historians to hide their arduous research process 

1.,1nder an elegant mantle of prose. Without question, history is 

the best written of the social sciences, perhaps the only social 

science that is read widely for pleasure by nonspecialists . As a 

result, history and in particular his torical narrat ive seem at 

their best to be simple and effortless. That simplicity, however, 

is deceptive. 

A classic example of historical work is A.). P. Taylor's cele

brated and contentious Origins of the Second \'Vorld \flar. Taylor 

set himself the task of showing why the European war of 1939 

broke out . One of the revolutionary aspects of Taylor's book 

was that it asked this question at all; previous writers had seen 
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H itler's war as requiring no explanation. Taylor's materials in

cluded thousands of documents , memoirs , and published works 

in all the languages of Europe. As with most first -rate history, 

the methodological efforts that produced the book- the read

ing of this enormous mass of material, the interpretations tried 

and rejected, the sources sought but missed--disappear behind 

Taylor's smooth, ironic prose. His basic interpretation- that 

German foreign policy in the interwar period was brilliantly 

(and successfully) opportunistic and that Hider's ingenuity de

serted him only when he gratuitously invaded the Soviet Union 

and declared war on the United States-caused a furor for 

decades after its publication. 

C. Standard Causal A nalysis 

Standard causal analysis (SCA) takes large numbers of cases, 

measures various aspects of them, and employs statistical mod

els to draw inferences about the relationships among those 

measurements . It then uses the inferences to consider the causal 

factors that might have produced the correlational patterns 

that are observed in the data. 

Causal analysis starts by defining a universe of cases in 

which it is interested. These can be anything: people, organiza

tions, families, nations, cities. The cases are then measured by 

some common yardsticks . These variables can be unordered 

categories, like race, gender, graduate degree, occupation, or 

color of eyes . They can be ordered categories, like the familiar 

five-point attimde scale from "strongly disagree" to "disagree," 

"don't care," "agree," and "strongly agree." Or they can be con

tinuous scales, like income, wealth , age, and level of education. 

Much of the hard work in standard causal analysis takes the 
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form of finding, measuring , and assessing the distributions of 

these variables. As in ethnography and historical research, this 

apparently simple task of data gathering is easy to do badly if 

one is not careful. 

One of the variables is taken, in each particular study, to be 

the dependent variable. That is, the analyst will seek to know 

the effects of all the other (independent) variables on this de

pendent one. Mathematically, the analyst tries to replace the 

dependent variable with a weighted sum of the independent 

variables. So if the dependent variable is income, for example, 

one takes so many parts education and so many parts occupa

tion and so many parts gender, and so on, and sees how well 

one can predict income. There are many mathematical com

plexit ies to this approach, and there are several different ways 

of estimating the results, but the basic approach is always to 

vary the weights in order to find the weighted sum of the inde

pendent variables that best predicts the dependent variable. 

Note, however, that what is independent in one study can be 

dependent in another, and vice versa. 

Analysts choose thei r variables by trying to think up causal 

stories that would imply that some variable has a powerful ef

fect on another. Someone predicting individual racial attitudes 

will probably use region of birth as a predictor, for example. 

Note, too, that the mathematics does its best to control the in

terdependencies of the variables. Either education or occupation 

does pretty well predicting income by itself, but when the two 

are together, they aren't twice as good, because they are highly 

correlated with each ocher. 

A classic example of th is type of study is The American Occu

pational Str11ct11re by Peter Blau and Otis Dudley Duncan. In 
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this great work, Blau and Duncan wanted to understand the 

forces that determine the kinds of occupations people end up 

in . They were particularly concerned wi th the degree to which 

parents' occupations influenced their children's occupations. 

Twenty thousand male respondents fi lled out a questionnaire 

on many topics, among them their race, their occupation 

and education, and their parents' occupation, education, and 

employment. The occupations were not treated as categories 

(doctor, lawyer, and so on) but were converted to a single con

tinuous prestige scale. Thus, the actual dependent variable was 

the prestige of the occupation held by the respondent at the time 

of the survey (1962). In their basic model, Blau and Duncan 

showed that the most important factors in determining a re

spondent's current job status were his educat ional level and the 

status of his first job (since the men were of widely varying 

ages, some had had many jobs). N early all the effects of respon

dent's father'.r education and job came through these two 

"intervening" variables. (That is, father 's education and father's 

occupation affected respondent 's education and first job, which 

in turn affected the respondent 's job as of 1962 .) The Blau and 

Duncan study, which of course had dozens of other findings, 

helped inaugurate two decades of research on this process of 

"occupational status attainment ." 

D. Small-N Comparison 

Partway between the detailed analysis of the historical or cur

rent reality of a single case and the statist ical analysis of many 

cases lies a method we can call small-N comparison. Typically, 

small-N comparison invest igates a handful of cases, from three 

to perhaps a dozen . The cases can be many different kinds of 
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rhings: bureaucracies, nations, social service agencies, commu

nities, or any other form of social organization. 

The particular form of data gathering employed in small-N 

analysis can vary. There are ethnographies comparing several 

different field sites as well as histories comparing several dif

ferent trajectories of nations or classes. Small-N analysis typi

cally emerges within ethnographic and historical traditions and 

is usually seen as a way of improving generalizations by invok

ing more (and different) cases. It occasionally arises from the 

reverse process, in which a quantitative analyst focuses on a 

small number of cases to improve his or her "reading" of the 

variables. 5 

Small-N comparison attempts to combine the advantages of 

single-case analysis wi th those of multicase analysis, at the 

same time trying to avoid the disadvantages of each . On the 

one hand, it retains much information about each case . On 

the other, it compares the different cases to test arguments in 

ways that are impossible with a single case. By making these 

detailed comparisons, it tries to avoid the standard cri ticism of 

single-case analysis-that one can't generalize from a single 

case-as well as the standard criticism of multicase analysis

that it oversimplifies and changes the meaning of variables by 

removing them from their comexr. 

Small-N analysis has been characteristic of a number of ar

eas in social science. The field of comparative politics has been 

built on small-N comparison , as has historical sociology. In 

both cases , there is heavy reliance on secondary li teratures con

cerning the individual cases . Most anthropologists, by contrast, 

have gone directly from single-case analysis to abstract general

izations based on categorization of dozens of cases (for example, 
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in studies of kinship, totemism, or folklore), although anthro

pological linguists have often used comparisons of relatively 
small numbers of cases. 

A classic example of small-N analysis is Barrington Moore's 

Social Origins of Dictatorship and Democracy. This book compares 

routes to modernity in England, France, the United States, 

China, Japan, and India. Germany and Russia are also consid

ered, but not in depth. Moore's sources included hundreds of 

histories of this or that aspect of each country. After endless 

read ing, comparison, and reflection, Moore theorized three ba

sic routes to modernity, all of them depending on how the tra

ditional agricultural classes-lords and peasants-dealt with 

the coming of commercial agriculture and the rise of the bour

geoisie. In the first route, that of England, France, and the 

United States, a powerful commercial middle class overthrew 

the landed classes or forced them to accept middle-class terms . 

The result was democracy. In Germany and Japan, the bour

geo is revolution failed, and the landed classes determined the 

shape and dy namics of capitalism as it emerged, leading to fas

cism. In China and Russia, an enormous peasant class provided 

the main force behind revolution, thus undercutting the drive 

to capitalism and leading to a standoff between the revolution

aries in the advanced capitalist sector (the Communists) and 

the peasants . Moore's book provided the stimulus for much of 

comparative poli tics and historical sociology in the 1970s, 

1980s, and 1990s. 

E. Formctlization 

There are methods rn social science that work without much 

data at all. Or rather they work wi th what are called stylized 
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More than any other methodological 

tion lives by borrowing . By nature, formalization is 

and many a formal analyst has made a reputation 

rowing. Economists borrowed much of 

thermodynamics. Sociologists have borrowed formalisms 

physics and biology. 

A good example of formalization is Thomas Schelling's fa

mous model of segregation, originally published in 1 1 

republished in his remarkable Micromotives 

The Schelling model presumes two kinds of people, one much 

more numerous than the other, and a neighborhood that people 

of both kinds would like to live in. Both groups have a '""'""''"'" 

"tolerance distribution," which describes how willing they are 

to live in communities of varying mixes of the two popula

tions. The most tolerant within each group will live in a neigh

borhood as a one-third minority, while the least tolerant 

live only in a totally segregated neighborhood, all of their own 

kind. Under these conditions, Schelling shows, only two 

stable equilibriums for the particular neighborhood considered 

are the fully segregated ones. He goes on to demonstrate that if 

the two groups were of equal size and if the most tolerant of 

each group were a little more tolerant, there would be a stable 

fifty-fifty equilibrium. He also shows that if larger group 

included more intolerant people, there would be a stable inte

grated equilibrium (because people from the larger group 

wouldn't keep moving into the neighborhood, frightening out 

the less tolerant members of the smaller group). 

The Schelling models require no real data, only stylized 

data. But they tell us something important and counterintu

itive. They tell us that even somewhat populations 
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have a hard time producing integrated neighborhoods when 

the populations vastly differ in size and indeed that sometimes 
. 6 

more tolerance leads to more segreganon. 

E THNOGRAPHY, historical narration, standard causal analysis, 

small-N analysis, and formalization are thus five examples of 

reasonably successful methodological traditions. Each has its 

style and ics proponents. Each has been combined with these 

and other methods in a bewildering variety of ways. I want to 

reiterate that these methodological traditions are not associated 

absolutely with any discipl ine, although ethnography and narra

tion are somewhat associated with anthropology and history, 

respectively. I also want to reiterate that these methods do not 

follow from a single mode of categorization of methods. As I 

noted, some are methods of analysis, some are ways of gather

ing data, and so on. They are, if anything, best thought of as 

practices, as ways of doing social science. As such, they are pro

duced by communities of researchers who p ract ice chem, teach 

and develop them. They are living traditions, not ab-

stract reopes. 

III. EXPLANATORY PROGRAMS 

You may be wondering when you would use one of these meth

ods as opposed co another. Are there hypotheses or empirical 

problems particularly well suited to particular methods? The 

usual answer to this question is yes, and the usual procedure 

would be to present here a list of what method is good for what 

kind of problem. But my answer to the question of suitability 

is no. I don't think there are methods that are particularly good 

for particular questions. So I have no such list . Rather, I will 
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show that the different methods are in fact aiming to do differ

ent things; they envision d ifferent kinds of explanations. That 

argument takes up the rest of this chapter. Chapter Two then 

shows how the standard idea of "well-suited methods" rests on 

false assumptions about the methods , and as a result suitability 

falls apart as a concept . The good news is that that falling apart 

creates important openings for heuristics, which are, after all, 

what we are looking for. 

We begin by seeing how different methods are in fact trying 

to accomplish different things. We do this by putting sections I 

and II of the chapter together, relating the methods just dis

cussed to the three broad senses of explanation introduced earlier. 

Each of the three senses of explanation defines an explanatory 

program , a general style of thinking about questions of explana

tion. And each explanatory program has some versions that are 

more concrete and some versions that are more abs tract . With 

three explanatory programs, each having concrete and abstract 

versions , there are six total possibil it ies. To give the whole 

analysis in simple form ahead of time: 

1. Ethnography is a concrete version of the semantic 

explanatory program. 

2. Historical narration is a concrete version of the syntactic 

explanatory program . 

3. Formalization is an abstract version of the syntactic 

explanatory program. 

4. SCA is an abstract version of the pragmatic explanatory 

program. 

Note that there are two missing possibilities. I shall say very 

little about one of them: the concrete version of the pragmatic 
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program. Think of this as si mple experimentat ion, something 

we don 't do much of in social science unless you think of psy

chology-which rnvolves a lot of experiments-as a social sci

ence. I shall say more about the other missing cell: the abstract 

version of the semantic program. Although it has no single 

name, this is probably the most rapidly evolving area of meth

ods in the social sciences. 

This analysis can be seen visually in the figure on page 29. 

The three dimensions are the three types of explanations. For 

each of these, the origin stands for explanations focused on 

everyday particulars, on commonsense events. These are an an

chor for each explanatory program, rooting it in the everyday 

world. From this base, "universalizing" moves reach from the 

origin toward abstraction along each of rhe principal axes of ex

planation. The syntactic program explains the social world by 

more and more abstractly modeling its particular action and in

terrelationships. The semantic program explains the world of so

cial particulars by assimilating it to more and more general 

patterns, searching for regularities over time or across social 

space. Finally, the purely pragmatic program tries to separate 

more and more clearly the effects of different potential inter

ventions or causes from one another. 

The reader should not read this little exercise as a defi nitive 

classification of methods but rather as a way to see that the var

ious methods are in many ways trying to do different kinds of 

th ings. In particular, I am not assuming, as much of empirical 

social science does , that all explanation involves thinking about 

causality. We should separate the concept of explanation from 

that of understanding the causes of something. Our notion of 

understanding the causes of things has become very narrow in 
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social SCience, 111 contrast to the much more general idea of 

causality that obtains, for example, in the law. 

Modeling 
Formalization 

Historical 
Narration 

SYNTACTIC 
PROGRAM 

Comm nsense Ethnography 
Under tandin 

Pattern Search 

PRAGMATIC SEMANTIC PROGRAM 
PROGRAM Experimentation 

SCA 

Let me now show in more detail how this argument works. 

We start with the programs relating to particulars: concrete, 

real events rather than abstract ones. Ethnography exemplifies 

semantic explanat ion of particular events, while historical narra

t ion exemplifies syntactic explanation of particular events. Both 

are found near the origin of the figure above, but they lie on 
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different dimensions. This is not because of their difference 

in temporaliry but because of thei r difference in general ex

planatory style: translation-semantic type on the one hand, 

narrative-syntactic type on the other. 

A brief aside about temporality. Temporality is a particu

larly important issue in explanation. Some explanations are fo

cused on processes, on the embedding of social life in moving 

rime. Others devote most of their attention to complex interre

lat ionships in a stat ic "present"; they think social life takes 

place within a given structure, which they treat as fixed for the 

rime being.7 Ir is important to recognize that all explanatory 

programs have temporal and atemporal versions. For example, 

there are temporal versions of history (narrative histories like 

Thucydides' History of the Peloponnesian War) and atemporal ones 

(descriptions of a moment, like Sir Lewis Namier's Structure of 

Politics at the Accession of George Ill) . Temporality is another di

mension I could have used to classify methods, but I prefer to 

leave it for later chapters because of the importance of time in 

heuristics. What must be emphasized here is that temporality 

is not one of the dimensions that differentiates types of explana

tions or explanatory programs more broadly. All explanations 

have to th ink about time in one way or another. 

Remrning then to the main argument. lo ethnography, the 

act of explanation is chiefly semantic. When we say that Mali

nowski, in his great Argonauts of the Western Pacific, has explained 

why the Trobrianders paddle around the islands giving and re

ceiving shells, what we mean is that he has told us enough 

about their culture and their social life that we can understand 

why they would do this. We can envision what it is that they 

see themselves doing , and we can see what they are doing as 

EXPLANATION 31 

reasonable, as something we would do if we were in their 

place. The field-worker has translated, however imperfectly, 

their world into one that we find comprehensible. Typically, 

ethnography accomplishes this by providing detail, by showing 

ramifications, and by embedding the strange habits of unfamil

iar people in the everyday habits of those. same people and then 

connecting their everyday world with our own. The ethnogra

pher may have other professional aims, of course. To return to an 

earlier example, Evans-Pritchard takes pains , in Witchcraft, Ora

cles, and Magic, to explain to us that the idea of witchcraft serves 

the epistemological and social function of explaining unfortu

nate events, an argument by which he sets forch his functional 

theory of culture. But the explanation of witchcraft lies less in 

the syntax of functionalist explanation than in Evans-Pritchard's 

ability to translate the activities of the Azande into something 

thinkable by Western minds. Evans-Pritchard does this seman

tic translation, for example, in his offhand remark about using 

the Azande poison oracles to run his everyday life. The Azande 

make daily decisions by posing a yes-or-no question (for ex

ample, should I do ethnography today or not?) while feeding 

young chickens a small dose of poison. A chicken then makes 

the decision by living (yes) or dying (no): 

I always kept a supply of poison for the use of my household 

and neighbours and we regulated our affairs in accordance 

with the oracles' decisions. I may remark that I found this as 

sarisfacwry a way of running my home and affai rs as any other 

I know of. (1976:126) 

It is not Evans-Pritchard's functional theory that persuades, 

but this homey detail. Witchcraft, Orctcles, and Magic is an ex-
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planatory success because of its semantic vi rtues, not ns syn

tactic ones. 
Of course, ethnography can have pragmatic and syntactic 

virtues as well. Ethnography of the drug culture is probably 

our only effective means co pragmatic intervention in that 

culture. And Levi-Strauss's structural anthropology had as its 

chief virtue an extraordinary syntactic elegance that sometimes 

amounted to a kind of monomania. Bur the deep virtue of 

ethnography as an explanatory program lies in translation . It is 

principally a semantic program. 

By contrast, the great virtue of narrative explanation lies in 

syntax. The longstanding literature on rhe philosophy of his

rory is clear on this point. When Alexis de Tocqueville tells us, 

in The Old Regime and the Ffench Revolution, why chat revolution 

came about, he may here and there employ general laws about 

social life. But the reason we think his book explains the revo

lution is that he tells a followable, reasonable srory in which a 

particular sequence of events under rhose general laws leads in 

some inevitable way to the revolut ion. We don 't notice his as

sumptions of general causal laws (for example, "people with 

large amounts of power don't give it away"). What we notice is 

the sweeping story thar draws us along with France into the 

maelstrom of revolmion. 

This syntaetic strength is, of course, by no means an ab

stract one. Narration seems persuasive precisely because telling 

srories is how we explain most things in daily life. To be sure, 

there are some quite abstract narrative concepts: evolution 

(in Herbert Spencer's sociology), habituation (in Max Weber's 

sociology and throughout psychology), dialectical conflict (in 

Marxian social analysis), and the like . But these are for scholars. 
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The real reason we feel that historical narration explains is that 

narration is the syntax of commonsense explanation, the one we 

use all the rime ourselves. So there is no need to justify it. In

deed, the analyrical philosophers of history never could really 

demonstrate how narration explains; they just said over and 

over that it does . 

Like ethnography, narration has other explanatory virtues. 

Narration often moves us toward a simpler semantic plane. The 

narrative ideals of followability (Gallie 1968) and reenactment 

(Collingwood 1946) follow the same semantic principles as 

ethnography. They measure a narrative's abi lity to locate us as 

reasonable persons within itself, as people who would have done 

what wets done had we been the actors of whom we read. And 

narration can also have pragmatic virtues. Often, the first step 

ro undertaking action in any particular situation is developing 

a narrative of how it got to be the way that it is. But again, nei

ther of these is a basic virtue. Serious narration explains things 

for us because we use unserious narration all day every day. 

Narration is the syntax of everyday understanding . 

The explanatory programs illustrated by both ethnogra

phy and narration thus appeal to the commonsense world; the 

first appeals to the commonsense content of everyday experience, 

the second to the basic explanatory syntax of everyday life. Two 

major streams of explanatory practice in social science grow 

out of moves to make these two programs more abstract and 

formal. (This means moving away from the origin in the figure 

on page 29.) On the one hand, we have the attempt to formal

ize explanatory syntax in modeling and simulation, which em

body what I will here call the syntactic explanatory program. 

This is the explanatory practice that is the abstract version of 
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what narration is at the concrete level. On the other hand, 

we have the equivalent effort to fo rmalize semantics , embodied 

in the family of techniques loosely known as data reduction 

and pattern search. T his strand is the abstract version of what 

ethnography is at the concrete level; I shall call it the semantic 

explanatory program. (It is the important omitted cell men

tioned a few pages back, panern search in its most general 

version.) 

Formal modeling and simulation embody the attempt 

(atemporal in formal modeling and temporal in simulation) to 

improve syntactic explanation by making it more abstract. The 

crucial quality sought in the syntactic explanatory program is 

elegance. In it, a set of statements "explain" some phenomenon 

if they offer a rigorous, complex, yet simple formal representa

tion of it. On the atemporal side, there are many embodiments 

of this program: game theory, classical microeconomics , the 

Markovian tradition in social mobili ty analysis, the group the

oret ic version of network theory. The temporal side-expressed 

most clearly in simulat ion-has had fewer adherents in social 

science, although Jay Forrester gave it a very public demonstra

tion in his studies of industrial, urban, and world dynamics 

in the 1960s, and it has returned in the guise of simulation 

games. These various methods are as tonishingly elegant, some 

in their mathematics, some in their simplicity, some in their 

ability to produce unexpected results , some in their extraordi

nary coherence. AU are clear, parsimonious, and in a deep way 

intellectually pleasing to the abstract mind. 

At the same time, these methods share a breathtaking disat

tention to semant ics, to the reference from model to reality. 

This is well shown by the diversity of some models' appl ica-
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tions. Microeconomics was systematized by Irving Fisher (in 

the early twentieth century) by borrowing whole cloth the 

methods of statistical thermodynamics, as if gases and people 

behaved in the same way. Group theory (a particular branch of 

modern algebra) saw major application in crystallography and 

in pure mathematics as well as in sociology's network theory 

and even anthropology's kinship analysis. Game theory has 

journeyed from psychological experiments to explaining the 

stock market and modeling family-planning decisions . Of 

course, proponents of the syntactic program argue that seman

tics in fact doesn 't matter. These empirical realities all have the 

same general semantic form, they say, and so one can write 
abstract syntax for them. 

But most readers find the semantic assumptions of the syn-

tactic program quite worrisome. What is the point of game

theory models if we can write ten different models for any 

given social situation ? We must choose between those models 

on semanti c grounds, and about those semantic grounds the 

syntactic program tells us nothing. What is the point of ad

miring the elegance of microeconomics if microeconomics 

frankly admits that preferences cannot be generated from in

side rhe system without undercutting the assumptions of the 

whole edifice? Essentially, microeconomics is telling us that if 

we can explain what people want to do, it can then explain that 
they do it. So what? 

In summary, the syntactic program buys elegance and 

breadth at the price of semantic indeterminacy and limitation. 

By contrast with this syntactic explanation via elegant and 

highly general arguments, the semcmtic program seeks to ex

plain social reality by a differem kind of abstraction. It di rectly 
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simplifies the complexity of the social world, turning it into a 

reduced description that a reasonable reader can grasp with the 

syntax of everyday explanation. Thus, techniques like cluster 

analysis and multidimensional scaling take data of enormous 

detail and rum it in to simple categories and pictures. Pierre 

Bourdieu, for example, "explained" consumption patterns in 

France (in his book Distinction) by showing that those patterns 

constirute a language of class distinctions. From the reader's 

point of view, the explanation is a matter of common sense 

once Bourdieu has visually presented the "geometry" of the 

consumption patterns by using a scaling technique that turns 

raw data on people 's preferences for cultural materials into a 

picture locating types of goods and types of people on the same 

map. 
The semant ic program has been strong in psychology and 

particularly strong in market research; marketers routinely use 

cluster analysis to reduce the American consumer market to 

one hundred or so basic types of consumers. In that sense, the 

. semantic program has shown considerable pragmatic strength 

as well. (These are the techn iques that are used to figure out 

your consumption preferences from your Internet use , for ex

ample.) On the syntact ic side , however, the semantic program 

has been weak. Its overwheln1ing focus on one-time analysis 

makes it static. It can abstractly describe a srate of affairs but 

cannot account for how it changes. Network analysis is one of 

the glories of abstract semantic explanation, but there is still 

no real concepmalization for the temporal developmem of net

works. Only when some researchers recently began to think 

about applying pattern search techniques to over-time data did 

any kind of syntactic development arrive in the semantic pro-
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gram. In short, as with the syntactic program, power of one 

type was bought at the price of indeterminacy of the other. 

I have so far described concrete and abstract versions of the 

syntatic program (his tory and formal modeling, respectively) 

and concrete and abstract versions of the semantic program 

(ethnography and pattern search, respectively). There is a third 

abstracting move in social scientific explanation, the one that 

moves out from the origin along the pragmatic dimension of the 

figure on page 29. Oddly enough, this program has become so 

successful that social scientists have forgotten that pragmatics 

is its origin. This is the program carried out by the standard 

forms of causal analysis in social science, both analysis of the 

cross-sectional type (as in structural equations models or path 

analysis) and of the temporal type (as in durational models). 

Because the SCA program is so dominant in empirical social 

science, we need to look at it in some detail. 

The SCA paradigm arose out of a rationalization of the 

methods it uses, methods that were originally used to interpret 

practical experiments. As we saw earlier, these methods work 

by taking apart the complex particulars in the data (the cases) 

and treating them as intersections of abstract , universal proper

ties (the variables). Analysis then isolates one of those vari

ables-an arbitrarily chosen dependent variable-and searches 

our the effects of the other, so-called independent variables on 

it. Interaction effects-that is, effects arising from two or more 

variables "working together"-are treated as secondary. 

The great explanarory virtue of this method, as originally 

conceived, was pragmatic. Sir Ronald Fisher and his fo llowers 

devised these statistical techniques in the 1920s and 1930s to 

test the effects of experimental manipulations. Should one add 
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ferti lizer or not? Was soil A better than soil B? They put the 

fertilizer on some fields bur not others, measured the effects, 

and figured our a probability theory for the resulting numbers. 

They had no particular concern for causes, for why or how 

growth happened. The point was to decide whether to take 

some action , not to understand mechanisms. Since the original 

applications were experimental, these statistical techniques 

were in fact explanatorily guite persuasive for the pragmatic 

purpose they served. Used in an experimental context-as they 
still often are in psychology-they remain so. 

later in the century, however, this approach was applied to 

nonexperimentaI data and combined with new ideas about 

causality. This led to the hybrid explanatory program that is 

now general throughout the empirical social sciences, the stan

dard causal analysis program. The SCA program still has some 

pragmatic relevance; the methods are still used in evaluation 

research, for example. But its main uses are not now pragmatic. 

Rather, they pretend to be symactic. So we say (using the 

weighted-sums approach mentioned earlier) that differences in 

wages in civil service systems are "caused by" gender, bureau

cracy, unionization, and so on. Semantically, of course, this 

whole language of variables is a mirage. The words gender and 

hureaucracy do nor refer to real entities. Gender and bureaucracy 

do not exist as independent things; they exis t only as properties 

of real things (in this case, of civil service systems). So this 

"properties" syntax has to be justified by fonher semantic refer

ence. We have to have some way to give empirical meaning to 

statements about relationships between abstract things like 

gender and bureaucracy. In economics, this semantic reference 
is made to formal and simplified models of action. So typical 
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economics articles in the SCA tradition justify their SCA with 

a mass of formalizing and calculus that typically begins each 

article. In sociology and political science, this external refer

ence is made to a set of simplified narratives . So sociology and 

political science articles of the SCA type begin not ~ith .the 

calculus of the economists but wit h commonsense h1stoncal 

narratives of the form "such and such people are likely to do 

such and such things under such and such conditions." These 

stories try to justify the "variables-level syntax" by reaching to

ward the semantic world of everyday reasonable understanding. 

Thus, in order to be explanatory, the SCA program has to com

bine its variables-level causal syntax with unrelated semantic ref

erences to other, more credible symactic approaches to reality: 

stylized action in the economics case, followable narratives in 

the sociology one. 

All of this complexity happens because in reality the SCA 

program has no causal foundation at all; it was .originally de

signed to help us make decisions, to be pragmanc. D ressed up 

as a syntactic program, it is ungracious and silly. (It is also sur

prisingly difficult to learn, since its rationale-as this long d.1s

cussion shows-is quite tortured.) Its strongest pomt remains 

its ability to tell us about the comparative size of variables' 

pragmatic effects on other variables, given t~e i1~plicit as

sumption that we have a quasi-experimental situation . (wh'.ch 

l er do) But it can't even tell us in which direct1011 we a most nev . 

the causal forces work nor how causes work together. All of 

those judgments must be imported from elsewhere.8 

In summary, there is no free lunch. Strongly developing any 

one aspect of explanation ends up losing much of the rest. In 

particular, the present moment in social science is probably one 
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in which the syntactic and semantic programs are about to turn 

the tables on the pragmatic one, which has dominated social 

science for about sixty years. The latter remains the best pro

gram when we think about social policy. But if we are trying to 

understand why and how things happen, it has little to recom
mend it. 
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BASIC DEBATES AND METHODOLOGICAL PRACTICES 

I. BASIC DEBATES 

Chapter One showed how methods can 

with different programs of explanation. it is more common 

to look at methods in terms of their positions on 

social science debates. I shall list nine such debates . 

A. Positivism and Interpretivism 

The first two debates concern methodology proper. 

of social science argues that social life can be m.easured . 

measures are independent of context, replicable by 

people, and comparable for accuracy and validity. contrast, 

another strand of social science holds that measurement of so

cial life is not possible or-what is the same thing-that 

things that can be measured are unimportant or meaningless . 

Events that seem to be measurable in fact acquire meaning only 

when it is assigned to them in interaction. Hence, there can 

no decontextualized, universal measure. 

This opposition is guite drastic. For the first group, 

research takes the form of measurement and counting. For the 

second, it takes the form of interaction and interpretation. 

These two positions are called positivism and interpretivism. 

B. Analysis and Narration 

A second deep debate in social science-one already apparent 

in the preceding chapter-concerns types of analysis. Many so

cial scientists think that telling a story is a sufficient account of 

something. For them, narration can explain. By contrast, many 

others believe that only some more abstract analysis can 

something. Usually the latter position emphasizes causality. 
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tell why something happens, in this view, is not to tell a story 

about it bur rather to list the various effects individual forces 

have on it "net of other things": what is the effect of race on in

come? of education on occupation? and so on. This second 
debate pits narration against analysis. 

These two debates-positivism/incerpretivism and narration/ 

analysis-are easily stated. Bur it would be hard to overesti

mate their importance. They are utterly pervasive in the social 

sciences. Probably the majority of methodological reflection 
addresses them in one way or another. 

These first two debates concern issues of method proper. 

But debates about the nature of social reality itself--debates 

about social ontology-also have important implications for 

methods, and so we shall consider them as well. 

C. Behaviorism cmd Culturalism 

A fi rst ontological debate concerns analytic realms. Many social 

scientists draw a distinction between social structure and cul

ture. Loosely speaking, social structure refers to regular, routine 

patterns of behavior. Demographic phenomena are perhaps the 

best example. The processes of birth, death, marriage, and mi

gration seem to have a regularity all their own. One can discuss 

the demographic life and future of a population without much 

reference to phenomena outside demography or even to the 

"meaning" of demographic evems themselves. By contrast, one 

would hardly think about the developmem of language or of 

religion in such behavioral terms. Language and religion are 

cultural systems, systems of symbols by which people under

stand and direct their lives; one cannot ignore their meanings . 

The analytic distinction between social strucrure and cul-
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ture has an obvious methodological avatar. The methodological 

position of behaviorism rejects any concern with culture and 

meaning. One can consider only social structure and behavior, 

not meaning. There is no standard name for the opposite posi

tion which I shall call ettlturalism. On this position, social life 
' 

is incomprehensible without investigation of the symbolic sys-

tems that index and encode it. The behaviorism/culruralism 

debate is obviously close to the positivism/interpretivism one. 

But as with all of these distinctions, it is useful to cross the two 

and see what comes out. Suppose one were a positivist and a 

culturalist. That would mean that one was committed to the 

study of cultural phenomena but with positivist methods. In

deed such scholars exist: anthropologists who measure and , 
count the various meanings of category sys~ems among primi

tive peoples, for example. 

D. Individualism and Ernergentism 

A second debate about the nature of the social world-another 

that we have already encountered-is the debate over individu

als and emergents . Cerrain social scientists believe as a matter 

of p rinciple that the only real entities in the social world are 

human individuals. All activity is done by human individuals, 

and anything that appears to be "emergent" (social) behavior 

must be the merely accidental result of individual processes. 

This program of methodological individualism goes back his

torically to the notion that the interaction of individual 

self-interests produces the social world we observe, an idea that 

first emerged full-blown in the early eighteenth century with 

Bernard Mandeville's Fable of the Bees . As a general scientific 

program, methodological individualism is even older, looking 
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back to the long scientific heritage of atomism, with its con

cept of a universe builr by combining little units. 

Emergentists disagree. For them, the social is real. In more re

cent social thought, it was Emile Durkheim who argued most 

strongly for the explicit reality of social level. His famous book 

Stticide used the astonishing stability of suicide rates over time 

in parricular countries and particular populations to demon

strate the existence of social forces irreducible to combinations 

of individual events. In practice, emergentist assumptions are 

qui.re co.mmon in social science methods. There may be many 

sonal scientists who deny the existence of Marxian-type classes, 

but there are few who deny the existence of occupations as so

cial groups or the reality of commercial firms as social actors. 

E. Realism cmd Constrnctionism 

A third ontological debate concerns the question of whether 

the things and qualities we encounter in social reali ty are en

during phenomena or simply produced (or reproduced) in so

cial interaction as need be. If we ask survey respondents to tell 

us about their ethnicity, for example, we may simply be en

couraging them to invent an answer. In their everyday life, they 

may not think of themselves as ethnic. O r consider homosexu

ality. We know from national daca that far more men and 

women have had sexual experiences with members of cheir own 

sex than think they are homosexual. If we ask about experience, 

we get one figure; if we ask about identity, we get one much 

smaller. That being true, can we in fact determine sexual iden

tity with a questionnaire, or is it revealed only in interaction? 

Here again we have two positions, in this case realism and 

constn1ctionism. According to the first, the social process is made 
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up of well-defined people and groups doing well-underst0od 

things in specifiable environments. According to the second, 

che social process is made up of people who construct their 

identities and selves in che process of interaction with one an

other; they and their activities have no meaning outside the 

flow of interaction itself. In this second view, people become 

ethnic (sometimes) when they are in interactions that call on 

them to be so: when challenged by others with strong ethnic 

identities, when ethnic identity might be materially rewarded, 

and so on. Otherwise, many of them may not be ethnic in any 

sense. The same argument might apply to homosexuality. 

F Contextua!ism and Noncontextualism 

The distinction between realism and constructionism (or as it 

is sometimes called, objective and subjective views of social re

ality) overlaps another one, between thinking contextually and 

thinking noncontextually. In the contextual mode of approach

ing social life, a social statement or action has no meaning un

less we know the context in which it appeared. If I say I am a 

political liberal, my statement has no real content until you 

know with whom I am comparing myself. I could be a middle

of-the-road Republican speaking to a member of the new 

Christian right, or I could be a left-wing Democrat comparing 

myself with all Republicans. Or again, if I say a community is 

disorganized, I could mean not that it is disorganized in some 

abstract sense but that it is disorganized relative to other com

munities around it. Note that the latter statement is not only a 

statement about the state of a community but also potentially a 

predictive statement about causal affairs. A community may at

tract cerrain kinds of people because it is disorganized relative to 

l 
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its surrounding communities, whereas it might be losing pre

cisely those kinds of people if it were surrounded by a different 

set of communities. From this point of view, there is no ab

solute scale of disorganization, only disorganization relative to 

a context. In the noncontextual mode, by contrast, the mean

ing of disorganization or liberalism is the same no matter what . 

Obviously, the assumption of such nonconrexcualiry is central 

to survey methods. When we send our questionnaires, we are 

assuming that everyone who answers has the same frame of ref
erence in mind. 1 

THERE ARE THUS several important debates about the nature of 

social reality that have methodological implications. The first 

involves the analytic distinction between social and cultural 

realms, with its associated methodological schemes of behav

iorism and culruralism. A second, long-s tanding debate is 

between individualism and emergent ism , with its associated 

schemes of methodological individualism and methodological 

emergenrism. Third is the pairing of realism and construc

tionism, and fourth is its closely related cousin pairing of con

texrualism and nonconcextualism. Each of these debates has 

important implications fo r methodological positions . 

G. Choice and Constraint 

Not all of the basic social scientific debates concern methods or 

ontology, however. Some of them concern the kinds of things 

that are to be explained, what is taken to be problematic in so

cial life. A first issue is whether to focus on choice or constraint. 

In many ways, this is another version of the individualism/ 

emergemism debate . For economists in particular, the key to 
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understanding society lies in understanding how people make 

choices or rather in figuri ng out the consequences of their mak

ing choices in groups. (Economists feel they already know 

how people make choices-by maximizing utility subject to a 

budget constraint . The question lies in figuring out how they 

make those choices and what the social consequences are when 

groups of people make such decisions in parallel.) 

For many other social scientists, however, the key to un

derstanding society is in figuring out-as the economist James 

Duesenberry once famously put it-"why peop le have no 

choices ro make" (1960:233). On this view, social structure con

strains and directs individuals. They are not free to make their 

way unconstrained , except in specifically designed institutional 

structures like economic markets. Rather, they are shaped by so

cial forces, arrangements and connections that prevent free 

choice from exercising anything like a determinant role. 

H. Conflict and Consensus 

Another long-standing debate concerns conflict and consensus. 

The consensus position is that while people are inherently dis

orderly and social order is therefore precarious, social organiza

tion and institutions keep people from destroying themselves . 

(The reader may recognize this position as descending from the 

English philosopher Thomas Hobbes.) For this position, the 

standard question is why conflict does not pervade the social 

system. The answer is usually sought in norms, rules, and val

ues--all the apparatus of social institutions, as this position 

calls them. Much of consensus research takes the form of teas

ing our hidden norms and rules that maintain stability in social 

situations, from the grand social values seen by writers like 
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Talcort Parsons to the petty regulations of interaction rituals 
seen by writers like Erving Goffman. 

The conflict position, with a genealogy reaching back 

through Marx to Rousseau, is precisely the reverse. Why, con

flict theorists ask, is there so much conflict? The answer is that 

while people are inherently good, their lives are clouded by op

pressive institutions that make them act in socially destructive 

ways. Conflict theorists also seek hidden norms and rules, bur 

for them these are the concealed sources of conflict, nor the vis

ible bulwarks against i t. Conflict thinkers always begin with 

social conflict and look backward for its causes, since they be

lieve these do not lie in human nature. Consensus theorists 

think from conflict forward, co its consequences, believing as 

they do that conflict does arise in human nature. 

In the area of problematics, then, we have two important 

debates: choice/constraint and conflict/consensus. It should be 

obvious that the conflict and consensus positions have distinct 

political sympathies, conflict with lefr-liberal thinking and 

consensus with conservative thinking. (Constraint and choice 

often follow the same divide.) These political positions them

selves are often linked to a further debate, one on the nature of 
knowledge. 

I. Transcendent and Situated Knowledge 

Much of social science strains toward knowledge that applies at 

all times and in all places. This is the traditional "scientific" 

position in favor of transcendent, or universal, knowledge. An 

equally strong strain holds that such k nowledge is not possible. 

Knowledge is always situated . The latter argument often rests 

on the constructionist position that social life is built in action 
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and hence that only the participants can correctly define what 

is happening in their own place and time. They have privileged 

access to their own reality. (This is certainly a position that 

even quite a few survey analysts would accept.) 

The political sympathies of these positions are by no means 

consistent. The universalise, or transcendent, position is usually 

portrayed as politically conservative, while the left is identified 

with situated knowledge that accepts the limits of place and 

rime. Ar the same time, much of left-liberal social science con

sists of applying universal moral positions (for example, "op

pression is bad") to places and times that would by no means 

have accepted them. The connection is thus nor consistent. 

THE TRANSCENDENT/SITUATED KNOWLEDGE DEBATE is a useful 

place w complete this short survey of profound debates in so

cial science. As we have seen, these begin with purely meth

odological debates: posirivism/interpretivism and analysis/ 

narration. They continue through the debates rooted in on

tology: behaviorism/culturalism, individualism/emergentism, 

realism/ constructionism, and contextualism/ noncontexrualism . 

To these are added the great debates over problematics: choice/ 

constraint and conflict/consensus. Finally, as we have just 

noted , the characterization of the social sciences as transcendent 

or situated captures a host of differences about the sources and 

status of social scientific knowledge. I have listed all of these 

debates schematically in Table 2.1. 
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" we need to wby there is so much social 
" Consensw: we need ro explain why there is not more social conflict. 

Debate about Types of Knowledge 

., Transcendent our knowledge should at all 

times. It should be "universal." 
"' Situated knowledge: our knowledge must be limited in 

It is always local or particular. 

II. METHODS AND DEBATES 

The most common way methods intro

duced in Chapter One is by defining them not as ex

planatory programs (as I did in 

these basic debates. each 

traditional view of its positions in Table 2.2. 

A. Ethnogmphy 

Ethnography is usually seen as quite well 

these debates. Methodologically, it is 

u1 terms 

attending extensively to multiple subtleties meanmg. 

often narrative, although ethnographies of the interwar im-

mediate postwar period were often filled with 

of societies in terms of social fimctions and formal social struc

tures, such as kinship systems. 

Ontologically, too, ethnography has · its earlier 

nations emphasized behavior and social structure more than 

culture, but the latter has come to dominate it in the last 

quarter century. Ethnography is almost never conducted in a 

methodologically individualist vein nor in a strongly realist 

one. It is also always highly contextualized, although the 

of context has differed . Ethnographies of the classical 
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tended to isolate soc1et1es from larger systems but always 

treated the local scene in a comprehensively contextual fashion. 

By contrast, the main focus of contemporary ethnography is 

precisely the clash of global and local contexts , with much less 

study of the details of local context. As for problematics , nei

ther choice/constraint nor conflict/consensus has been a strong 

debate in ethnographic study, although (as in all social sci

ences) one could see a drift from consensual to conflict posit.ions 

from 1960 to 1990. Certainly erhnographies have not com

monly been done under anything like strong choice assump

tions. Finally, ethnography virtually by definition emphasizes 

situated knowledge. T he generation of universal knowledge 

from ethnography has been very difficult. In the early years, the 

emphasis on functions and social structures like kinship led to 

considerable generalizing, but the flood of "cultural analysis" 

has washed most universalizing out of ethnographic studies. 

The only universal statements in ethnography today concern 

the universally creative and interpretive flux of culture and 

meaning. 

B. Historical Narration 
Like et hnography, historical narration is strongly interpretive. 

Multiple meanings and ambiguities are its everyday fare. And 

it is of course narrative , both as a rhetoric and as a mode of 

questioning and understanding. Narration as a rhetoric has 

come under attack in the last thirty years, both in the focus on 

social science history (standard causal analysis as applied to his

torical problems) and in the newer focus on letting multiple 

voices speak, which has impugned the grand narranves of 

nineteenth- and early-twentieth-century historiography. But 
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problems in history are still usually posed narratively-why 

did A happen and not B ?-and social reality is still undersrood 

largely as a woven web of stories, not as a systematic social or 

cultural structure. 

Among the ontological debates , his torical narration has 

taken a strong position only on the issue of contextualism, al

ways insisting on the embedding of any historical inquiry in a 

general knowledge of its time and place. Again, there has been 

some relaxation, but hist0rical narration remains far more con

textualized than nearly any other social scientific method. On 

the issue of behavior/structure and culture, historical narration 

has varied, emphasizing now one, now the other. This has been 

the case with individuals and emergents as well, although the 

de-emphasi s on poli tical h istory over the last quarter century 

has generally meant a greater emphasis on emergent groups 

and their histories. I t is the same wi th realism and construc

tionism. The inevitably processual character of historical narra

tion inclines it toward a constructionist position, but the mass 

of detail that must be told in a narrative makes realism an im

portant defense agains t sheer informational chaos. 

In problematics, historical narration has always emphasized 

a dialogue between choice and constraint. Indeed, one might 

see this insistent denial of the entire choice/constraint debate as 

one of the basic marks of historical writing. Both conflict and 

consensus, on the other hand, have been motivating schemes 

for historical narration, often being combined in narratives of 

the exacerbation and reconciliation of conflicts (as in much 

writing about social movements). 

Finally, historical narration, like ethnography, always em

phasizes situated knowledge. The last time historians seriously 
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envisioned universal processes was in the mid-nineteenth 

century-Spenser's social Darwinism and Marx's dialectical 

materialism are examples-although globalization may be a 

candidate in the near future. Indeed, world history is enjoying 

a new vogue, so we may be headed for a new type of universal

ism in history. 

C. Standard Cattsal Analysis 

Standard causal analysis reverses many of the positions of 

ethnography and narration . It is positivistic, believing that so

cial measurement is possible and indeed necessary, although 

sometimes difficult in practice. It is unrelemingly analytic , in

voking narration only to imagine relations among variables or 

causal forces. 
Onrologically, it has usually emphasized the individual, 

since it always works with individual units of analysis that are 

characterized by properties. (One can imagine an emergentist 

SCA mathematically based on emergent continuities-an SCA 

based on mathematical topology, for example-but it hasn't 

"emerged. ") SCA has also emphasized behavior/structure more 

than culture. For the most part, SCA denies context, because 

contexrnalism is a major inconvenience to the statistical meth

ods it uses. The whole idea of variables is to remove particular 

attributes of particular cases from the contexts provided by 

other attributes of those cases . Realism is likewise a strong as

sumption of SCA, since it presumes fixed and given meanings. 

On problematics, the standard causal posit ion is more 

open. The sociological version of it is not very welcoming to 

constraints, since one of the assumptions of its methods is 

that independent variables are free to determine the dependent 
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variable. In a model of occupational achievement, for example, 

SCA would not recognize the fact that the overall size of most 

occupations is determined by forces other rhan the qualities of 

the people who go into them. (Occupational size is largely de

termined by the mode of production in the economy.) There 

has, however, emerged a small school of sociologist "network 

analysts" who work under SCA assumptions but study con

straint directly. On the conflict/consensus issue, by contrast, 

standard methods are agnostic. Finally, the standard causal po

sition is overwhelmingly universalise. Indeed, this is one of the 

foundations of its appeal. Its whole aim is to achieve knowl
edge transcending locality. 

D. Small-N Comparison 

As I noted, small-N comparison is a hybrid. It aims to keep the 

interpretive and narrative subtlety of ethnography and narra

tion bur to add to these an analytic strength that echoes stan

dard causal analysis. Ontologically also, small-N comparison 

has retained the openness of ethnography and narration. It em

phasizes neither the individual nor the group, neither behavior/ 

structure nor culture, and has operated on both realist and con

structionist assumptions, although like ethnography and narra

tion it leans toward the latter. Like them, too, it is highly 

contextualized. Indeed, the central point of small-N analysis, 

when compared with standard causal analysis, is precisely to re

tain the contextual information that standard causal analysis 
strips from its multi tudes of cases. 

By doing this, small-N analysis hopes to produce knowl

edge that is both situated and universal. On the one hand, the 

retention of detail in the case studies produces situated, contex-
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malized knowledge; on the other hand, the use of different 

cases allows the analyst to separate the particular aspects of par

t icular cases from more general processes. As for what it takes 

to be problematic in social life, small-N analysis has no strong 

identity, emphasizing neither choice nor constraint, neither 

conflict nor consensus. By contrast, small-N comparison is 

uniquely identified by its stand on the aims of knowledge. Its 

basic aim is to square the methodological circle by combining 

situated and transcendent knowledge. 

E. Formalization 

As in many other ways, formalization is the most extreme of 

the methods discussed here. It is almost absolutely positivistic, 

alrhough curiously so in that i t involves no real measurement. 

The practice of measurement is unnecessary to it , and indeed in 

economics, the stronghold of formal analysis, concern with 

measurement of social facts is probably lower than anywhere 

else in the social sciences. At the same time, the presumption 

that accurate and valid measurement is possible is an absolute for 

formal ization. 

It might seem to go without saying that formalization is 

analytic rather than narrative, but game theory- which is 

certainly formalistic-contains at least the beginnings of an 

abstract approach to narration. Narrative formalization was also 

characteristic of the literary structuralism of the 1950s, 1960s, 

and 1970s and entered the social sciences through Levi-Strauss. 

But it has not endured as a standard method. 

Ontologically, formalization has generally been both indi

vidualistic and realist. It has been overwhelmingly concerned 

with behavior/structure rather than culture and has been 
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acontextual, although formal models of context , like the 

Schelling segregation models and other contagion models, 

are nor uncommon. But context is, in these models, highly 

formalized. 

As for what lt takes to be problematic, formalization has 

typically attended more to choice than ro constraint . It has 

been agnostic on the confl ict/consensus issue but has been ab

solute in its allegiance to transcendent knowledge. 

III . CYCLES OF CRITIQUE 

It is thus easy to sketch the basic philosophical stances of the 

standard methods already introduced. And indeed sketching 

those stances helps make the methods more clear and compre

hensible and emphasizes the ways in which they disagree with 

one another. Looking at these disagreements, we might con

clude that our methods lie on a grand sweep from ethnography 

and history to small-N analysis , then SCA, then formaliza

tion-a grand move from concrete to abstract. Indeed , it is 

common to run most of the debates discussed in the first part 

of the chapter imo one huge thing, an apparent gradient from 

interpretive-narrative-emergentist-contextualized-sirnated 

know ledge to positi ve-analytic-indi vidualist-noncomextuali zed

uni versal knowledge. 

This conflation is a mistake, for a number of reasons. First, 

there are obvious counterexamples. Ethnography and formal

ization came together in Levi-Strauss's attempt co find a formal 

model for the st ructure of myths. Well , one might say, that 

wasn't real formalization. No calculus, no numerical matrices, 

only a couple of charrs and some coding-that's not much for

malization. But the deeper point is that l~evi-Strauss did turn 
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toward formalizat ion. He wished to make a syntactic move, in 

the terms g iven in Chapter One. That he d idn't happen to use 

the usual machinery of the best-developed formalizations 

around-microeconomics, game theory, and such- doesn't help 

us to understand what he was trying to do. What does help us 

is to see h is new method for myth as part of the explanatory 

program he was trying to create-a syntactic one (with an em

phasis on elegant arguments within it), rather than the seman

tic one that had dominated the study of myth up to that point 

(which had emphasized the reference between myths and daily 

life or between myths and social structure). 

It was for this reason that I stressed in Chapter One that the 

three explanatory programs I was discussing were directions 

rather than specific contents or methods. Abstraction is a mag

nitude-a distance away from concrete reality. But one can be

come abstract in several d ifferent ways and one can take a new 

d irection any time, anywhere. That is what the idea of explana

tory programs emphasizes. It so happens that we have a num

ber of living methodological traditions, and they happen to 

have embodied explanatory programs in various ways, just as 

they have taken various stances on the g reat debates just listed. 

But they are living and changing tradit ions, and it is possible 

for them ro turn in pretty much any explanatory direction any 

time they like. 

The conflating of all the different debates into one big 

opposition or gradient is wrong for another reason, mo. A 

short reflection on our methods shows that far from lying on 

a gradient, they are in fact organized more in a circle. We 

are all familiar with cyclic order from the children's game 

Rock-Paper-Scissors; our methods set up a methodological 
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Rock-Paper-Scissors game. Put any two studies using slightly 

differenr methods together, and one will seem to have a more 

effective mechod. We will then find chat this method can be 

improved further by moving toward yet a third method. And 

that third method may in turn be improved by moving toward 
the first! 

For example, suppose we want to pursue Levi-Srrauss 's rnpic 

of m yth. We do an ethnography, gathering all the myths of the 

Bella Coola, a people of western Canada. Reflection on our 

notes makes us see a close connection between the mythic 

structure and the clan structure, so we decide the myth system 

is in fact a loose cultural picture of clans. The clans use the 

myth system to talk about , modify, undercut, and otherwise 

manipulate the strong social structure that is the everyday real

ity of clan life. Naturally, we would want to discuss this data 
with other students myth, comparing our theories with 
theirs . 

Systematic data on the Bella Coola, like data on hundreds of 

other societies, has been collected in something called the Hu

man Relat ions Area Files. Using this enormous database, some

one might develop a classification and coding scheme for the 

myth systems of dozens of primitive societies, as well as for 

other aspects of cultural and social structure. With those codes, 

he or she could then do an excellent SCA, showing that type of 

myth system could be predicted by knowing, say, the type of 

lineage system (patrilineal, marrilineal, bilateral), certain as

pects of the gender division of labor, and type of contact with 

the Western world. This knowledge would reduce our Bella 

Coola study to one example of a phenomenon we now "under

stand" because of the "more general analysis." 
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One could imagine a series of such SCA studies of myth and 

other aspecrs of primitive societies, a literature developing irs 

own internal debates and questions by changing the variables 

observed, the types of analysis , and so on. But one can also 

imagine a historian studying the process through which cul

tural artifacts and myths were collected in a number of tribes . 

It might well turn out that the myths and physical artifacts 

were produced for, and therefore determined by, the demands 

of anthropologists , museum workers, and other collectors 

of "primitive material. " As is true of many of the Northwest 

totem poles, these myths may have been produced "for the an

thropology trade" as much as for the primitive societies them

selves (see Cole 1985). In fact , the social structures of these 

tribes may have been reconstructed in various ways by contact 

with modern societies; we now know, for example, that the fa

mous potlatch ceremony of the Bella Coola and the Kwakiutl 

as it was studied by the early anthropological collectors was 

in large part a creation of that contact (Cole 1985; Cole and 

Chaikin 1990). On such an argument, the SCA tradi t ion goes 

up in smoke. It is talking about a causal situation that wasn't 

in any sense real. So we give up on our SCA tradition just as we 

gave up on the ethnographic tradition , and we begin a litera

ture of historical inquiry into the nature of contact between 

primitive societies and the West. (Indeed, such a literature has 

emerged, although not our of critique of an SCA li terature but 

rather out of critique of ethnography per se.) 

We can, however, imagine an ethnographer going to the 

field deliberately to study culture contact. And we can imagine 

that ethnographer telling some historians of contact with the 

West that they have m issed the extraordinary creativity with 
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which primitive societies reshape the cultural and social mate

rials that come to them through contact. So here we are back at 

ethnography again, right where we started before our little de

tour through SCA and historical analysis. Moreover, perhaps 

that ethnographer has just read some game theory (wh ich is, af

ter all, a type of formalization) and thinks that we should per

haps recast the process of culture contact as a repeated-play 

Chicken game, in which every time contact recurs, both sides 

attempt to enforce their interpretations of the situation until at 

the last moment one or the other transforms its interpretation 

through a complete redefinition. But this redefinition lasts only 
until the next play, and so on. 

is exactly a Rock-Paper-Scissors situation. SCA trumps 

ethnography by generalizing. History trumps SCA by his

toricizing its categories. Ethnography trumps history by un

dercutting the very idea of historical continuity, invoking 

formalization into the bargain. Note that each of these trump

ings involves a move to a new dimension of difference between 

methods, and thus each methodological replacement is really 

an assertion that the dimension emphasized by the replacing 

method is more important than the one replaced. SCA trumps 

ethnography by asserting that generalization is more important 

than detail. History trumps SCA by asserting that histori

cal verisimilitude is more imporranr than simple generality. 

Ethnography trumps history by asserting that the power of cul

tural reinterpretation can undercut our belief in any historical 
continuities. 

It seems likely, then, that method can trump all the 

others, although in different ways . There are thus many differ

ent methodological "cycles" like the one above. Moreover, 
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nearly all of these trumpings have been tried and have led each 

methodological community to forms of revisionism that try to 

deal with the shortcomings other communities have pointed 

out. These, too, complicate the methodological landscape. 

Even worse, each method offers a metacrit ique of the others . 

That is, each method can be used to analyze the practitioners of 

the others; one can do an ethnography of historians or an SCA 

of formalists, for example. 

It is useful to run through all of these critiques and trump

ings and revisions, just to put them all down in one place. In 

part, I do this so that the reader will not take them too seri

ously. When we see them all together, it is hard to believe that 

these little round-robins amount to much. But I also provide 

this list to emphasize again that there is no inherent gradient or or

der to methods. Each method privileges some aspects of analysis 

over others, and as a consequence each is more or less important 

as we attend to this or that criterion for our analyses. I have 

gathered all of these comments in Table 2.3, showing both the 

metacririques and the directed critiques. I also show examples 

of responses (implicit or explicit) to the d irected critiques. 

A. Ethnography 

Ethnography argues that historical narration overlooks the ex

traordinary variety of human life in its attempt to find the 

trends and general principles of an age . Responding to this 

critique, historians throughout the 1960s, 1970s, and 1980s 

moved toward history "from the bottom up," studying the 

"people without history," often employing an oral history that 

looks no different from ethnography. Although all of these 

studies were in part inspired by a political impulse to study the 



Method 
Ethnography 

Small-N Comparison 

Historical Narration Others sense of their 

own hisrory. 

Ethnography 

Small-N Comparison 

SCA 

Formalization 

SCA Others' methodological 

allegiances can be explained 

by various causal forces, 

(implicit only) 

Ethnography 

Historical Narration 

Small-N Comparison 

Formalization 

Formalization 

Ethnography 

Historical Narration 

Small-N Comparison 

SCA 

2 

uses worthless or meaningless data; assigns 

meanings arbitrarily 

is static~ misses change of meaning; 

hisrory of its own terms, of its types of analysis, 

of itself 

lacks primary darn; misses context 

ignores contingency; lacks account of action; 

cannot represent "history" of its variables 

assumes that underlying model does not change 

lacks generalization; lacks causal analysis; is 

unfalsifiable; uses unreliable measurement; is 

nor scientific 

lacks generalization; lacks causal analysis; is 

unfalsifiable 

uses case numbers too small for generalizing; 

retains meaningless detail, keeps worst of both 

worlds 

lacks content; accepts bad data 

lacks theory 

lacks theory 

lacks theory 

lacks theory 

history from 

focns groups 

rise of work combining hjstory and 

ethnography-for example, Sidney 

Mintz, Eric Wolf 

primary-data-based comparative 

hisrorical sociology 

social science history; conditional 

models; periodized time series analysis 

evolutionary algorithms 

group ethnographies combining 

multiple sites 

comparative historical sociology 

qualitative comparative analysis (QCA';--

Charles Ragin 

Claude Levi-Strauss on mythological 

analysis; Harrison White on kinship 

rational choice history-Hilton Root, 

Margaret Weir 

testing of game theoretic hypotheses 

The table is not saturated in the sense that every possible cell is filled in. l have left blanks where I am not aware of a major critical literature or 

spoose. In addition, the "responses" here do not necessarily come from the 

ogy, not history, although it responds to rhe SCA critique of "uncausal" 

community Con1parative historical sociology came from sociol~ 
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forgotten and downtrodden, they were also rooted both directly 

and indirectly in an ethnographic impulse to get closer to the 

data underneath the "grand syntheses" that ignored so much. 

Ethnography argues that in small-N analysis there are fun

damental problems of comparability between cases, even if the 

analysis involved is itself ethnographic. Small-N analysis con

textualizes, but not enough. Against SCA, the ethnographic 

case is much clearer. Ethnography thinks that social facts de

rive their meaning from other facts around them . To treat so

cial facts as "variables" on universal scales (where a given fact 

has a given meaning irrespective of the other facts in its con

text) destroys that meaning. Ethnography therefore regards 

coding and quantification with profound suspicion and believes 

that the data on which SCA bases itself are quite literally 

meaningless. While there has not been a direct infusion of 

ethnography into SCA because of this critique , there has been 

an enormous increase in the use of focus groups and other 

quasi-ethnographic devices to make sure that questionnaires 

make sense with respect to the people being surveyed, rather 

than simply coming from the minds of surveyors, as they often 
did in the early days. 

Oddly enough, ethnography and fo rmalizat ion have had a 

long-standing flirtation. They share a certain love of complex

ity. For ethnography, this is a complexity of facts and events. 

For formalization, it is a complexity of formal details and infer

ences, very much evident in the dozens of different games 

(Chicken, Tit for Tat, Prisoners' Dilemma, and so on) invented 

by the game theorists. Levi-Srraussian anthropology was highly 

formal, as was cognitive anthropology m rhe 1960s and as is 

much of anthropological linguistics today. For rheir part, the 
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formalists had a fine time t rying to mathematize the kinship 

systems of the world. This odd fl irtat ion between what are ap

parently the ends of a concrete-abstract scale underscores the 

cyclic nature of methods. The ethnographic discipline of an

thropology has been far more hospitable to formalization than 

to any version of SCA. 

The ethnographic metacritique of other methods is carried 

our in the now widespread ethnog raphic analysis of g roups of 

natural and social scientists. The content of the critique is sim

ple enough. Without a serious ethnographic analysis of their 

practices and beliefs, social scientists cannot understand what 

they themselves are doing . Their surface discourse- of meth

ods and theories and findings-in fac t covers a much more 

complex set of cultural structures . Whar is going on may then 

not be "social science" but rather making sense of local anom

alies in the data, controll ing the way in which surveys simplify 

reality for large or small political reasons, and so on. In this 

way, ethnography can claim that methodological discussion is 

in practice a cover for other agendas : personal , institutional, so

cietal, political. 

B. Historical Narration 

The historians have a different metacritique . For them, the 

great problem of social science is that it does not historicize it

self. That is, methodological communities lack a sense of their 

hisrory and hence a sense of the transitory nature of the very 

terminologies with which they debate central methodological 

and theoretical issues . Until social scientists understand them

selves as working in cultural communities that interact in 

highly structured and even ritualized ways, they will be forced 
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by their own rhetorics and symbols t0 walk on a treadmill 
' imagining that they are advancing, but in fact going nowhere. 

Indeed, it may well not be possible to go in any direction. We 

may simply be wandering around aimlessly. Historical analysis 

emphasizes the role of contingency and accident in all method
ological development. 

If we turn to the specific critiques that historical analysis 

levels at other methods, we find an interesting variety. Histori

cal analysis criticizes ethnography for being static. By going to 

a single place at a single time, an ethnographer loses the ability 

to distinguish things that are changing from things that are 

not. Everything that endures as long as the ethnographic en

counter looks permanent. Indeed, from 1970 onward, writers 

have criticized the classic ethnographies of the interwar period 

for treating the fleeting moments of the last stages of colonial

ism as if they were stable moments of "traditional societies ." 

Against small-N analysis- usually, comparative historical 

work-history 's claim has been guite simple. Small-N analysts 

typically do not use large amounts of primary documents and 

typically know far less than do specialists on one case. Histori

ans th ink small -N analysts simply don't know their cases . By 

contrast, the historical case against SCA is much more vague. 

In fact , there has been a substantial move to marry SCA meth

ods to historical questions, in the large and amorphous move

ment called social science history. (Not all of the participants in 

this have been historians; there have been many historical de

mographers, economists, and sociologists involved as well. ) 

The deeper "historical" case against SCA is that reality happens 

not in isolated events and properties, as the SCA practice of 

variables analysis assumes, but rather in cascades of action and 
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reaction, choice and constraint. SCA really has no account of 

action and reaction whatsoever; its only standard method for 

analyzing action is to estimate the effects of different variables 

on the waiting time till some dependent event occurs-that's 

hardly history. Finally, historical narration argues that SCA's 

variables have histories, which are always ignored. One cannot 

really do over-time models of changes in the relationship be

tween occupation and education because the very categories

the names and contents of occupations and the names and 

contents of types of education-change over any time period 

worth analyzing. 

Against formalization , the chief argument of historical 

analysis is that it always presupposes a formal model that 

doesn't change, whether that model is game theoretic or micro

economic or structuralist. But it is the cardinal presupposition 

of historical analysis that anything , even the very rules of the 

game, can change. To the extent that there are universal rules , 

they are contentless, definitional truisms-"people do what 

they want to do" and that sort of thing. Interestingly, there 

have been occasional outbreaks of formalist history, generally 

coming from outside history as a disc ipline. Nicolas Rashevsky 

once wrote an amusing book called Looking at History through 

Mathematics, and more recently there have been various 

rational-choice models applied t0 historical evenrs. But no one 

has ever seriously attempted the central task of making fo rmal 

models themselves fully hisrorical (by making the rules of the 

games completely imernal, a part of the game). This question 

belongs to the computer science field of recurs ive theory and 

will no doubt be addressed soon enough. 
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C. Standard Causal Analysis 

SCA's critiques of other forms of method are familiar. SCA con

demns ethnography for nor allowing general conclus ions, for 

berng unfalsifiable, for using unreliable and unreplicable sub

jective "measuremem"-in short, for not being scientific. SCA 

condemns historical analysis for many of the same reasons, al

though particularly emphasizing the fact that historical analy

sis is not "causal analysis." By this cri ticism, SCA means two 

things, one more limited than the other. The limited critique is 

that historical analysis doesn't produce coefficients telling us 

how much of each independent factor is involved in the de

pendent result. Historical narration is more likely to combine 

the fac tors in a story, to envision multiple contingencies and 

interdependencies. This limited critique is largely defini tional; 

SCA is saying that hisrory isn't SCA, which does produce such 

coefficients and, more important, claims that srory telling is 

not a legitimate form of explanation. 

The broader critique is more profound. SCA legi timately 
argues historical analysis rarely if ever investigates common 

forms of "stories" across cases; it never attempts even "histori

cal," much less causal, generalization. This critique gave rise to 

comparative historical sociology, a form of small-N analysis 

designed to deliberately evaluate different causal patterns in 

small numbers of cases. It also led to various forms of narrative 

positivism, which attempt to directly measure and analyze 

large of historical "story" patterns like careers or revo

lutions . SCA then criticized these revisions themselves. It crit

icized small-N analysis (in the guise of comparative historical 

sociology) for still having too few cases for effective generaliza-
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non, while it criticized narrative posit1v1sm for not having 

enough causal analysis. 2 

Against formalization , SCA argues that it is too vague and 

contentless. There is no necessary connection between a formal 

model and any particular set of data, as we have seen before . 

This is both a theoretical and a practical objection. On the one 

hand is the theoretical problem that any given social situation 

can be represented by dozens of formal models with varying as

sumptions and implications. On the other is the practical prob

lem that formalists have often been extremely cavalier about 

data. 

As a metacritique, SCA is less direct than are ethnography 

and history, whose metacritiques are almost ad hominem. They 

can point ro particular misunderstandings , particular anachro

nisms. They can be and are used as weapons in intellectual de

bate. The SCA metacri t ique is more implicit. It implies that 

one could model the output of the various disciplines and show 

that various causal factors-the talent of practi tioners, the lev

els of funding, the structure of interlocking elites-might ex

plain that output. It is interesting that hardly anyone today 

bothers to do such models either as critique or even as simple 

sociology of science, although there is certainly a persistent 

folk belief among SCA practitioners that the form and content 

of ethnography, narration, and small-N analysis are determined 

by the (supposed) lack of mathematical skill among those who 

use them. 

D . F ormaf ization 

The formalists , roo, spend little of their time in metacritique. 

They don't bother to write models for others' scholarship, al-



METHO DS OF DISCOVERY 

arguments. 

As 

with 

,., .. ~~-·~··u have not 

analysis 

"hypothe

plausible behaviors 

of conditions. 

and small-N 

are simply not 

undevel

purely rheo-

common framework. 

as true of SCA, 

" as it is of 

attempts to ex

are formalist connec

sometimes origmating 

method de

Small-N ethnogra

SCA makes of 

tries to avoid 

to avoid the 

go the other 

BASIC DEBATES AND METHODOLOGICAL PRACTICES 

way. Like most compromise strategies, 

ends up falling between two stools . 

idea of compromise, small-N analysis does not 

metacritique of the other methods. 

IT IS THUS CLEAR that each method considered 

analysis 
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and profound objections to all the others. The result, as I noted 

at the outset, is that methods have a cyclical relationship. 

one is capable of correcting the others. Indeed, as we have seen 

in this discussion, many of these corrections have taken form 

in substantial bodies of literature. But when all of these var

ious corrections are laid out together, we find ourselves in a 

labyrinth where any method can be found both superior 111-

ferior to any other. 

IV. FROM CRITIQUE TO HEURISTIC 

It is useful to summarize the argument of the chapter so far. In 

the first section, l discussed some basic debates in the social sci

ences. In the second, I pointed out how the methods of the pre

ceding chapter are defined in terms of these basic debates. At 

this point, it was noted, a standard methodology text 

launch into the details of each basic method, leaving the pro

found differences of assumptions as simply something to take 

notice of and then move past. There would be a single 

on each method, elaborating the positions inherent in these 

debates and showing how the methods go about proposing 

questions, designing studies, acquiring data, and drawing 

inferences. 

Instead, I showed that the usual way of relating these meth

ods to one another is wrong . The apparent gradient from one 
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produces surprising insights . Sometimes 

whole new methodological communities, hybridizing 

methods. Social science history emerged out 

tique of historical narration, while history 

up" emerged out of an ethnographic 

narration. Both were exciting 

movements. 

We have, then , already seen our firs t move. It 1s 

the move you make when you ask yourself how someone 

another methodological approach sees what you are doing. Mu

tual methodological critique is thus the 

heuristics I discuss. The next three chapters discuss other kinds 

of heuristics. In Chapter T hree, I discuss the of heuristic 

for com-generally, examining what we mean by a trick or 

ing up with new ideas. I also discuss the two means 

for producing such ideas. The first is the additive heuristic 

normal science, making a new idea by making a minor~"~"'·"'~ 

in an old idea and repeating the analysis . The second 

heuristic of topics, using lists of standard ideas to avoid 

stuck in one way of thinking. 

In Chapters Four and Five, I turn from such global 

strategies to more particular rules for producing new ideas. 

Some of these are ways of searching elsewhere for ideas; 

are content-free rules for changing arguments. Some are ways 

of changing the description of the events we are trying to theo

rize about; some are ways of changing the way we tell stories 

about those events. All are potential tools for transforming ex

isting arguments into new ones. 

Chapter Six returns to the heuristics implicit in the mutual 

methodological critiques just discussed. The heuristic 
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them the same way in all contexts and at all rnomems . 

Six shows how this complex and fractal character 

debates makes them into a crucial heuristic resource 

science. Just as the trumping 

vide bases for whole new literatures , so roo do the 
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bates at the heart of social science provide endless ways to come 

up with new ideas and even new ways to 

tions. That is exactly what we mean by 
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INTRODUCTION TO HEURISTICS 

I. THE IDEA OF HEURISTIC 

II. THE ROlJTINE HEURISTICS OF N ORMAL SCIENCE 

Ill. TOPICS AND COMMONPLACES 

A. ARISTOTLE'S FOUR CAUSES 

B. KANT'S LIST OF CATEGORIES 

C. BURKE'S FIVE KEYS OF DRAMATISM 

D. Mo1uus's THREE MODES OF LANGUAGE 

I. THE lDEA OF HEURISTIC 

The classic story about heuristics tells how Archimedes jumped 

out of the bathtub and ran naked through the streets of Syracuse, 

shouting "I've found it." As he had watched water slosh out of 

the tub, he had suddenly realized that something that weighed 

the same as his body but was more dense would make less water 

slosh out of the tub. Hence, if the supposedly golden crown of 

his friend King Heiron was actually made of a cheaper silver al

loy, it would displace more water than an all-gold crown, because 

silver is less dense than gold. So he could tell whether the crown 

was made entirely of gold without melting it. 

W hat Archimedes actually shouted, of course, was not 'Tve 

found it, " but "Eureka," the first -person singular perfect of the 

Greek verb heuriskein, meaning "to find." 1 From this word 
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comes the English word heuristic, which denotes the study of 

how to find things out-the discipline, as it were, of discovery. 

The Archimedes story is a good place to start thinking about 

heuristic. Archimedes had a problem. Bobbing in the bathtub 

gave him the solution. And so heuristic is the science of finding 

new ways ro solve problems, the science, as it were, of bath

tubs. Thus , in computer science, heuristic programming refers to 

programming that cakes an experimental approach to problem 

solution rather than an analytically exact one. 2 

Most modern writing about heuristic comes from mathe

matics. Mathematicians often have particular problems ro 

solve: how to solve the normal distribution integral (hint: you 

can't do it analytically), how to create a perfect pentagon, how 

to categorize all the possible types of disconnection in six

space , and so on. Mathematicians often know or suspect the an

swer they seek but need to be sure of how one gets there . Even 

when they don 't know the answer, they usually have a clear 

idea of what an answer looks like. In such a context, heuristic 

means thinking creatively about how ro get from problem to 

solution. Often one builds out from the problem on the one 

hand and from the solution on the other until the two halves 

meet in the middle like a bridge built from two banks. 

The greatest modern writer on heuristic, the probabilist 

George P6lya, wrote his brilliant How to Solve It precisely about 

such mathematical problems. P6lya presented a large number 

of tricks and schemes for making difficult problems solvable . 

He thought there were four crucial steps to problem solution: 

understanding the problem, developing a plan to solve it, car

rying that plan om, and looking back from the solution. Each 

of these steps involved a number of questions and tasks: 
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1. Unders tand the P roblem: 

What is the unknown ' W hat are the data? What are the 

"conditions"? 

Draw a figure . Introduce suitable notation . 

Separate the parts of t he conditions. 

2. Devise a Plan: 

Have you seen this problem before or something like ir l 

Do you know anorher p roblem with the same unknown? 

If you have a related problem and its solution, how can you 

use that here ? 

Can you restate the problem? Solve a part of it? Solve an 

analogous problem ? Solve a bigger problem of which it 

is a part? 

3. Carry O ut the Plan: 

Check each step . Are they really correct? Can you prove it ? 

4. Look Back: 

Can you check the result? Can you derive the result 

differently? 

Can you use the result ro solve another problem ? 

(195 7 :xvi-xvii ) 

Most of P61ya's book is a "dictionary of heuristic"-really a 

set of meditations on various topics relevant to discovery. Some 

of these topics are strategies for problem solving: auxiliary 

problems, decomposing and recombining , mathematical in

duction, variation of the problem, working backward . Others 

are extended essays on the questions listed under items 1-4 
above. 

But in the social sciences we often have a different situation. 

We often don' t see ahead of time exactly what the problem is, 
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much less do we have an idea of the solution. We often come at 

an issue with only a gut feeling that there is something inter

esting about it. We often don't know even what an answer 

ought to look like. Indeed, figuring out what the puzzle really 

is and what the answer ought to look like often happen in par

allel with finding the answer itself. This fS why many if nor 

most writers of social science dissertations and books write the 

introductions to their dissertations and books last , after all the 

substantive chapters have been wri tten. Their original research 

proposals usually turn out to have just been hunting licenses, 

most often licenses to hunt animals very different from the ones 

that have ended up in the undergraduate thesis or the doctoral 

dissertation. 

This difference between mathematics and the social sciences 

means that I do not necessari ly assume here that the reader is 

someone at the beginning of a research project, looking for new 

ideas. Most teaching on methods assumes that the student will 

start a research project with a general question, then narrow 

that to a focused question , which will dictate the kind of data 

needed, which will in turn support an analysis designed to an

swer the focused ques tion. Nothing could be further from 

reality. Most research projects-from first-year undergraduate 

papers to midcareer multiyear, multi-investigator projects

start out as general interests in an area t ied up with hazy no

tions about some possible data, a preference for this or that 

kind of method, and as often as not a preference for certain 

kinds of results. Most research projects advance on all of these 

fronts at once, the data getting better as the question gets more 

focused, the methods more firmly decided, and the results more 

precise. At some point- the dissertation-proposal hearing for 
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graduate students, the grant-proposal stage for faculty, t he of

fice hour with the supervising faculty member for any serious 

undergraduate paper-an attempt is made to develop a soup

to-nuts account of the research m the traditional order. Now 

emerges fami liar format of leading to literature re

view leading to formal question, data, and methods. Even then, 

the soup-to-nuts menu is likely to be for a different meal than 

the one that ends up in the final paper. 

As any senior researcher can tell you, the typical grant

funded project has some of its final results in hand by this mid

point in the research process. Put another way, you can't tell a 

granting agency what you are going to do until you've very 

nearly finished doing it. And indeed, many faculty use grant 

funds from one project to do their next project, which they ap

ply for-when it is nearly done-to get funds to do the project 

after that . (That is, expecting you to know exactly what you are 

going to do ahead of time is completely unreal istic in the social 

sciences.) So the first version of a tradi tional proposal is pretty 

tentative. The real reason for forcing research into that format 

is that format makes it easier to see what remains to be 

done and what hasn't worked so far. 

All of which means that I am not assuming that the reader is 

reading this book in hopes of getting an idea, which wi ll then 

lead to focused questions, and data, and so on. The gambits I 

discuss can be useful at any time in a project, because data, 

methods, and theory will all be recast again and again through

out the course of any research project. 

Th is about senior researchers may seem to suggest that 

my argument is losing its original focus on the beginning 

student. So a word is useful here about the stages of an intel-
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lecmal life. Ir turns out that heuristics do different things for 

us at different ages . 

I noted in my remarks To the Reader that a common prob

lem among smdems is a feeling that one has nothing to say. 

And the principal theme of this book is resolving that problem 

by finding bases for new ideas. The problem of having nothing 

(new) to say is for the most part a problem that arises because 

you, the student, are doing social science for the first time. So 

you find the huge variety of things that could be said almost as 

overwhelming as the huge diversity of things that have been 

said . 

In this common si tuation, heuristic helps you deal with 

both problems. On the one hand, it gives you tools to question 

what has been said, transforming it into new ideas and new 

views. On the other hand, steady practice of heuristic will teach 

you rules for separating good things that could be said from 

bad ones , as we shall see in Chapter Seven. 

Having a hard rime deciding what to say is to some extent a 

problem of people who don 't have a ready-made stance toward 

social life. We all know many people who do have such a ready

made stance, for that is the position of people who have a 

strong political interest of some kind . Whatever the issue 

raised , people with such political interests have a srance on it, a 

way of thinking about it. Often they even have stock questions 

and puzzles about it (as in the feminis t's questions "what about 

women and social networks?" "what about a gendered concept of 

narrative?" and so on). These flow from their relatively one

sided view of social life, which is somewhat easier and in some 

ways less intellectually self-defeating than a position that tries 

to see a problem from all sides. The proverbial view from 
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nowhere is willy-nilly characteristic of people just starting out 

in social science or of people who don't yet have particular 

commitments, and it is much harder to work with than the 

more comfortable view from a point. 

This comfortable one-sidedness, which only strongly politi

cal people have from the start, is a quality we all achieve after 

our early outings as social scientists. It is a kind of second stage 

of our development. You don't necessari ly become dominated 

by this or that political concern, bm you decide you're a Marx

ist or a Weberian or Foucauldian , and voila-for any given 

problem you have a viewpoint and even some standard ques

t ions . At that point, you need heuristics not so much to get 

started as to free yourself from the restrictions of your point of 

view. Otherwise, you are always writing papers in the form of 

"a neo-institutionalist view of church organization" or "Bour

dieu's habitus as an educational concept" or "Marxian theories 

of education" and wondering why no one outside your camp 

gets excited. 

The reason you want to free yourself from those restrictions 

is of course that there are always lots of other people around 

who aren 't Marxists or Weberians or whatever you are. Those 

people always seem ro have their own well-worked-out views of 

issues and problems and data. If you can't learn to think in 

their modalities, you can 't talk to them. So now you begin to 

use heuristics not jus t to loosen up your own views. You try to 

master the basic viewpoints and even the heuristic repertoires 

of other stances toward the social world. This is the third stage 

of a social scientist's intellectual development. We look for 

this in good students when we say, "OK, now what's the 
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game-theory approach w that question?" and then follow with 

"Would a Weberian be comfortable wich that ?" 

You have come of age as a social scientist when you know all 

of the diverse second-level repertoires of concepts and questions 

so well that you use heuristic strategies to set various points 

of view against one another. This is the fourth and final level 

of social science work. You start using the different standard 

stances to question one anmher; each becomes the others' 

heuristic. This is to sorne extent what I meant by the discus

sions of mutual criticism between methods in the preced ing 

chapter. Each stance begins to challenge all the others. 

More important , you can do something at this advanced 

stage that many never manage. You can combine stances into 

far more complex forms of quesrioning than any one of them 

can produce alone. An example from the arts will show what I 

mean. In the early 1780s, Mozart found some Bach manu

scripts and was amazed by them. He decided to learn to write 

Baroque-style music , and his C Minor Mass shows that he 

could indeed write such music as easily as he could write the 

classical style for which he is more famous . So in the opera Don 

Giovtmni, he defined different characters by writing music for 

them in different styles . The arias for Donna Elvira-the most 

traditional of the five women Don Giovanni hustles in the 

opera-are written in a rigid Baroque style that would have 

struck any listener at the time as completely old-fashioned, just 

right for the old-fashioned woman Donna Elvira is meant to 

be. Don Giovanni 's music is much more current , befitting hi s 

energetic but sleazy self, while the music of his servant-fix-it 

man, the scamp Leporello, is written in the rhythms of the 
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peasanr dances of the time. For Mozart, different styles are not 

a problem but a resource (see Allenbrook 1983). Only a master 

of many styles can make them talk to each other in this way. At 

the highest level of social science, this is what serious heuristic 
can accomplish. 

In short, heuristic is useful to all of us, each at our own 

levels in the social sciences. But while the basic repertoire of 

heuristics can be deployed in a number of ways and at a num

ber of levels, it is still a unified repertoire. I begin, then, by dis

cussing in the rest of this chapter the two simplest means for 

producing new ideas: the additive heuristic that we call normal 
science the use of heuristic " or commonplaces. 

II. THE ROUTINE HEURISTICS OF NORMAL SCIENCE 

George P6lya argued that "[t]he aim of heuristic is to study the 

methods and rules of discovery and invention" (1957:112). 

That might make us think that discovery can be made utterly 

routine; we learn some rules, turn a crank, and voila-discover

ies! But Polya clearly meant something more as well. Heuristic 

does go beyond the routine ways we have for producing discov

eries . Yet before seeking those, we need to think for a moment 

about the routine roads. 

Thomas Kuhn has provided what for many people is the 

standard accoum of discovery, both routine and nonroutine. 

When Kuhn wrote The Structure of Scientific Revolutions , he 

aimed to replace what we might call the big-edifice model of 

science. On this model, science at any given t ime is a big st ruc

ture of accepted facts, theories , and methods. Scientists are per

petually making new conjectures, testing them on reality with 

various methods, and then finding them rejected or accepted. If 
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accepted , they become part of the edifice; if not, they don't . 

The model is gradualist and incremental. Science grows bit by 

bit, like a big brick building being put up on a firm founda

tion. We might occasionally replace sizable walls, but we spend 

most of our time tuck-pointing or building small additions. 

To Kuhn as to many m:hers, this vis ion of science seemed in

accurate. Most major scientific theories seemed to burst on 

the world like the revolutions of Copernicus, Newton, Darwin, 

and so on. They were hardly gradualist. Kuhn resolved this 

dilemma by separating normal science from paradigm-changing 

science. He argued that science is organized in paradigms, 

within which research happens incrementally. Little results pile 

up. New parts of the building are built . Decayed bricks are re

placed . But as this normal science goes on, some stubborn real

ities refuse to fit. These anomalies pile up to the side. They are 

attribured to mistaken observation, errors in analysis, and so 

on. Once the pile of anomalies becomes very large, some

one sees that by looking at everything differently-different 

method, different theory, different interpretation of findings

one can account for everything the old paradigm covered as 

well as for all the anomalies . Kuhn called this transformation a 

parad igm shift. It embraces new methods, new theories, even 

new definitions of the facts of the real world. It means tearing 

the old building down and building a new one with the left

overs , the anomalies, and some new materials. 

As this description implies, the central heuristic rule of nor

mal science-science within parad igms- is simple addition. If 

one is an ethnographer, one studies a new tribe or a new si tua

tion. If one is a historian, one chronicles a new nation or a new 

profession or a new war. If one is an SCA analyst, one uses a 
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new independent variable or sometimes even a new dependent 

variable; one gets a new data set with which to study an old 

problem or asks an old question in a new way; one tries a new 

model. If one is a formalist, one changes the rules a bi t and re

computes the equilibriums or the parameters of the consequent 

structure or whatever. If one is a small-N analyst, one adds a 

few more cases or goes into more detail with the cases one has 

or perhaps adds a new d imension of analysis. 

T here are several versions of this more-of-the-same heuris

tic. The simplest is more data: we take the same ideas to a new 

place. To be su re, the ethnographer with a new case and the 

SCA scholar with a new data set are usually not jus t adding an

other example. Usually there are m inor differences that enable 

the new data to improve old ideas rather than simply repeat 

them. But for the beginning social scientist, the normal

science heuristic of "it works here, but will it work there?" is a 

perfectly fine opening for a research project . 

The second version of addition is the addition of some new 

dimension of analysis. Usually this is a minor dimension. Ma

jor recastings are the objects of the stronger heuristics I discuss 

below. But under this heading we have, for example, the huge 

number of SCA studies of the form "I know that x leads to y; 

suppose now I introd uce controls for s, t, and u ." For example, 

women are less likely to end up in the natural sciences and 

mathematics . Will this be true if we control for native abil ity? 

for college major? for parental encouragement? for choice of 

high school classes? and so on. Or consider the long-standing 

historical finding that the revolutionary political parties of the 

nineteenth century usually had their origins among artisans 

rather than among unskilled town laborers or agricultural 
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laborers . W as this also true in areas where artisans were few? 

Was it true in Catholic as well as Protestant reg ions? east of the 

Elbe? and so on. 
Finally, addition sometimes takes the form of adding a new 

model or methodological wrinkle or theoretical twist. For an 

ethnographer of science, this might be taking a more careful 

look at the exact language that was used in interviews, to see 

whether the order in which scientists said certain th ings re

vealed new aspects of their assumptions. For a rational-choice 

modeler, this might be try ing four or five different forms of 

"game," rather than just one or two, to unders tand a particular 

bargaining structure. For an SCA analys t, it might be putting 

exponential terms into the equation, to see whether certain in

dependent variables had not only linear bur also nonlinear 

effects . 
All of these-from simply adding data to adding a new di-

mension for analysis to adding a new methodological or theo

retical wrinkle-are basically minor, incremental additions . 

They are the tuck-pointing and reshingling and addition

building of normal science. T hey are the conservative strategy 

for social scientists, and it should come as no surprise that 

graduate students-the most conservative of all social scientists 

(because they have the most at risk)-should be assiduous prac

titioners of the addi tive heurist ic. Libraries are filled with un

published doctoral dissertations that carry out such additive 

projects. Scholarly journals receive dozens of submissions based 

on them. 
Such studies are profoundly useful. One brilliant contri-

bution does not fully establish a new argument. Adding new 

cases or variables or rules is always a useful first step in the full 
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evaluation of ideas. And so it is right and fitting that most of 

us begin our careers with the additive heuristic, and it is not at 
all surprising that many of us never leave it. 

But the ultimate aim of heuristic is to improve on such nor

mal science. Remember P6lya's definition: "The aim of heu

ristics is to study the methods and rules of discovery and 

invention." Invention is what we seek, not just addition. How 

exactly does one go about creating rules for invention? 

Ill. TOPICS AND COMMONPLACES 

There is, it turns out, something of a tradition about invention. 

It is nor found in the sciences buc rather in the field of rhetoric. 

We often use "rhetoric" as a negative word, to label tricks of 

language or argument. We think of rhetoric as false or at least 

deceptive. But the ancient writers on rhetoric-people like 

Isocrates, Aristotle, Cicero, and Quintilian-were mainly con

cerned with training people as knowledgeable speakers in pub

lic settings or as articulate experts in legal settings. And so for 

them, rhetoric was a good thing, both positive and creative. 

The ability to come up with dozens of arguments was cen

tral to the classical writers' vision of rhetoric. (Ideally one could 

do this on one's feet, talking, but in practice speeches were 

written ahead of rime and rehearsed extensively.) Rhetoric text

books customarily began with a section entitled inventio. (lnven

tio is the Larin word; the Greek for this was heztresis, from the 

same root as heuristic. See Clarke 195 3: 7 .) This section covered 

the many ways to think up or invent arguments. The most 

general ways to do so were called topics and included extremely 

abstract things like "sameness," "difference," and "genus and 
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species." More concrete sources for arguments were called 

commonplaces, which were familiar notions, like the idea that 

criminals did or did not keep committing the same crime

common beliefs that often came in pairs, one on each side of an 

argument. 

Apprentice speakers learned huge lists of ropics and com

monplaces and their subdivisions. Mastery of such lists was 

considered the foundation for effective argument. It is hardly 

surprising that in time there were complaints that oratory had 

become boring. What had been meant as a guide to inventing 

new ideas had become a machine producing endlessly familiar 

ones. 

We social scientists have such rhetorical forms, ropics, 

and commonplaces ourselves. The most famous-as familiar to 

high school students in America as the six pares of a classical 

speech were to similar students two millennia ago- is "com

pare and contrast ." (It was on Aristotle's and Cicero's lists, roo.) 

"Pros and cons" is another enduring rhetorical form, also on 

most ancient lists, as it is in the repertoire of most scholars to

day. Each of these rhetorical forms can be invoked in the heat of 

argument to provide a prefabricated layout for a discussion. 

And each can sometimes become very mechanical. 

But the use of rhetorical forms and topics as means to in

vention suggests that there might be similar forms and ropics 

for social science invent ion. These would be lists of topics that 

could be applied to any argument at any point to generate new 

things to say. The idea is simple. You have a t ried-and-true list 

of abstract categories or concepts, and when you find yourself 

running our of ideas about some aspect of social life, you go to 
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the list and see what it suggests to you. The problem is that 

you must first get some good lists of categories or concepts to 
use as topics. 

Bearing in mind the fate of these lists in ancient times (that 

is, people took them too seriously, and the lists got very bor

ing), we are not going to be particularly worried about whether 

our lists are the right lists or the true lists. It doesn't matter 

whether they are justified ontologically or epistemologically or 

whatever. (I wasted at least two years of graduate school trying 

to decide on the "right" abstract concepts and came to no con

clusion at all. What I should have thought about was which 

lis ts seemed more frui tful , not which were "right.") 

Here I will mention four such topical lists-two classical 

and two modern-that I myself have often found useful: Aris

totle's four causes, Kane's list of categories, Kenneth Burke's 

five keys of dramatisrn , and Charles Morris's three modes of 

language. There's no particular reason these should be your 

topics lists . Indeed, I've used other lists from time to t ime. But 

these happen to be the ones that have most often proved useful 

to me. They are also lists that have recurred in the works of 

many writers under many different labels . But let me reiterate 

that this is not necessarily because they are "right" (although it 

would be hard to come up with a concept of cause that didn't 

fit Aristotle's analysis one way or another.) Rather, it 's because 

they are useful. They help us make quick switches in our intel

lectual attacks on problems. You have already been introduced 

to one of these lists, by the way; I used Morris 's modes of lan

guage to organize the first chapter of this book. 

l 
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INTRODUCT ION TO HEURISTICS 

A. Aristotle's Four Causes 

I start with Aristotle's four causes . It's a simple list: 

material cause 

formal, or structural, cause 

effective cause 

final cause 
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When we say, "The Republicans lost the election because they 

lost the women's vote," we invoke material cause. In this case, 

something happens because of the social materials that went 

into making or unmaking it. Demography is par excellence the 

social science of material cause. It concerns numbers of people 

of varying types and the ways in which those differing numbers 

shape social life . 

By contrast, we might say with Georg Simmel (1950) that 

all social groups with three members are inherently unbal

anced, because two of the three always ally against the third 

(something those of us who were only children in two-parent 

homes know very well). H ere we are saying something not 

about social material but about social structure. Ir is the shape 

of the triad that gives it its peculiar properties. This is struc

tural cause . 

Aristotle's effective cause is the most familiar of his four. The 

effective cause of something is what brings it about, what 

forces it to happen. So we say that a strike caused employer re

taliation or that a newspaper caused a war. These are statements 

abour a direct kind of forcing . 

By contrast, final cause refers to the aims of events . When 

we say the cause of universi t ies is the need for education, we are 
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attri but ing the existence of universmes to their final cause 

(which today we often call function, alchough that's not exactly 

what Aristotle meant). When we say the reason for pollu

tion laws is the need for dean air, we speak of final cause. 

Note that a lobbying group is likely to be the effective cause 

of those laws, even as a configuration of larger political in

terests and oppositions is likely t0 be thei r structural cause. 

And the numbers and distribution of those interests are 

the laws' material cause. Every event has causes of all four 
kinds. 

Another example can show how using the four-cause list 

helps us think up new questions to ask . Consider unemploy

ment. One can think of unemployment in terms of its material. 

The unemployed: Who are they? What are they like? What 

kinds of qualities do they share? Does unemployment concern a 

kind person or a transi tory state for many different ki nds of 

people? This is to think of unemployment demographically. Or 

one can think of unemployment in terms of its proximate, effec

tive cames: How do layoffs work? Who decides who gets fired or 

laid off? What are the incentives for choosing unemployment? 

What are the economic forces driving lowered employment ? 

Or one can view unemployment in terms of its formal, structural 

properties : Could it be the case that unemployment is a general 

structural quality of a certain production system and that 

merely random forces decide who in particular is unemployed 

and why? Or one can view unemployment functionally, asking 

whether it does somethi ng useful for somebody (for example, 

does it help employers by lowering wages for those remaining 

in jobs, because they can be threatened with unemployment if 

l 
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they complain?) and whether that somebody, directly or indi

rectly, maintains it because of this utility. 

As you can see, the Aris totelian list is very useful. Time and 

again, you can come up with something new by switching to a 

new type of cause from the one that you are implicitly using . 

Ir's also true that you can often come up with something new 

by switching from one to another logical concept of cause, from 

sufficient cause (something suffic ient to bring another thing 

about) to necessary cause (something without which another 

thing cannot occur) and vice versa. But the Aristotelian list is 

probably more useful, which perhaps explains why it reappears 

with so many different names and guises ; it can always be used 

in a tight spot to come up with a new attack on a problem. 

B. Kant's List of Categories 

The Kantian categories, although much more abstract than 

Aristotle's four causes , are also a useful list of topics. Kant 

t hought there were some basic frameworks through which all 

experience was filtered . There are twelve of these categories, 

and they make another useful list of aspects of a problem to 

think about . Kant organized them under four basic headings: 

quantity, quality, relation, and modality. In what follows, I 

give the categories commonsense meanings, not the formal 

philosophical ones Kant gave. Our aim is not to get Kant right 

but to make him useful fo r us . 

Quantity 

u111ty 

p lurality 

torality 
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Quality 

reality 

negation 

l im itation 

Relation 

substance/accidenrs 

causality I dependence 

reCJprooty 

Modality 

possibility I impossibili ty 

existence/ nonexistence 

necessity I contingency 

The Kanrian quantity categories are unity, plurality, and to

tal ity. These suggest a number of essenrial ways to rethink a 

research question. Unity raises the issue of the units of our 

analysis: Whar are they? Why? How are they unified? What, 

for example, is an occupation? It's obvious what holds doctors 

cogether as a unit , but what about physicians' assistants? what 

about janitors) waiters and waitresses? Are these really uni ts' 

Plurality raises all the concerns of number. Are there few or 

many units? Does it matter how many there are? Could differ

ent people count them differently? So, for example, how many 

occupations are there? Does it make a difference whether we 

lump wait staff and cooks together? What about baby-sitters 

and elder-care workers? Or social classes: how many of t hem are 
there? 

Totality raises the problems of the overall nature of a subject . 

Is it a unified whole? How would we know? In what ways is it 
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divisible or indivisible' Social class is a famous example here. Is 

there a power elite, as C. W right Mills thought? How unified 

are elites and ruling classes? Are social classes unified wholes or 

loose units that fade continuously into one another? 

The Kantian quality categories are reality, negation, and 

limitation. These, too, suggest important ways to change our 

first conceptions of a research problem. The reality category 

raises the subtle but important q uestion of reification, of mis

taking an abstraction for a reality or-what is very common in 

bad social science thinking-imagining that because we have a 

name for something, it is therefore real. Take the famous con

cept of socialization, which is supposed to refer to all the train

ing by which an infanr and, later, a child becomes an adult. It 

is by no means apparent that this word refers to anything other 

than the sum total of experiences a young human has. Put an

other way, it isn't clear what experience a young person has that 

could not be said to be socializing that person for something or 

other. Nor is it apparent when socialization srops and life be

gins. There is in fact absolutely nothing that is denoted spe

cifically by this concept; it is simply a reification following 

from the (fallacious) functional argument that because people 

acquire skills, there must be some special process-different 

from the rest of life-that "trains" them. Thus, the reality cat

egory invokes for us a crucial heuristic discipline, forcing us to 

ask whether the nouns we use in social science refer to real 

things. 

Negation, too, is a centrally important topic. I shall later 

discuss several heuristics based on negation: problematizing 

the obvious, reversal , and the like. I shall also d iscuss the cen

tral heuristic importance of making sure that your idea is capa-
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ble of being wrong. We should never forget to think about 
negation. 

Finally, limitation is a crucial heuristic tool. Much of nor

mal science acrually takes the form of setting limits to general

izations, exploring what sociological positivists like to call 

scope conditions. Under what conditions is some argument 

true? At what rimes do certain forces take effect? These and a 

hundred other questions all arise from thinking about limita

tion. So, for example, we might find that many things that we 

think are long-standing traditions are in fact invented at par

ticular moments . Under what conditions do people invem tra

ditions: When their nationhood is threatened? When a nation 

is newly formed? Are there panicular kinds of people who are 

more likely than others to invent traditions? Are they leaders of 

social movements? fall.en aristocrats? Are there ways to differ

entiate invented and "real" traditions? All of these questions 

arise when we try to set limits on the concept of invented 
tradition. 

The Kantian relational categories are even more important, 

and all have famous lineages in philosophy. T he first of them 

is substance/accidents-the division of the world into given 

things (substance) and the properties of those things (acci

dems). In some parts of social science, the substance/accidents 

category provides no useful basis for heuristics. When we say 

that a person is a certain age, for example, we know very well 

that the person is the substance and the age is the property. But 

if I ask myself what, say, sociology is, it is not at all clear (un

less I fall into reification) what the substance is and what 

the accidents . Is sociology a name for everybody with certain 

kinds of degrees and training? Then education defines the sub-

l 
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stance of sociology, and other things-people's political values, 

types of employment, sociological ideas and concepts-become 

accidents . But I could just as easily define sociology as people 

who hold certain kinds of jobs, in which case the jobs define 

substance, and political values, sociological ideas and concepts, 

and education itself become accidents. Note that this kind of 

analysis begins to suggest that the whole distinction of sub

stance and accidents is probably a mistake (as, indeed , a large 

body of social theory believes). At the very least, reflecting on 

substance and accidents can help you change your way of seeing 

something. 

The second of the relational categories is causality/depen

dence. Causal questions are obviously central to any heuristic, 

as we have seen in Aristotle's celebrated list of causes . I won't 

consider causality further here but simply refer the reader back 

to that discussion. 

The third relational category is reciprocity. T his, too, pro

vides a helpful way to rethink social scientific questions. Often 

we find ourselves in a cul-de-sac, trying to decide which of two 

things causes the other. We know that higher levels of educa

tion are associated with higher income, but which causes 

which? Higher levels of education lead to higher income over 

the course of life, but availability of higher income allows 

the transmission of educational advantage across generations. 

There is a kind of reciprocity here between income and educa

tion that forces us to be much more specific about whose in

come, whose educat ion, and what temporal orders are involved. 

The category of reciprocity reminds us to consider such 

chicken-and-egg models. Many, many systems in social life 

take this circular format of reciprocal causality. They can be 
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self-reinforcing systems that stabilize themselves, or they can 

be runaway systems that blow up. (Loosely speaking, one arises 

from positive feedback, the other from negative.) The reciproc

ity category reminds us to think deeply about such systems. 

Finally, the Kantian categories of modality are possibility/ 

impossibility, existence/nonexistence, and necessity/contin

gency. Possibility reminds us that it is easy to come up with 

social science arguments that are impossible and that , there

fore, we need to check our ideas conscantly for possibility. This 

is parricularly true because much social science is motivated by 

a desire to improve society. But certain kinds of improvements 

are logically impossible. It is impossi ble, for example, for 

everyone to be successful if be ing successful entails some form 

of superiority to others . At least it is impossible unless we de

fine all forms of success as being absolutely idiosyncratic. Yet 

social science is filled with arguments that implicitly believe 

everyone can be successful. So we must always reflect on the 

range of possibility in cons tructing our arg uments . 

The category of existence raises q uest ions much like those of 

the category of reality. There are many types of social actors: 

doctors, left-handed people, the insane, and so on. Which of 

these types acmally have existence as groups rather than as sim

ple types? Indeed, what does it mean to say "have existence as 

groups"? There are many famous examp les of this set of heuris

tic problems. It is easy, for example, to talk about class. But do 

classes exist? And what does it mean to say that classes exist? 

Are we talking about self-consciousness of class? about coordi

nated action? about simple common experience? Or take occu

pations. Are they simple categories of people? bodies of work? 

organized associations of workers? W hat does it mean ro say 
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chat an occupation exists? Clearly the most famous examples 

of concemporary social science involve gender and race. Are 

women a group? In what sense/ The heuristic questions raised 

by the category of existence are thus like those of the reality 

category. They lie in questioning nouns we commonly use to 

denote social groups and asking what kinds of things those 

nouns actually label. 

Finally, the category of necessity/contingency raises obvious 

heuristic questions about how events relate to one another. In 

one sense, these are like the quest ions of the limitation heuris

tic: are certain relationships necessary, or are t hey contingent 

on other th ings (that is, limited)? But contingency is a much 

more complex phenomenon than mere limitation. It invites us 

to ask about the mult iple dependencies among social processes , 

about the many paths that social processes can take. And neces

sity invites us ro focus on necessary causality and its impli

cations. When half the young men of England, France, and 

Germany disappeared in the trenches of World War I, a gener

ation of young women couldn't marry- because t here was no 

one alive for them to marry. The resultant family st ructure and 

indeed the resultant larger social structures of employment and 

opportunity shaped European society fo r generations. Like con

tingency, necessity pervades the social process . A good list of 

heuristics will never omit it. 

The Kantian categories thus provide another useful list 

of heuristics. As with Aristotle's four causes, we can let the 

ph ilosophers worry about the philosophical valid ity of this list. 

For us it is a useful checklist of things to think about. As it 

happens, Aristotle had a category list , roo, which cut up the 

world a little differently. Arisrotle included two things that 
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Kant made separate: space and time. Both of these are them

selves useful heuristic reminders. Always ask yourself what the 

spatial and temporal settings of your problem are. How can 

they be changed? Which aspects of them are necessary or suffi

cient to determine which parts of the problem ? Are there regu

larities to your question Ill space (either social or geographical) 
or time? 

C. Burke's Five Keys of Dramatism 

Moving to the modern setting brings us to the five keys of 

dramatism set forth by the famous literary cri t ic Kenneth 

Burke in his book A Grammar of Motives: action, accor, agent, 

sett ing, purpose. We can use this list, too , as a heuristic aid to 
re thinking any particular p roblem. 

Since this is a modern list, I can g ive a famous example. In 

his splendid book The Culture of Public Problems, Joseph Gus

field reconcep tual ized d runk driving . H e said (among many 

other things) that accidents caused by drunk drivers are really a 

transportation problem, a problem of the setting, the locations 

where people drink. The San Diego police had consulted Gus

field about a sudden rise in accidents involvi ng alcohol. He 

pointed out that if you built four major hotels on vacant land 

near interstate highways, all of them filled with bars and all of 

them inaccessible by foot, it was pretty likely that you were go

ing to see more aucomobile accidents involving alcohol. If peo

ple get drunk where they can walk home (as in the pub in 
Eng land), they are much less likely to drive drunk. 

Behind th is intellect ual t rick lay an analysis of alcohol

~ased accidents in terms of Burke's five keys of dramatism: Are 
fatal accidents best understood as a matter of 
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action-driving a certain way, doing (or not doing) certain 

things (like fastening seat belts) 

agents-certain kinds of actors (It turned out plenty of 

older drivers were drunk on the road , but they were less 

likely to get into accidents , possibly because they had 

more experience driving drunk and so were more skilled 

at i r. ) 

scene-where people drink, how they get there, and how 

they leave (This was Gusfield 's way of attacking the 

question.) 

agency-vehicles and roads (If cars wouldn't move unless 

sear belts were fastened around passengers, fatali t ies 

would be reduced .) 

purpose-why people decide ro drive when, where , and how 

they do (Some people drive to get somewhere; others

young men, for example-drive to show off . . . ) 

Another excellent example of Burkean thinking is the fa

mous paper of Lawrence Cohen and Marcus Felson that intro

duced the so-called routine-activities theory of crime (1979). 

Prior theorists of crime had emphasized criminals (that is, pos

itive actors) as the key to crime. Cohen and Felson noted that 

crime rakes three things: an actor (this had been the focus of 

prior research), a target, and an absence of guardians . We can 

think of an unguarded target as a certain kind of scene in 

Burkean terms. The central thrust of Cohen and Felson 's arg u

ment is that changes in scene caused the crime increase after 

1960. More consumer goods were in the home, they were 

lighter in proportion to their value (and hence more portable), 

and the entry of women into the labor force meant fewer people 



W6 METHODS OF DISCOVERY 

were at home to watch over property. The authors actually 

compared the weight of dozens of goods in Sears, Roebuck cat

alogs over the years, as well as the percentages of homes wi th 

no one home the first day the census taker called in 1960 and 

1971 . These and many other equally curious factors paralleled 

the huge increase in property crime from 1950 to 1975. Once 

again, a Burkean move raised a whole new theory, in this case 
of the sources and causes of criminaliry. 

Burke's list is really just another version of the famous old 

reporters' list of topics: Who? What? Where? W hen? How? 

Why' And one can also see in it a fairly strong echo of Aristo

tle's four causes. Remember that the utility of all of these lists 

lies less in their novelty than in their heuristic power. Re

porters use the who-what-when list to remind themselves to 

touch all the bases. We are more interested in using lists to re

mind us that' our theories often focus excessively on one or an

other aspect of what we study. When we need to think anew 
' it's usually a question of figuring out what aspect of our analy-

sis could be changed to p roduce a whole new view. 

D. lHorris'.r Three Aiodes of Langttage 

A final topics list is Charles Morris 's three aspects of symbolic 

systems: syntactic, semantic, and pragmatic. This list was of 

course used in Chapter One. Syntactic relations are relations 

between elements of the system. Semantic relations are rela

tions between system elements and things to which rhey refer. 

Pragmatic relations are relations between symbolic statements 

and the context of action in which they are made. What is rad

ical about my argument in Chapter One is its noting that many 

of my colleagues believe that pragmatic approaches to exp lana-
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tion are the only "real" ones. I used the Motris triad to start us 

thinking about explanation more broadly than is customary. 

That is, I used the Morris argument heuristically. 

It can of course be used in other contexts. There is no neces

sary reason, for example, to think that it appl ies only to sym

bolic systems. You could think about the syntax of markets 

(internal market relationships) over against the semantics of 

the connections between groups in the market and their exis

tence outside it. And you could go on to think about what ac

tors in markets are doing (saying) and what the actions (the 

pragmatic context) of those market assertions are. One way of 

stating Marx's analysis of work is to say that there was a fun

damental error in the belief of liberal economic theory in the 

separability of the syntax of markets (that is , the wage rela

tionship) and the semantics of the social g roups in those mar

kets (workers and capitalists as they were outside the market). 

Liberal theory said these things could be separated; Marx 

showed, in endless empirical detail, that they could not. Maybe 

this is far-fetched, but seeing market relations as related to so

cial relations outside production in the same way linguist ic 

syntax is related to meaning and reference makes the t radi

tional analysis of work suddenly look alive. We can think of 

new questions to ask. 

WITH THE MORRIS LIST, I come to the end of my own current 

set of topical lists. Social scientists use many such lists through 

their careers. I have often used knowledge, feeling, action (from 

Plato, Aristotle, Kant , and any number of others) as a use

ful commonplace list. Many of us have used various lists of so

cial functions-Talcott Parsons's adaptation, goal attainment, 
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integration, and pattern maintenance, for example. Most of us 

also use the disciplines from time to time as a commonplace 

list : What will the economists think? What would an anthro

pologist say? Sometimes there's no faster way to come up with 

a new idea than to wonder how somebody from a different dis

cipline would think about your issue. This is particularly so be

cause, as I noted in the preceding chapter, academic disciplines 

are organized around different dimensions of difference. 

The reader will want to use these and many other lists . But 

in closing my discussion of topics and commonplace lists, I 

want t0 underscore two cautions. First, do not reify these lists. 

Desp ite the philosophical fame attached to some of them, we 

don't need to assume their correctness or truth. They are 

simply useful lists of reminders of things to think about, re

mi nders to use when you get stuck. Don't worry about their re

ality or truth. 

Second, don 't overuse them. Classical rhetoric died because 

students began to treat it as a meat grinde r. So everything from 

tenderloins to rib eyes to pure gristle was turned into ground 

beef. Don't use these lists as some kind of comprehensive sys

tem that you put each of your research questions through. Just 

use them when you get stuck. Use them to stimulate your 

thinking. W hen you find that stimulation, turn to working out 

the details of rhe new argument. Don't run through every last 

heuristic list for every last idea and then try to put everything 

together. You 'll never get anywhere . 

Put another way, a little heuristic goes a long way. You are 

far better off making one major leap and then working our all 

the details and subparts of that leap than you are trying to 

work out the myriad minor leaps and subleaps that could be 
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taken. Take the rime to work out the details of a major heuris

tic move. As we shall see in the next chapter, most brilliant ar

ticles and books are built on one particular move. The author 

made a big move, then spent a lot of time working out the 

details . 



Chapter Four 
GENERAL HEURISTICS 

Search and Argument 

I. SEARCH HEURISTICS 

A. MAKING AN ANALOGY 

B. BORROWING A METHOD 

II. ARGUMENT HEURISTICS 

A. PROBLEMATIZING THE OBVIOUS 

B. MAKING A REVERSAL 

C. MAKING AN ASSlJMPTION 

D . RECONCEPTUALIZING 

CHAPTERS Porn~ AND FIVE DESCRIBE general rules for coming up 

with new ideas. I shall illustrate these heuristics with a variety of 

examples drawn from several disciplines. The examples are illus

trative, not definitive. The reader should not get the idea that a 

particular example illustrates one and only one heuristic. In fact, 

I end up reusing some examples. Just as there are several ways ta 

think about any given method, there may be several ways to in

terpret the intellectual moves of any g iven article or book. 

I shall also use some examples that were perceived as clever 

only a long time after they were written. Such papers are curi

ously common in the social sciences. The econom ist Ronald 

Coase's celebrated paper on the nature of the firm was pub

lished in the 1930s but did not become a touchstone of modern 
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economics until the 1970s. (Coase won the Nobel Prize in 

1991.) The anthropologist Fredrik Barth's Models of Social Orga

nization was published in 1966 but didn't become a classic ci

tation until much later. Ludwik Fleck's pioneering book on 

scientific thought styles lay fallow from its publication in 1935 

until it was repopularized by Kuhn in the 1960s and finally 

translated into English in 1979. 

T hat people took so long to recog nize the creativity of these 

works perhaps tells us something important about the nature 

of creativity. Much of it has to do with how one's ideas fit with 

others' current beliefs . Creativity is relationctl. Coase's work 

went unappreciated until the rest of the economics community 

came around to the broad conception of economic thinking 

that Coase took for granted . Fleck's book was completely 

ignored until Kuhn's Structure of Scientific Revolutions prepared 

people for it. O ften a mainstream cannot see new' ideas as cre

at ive. Often it cannot see them at all. 

This tells us about an important limitation on the practice 

of heuristic. You can easily be too radical for an aud ience. If you 

aim to have an impact, you have to adjust your heuristic gam

bits to your audience- whether it is a bunch of college friends, 

a seminar, or a subdiscipline. Note also that the cyclical rela

tions among methods and the fractal character of social scien

tific debates mean that it is quire possible to be too radical for 

one group while being insufficiently radical for another. Practi

tioners of SCA might find Fleck's view of the conditionality of 

facts so radical as to be irrelevant, while contemporary sociolo

gists of science would find him tame. 

This rule-be different but not too different-takes us back 

ro some earlier themes. As I said in Chapter O ne, the aim of 
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general heuristic. They involve seeking out new data, 

and ideas . They are the firs t step beyond the additive 

of the preceding chapter. The second are argument 

T hese are ways to play with or pose arguments in 

ate openings for ideas. Like search heuristics, 

tics are general strategies for producing new But 

13 

to ere-

than helping you look outside your problem or data or way 

thinking, argument heuristics help you look within, ,._,._ ,_,~,-""' 

what you have into new shapes and new uses. 

I. SEARCH HEURISTICS 

Search heuristics are ways of getting new ideas from elsewhere. 

When you use search gambits as heuristics, you are 

that someone else has already thought seriously about your 

problem or something like it and that you can borrow 

thinking. The central search heuristic is analogy. It could be an 

analogy about data: "the marriages I am studying are really 

negotiations in business." Or it could be an analogy about a 

problem: "the problem of trying to explain why unions 1S 

just like the problem of trying to explain why X-ray machines 

fail." Note that in the second case, we aren't saying that unions 

are like X-ray machines, only that rhe process of fail ure has a 

certain logic to it in any circumstance. 

A specialized but important search heuristic is the borrow

ing of methods. Borrowing usually involves analogy but goes 

beyond it to invoke not only some ideas but also a whole appa

ratus of analysis . It can be quite general or narrowly specific. 

Let us now look at these two search heuristics in detail, 

some famous examples. 
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A. Making an Analogy 

The first and in many ways most important of the general 

heuristics is making an analogy: saying that an X is really a G. 

(See? I surprised you-you were expecting Y. That would have 

come next if I were using the additive heuristic.) Examples 

of analogy are common in creative social science. Applying 

rational-choice models to explain state formation in feudal 

times means making an analogy between feudal kings and 

modern rational actors. Applying ecological models to hu

mans-Park and Burgess applied them to ci ties in 1925, and 

Hannan and Freeman applied them to organizations in 1977-

means making an analogy between human societies and biolog

ical systems. Applying economic models to family planning 

means making an analogy between people having children and 
people buying hamburgers. 

These may seem like far-fetched analogies, but they were 

very productive. Consider the "economic" analogy. Gary Becker, 

the greatest apostle of this analogy, began his career with what 

was at the t ime a truly astonishing book, The Economics of Dis

crimination. Suppose, Becker said, we think about racial dis

crimination as basically an economic phenomenon. We can 

estimate a "price" of discrimination by the following method: 

We compare the hourly wages paid in southern textile mills 

that employ all-white labor forces with wages paid in m ills em

ploying mixed or all-black labor forces. The difference will be 

the price the factory owner is willing to pay for his discrimina

tion, as if he were buying it like a suit of clothes. We can then 

bring all the apparatus of microeconomics to bear on that price, 

analyzing how it fluctuates with labor demand and supply, 

studying the trade-off between spending one's money on dis-
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crimination versus spending it on other things (new capital for 

the plant, for example), and so on. Becker's analogy must have 

seemed shattering at the time. Indeed, nobody outside the eco

nomics profession paid a lot of attention to The Economics of D is

crimination. But the analogy was powerful, and when Becker 

began to analyze more mainstream topics, like family-planning 

decisions, his work began to be regarded as rruly revolutionary. 

Analogy is fundamentally different from addition. It means 

truly changing the terms of analysis, not simply adding some

thing to them. It has a risk to it: there will be naysayers. At the 

same time, it can be very productive. 

Many analogies rake the form of Becker's, which begins 

wirh the theory and method and moves toward the data .. The 

Becker claim was really "You may think that phenomenon X 

cannot be analyzed with my theory/method T, but in fact 

you're wrong: it can be." It is equally common for people ro 

start from the data and use analogy to find new theories and 

methods. That was the source of the ecology analogies men

tioned above. Park and Burgess looked at the raw complexity 

of the city of Chicago and asked whether the city looked like 

something that someone else had already come to understand. 

The answer was that it looked like the thing biologists call an 

ecology. So one way to understand ir was simply ro borrow the 

language and some of the analyt ic machinery thought up by 

biologists to analyze complex natural systems: the city is an 

ecology. Ditto for Hannan and Freeman, with their ecological 

approach to organizations. Organizational fields , too, can be 

seen as ecologies. 

Looking for analogies from the data end is the more com

mon experience for students. Suppose you are interested in the 
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way cities are governed. The usual line of analysis treats this 

problem quite tradirionally, as a question of understanding 

politics: voting, councils, bureaucracies. But it is perfectly 

possible to treat city government completely as a problem of 

economies of favors, economies of patronage and 

poli tics , economies of location. In this analogy, city politics 

becomes simply an economy, and you can apply to favors, pa

tronage, and decision-making all the machinery of economics: 

supply and demand, trade-offs, budget constraints , elasticity, 

and so on. You may not end up writing the final paper using 

the economic language, but under whatever surface rhetoric 

you use, you can employ borrowed arguments and ideas 

to understand things that may seem puzzling when you think 

of them purely in traditional terms as problems of power, au

thority, and influence. As this example makes clear, one of the 

useful aspects of analogy is that most often the ideas you bor

row will be quite well worked out. When you forage in other 

disciplines and subdisciplines, you will find the intellectual 

supplies plentiful and well kept, ripe for the caking. 

A,, ,.,~._ ... J don't always work, not even the ones that make it 

into print. In two essays, the famous sociolog ist Talcott Parsons 

once gave an analysis of power and force in economic terms 

(1967a,b). He treated power as a medium of exchange, exactly 

like money. He treated force as the "gold" backing up the 

power ("money") system. He reflected on the uses of embodied 

power ("capital") to produce political growth (exactly analo

gous to economic growth). All of this hinged on a simple, di

rect analogy between power and money. 

The two papers carrying out that analogy are brilliant but 

somewhat bizarre. They are brilliant because they make us 
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think about power in a completely new way. They are bizarre 

because Parsons never used the analogy ro question the distri

bution of power to individuals. Yet this is the basic topic of 

politics-who gets what where , how, and why?-though not 

that of economics (other than Marxian economics). This exam

ple teaches another useful lesson: in analogy, something cen

trally important can be l.ost-in addition ro the something 

gained-unless we are very careful. 

Nore that analogy is not simply a matter of going to other 

disciplines and other bodies of knowledge. It is first and fore

most having the ability to break out of the standard frames we 

put around phenomena. Having this ability means seeing, for 

example, that there is a close similarity between schools, pris

ons, and mental hospitals (David Rothman, The Discovery of the 

A sylum); that bodily fluids like mucus and semen cross bound

aries in the same way unclassifiable objects do (Mary Douglas, 

Purity and Danger); that everyday interaction can be treated as 

drama (Erving Goffman, The Presentation of Self in Everyday 

Life). Obviously, it is crucial to know when and how an analogy 

works; after all, many people besides Goffman have seen life as 

drama, not least among them William Shakespeare. Often the 

key to an analogy is not having it but being willing to work 

out the detai ls , which is exactly what Goffman did. 

To culrivate analogy, you must do two things . First, you 

have to be willing to make rash connections. This willingness 

is itself a character trait, and you will need to get a sense of 

whether you are more or less analogical than others . If you have 

too little analogical power, you need to cultivate if too 

much, you may need to restrain it. But tO use analogy effec

tively, you must have not only the character but also the means. 
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You must read broadly in social science and beyond. The more 

you have to draw on, the better. That is why many great social 

scientists are part-time dilettantes, always reading outside their 

fields, always dredging things up from some old high school or 

college course and putting them to new uses. (It's also one of 

the reasons why many great social scientists began life as histo

rians, physicists, chemical engineers, literary critics, and even 

generals or lawyers.) 

Of course, as I noted, the origins of analogies are generally 

well concealed by those who use them. And analogy often pro

vides only the starting point for an argument, which must then 

be carefully elaborated and critically worked out on its own. 

But the overall fact is that many an influential paper has its 

roots in a fairly simple analogy that is carefully worked out. 

The pervasiveness of analogy is quire evident in famous titles 

and catch phrases like "economy of favors," "vocabularies of 

motive," "politics of knowledge," and so on, each one of which 

flaunts the analogy involved. Analogy is the queen of heuristics. 

B. Borrowing ti Method 

Often there is a subterranean force driving analogy. That force 

is the desire to borrow (use, steal) a method. Students generally 

avoid borrowing. They feel that they are learning the methods 

of this or that field and that their faculty supervisors will 

expect them to use the local methods. Certainly in methods 

courses, that's true enough. But for the more general course pa

per and certainly for research papers and professional work, 

borrowing is often a smart thing to do. 

Typically the borrowing relation can be put simply: "if only 

I could make an analogy between X and G, I could use all 
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those methods people have invented for analyzing G." Some

times these are quite general borrowings. Most of the statistical 

tools in SCA were borrowed in roto from biology and (later) 

econometrics (which got most of them from biology in any 

case). Correlational analysis, mult iple regression, experin1enral 

and quasi-experimental design, hypothesis testing-nearly all 

were developed to analyze crops and fields and fertilizers and 

genetics. Other techniques came from elsewhere. The dura

tional methods used by social scientists to analyze how long 

things take to happen (how long until a certain kind of law 

gets passed, how long until a given company folds) were devel

oped to investigate the failure of industrial devices and the sur

vival of sick patients. At the other end of the social sciences, 

much of anthropology, particularly since Clifford Geertz's fa

mous methodological essay "Thick Description," has borrowed 

heavily from the textual-analysis methods developed by gener

ations of literary critics. 

Ofren, however, the borrowings are more specific and rest 

on contested analogies . I am responsible for one such borrow

ing myself. In the early 1980s, I realized that one could think 

of occupational careers-one of the most basic things to be ex

plained in all of sociology-as simple sequences of evems. I 

reasoned that if they were simple sequences , one could apply 

"sequencing" methods to them, and I had heard about the new 

computer algorithms just then being developed by computer 

scientists, cryptographers , and biologists to compare files, ran

sack code systems, and comb protein databases . Why not apply 

these to social data? 

This idea proved quite powerful and spawned a mini

industry. But I had lost something important in the analogy. 
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The sequences in biology and computer science were not gener

ated in a particular direction, as careers are generated in time. 

Surely the early stages of a career are more important in some 

sense than the later ones (because they can dominate where one 

ends up). The methods I borrowed did nothing with that im

portance. So the analogy had its weak side as well as its strong 

one, and the borrowing was consequently nor a complete 

success. 1 

Like analogy, borrowing rests above all on a wide command 

of methods in one's own and other disciplines. It is by freeing 

oneself from the conventional association of certain objects of 

analysis with certain kinds of methods that one opens oneself to 

the rich possibilities of borrowing. But freeing oneself means 

nothing unless one has the knowledge, close or distant, acci

dental or carefully sought, of other methods and means of 

analysis. Analogizers and borrowers must always be reading 

and learning. 

II. ARGUMENT HEURISTICS 

Argument heuristics are ways of turning old and familiar argu

ments into new and creative ones. Search heuristics look else

where for ideas. Argument heuristics work with the ideas one 

already has, trying to make them look unfamiliar and strange. 

The first argument heuristic is ro problemarize the obvious. 

For example, problematize the obvious notion that college is 

about learning things. Suppose the purpose of college isn't ed

ucation at all. What else might it be? Indeed, is there any rea

son why college might be expected to have any purpose? Think 

of all the alternative reasons (other than education) for the exis

tence of colleges, and make a decent case for each: saving par-
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ents' marriages by getting cranky adolescents out of the house , 

lowering unemployment by keeping m illions of young people 

out of the labor market, providing a maximally supportive en

vironment in which young people can experiment with erotic 

and emotional relationships, and so on. You will suddenly find 

that you know a lot more about the educational purposes of 

college as a result of this reflection. More important, now you 

can see the crucial questions about the educational purposes of 

college in a way that you couldn't before you thought about all 

the noneducational aspects of college. You have problematized 

the obvious. 

A second argument heuristic is to make a reversal. Since 

everyone assumes universi ties educate students , assume they 

prevent education. List all the ways college life suppresses edu

cation: scheduling boring classes, providing differing individu

als with uniform, uncustomized learning. There are dozens of 

ways-the nucleus of a good, contentious paper. Reversals are 

not necessarily reversals of truisms, however, although that is 

always a useful place to start. You can also just reverse phrases 

and ideas. I look at my bookshelf and see a copy of Edward 

Laumann and David Knoke's book The Organizational State. As 

I know well, the book tells how state actors (bureaucracies, 

boards, legislatures) are embedded in and surrounded by net

works of organizations that seek to influence policies in various 

ways . But suppose I turned the ride around and made state the 

adjective and organization the noun: Statist Organization(s). 

What would such a book be about? Perhaps the ways in which 

organizations take on the properties of states-monopoly of 

force? Well, not real force, but perhaps economic force? bu

reaucracy? taxation? How can an organization be said to have 
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ciuzens like a stace? Now when I've gotten rhere-co citi

zens-I see that I have a topic. The waves of recent layoffs and 

the anguish of those laid off make it clear that fo r many people 

their work relationship does entail cit izenship of a kind, with 

not only responsibilities to some organization buc also rights in 

that organization. What kinds of organizations have citizens 

rather than employees? When in h istory have t here been such 

organizations? How does the idea of employees' rights grow 

up? All of a sudden, I have the nucleus of a puzzle . Note, too, 

that I have drifted from reversal ro analogy: the new title forced 

me to move the idea of citizenship to the world of organ

izations. But the starting point was a simple grammatical 

reversal : that's where I found the nucleus of the idea. 

A third argument heuristic is to make an assumption-usu

ally a rash one-and see what it gets you. The most familiar of 

these rash assumptions m social science is to assume that some 

actor or actors are "rational" ; that assumption buys you all the 

methods of microeconomics and game theory. (It also has a con

trary version: Herbert Simon's celebrated assumption that all 

rationality must be "bounded" in some way.) But you can as

sume plenty of other things. You can assume, for example, that 

because most human activities are conducted through lan

guage, language holds the key to all social explanation . One 

must therefore analyze it in any situation. This assumption led 

ro excit ing advances in the sociology of science , among other 

fields. As you can see, making an assumption is often a prelude 

to borrowing. You usually make an assumption in order ro sim

plify or to translate. 

A final important argument heuristic is reconceptual ization, 

saying that what you thought was D is really E or even F. Sup-

I 
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pose we reconceptualize college dating. Perhaps dating in col

lege is not really about sexuality at all but about bragging 

rights. People date not because they are interested in intimacy 

but in order to prove something to people other than those 

they are dating. Therefore, dating should be categorized with 

other forms of bragging. Who knows if such an argument is 

true, but it suggests an interesting way of rethinking a familiar 

phenomenon. 
Let us now consider these argument heurist ics in more de-

tail, us ing examples. 

A. Problematizing the Obvious 
Is there something everyone thinks is obviously true? A usefol 

heuristic is to attack it systematically. Much of the time this 

gets nowhere; people are often right. But a substantial amount 

of the time, well-accepted and carefully tested ideas are pro

foundly wrong. They turn out to have been not carefully tested 

at all. 
Perhaps the most famous recent example of this heuristic 

is Time on the Cross by Robert Fogel and Stanley Engerman. 

Fogel and Engerman attacked several widely accepted "facts": 

(1) southern slavery was dying as an economic system imme

diately before the Civil War, (2) slave agriculture was eco

nomically inefficient (and, consequently, defense of it was 

economically irrational), and (3) the southern economy as a 

whole was actually retarded by the existence of slavery. Fogel 

and Engerman rejected all of those propositions, which had 

been mainstays of the scholarly literature for many years when 

rhey wrote their book. In the process of that rejection, they 

demonstrated dozens of counterintuitive results: t he money 
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income of slaves in gang labor was higher than what it would 

have been had they been free sharecrop pers (1974:1:2 39, 

2:160); many large plantations had black management (1:212, 

2: 151 ); and so on. Fogel and Engerman 's two-volume work 

caused a furor upon publication for many years thereafter. 

Fogel and Engerman were quite clear about problemarizing 

the obvious. In fact, they devote many pages to explaining how 

a view of the economics of slavery that was so erroneous became 

standard. They also reveal (2: appendix A) that they were not 

the first problematizers of these "obvious" fac ts and point to 

the extraordinary difficulty such a heuristic sometimes faces. 

Another fine example is Claude Fischer's To Dzcell czrnong 

Friendr. Among the many truisms deflated by this book is the 

notion that people who live in cities are more isolated-have 

fewer friends and acqaintances-than people in small towns or 

rural settings . This belief is a staple of pop psychology and 

even of much serious scholarly work. Fischer went out and sim

ply asked the question. It turns out that the truism was wrong, 

although, like many truisms, it contained a grain of truth in 

that kinds of people urbani tes know are somewhat different 

from those rural people know. They are more likely to be non

kin . But this turns out ro be because urbanites are more likely 

to be young people, people looking for new opportunities and 

jobs, and so on. That is, people who are more likely to have 

networks foll of non-kin are likely to live in cities for other rea

sons. Again, problematizing the obvious led to an exciting in-
vestigation, one that challenged truisms and raised new 
questions . 

A student doesn't need to take on so monumental a project 

as attacking truisms about slavery or the city. The world is lit-
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tered with obvious fac ts that are wrong. N ewspapers and mag

azines, with their strong interest in astonishing their readers, 

are fine sources of unsupported pieces of common sense: con

sider the beliefs that members of generation X hold certain 

attitudes or that the 1950s were particularly staid or that 

Americans are losing their belief in God or that the family is 

falling apart as a social institution. None of these has much 

truth in it , but all are standard fare in public discourse. 

Social science is full of such hollow truisms, too. Take the 

common belief that social change is happening faster than ever 

before. It is not even clear what this means, much less that it is 

in any way true, yet it is a devout assumption of dozens of arti

cles and papers . Or to consider something more controversial, 

take the idea that departures from equality in human systems 

need to be explained. This is a universal assumption of nearly 

all social scientific writing on inequality. We make this as

sumption every time we write articles on the causes of inequal

ity across genders , races, classes, and so on . If inequality in 

these areas doesn't need to be explained , we don't need to write 

articles about it. Now, we might want to get rid of inequality 

for moral or political reasons, but why should we think it needs 

some special explanation? That is, why should we think it is 

unusual? We normally explain things that are unusual states of 

affairs, as I noted in Chapter One. Yet inequality, far from be

ing unusual, seems to be nearly universal in human systems. If 
something is universal, we have to think very differently about 

its causes than we would if it were some special state affairs. 

O r you can simply take something as a problem that no one 

else has treated as such. When Bruno Latour and Steve Wool

gar did an ethnography of life in a scientific laboratory (1979) , 
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all of a sudden people realized that we bad taken li fe in the 

lab to be obvious and unproblematic . Turning the weapons of 

ethnography on it made it suddenly new and strange . 

Problematizing the obvious grows out of the habit of always 

questioning things that are said or taken fo r granted. It 's like a 

program running in the background on your computer. Every 

argument, every generalization, every background assumption 

that you run into, should be scanned with this simple check: Is 

that really true? Could I get somewhere by regard ing this as a 

problem rather than as something taken for granted? The most 

extreme version of this scan is simply curning such arguments 

on their heads. T hat is the heuristic of reversal, to which I now 
turn. 

B. M.-1king a Reversal 

Another of the central argument heurist ics is to make a rever

sal. Somet imes this is simply a g rammatical reversal. I was once 

asked to write a paper for a special journal issue on the subject 

of boundaries. Boundaries and boundary crossing had become 

very fashionable, so I was bored with the idea. "Boundaries, 

boundaries of things, of boundaries of things, of boundaries of 

things," I sang to myself in the shower one day. Suddenly, the 

commas moved, and I bad the phrase "things of boundaries." 

What could that mean? I puzzled over it (after I got out of the 

shower) and tried to give it a real sense. Maybe social things 

like professions (groups I've spent much of m y life smdying) 

are "created " out of boundaries. The edges come fi rst , then the 

thing, as if we created nations by having a border with place A 

and another discontinuous border with p lace B, and yet an

other with C, and so on, and then we hooked them up to make 
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something continuous, and all of a sudden there was an inside 

and an outside, and we called the inside a nation . 

The resulting paper-titled "Things of Boundaries," of 

course-grew out of that simple reversal. I made up the phrase, 

then tried to think of phenomena that fit it. Often reversal is 

not such a simple grammatical move but rather a reversal of 

some standard theory. Among the most famous examples of 

this is Howard Becker's paper "Becoming a Marihuana User," 

based on ethnography among marij uana users at a time when 

mari juana use was much less common than it is today. Becker 

started from the standard view of "deviant behavior": that cer

tain people have propensities to do deviant th ings. In such a 

view, people take up pot smoking because of something charac

terological, a motivation to be deviant. Becker turned that idea 

on its head: "[I}nstead of deviant motives leading to deviant 

behavior, it is the other way around; the deviant behavior in 

time produces the deviant motivation" (1 962 :42). Becker's ar

gument was that people had to learn to think of the loss of 

control and other physiological symptoms of getting high as 

plemant experiences, rather than confusing or frightening ones. 

Hence, behavior came first and motivation- sometimes

afterward . This is precisely the reverse of our standard assump

tion about human behavior. That reversal opened up zones of 

investigation and possibilities of interpretation to Becker that 

had been closed to others. 

Nore that it is not necessarily clear, withour talking to t he 

authors who use this trick, whether the data forced it on them 

or it came to them in a fl.ash, like m y "things of boundaries" 

idea. But the best reversal papers combine data and interpre

tation in a way that seems mag ical. Mark G ranovetter's 
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"Strength of Weak Ties" tells its reversal right in the title. Gra

noveccer was interested in what makes interpersonal connec

tions consequential. For years, scholars had drawn sociograms, 

diagrams with people as points and with lines between the 

points representing connect ions between people-connections 

by friendship, communication, exchange of money, or what

ever. It was always loosely assumed that dense sociograms

sociograms in which most of someone's connections are also his 

or her connections' connections-are the strong type of net

work. W hat Granovetter noticed was that if we think about 

the overall degree of connection in a group that has several of 

these strong "cliques" as well as some links across the gaps be

tween them, the nonclique ties (so-called weak ties) actually do 

most of the connecting. Because they were bridges between 

cliques, overall connection foll rapidly if they were raken away. 

By contrast , if any one tie within a cliq ue disappeared, it didn 't 

much matter, because the two individuals involved were prob

ably connected through several other people as well. 

Granovetter's empirical data involved finding employment. 

It turned out that the people Granoverter studied usually 

found jobs through some secondhand connection-a weak 

tie-r.ather than through an immediate friend. The key to em

ployment was your distant friend 's uncle's sister, not your best 

friend. Many people have had the experience of this kind of 

"accidental" job contact. And we all think of it as unusual. In 

fact, as Granovetter's theoretical argument shows, it's the com

mon experience. Within our clique, all the people we know 

have the same job information we have because they are tied to 

the same people we are. It is through their friends outside the 
clique that new information comes in. 
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Another example is Paul DiMaggio and Walter Powell's fa

mous paper "The Iron Cage Revisited,'' which was built on a 

direct challenge to the Hannan and Freeman paper I mentioned 

earlier (the one that borrowed ecology to study organizations). 

The central question of the Hannan and Freeman paper was 

why are there so many types of organizations? Their answer 

was that ecological forces produced differences. DiMaggio and 

Powell simply turned that question on its head. They asked, 

why do all organizations look alike? Obviously, on the empiri

cal side, the two pairs of authors were looking tO some extent at 

different aspects of organizations. But the fact remains that 

they used their different questions to make very different 

things out of what they did see in common. DiMaggio and 

Powell argued that only at the beginning of their lives were or

ganizations subject to the ecological pressures for differentia

tion that Hannan and Freeman had seen. Afterward, they were 

pushed toward each other by forces of "isomorphism." 

My interest here is not with the content of the DiMaggio 

and Powell paper but with the now familiar nature of its heuris

tic gambit. The paper turns the argument of another paper on 

its head, seeks a way to allow both to be right (by saying that 

ecological differentiation comes early in the lives of organization 

and isomorphism comes late), and then lays out a general theo

retical argument about isomorphism and illustrates it with ex

amples. Reduced to its barest form, it 's just like Becker and 

Granovetter: "They've told you that X is true, but under certain 

conditions X is false . Let me tell you about those conditions." 

This is the simple reversal heuristic, and it produced-in the 

Becker, Granovetter, and DiMaggio and Powell papers-three 

of the most widely cited works in modern sociology. 
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My final example involves making a reversal in the data it

self. Harrison White, a physicist turned sociologist , noticed 

that there are some mobility systems in which holes , rather 

than people, have the initiative (1970). No one can become 

president of Harvard until the current president resigns. Then 

somebody moves to Harvard to become president. This merely 

makes the hole-the vacancy-move to some other place. Then 

someone moves to fill that place, leaving a hole somewhere else. 

Eventually this "vacancy chain" gets to the edge of the system, 

and somebody enters academic administration from outside to 

fi11 the last slot. (Or perhaps the slot itself is abolished, ending 

the chain another way.) In such a system, holes have initiative. 

Nobody can move until a hole opens, and nobody can move ex

actly where he or she chooses; the possibilities are dictated by 

the holes that exist when an individual wants to move. 

White saw that there was a whole class of occupations like 

this (football coaches, college presidents, Protestant clergy, 

company CEOs) and that there was a much larger class of mo

bility systems in which it was loosely rrue (university depart

ments, law firms, hospital medical staffs). This insigh t turned 

our whole view of mobility on its head; it said that constraints 

were more important in mobility than either the choices or the 
character of those trying to move. 

This reversal, like so many things, had its roots in analogy. 

In crysta11ine solids like semiconductors, there are electron 

holes, which are more or less negative electrons, absences that 

behave in most ways like electrons with positive rather than 

negative charge. So White the physicist already knew about a 

system in which holes played an important role. Perhaps the 
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suggestion to make a reversal in the thinking about people's mo

bility simply worked its way out through his subconscious. 

Like so many of my examples , the idea of vacancy chains is 

an example of several kinds of heuristics coming together. One 

of these is reversal-making holes more important than people. 

Another is analogy-between mobility systems and crystall ine 

solids. The third is borrowing methods, for White turned his 

insight into empirical analysis by invoking a general class of 

probabili ty methods (Markov models) well known (as of 1970) 

by physicists but unfamiliar to most sociologists . 

C. Making an Assumption 

Making an assumption-usually a simplifying assumption

can be a powerful heuristic. As I noted above, a simplifying as

sumption is often a step toward borrowing, usually from a 

discipline that analyzes simpler or more tractable systems. 

Thus, by assuming that "value" was a conservable substance 

like energy, economists were able ro borrow the mathematical 

tools of statistical thermodynamics whole cloth (Mirowski 

1989). 

There are other reasons for making an assumption, besides 

adapting someone else 's methods . Assumptions make for tract

abi lity; they make systems easier to think through. In formal 

demography, for example, it turns out to be useful to d isregard 

men. As far as formal demographers are concerned, all men do 

is impregnate women; there are always plenty of men around to 

do that. It is the women who have the initiative; their age

specific fertility behavior determines the size and shape of a 

population . So demographers generally start from investiga-
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tions of populations of one sex, assuming that women can de

termine their own fertil ity, get ting pregnam if, and only if, 
they please. 

It .is important co dist inguish between such tractability as

sumptions, which are deliberately chosen, and background as

sumptions, which are merely implicit. All forms of analysis 

have implicit assumptions. It is always a useful exercise to re

flect on and ques tion those assumptions. But I am here con

cerned with more conscious assumptions, which are designed 
to open up a si tuat ion to analysis. 

An excellent example of such an assumption comes in 

Blau and D uncan 's Americcm Occttpational Structure, already 

mentioned in Chapter One as a classic example of SCA work. 

Recall that the book analyzes the dependent variable of the 

respondent's current job status by studying the way it is 

affected by independent variables like fa ther's job status, 

respondent 's education, and respondent's first job. When we 

write an equation to estimate these effects, one thing we as

sume is that the causal pattern-the arrows describing what 

affects what in the model-is the same for every case. This 

translates into the assumption that every case follows the same 
Story. 

Obviously this is a radical assumption . O tis Dudley Dun

can, the methodological master who did the study, knew this 

perfectly well . The idealized model order was father 's job srarus 

and father's education taken together lead to respondent's edu

cation, which leads to respondent 's first-job status , which leads 

to respondent 's current-job status. Obviously, many cases will 

reverse some of these steps. Men go back to school after start

ing work; men 's fathers may make deli berate status sacrifices to 
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guarantee their sons' educations; and so on. But by making the 

radical assumption that the sequence was everywhere the same, 

Duncan was able to apply path-analytic regression and make 

some powerful guesses about the relative importance of all of 

these forces in shaping men's lives. The actual relationships 

were of course weaker than they seemed because they were con

ditional on an assumption known to be erroneous to some 

deg ree. But the power of the assumption was great , and the re

sults, even though condit ional, were worth the price. 

Any strong assumption-like the Duncan assumption

creates the possibility of reversal. A lthough Duncan was well 

aware of his radical assumption, many ?f his fo llowers lost 

sigh t of it. Obviously, a useful heuris tic gambit is to challenge 

such a foundational but forgotten assumption. Peter Abell 

(1987) and I did exactly that with the Duncan assumption, in

sis ting that we investigate the order of events in careers. The 

result: a variety of new concepts of career as well as new meth

ods for analyzing narrat ive models for social life. 

Another body of inquiry that was built on questioning a 

standard assumption is the bounded-rationality literature 

noted above. Starting in the early 1950s, the economist Her

bert Simon challenged the idea that all economic actors are 

rat ional. In his book Models of Man , Simon argued that rat ion

ality was bounded-because there are costs to the info rmation 

one needs to be rational, because the problems involved may be 

mo difficult to solve, and so on. He proposed that peop le "sat

isficed" (from satiJfy plus suffice); they make decisions by setting 

minimal thresholds for success and then search for actions only 

until they find one that beats the threshold. Later researchers 

have elaborated on this idea in dozens of ways. 
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Making and denying major assumptions thus constitutes 

another basic heuristic in the social sciences. Both moves pro
duce challenging and surprising results. 

D. Reconceptualizing 

A final argument heuristic is reconceptualization. By this, I 

mean taking a familiar or taken-for-granted phenomenon and 

treating it as if it were an example of something quite differ

ent. Treat it not as a case of X but ofY or, even better, z. 
I gave in the preceding chapter the famous example of 

Joseph Gusfield's reconceptualization of drunk-driving acci

dents as a "setting" or location problem (too many people have 

to drive in order to drink in social places) rather than an actor 

problem (too many people are unable to control their cars be

cause of alcohol intake-the concept implicit in the phrase 

"drunk-driving"). But automobile accidents had already pro

vided a famous example of reconceptualization by a non-social 

scientist. Prior to the writings of Ralph Nader, it was thought 

that high speed "caused" accidents. Nader 's book Unsafe at Any 

!::ipeed reconceptualized injuries from automobile accidents; they 

were nor a driver (agent) problem but a car (material) problem . 

Gusfield then later reconceptualized accidents involving alco

hol as not a driver (agent) problem but as a location (place) 

problem. (Thus, both of these are based on moves in the Burke 
five-keys list of Chapter Three.) 

Sometimes reconceptualization is almost forced on one by 

data. In the 1980s, some criminologists noticed that rates of 

motorcycle theft fell radically in states with compulsory

helmet laws (Mayhew, Clarke, and Eliot 1989). They saw a 

possible explanation for this if they reconceptualized motorcy-
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de theft (and, later, most minor crime) as driven by opportu

nity; it was an opportunistic rather than a planned action. In a 

compulsory-helmet state, if you haven't got a helmet and you 

suddenly decide to steal a motorcycle, the police will swp 

you at once for the helmet violation and then figure out that 

you are a thief. T he fact that motorcycle theft falls with 

compulsory-helmet laws makes immediate sense when you 

stop thinking of the crime as p lanned and start thinking of it 

as opportunistic. But the notion of opportunistic crime chal

lenged long-standing "criminal personality" views of crime. 

Hence, the reconceptualizat ion was a radical one. 

Reconceptualization is always easier when one is working 

with the lists of topics or commonp laces I mentioned in the 

preceding chapter. A seasoned social scientist always keeps 

these kinds of lists in mind. H e or she is always rethinking 

things of interest. Is my case really X or really Y? Can I say 

something new by recasting the whole framework within 

which I view my problem ? 

SEARCH AND ARGUMENT HEURISTICS are the simplest of the 

general heuristics. Analogy and borrowing, the major search 

heuristics, open to our use distant areas of investigation and 

thinking that aren't normally part of our repertoire. But as I 

noted, one can rake advantage of these other areas only if one is 

aware of them in the fi rst place. Thar's what makes insatiable 

reading and broad taste crucial to a good social scientist . They 

provide the basis on which search heurist ics work. Argument 

heuristics, by contrast, make changes in what we already have 

at hand. Problematizing the obvious, making reversals, making 

assump tions, and reconceptualizing-these are all ways of 
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taking what we already have and making it into something 

new and strange. Unlike analogy and borrowi ng, they aren 't 

dependent on reading or breadth of knowledge. But rhey aren 't 

dependent on depth of knowledge either. They are simply a 

matter of practice, of having the habit of doing them . 

Note, too, that making assumptions differs from the other 

three argument heuristics. The other three are guaranteed to 

cause public notice. They explicitly change or challenge some

thing. By contrast, making a big assumption is often something 

an author is conscious of bur his or her followers are not . That 

certainly was the case with Duncan's assumption about uni

form career sequences , although it was certainly not the case 

with Becker's assumptions about family-planning "rationality," 

which stayed controversial for a long time. It is probably the 

case that a good heurist ic assumption is a radical one-one that 

gets noticed. Beware of assumptions that are mere conveniences . 

Chapter Five 

G ENERAl_J HEURI STI CS 

DESCRIPTION AND N ARRATI ON 

I. DESCRIPTIVE H EURISTICS 

A. CHANGING CONTEXT 

B. CHANGING LEVELS 

C. SETTING CONDITIONS: LUMPING AND SPLITTING 

II . NARRATIVE HEURISTICS 

A. STOPPING AND PUTTING IN MOTION 

B. TAKING AND LEAVING CONTINGENCY 

C. ANAL¥ZING LATENT FUNCTIONS 

D . ANALYZING COlJNTERFACTUALS 

THE GENERAL HEURISTICS of the last chapter were ' largely con

cerned with the methods we use and our general conceptions of 

the objects of study. In this chapter, I will focus on how we ac

tually imagine our object of study as something in the world , 

both at a moment and over time. Indeed, one could think of 

these as the heuristics of space and time. In the discussion of 

topics lists in Chapter Three, I mentioned the importance (in 

both Kant 's and Aristotle's category lists) of space and t ime. 

This chapter recognizes that importance, suggesting some par

ticular heuristic moves that have proved useful in recasting our 

conceptions of reality 's layout in social space and of its flow 

through social time. 

137 
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I. DESCRIPTIVE HEURISTICS 

Descriptive heuristics have to do with how we imagine social 

reality itself. Description is not an innocem process. Every de

scription has assumptions built inro it, and challenging those 

assumptions is an easy way to produce new ideas. 

First, a description always has a foreground and a back

ground, a focal area and a context. So when we study industrial 

firms, for example, we take the economic cond itions they face 

as context. We also think of the workers who work in them as 

part of their context, and we consider the local politics and 

schools in the towns where they are located as part of their con

text. When we study family dynamics, however, we take the 

industrial firms in which the family members work as context, 

as we do the schools and neighborhood in which family mem

bers study and live. There's no particular reason to make some

thing part of the context rather than part of the focal area. The 

social process itself is completely continuous. But in order to 

cut down on the complexity of what we study, we make some 

things foreg round and others background. Cha.llenging these 

decisions is always an effective move. 

Second, any description also has a "level," in the sense that 

there are things we imagine that are bigger than our object of 

study, things of which it is a part (and that possibly determine 

it), and things that are smaller than it, things it contains and in 

turn determines. An important heuristic move is ro change this 

level of analysis, to decide that maybe the determining action 

takes place at a different level than we thought it did. Consider 

the subject of success in school. There is a long h is tory of re

searchers' trying to decide whether the determining acrion 
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rakes place wi thin individuals (differences in talent), within 

families (differences in family resources and values), or within 

school systems (differences in school resources for teaching). In 

this literature, the explicit question is the determining level of 

causality. 
Finally, a description doesn't necessarily apply everywhere. 

Perhaps we want to limit the range of a descript ion, to say it 

applies in some places but not others. Changing this range of 

application is another important heuristic, one that raises im

portant and novel questions for analysis. Suppose, for example, 

we argue-as is commonly stated in various public media

that illegitimacy rates among African Americans are frighten

ingly high. An obvious heuristic for opening up this quest ion 

to analysis is to ask where else that description might apply: 

among whites? Hispanics? the highly educated? and so on. (It 

turns out that illegitimacy rates are rising throughout the pop-

ulation as a whole.) 
More generally, condition-setting concerns the question of 

"how big" the phenomenon of interest is. We might be study

mg the rise of professions in modern history, for example. But 

perhaps the rise and structuring of expert occupations are not 

really phenomena that happen in isolation but are part of a 

much larger movement regularizing and formalizing all sorts 

of behaviors: investment (formalized in accounting), law (in 

codification of laws), and even music (in the creation of the 

even-tempered scale). In that case, we really should be studying 

a broader phenomenon, called rationalization. (This was Max 

Weber's argument .) 
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/\.. Changing Context 

Changing context is a powerful heuristic because it brings co

gether things we have carefully set apart or it rearranges the 

way we connect social things. I am not thinking here so much 

of the idea that the context determines what happens. (I'll con

sider that next.) I am more concerned with simply rearranging 

things on a given level, rearranging what is in our focus of at

tention and what is outside. 

For example, suppose you are studying why students choose 

to go to particular colleges. You gather material from college 

view books, promotional materials, Web sites, and so on. You 

study students' interests and search patterns. Bur you don't 

find much. Students seem to apply to a strange variety of 

schools: a mix of four-year colleges and universi t ies, urban and 

rural, famous and not so famous. Moreover, students seem to 

respond to extremely minor differences between schools. H ow 

about changing the context? Could it be that applying to and 

considering colleges are really, at first, about staking out a po

sition as a kind of person at home or in high school or among a 

friendship group? That is, the context of the decision is not 

simply the student in the abstract but the student as someone 

who is crying to tell his parents that he is sensible or her 

friends that she is daring or his school that he can run with the 

best, and so on? This context narrows and changes as decision 

time draws near and family economic and pract ical realities 

loom. But the crucial issue is one of context. We change our 

thinking about college applications by asking whether we have 

the right context for the problem. 

A splendid example of context changing is Arlie Hochs

child's The Managed Heart. Hochschild's book puts together 
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two realms of investigation normally considered separate: emo

tions and work . Traditionally, studies of work treated emo

tional life as a context for understanding what goes on in the 

workplace. There had been a substant ial literature on the "in

formal organization of the workplace" and whether it helped or 

hindered the organization. This literature saw friendship, per

sonal rivalry, and so on as a part of the context of the formal 

structure of the organizat ion, but no one had thought about 

emotions as part of the foreground, as part of work itself. 

Hochschild's decision to make emotions the foreground led her 

to the concept of "emotion work," work that involves changing 

one's own feelings in order to produce a "proper state of mind 

in others" (1 983:7). It also led her to a remarkable study of the 

lives and experiences of people who do such emotion work 

(flight attendants, bill collectors, and others), which remains 

one of the most interesting pieces of sociology of the last quar

ter century. Bringing emotion to the foreground was a brilliant 

idea. 

Changing context is a particularly powerful heuristic tool 

because contexts are usually established by largely conventional 

rules within disciplines and disciplinary subcommunities. In 

many ways, undergraduates are better positioned to change the 

contexts of their problems than faculty members are, because 

they don't know the conventional contexts assigned in the 

literature. It is always worthwhile to think about changing 

the context. Are there parts of your phenomenon that you are 

treating as background that could become foreground, or vice 

versa? 
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B. Changing Levels 

When we think about some social phenomenon-work, say, or 

cities-we have a level at which we start thinking about it. 

Take the example of cities. When we ask what cit ies look 

like-how they are shaped, what kinds of people live where in 

them, and so on--0ur first inclination is to think at the level of 

the individual city. So we look at who doesn't like whom and 

who doesn't want to live next to whom and who moves where , 
when, and why. We look at transportat ion structures, land val
ues, industries . 

But it might well be that the structure of cit ies is mainly 

determined by some larger phenomenon, the national or g lobal 

economic pattern, for example. This is the theme of Saskia 

Sassen's The Global City, which holds that the structure of cer

tain "primate cities"-New York, London, Tokyo-is deter

mined by their nature as centers for producer services (law, 

accounting, banking, insurance, and other services businesses 

need) in the global economy. This centrality generates a de

mand for certain kinds of employees, who in turn have certain 

kinds of incomes and tastes, which in turn generate a lot of 

follow-on markets and kinds of employment. That is, the 

prod ucer-services ind ustry thrives on concentration, which in 

turn dictates where producer-services employees live and what 

kinds of retail operations and services must be locally available. 

By implication, Sassen's argument (the dominance of the inter

national division of labor) could be extended to other types of 
cities in a global economy. 

In this argument, explaining a "lower-level" phenomenon 

can be a complete mistake. The real phenomenon of interest 

may be much larger and the lower-level one driven by the part 
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it plays in the larger one. The same argument can of course be 

made in reverse. In a famous article on "The Cumulative Tex

ture of Local Urban Culture," Gerald Suttles argued precisely 

the opposite of Sassen. Any city, he said, acquires over t ime cer

tain political habits and rigidities. These will be in many ways 

unique, and they will overdetermine the fate of all sorts of ur

ban change: political, cultural , even industrial. Chicago, with 

its relatively cohesive elite closely tied tO an aging political ma

chine, is quite d ifferent from multi-elite New York and more 

open and freewheeling Los Angeles. To see a single pattern in 

ci ty politics is to look at too general a level. N ot only should 

one not see particular cities as determined by global structure, 

one should also not believe in general patterns of city polit ics 

but only in a general process (aging) that produces unique pat

terns in each city. 

What matters is nor that one or the other of these argu

ments is right or wrong but rather that both of these works 

have become celebrated and fruitful foundations for further 

stud ies of urban life. Both led to extensive bodies of research 

because both invoke the important heuristic of changing levels . 

Perhaps the most extraordinary example of such context 

changing in recent social science-the grandfather of all "glob

alizat ion" arguments- is Fernand Braudel's monumental study 

The Mediterranean. Braudel argued that the "events" of the 

Mediterranean in the sixteenth century were just so much flot

sam and jetsam on the surface of the sea. The nature of events 

was dictated by what he called conjuncture, a middle level of 

historical reality that included fluctuations in prices, changes 

in trade patterns, and developments in naval practice and 

power, in types of governments, and in forms of war. But 
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beneath everything, like a steadying foundation, was "struc

ture," the unchanging and determining basis of Mediterranean 

life. Structure began with the environment- geography, seas, 

islands, boundaries, climate-bur also included foundational 

human practices: the nature of towns , nomadism and "transhu

mance" (regular long-distance migration and return), types of 

ships, and other such things . For Braudel, structure was the 

most important (about four hundred pages worth), conjuncture 

came second (about five hundred pages , but then conjunctural 

th ings changed, so they took more space). Events-the stuff of 

most histories-take only the last three hundred pages of 

Braudel's two volumes. The structural and conj unctural con

texts determined them. 

Braudel's book abounds m interesting heurist ics. His 

upside-down map of Africa (showing "how the great Sahara 

desert dominates the sea" [1972:1:1 69] is a spectacular exam

ple of reversal. But his most extraordinary effect was to give 

rise to several generations of level-raising arg uments, from the 

world-systems theory of the 1970s to the globalization theory 

of the 1990s. All of these result from Braudel's radical chang

ing of level, his insistence that grand conjuncture above all 

drives the little events below. 

C. Setting Conditions: Lumping and Splitting 

Setting conditions is a matter of deciding where a particular 

description applies. Pm another way, it is a matter of deciding 

whether to split some social phenomena apart or lump them 

together. 

Thus, another way to think of what Sassen did in The Global 

City is to say that the book draws a dist inction between the 
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great producer-services cities- New York, Tokyo, and Lon

don-and all other urban places. Of course, the d istinction was 

overdrawn. Many other cities partook of this or that character

istic of the global t riumvirate . But precisely what made the 

book powerful and attractive heuristically was that drawing 

such a t ight line around the phenomenon allowed Sassen to 

write about an extreme version of it . This in turn allowed her 

to explore the phenomenon of globalization at a depth that 

might not have been allowed had she analyzed a larger class of 

cities. Making a strong distinction allowed her to push an ar

gument to the limit . 

One could, by contrast, choose not to make a dist inction 

but to lump things together as instances of a single phenome

non. Among the most celebrated examples of this in social 

science is Norbert Elias 's The Civilizing Process. Elias took 

dozens of subjects that used to be separate-table manners, 

nose blowing, spitting, bedroom behavior, and so on- and as

sembled them into an image of private "civilization," which he 

then even more audaciously connected to the formation of 

modern states . All of these things together, he argued , consti

tuted a grand "civilizing process ." Like Braudel 's "structure," 

Elias's civilizing process was a huge conception. But here the 

idea was not Braudel's of changing our idea of the determining 

level of a system but rather an argument that things we had 

thought utterly separate-the history of nose blowing and the 

history of the absolute state-were in fact part of one large 

process . 

Again, there is no need for the student to be so audacious or 

grandiose. But it is often a useful heuristic to lump together 

things that others have left separate. Merely to propose such a 
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lumping together is to raise a hundred interesting questions 

and issues for investigation. 

So, too, one can split things apart. This is not the same as 

saying that the lower level is the determining one. Rather, it 

asserts that some regularity or description applies over a nar

rower range than we had thought . This has been the over

whelming strategy of writing about women for the last twenty 

years. For example, Cynthia Epstein's Women in Lau; makes the 

case that while there are already many books about lawyers, 

most of the generalizations in them don't apply to lawyers who 

are women. Splitting has been the order of the day in many 

fields: ethnic and racial studies, gender studies, and so on. 

Note, however, that it is a quite general heuristic move and has 

nothing inherent to do with activist research. Jerome Carlin 's 

Lawyers on Their Own made precisely the same claim about 

lawyers in small, solo practices-that they were quite different 

from other lawyers-that Epstein made about women lawyers. 

II. NARRATIVE HEURISTICS 

Descriptive heuristics propose changes in the way reality is de

scribed. Narrative heuristics involve changing the way we use 

events and stories to think about social life. In this sense, 

Elias's "civilizing process" is as much a narrative move as it is 

a descriptive one. It weaves a number of separate narratives 

into one grand story. (This underscores an important point: it 

doesn't matter what we call the ways in which we generate new 

ideas just so long as we have new ideas. ) There are four impor

tant narrative heuristics to discuss. The first two involve the 

degree to which narration enters our thinking about a problem: 
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whether we view processes dynamically or not and whether we 

focus on contingency. 

An obvious first move is to take something that has been 

viewed statically and put it into motion or, conversely, to take 

something that has been seen narratively and make it static. As 

usual , there is no great issue of fa ith here. To those who are fas

cinated by the processual nature of social life (I'm one), it may 

seem crazy to treat freeze framing as a legitimate heuristic. But 

sometimes that 's the best way to understand social life. Indeed , 

much of history works this way. Grand-narrative characteriza

tions come apart on close inspection. For example, most histo

ries of America speak of the 1920s as the Jazz Age , but on 

closer inspection-looked at in isolation-the 1920s seem 

extremely diverse. Conversely, many static interpretations be

come quite different when seen dynamically. Consider condi

tions in high- tech industries today. The senior managers of . 

these companies view the situation more or less statically, 

within the narrow time frame of quarterly returns and stock 

market value. But the workers themselves experience their 

work within the longer, dynamic time frame of their careers. 

Depending on our research interest, we are going to wane time 

to freeze or flow. 

A second narrative heuristic involves contingency. Many so

cial science models disregard contingencies. They are based on 

the belief that the same kinds of results can come about in sev

eral ways and that if we aren 't specifically interested in the 

details of the pathways, we might as well disregard the con

t ingencies that determine them. A rather interesting example 

of this comes from the literature on people's lives. A long-
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stanJing belief held that negative life events-sickness , be

reavement, unemployment, and so on-could lead to various 

forms of distress. The surprise came when several writers pro

posed that positive life events-promotion, marriage, and so 

on-would have the same effect, something that turns out to 

be more or less true. Thus the contingency-distress came only 

if the life events were negative-turned out to be irrelevant. 

Sometimes contingency matters less than we think. 

On the other hand, sometimes contingency is centrally 

important. Harrison White's vacancy-chain model, memioned 

earlier, is an example of a completely contingent model, at least 

with respect to individuals ' careers. The presence of such over

whelming contingency effects often means that we are working 

at the wrong level of analysis. White's model is ultimately a 

structural one, in which the larger system has dominance over 

local initiative. 

A third narrative heuristic involves latent functions. Latent 

functions are unplanned or largely unnoticed results of social 

institutions or actions, which, however, turn out to be impor

tant. Indeed , it may be the case that these latent func tions be

come more important than acknowledged functions . When I 

discussed problematizing the obvious, I used an implicit exam

ple of latent functions: the alternative purposes of college. 

Maybe college is not for education but for reducing unemploy

ment by keeping many young people out of the full-rime labor 

force. In that case, education is the ostensible function, Lrn 

employmem the latent function . This particular example of 

problematizing the obvious worked by problematizing the 

ostensible function of an ins titut ion and looking for latent 

functions. There are many other things to problemarize about 

J , 
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college, of course: common beliefs about who goes there, what 

people actually do there all day (faculty do not teach all day, for 

example), and so on. But looking for latent functions is always 

a useful heuristic. 

My final narrative heurist ic is the counterfacrnal: what would 

have happened if .. . Some disciplines are particularly well set up 

for counrerfacrnal analysis. Economics has a particular advantage 

here, because of its ability to "impute" prices ro unpriced things 

by estimating the costs of the other things people forego ro have 

the unpriced ones. But counterfacrnals are also widely used in 

history. For example, the implicit counterfactual in A. J. P. Tay

lor's Origins of the Second World War (discussed in Chapter One) is 

that if Hitler had not invaded the Soviet Union and gratuitously 

declared war on the United States, he might have gotten away 

with most of his gains up to that point. The counterargument to 

that, however, is that he got the earlier gains by making precisely 

those kinds of audacious moves, but on a smaller scale. Someone 

who knew when to stop could never have made the earlier bold 

moves that got him to the poinr where he made his "mistake." 

Thus we see that the core of the argument about Taylor's thesis 

lies in the nature of Hider's personality and the political system 

that allowed his personality such comprehensive sway in German 

policy. By thinking counrerfactually, we see where the argu

ment 's hinges are. 
Let us now examine these narrative gambits with more de-

tailed examples . 

A. Stopping and Putting in Motion 

The first narrative heuristic involves hiscory itself. If your pres

ent analytic srraregy is static, how about making it dynamic? If 

________ ... 
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it 's dynamic, how abour making it static? As with so many 

heuristics, the question isn 't whether the social world is in fact 

historical or not. You don 't have to be Max Weber to know the 

answer to that question. But sometimes it's useful to attend to 

that history, and sometimes it isn't. 

The more familiar move is from static to dynamic. W hen

ever we move to a new town or school, it seems fixed, a slice of 

time. Only after staying for a fow years do we know which 

parts are changing and which stable. Theories we adopted at 

first seem silly once we understand that this or that part of the 

slice was in fact in rapid motion. Thus you might wonder why 

some favorite store leaves a mall to set up in a new location. 

You might develop a story about problems between the store 

and the mall, problems with competitors, and so on. But then 

if a new development springs up around the store's new loca

tion, you may suddenly realize that in fact your favorite store 

had been located in the orig inal mall only temporarily, while 

its new quarters were being built. What seemed to be static 

turns out to have been in motion, but because you first got to 

know the store in its temporary location, you didn't see that . 

One of the central difficulties of assessing any social situa

tion at a single moment is precisely our inability to see the 

snapshot merely as part of a movie reel. This point is made 

with unerring accuracy in one of the most influential works of 

modern anthropology: Political Systems of Highland Burma by 

Edmund Leach. Leach set out to do "a functionalist srudy of a 

single community," the classic ethnographic slice of life. He 

was only a few months into the work when the Second World 

War turned Burma into a war zone. Shortly afterward, Leach 

entered the army and spent the next five years drifting in and 
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out of northern Burma, visi ting nearly every society in the area. 

Most of his field notes were destroyed in enemy action, and he 

wrote his great book from memory, his few surviving notes, 

and what published materials he could find. 

Leach 's central point was that the stabili ty implied in the 

classic community smdies was a mirage. In his characteristi

cally blunt prose, he wroce: 

The generation of British anthropologists of which I am one 

has proudly proclaimed its belief in the irrelevance of history 

for the understanding of social organization . What is really 

meant by these arguments is not that history is irrelevant but 

that it is roo difficult to put on paper . ... Thus Professor 

Evans-Pritchard, who is one of the most staunch upholders of 

equilibrium analysis in British social anth ropology, is also an 

advocate of the use of history in anthropological analysis, but 

he has not yet explained how the inconsistencies between the 

two positions can be resolved. (1964:282-83) 

Leach was right about "history," of course. Often the best move 

possible is to put one's data in motion, to see long-run change 

rather than simple equilibrium. But having made that move, 

Leach himself made a quite peculiar reverse. H e preserved 

equilibrium by saying that the ritual and symbolic systems of 

the Kach in act as if there were equilibrium societies in Burma. 

Their cultural system draws on a language of srability but uses 

that language to do "historical, " changing thi ngs. The anthro

pologis ts' mistake , then, lies in taking the tribes' symbols fo r 

the reality. Curiously enough, Leach made the move into his

tory and then took it back again. (This wading into the water 

and then hurrying back to shore seems to be common among 
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anthropologists. Marshall Sahlins's influential Islands of History 

makes much the same move.) 

From our point of view, what matters is the heuristic. Leach 

and Sahlins to some extent got caught up with the issue of 

whether the flow of events was really there, whether it did or 

didn't matter because there is an equilibrium. In some ways , 

Evans-Pritchard may have been better off By trying to keep 

both sides-whatever the inconsistencies-he was tes tifying to 

the heuristic utility of invoking as well as ignoring the passage 

of time. 

So, by contrast, sometimes we need not put our problem 

into motion but must stop the motion that is already there . 

Typically we want to do this when our interpretation of some 

particular moment is being driven more by the narrative in 

which we have embedded it than by things we actual ly know. 

An excellent example of this is the magnificent historical 

ethnography Montail/011: The Promised Land of Error by Em

manuel Le Roy Ladurie. Throughout the course of modern 

scholarship, the heretic peasants of southern France had been 

perceived chiefly in their role as the last representatives of the 

Catharist (Albigensian) heresy. They are noticed in history 

mainly for the strangeness of their beliefs (the highest Ca

tharist virtuosos, the perfecti, fasted completely-until death 

resulted-after their ceremony of "heretication") and for the 

brutal crusades that suppressed them. By provoking these cru

sades, these peasants played a central role in establishing the 

(northern) king of France's power in Languedoc, rhe southern

most part of what is now France. Thar is the usual story of the 
heretic peasants of southern France. 

I 
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But the inquisition that rooted out the heresy kept detailed 

notes . And Le Roy Ladurie realized that one could read the in

quisi torial records not so much as evidence about Catharism 

per se but as evidence about the community as a whole, abom 

economy and residence, about family and marriage, about 

sheep and migration. Suddenly, Catharism becomes not some

thing strange and perplexing but something deeply compre

hensible in the context of rhe culture at the rime . History thus 

becomes ethnography in this book; long-dead historical records 

give rise to a living , daily culture . 

This practice of stopping the clock is an important one, and 

it is important not only in areas of historical inquiry. The move 

of sropping the clock is central to all forms of equilibrium 

analysis. Thus in many branches of economics, a market may be 

far from stable at any moment, but by analyzing its behavior in 

equilibrium , one can specify the direction of the forces playing 

upon it. So, too, in certain forms of game theory. Even ex

tended games-games that take place as repeated plays over 

t ime-can sometimes be reduced to a strategic form, in which 

the answer is given at once, no mat ter how the repeated plays 

might get there in practice. 

Sropping the clock essentially enables you to arrend ro more 

things in the present. It allows you to broaden the context, 

possibly to change levels. That is , it can be a gateway- like so 

many of these moves-to other heuristic moves. We often 

think reali ty is fundamentally historical. But it is still useful to 

imagine it, from time to t ime, as frozen for a moment . These 

can be big moments robe sure. When Braudel is justifying his 
con cept of structure in The Mediterra;zeaJZ, he wrires ar one 

--~~~-------------·---- .. -... , ..... ., .... ,.,,_._ ..... ,,_ .:.·-~--;--·~ ' ""'' 
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pornt: "[T}hat these two hundred years, 1450-1650, should 

form a coherent unit, at least in some respects, clearly demands 

some explanation" (1972:2:895). How can two centuries be a 

"moment"? Well, they can't, but by pretending that they are, 

we can open ourselves to some important insights . 

B. Taking and Leaving Contingency 

Contingency also produces an important heuristic. One can 

generate many new views of a theory or a regularity by arguing 

that it is contingent on something. Conversely, one can some

times produce extraordinary results by disregarding contin

gency. The latcer is, indeed, one of the standard moves made in 

formal and quantitative work. 

As an example of taking contingency seriously, consider 

Michael Piore and Charles Sabel's argument in The Second Indus

trial Divide that there was nothing foreordained about mass 

production. According to their argument, modern economic 

growth might have been sustained by small, flexible produc

tion units . There was no absolute need for assembly Lines and 

interchangeable parts. Piore and Sabel's controversial argument 

has spurred an enormous mass of research on those areas of 

the world (southwestern Germany and northern Italy, for ex

ample) where complex webs of flexible producers have indeed 

survived. A number of interesting consequences followed from 

the book. First , the book suggested investigating the web

like subcontractor structures, educational systems, and credit 

arrangements that support these industrial areas of "flexible 

specialization." That is, the book had direct consequences 

for industrial policy. Second, it suggested rethinking the old 

narrative of industrialization itself: Was the role of art isanal 
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labor as tangential as it had been made to appear? What were 

the consequences of the "industrial divide" for the labor move

ment? On the one hand, "massification" created more power

ful employers . On the other, it created conditions that made 

union recruitment easier. Suddenly, the history of modem work 

looked d ifferent. 
By contrast, there are also arguments implying that perhaps 

contingency isn't as important as we think. Making an even 

stronger argument in his book Normal A ccidents , Charles Per

row suggested thar one could work out a relatively systemat ic 

theory for rare and contingent events, such as nuclel;lr-plant ac

cidents, ship collisions, and the like. The book opens with a 

thrilling , utterly contingent account of the Three Mile Island 

accident in 1979. Perrow then asks what kinds of factors allow 

contingency-in the sense of random probability- to domi

nate systems. He comes up with two. The fi rst factor is the 

complexity of a system; complex systems have lots of feedback 

loops and lots of parts serving multiple functions, possibly in 

ambiguous or unmeasurable ways. The second factor is the cou

pling of the system; tightly coupled systems are strongly t ime 

dependent, with many invariant sequences of action in them 

and , typically, only one way of successfully operating. Perrow's 

basic theory is that normal accidents-that is, "systematically 

produced" contingent events-are most common in complex 

systems that are also tightly coupled systems. He thereby 

achieves something of a theory of contingency. 

Considering the role of contingency is always important in 

thinking about social life. The heuristic moves of either invok

ing more cont ingency or ruling out contingency can often 

burst open an intractable problem. Suppose you are writing a 
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term paper on medical paraprofessions like pharmacy, radiogra

phy, and nursing. You read books on each one, and it looks as 

though they are all getting more and more professional, taking 

over more and more func tions. At the same rime, they seem to 

be involved in lots of little fights with other paraprofessions or 

with medicine itself. That seems a rather flaccid, dull design 

for a paper: "professionalism is on the rise , but there is lots of 

squabbling." Is there a way to regard all of these little fights 

not as contingent bur as systematic? By viewing the compe ti

tors all at once in a competitive field, you can see them as con

testing a limited set of resources . As in White's vacancy chains, 

you may tame contingency by seeing it as the outcome of a 

structured system of competition. You have moved ro a new 

level and can theorize an arena of competition within which 

these fights can be understood systemat ically. 

C. Analyzing Latent Functions 

Functional analysis has come into and gone out of fash ion sev

eral times in the last half century. Functional argumems are 

elusive. Sometimes they seem to be simply elaborated versions 

of rational-choice arguments: function equals purpose equals 

something we choose to do. Sometimes they are purely logical 

in nature, as in the classic "imperative function" argument that 

since there are certain things that m ust occur for a society to 

work , we must (and can) always identify the social structures 

that make those things happen . (Sometimes such arguments 

are simply rat ional izations fo r moral arguments about how so

ciety ought to be organized.) 

The debate over funct ionalism is deep and complex, but I 

am interes ted in functio nal arguments merely as heuristics. Of-
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ten we look at a social ins titution or structure and develop a 

t heory of it based on whar seem to us the obvious purposes or 

functions that it serves. But it may well be that there are hidden 

forces keeping it in place, either purposively or otherwise. Re

flecting on latent functions can rake us tO these forces, which 

we can then analyze as we see fit . 

An example of latent functional analysis is Richard Ed

wards's book Contested Terrain. Divested of its fairly strong po

litical overlay (Edwards was a radical with a distinct point of 

view), the book's basic argument is that the usual history of 

employment relations in the United States got it all wrong . 

The traditional argument was that an "efficiency" movement 

dominated American labor relations for the early years of the 

twentieth century. This was "scientific management," with its 

stop watches, piece rates, stringent work rules, and so on: the 

world of work skewered by Charlie Chaplin in the film Modern 

Times. On the traditional interpretat ion, scientific management 

was driven by the engineering profession; the at tempt to ra

tionalize labor on the shop floor had grown out of rationalized 

production itself. Io this story, scientific management was then 

replaced in the 1930s and after the war by the "human rela

tions" school of management , with its much broader focus on 

workers' lives and happiness, welfare capitalism , and similar 

policies. 

What Edwards pointed our was that although the human

relations school looked like a kinder, gentler form of 

management, in fact it concealed an enormous expansion of 

bureaucratic rules and regulations that vastly extended firms' 

control over workers' lives. He argued-quite persuasively

that the real purpose of both schools of management was to 
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discipline the labor force. The surface, ostensible functions may 

have been hyperefficiency and "taking care of workers," respec

tively. Bur the latent function was the same in both cases; con
trol of the workers. 

It doesn't matter, for our purposes, whether that control was 

planned or accidental. The point is that the search for latent 

functions often turns up important social forces. I have several 

times mentioned the latent function of college in safeguarding 

employment opportunities for the larger labor force. This may 

seem an odd way to think, but in the years when American 

labor was dominated by industrial workers, organized labor 

strongly opposed any attempt to create the kind of combined 

apprenticeship-schooling system that trains much of the labor 

force in Germany. Such a system would, in fact, have threat

ened too many jobs. College's function of controlling unem

ployment may be more important rhan you think. 

So latent functional analysis is always a useful strategy. You 

may t urn up nothing at all. But you may turn up important 
things indeed. 

D. Analyzing Counte1j~utuals 

Finally, I wish to consider counterfactuals. One of the most 

useful narrative heuris tics is what if? We are used to practicing 

this in our own lives , as in "If I hadn't gone hiking in Europe 

that summer, we wouldn't have met and gotten married." From 

the social science point of view, of course, there are hundreds, 

thousands, maybe even tens of thousands, of people to whom 

one could have been successfully married. Our lives might have 

differed in various ways, bur most of them wouldn't have been 

very consequential-in terms, let 's say, of our ultimate type of 
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employment, our financial situation, or the socioeconomic sta

tus of our children. There is thus little general interest in in

vestigating counrerfactual might have beens, although there 

may be considerable personal interest in them. 

Often, however, counterfacruals are virally importam. 

Would there have been something like a fascist Germany with

out Adolf Hitler? Would Chicago have become the major city 

of the Midwest if St. Louis had become a major rail hub? 

Would American history look fundamentally different if a 

watchman in the Watergate complex hadn't noticed that the 

latch was taped on a basen1ent door in 197 2? 

Posing counterfactuals can be very productive. We often 

do it merely for the purpose of improving our case agains t 

them-that is, to improve the argument for what did hap

pen. Bur sometimes-particularly in the 1960s and 1970s

coumer-facrual analysis has been an elaborately developed 

mode of analysis. 

One of the most brilliant uses of counterfactual heuristic 

was Robert Fogel's Rctilroads and American Economic Growth. Fo

gel problematized the obvious "fact" that railroads were central 

to American economic growth. What would have happened, 

he wondered , if there had been no railroad? Obviously, there 

would have been a lot of canals. Bur what of the actual eco

nomic consequences? As Fogel pointed out, to a considerable 

extent the railroads were given their role flat -our; 30 percent of 

their total capitalization came from federal and state govern

ments as gifts. Indeed, Fogel's introductory chapter is filled 

with such information, a brilliant use of familiar facts and sim

ple economic theory to demolish what most of us accept as a 

trlllS.m. 
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college. (And note that that portion of the population tends to 

marry earlier!) 
Thus, starting with a simple counterfactual 

a number of other heuristic leaps, into a wide 

us out , via 

of inter-

esting hypotheses about marriage and marriage pa1tte.rns 

is the utility of counterfactual analysis. It drives us to 

lematize the obvious and suggests dozens of new ways in which 

to think. 

COlJNTERFACTUALS BRING us to the end of this survey of 

heuristic gambits. This chapter and the preceding one have 

discussed a wide variety of ways of producing new ideas. I 

should underscore-as I have before and will again-that 

heuristics should not be reified. They are not about the true 

and the untrue but about finding new ideas. They should be 

taken as aids to reflection, not as fixed things. 
exam-They are also very powerful. Although many of 

ples have involved more than one heuristic move, you should 

use them one at a time and carefully work out the results of 

each one. Otherwise, they can get you into deep water very 

quickly. 
These general heuristics are not the final or even the most 

powerful set of heuristic tools for social science. That honor 

goes to the fractal heuristics founded on the basic debates of 

Chapter Two. I now turn to them. 



Chapter Six 

FRAC'l'Al1 HEURIS'l'ICS 

I. POSITIVISM AND lNTERPRETIVISM 

II. ANALYSIS AND NARRATION 

III. BEHAVIORISM AND CULTURALISM 

IV. INDIVIDUALISM AND EMERGENTISM 

V. REALISM AND CONSTRUCTIONISM 

VI. CONTEXTUALISM AND NONCONTEXTUALISM 

VII. CHOICE AND CONSTRAINT 

VIII. CONFLICT AND CONSENSUS 

IX. TRANSCENDENT AND SITUATED KNOWLEDGE 

WE HAVE so FAR SEEN three general types of heuristics. The 

simplest are additive rules for creating minor variations in 

ideas. The second are lists of generic topics and common no

tions that we can use as stimuli to point us in new directions. 

The third-the general heurist ics of Chapters Four and Five

are more self-conscious devices for producing new ideas by ma

nipulating arguments, descriptions, and narratives in particular 

ways . 

In th is chapter, I take up a fourth type of heuristic, one that 

arises in the "great debates" of the social sciences that I dis

cussed in Chapter Two. It makes use of a particular quality of 

these debates, one that I noted briefly at the end of that chap

ter: their fractal nature. A fractal is simply something that 
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looks the same no matter how close we get to it . A famous frac

tal is the woodland fern, each of whose fronds is a little fern 

made of leaves that are actually little ferns made up of tinier 

ferns, and so on. 

The great debates I discussed in Chapter Two are fractals in 

the sense that they seem to be important debates no matter 

what the level of investigation at which we take them up. Take 

the famous opposition of realists and constructionists. Realists 

think social reality is a real thing, fixed and repeatable. Con

structionists don't. Constructionists think the actors and mean

ings of social life are made up as we go along , by playing with 

past repertoires. Realisrs don 't . 

Now most sociologisrs have a pretty clear idea of who the 

realists are and who the constructionists are. Survey analysts are 

usually thought to be realists and historical sociologists to be 

constructionists. Stratification scholars are usually realists; soci

ologists of science are const ructionists-and so on. But suppose 

we take some sociologists of science and isolate them somehow. 

Sure enough, they will start to argue internally over precisely 

this issue of realism and constructionism. Some will argue that 

science is a given type of knowledge produced by a certain kind 

of social structure; the big issue is how that knowledge is 

shaped by larger social structures. Others will argue that you 

cannot understand what science itself is until you understand 

the actual flow of the daily language that scientists use to build 

the scientific knowledge that gets rationalized in textbooks . 

That is, che two groups will fall into violent debates over 

precisely the issue of realism versus constructionism even 

though the rest of the discipline regards them all as strong con

structionists. (This is, in fact, exactly what happened in the 
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sociology of science in the 1980s, when the field had a kind of 

"I think more things are socially constructed than you do" con

test that ended up with the whole field pretending, somewhat 

nervously, that it didn't believe in the reality of anything at 
all.) 

To take an example on the other side of the discipline, the 

sociology of crime was for a long time one of the strong realist 

fields in sociology. Crime statistics have a long history in 

American public lifo, and few events seemed more obviously 

real than an arrest. But in the 1950s, there emerged within 

this highly realist literature a constructionist critique. This "la

beling theory" argued that there was something more to be

coming a criminal than simply doing the act; you had to 

get caught, detained, held, charged, convicted, and sentenced. 

Many people slipped away at each step along the way, yet only 

at the end did you really become a labeled "criminal. " The 

labelers insisted that the long-observed inverse correlation be

tween social status and criminality happened because lower

class offenders were more likely to make it through the long 

process that leads from act to conviction. Criminality was not a 

simple, real fact but a complex, constructed one. 

Meanwhile, there was also a simi lar but smaller debate 

within the purely realist group of criminologists. These realists 

were in an uproar because of the unreliability of arrest statis

tics. Chicago's crime rate rose 83 percent in one year (1962), 

and everyone knew that reality had not changed but reporting 

procedures had. So a vociferous group argued that arrest statis

tics were arbitrarily constructed and crime should be measured 

by surveys of victims, not by counts of offenders. And in set

ting up the victimization surveys, dozens of realist/construe-

I 

I 
1 
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tionist questions were asked: Is a series of harassing acts one 

event or many? Do closed-form survey questions necessariiy co

erce respondents to follow a certain pattern? When is a ques

tion to be considered "suggestive"? These were all the same 

debates that the sociologists of science were to have in the 

1980s, but they were located in a community that the disci

pline widely regarded as realist. 

As this example shows, the central social scientific debates 

of Chapter Two are fractal in nature. No matter how large or 

how small the community of social scientists we consider, most 

of these issues will be debated within it, even if we think that 

the community already represents one extreme or the other on 

the issue. By itself, that is just a curious fact. But this curious 

fact means that we can use the basic debates as heuristic tools. 

Wherever we find ourselves with respect to the complex 

arrangement of forms of knowledge that is social science, we 

can always use these fractal heuristics ro produce new questions 

and new problems. 

A simple example of this comes from the literature on 

anxiety and stress. How are we to explain stress? Who suffers 

most? What can srop it or mediate it? The literature investi

gating these questions from the 1960s through the 1980s was 

strongly positivist. But what is most noticeable to an outsider 

reading the stress literature is that whenever the positivist re

searchers came up against a blank wall, they would develop 

narratives and reinterpretations of data that would open new re

search vistas for them. Thus, the original literature looked 

only at the correlation between srressors (unusual events) and 

distress (unhappiness). When those correlations proved to be 

weak, researchers started to think about "coping," defined as a 
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I. PosrnvrsM AND l NTERPRETI VISM 

T he first of the frac tal debates is between posidvisrn and inter

pretivisrn, between thinking you can and should measure social 

reality formally and thinking you can't and shouldn't. In fact, 

it is easy to find examples of posit ivist and interpretive moves 

in nearly any methodolog ical tradition. The two are engaged in 

an incessant dialogue. So in ethnography, sometimes our im

pulse is to count things (as William F. Whyte counted bowling 

scores in Street Corner Society) , and sometimes our impulse is to 

delve into even more interpretive detail (as Mitchell Duneier 

does in d iscussing police busts in Sidewalk). In SCA-type analy

sis , the moves toward positivism are too numerous to count, 

but there are equally as many moves the other way, as I just 

noted in my discussion of t he stress literature. 

A particularly elegant example of an interpretivist move in 

positivist work is Richard Berk and Sarah Fenstermaker Berk's 

influential article on models for the household d ivision of labor 

(1978). Berk and Berk are attempting to evaluate the "new" 

home economics, with its theory of the household as a produc

t ion system. They employ an extremely elaborate positivist de

sign: a two-stage least squares operationalization of a structural 

equation model for a data set on the allocation of household 

tasks. But the article ends up in an interpretive discussion 

about the definition of "sharing" and "substitution" in house

hold tasks. Noting the complex differences between hus

bands' and wives' effects on the household division of labor 

(changes in which tasks the wife does affect which tasks the 

husband does but not vice versa), the authors point out that hus

bands tend to participate jointly with other family members in 
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production , and they provide quotations from respondents il

lustrating three different models for this "sharing": "moral sup

port," "assistance ," and "supervised help." These definitions of 

sharing have different implications for the substitution of the 

husbands' effort for the wives' effort and hence for the project 

of analyzing t he family as a production system. Berk and Berk 

leave the reader wondering about the question of the exact 

trade-off between husbands' and wives' housework. In short, af

ter all the rules are followed and all the regressions are run, the 

way out of a quantitative dilemma takes the form of reinter

preting a variable by anchoring it in a more complicated story 

with more ambiguous meanings. Thus, a positivist blind alley 

is escaped via an interpretive move. 

It is equally important to note moves toward posit ivism in a 

place like historical analysis , where we least expect it . One ex

ample is the paper by V. 0 . Key on critical elections ( 195 5 ), 

one of the single most influential papers in poli t ical science in 

the twentieth century. Key's paper removes elections from the 

one-by-one tell-a-story approach that had been common before 

his rime. By analyzing detailed counts of votes in particular 

constituencies over many national elections in a row, he showed 

that in certain elections there were sudden realignments that 

then persisted for three or four elections thereafter. Key's move 

might be seen as a form of temporal lumping; his argument 

was rhat the "event" of realignment was often bigger and more 

enduring than it seemed. But it is important to see that Key 

made his claim stand by taking a distinctly positivist turn in a 

literature that was until then given mostly to historical, discur

sive analysis. It was by getting analytic that Key made his 

mark. 
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tlon of whether critical elections really do exist, 

there is a large literature since Key that has 

can also imagine making the move to counting election 

and to examining longer runs of elections, as did, 

insisting on a more interpretive form of analysis of 

Key's own rendition of the phenomenon, in the original paper, 

is completely demographic. He simply identifies the 

non in the voting patterns but makes no attempt to 

it. Was it a result of new party ideologies? of new party organ

ization? of legal changes in registration? Was it a downstream 

result of the changed immigration laws of 1924? of a new 

voting coalition in subgroups? of a change of heart by some 

major subgroup? The possibilities are many and immediately 

encourage a large interpretive, historical literature, which did 

in fact emerge to try to explain the phenomenon Key had un-

covered. 
In short, not only is the pairing of positivist with 

tivist a heuristic pairing useful across all methods, but it 

applies at any level in those methods . This pairing is truly a 

fractal heuristic. If your current thinking is blocked, one way 

to move ahead is to use it to sidestep the blockage and open up 

new research problems and opportunities . 

II. ANALYSIS AND NARRATION 

Like positivism and interpretivism, the pairing of analysis 

narration is used throughout social science as a fractal heuristic. 

Sometimes we need to follow a story through as a story, some

times we need to break it into bits and compare the bits, b ut 

no matter what the method or the level, the s,witch between 

narration and analysis is always available and often used. 
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In the first instance, this switch can be seen as simply the 

narrative heuristic of freezing or setting in motion, discussed in 

the preceding chapter. For example, in one of the most influen

tial theoretical papers of gender literature, Candace West and 

Don Zimmerman argued that "gender is not a set of traits , nor 

a variable, nor a role, but the product of social doings of some 

sort" (1987:129). That is, gender is a performance, a process of 

making certain gestures and invoking certain symbols in cer

tain contexts with the intent of pointing to oneself as gen

dered. The insistence that gender is not a fixed thing but an 

ongoing performance challenges gender research whatever the 

method it employs. In ethnography, it means forgetting about 

preexisting gender roles and watching how people mark gen

der distinctions over time. In SCA analysis like the Berk and 

Berk paper just mentioned, it means investigating trade-offs in 

housework over time rather than assuming that there are stable 

contributions of men and women. And so on. 

But the analysis/narration heuristic move is often not just a 

matter of setting in motion or stopping but can be a specific 

move with respect to a particular current method. In ethnogra

phy, for example, the strong drift of the last twenty years has 

been toward much more narrative, temporal approaches. The 

new ethnography embeds its local events in larger narratives 

of culture contact (as in the work of Marshall Sahlins on Cap

tain Cook in Hawaii (1985}), developing capitalism (as in the 

work of Michael Burawoy on de-skilling in American facrories 

[1979]), globalization (as in Janet Salaff's work on young girls 

in Hong Kong factories [1981}), or some other large-scale his

torical process. Even in anthropological linguistics, which re

lies far more on technical and analytic machinery than the rest 
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of anthropology, the move toward more narrative methods has 

been marked. Indeed, the drift to narrat ion is so strong that 

ethnography is ripe for an antihistorical move-perhaps based 

on an ahistorical theory like rational choice, perhaps based on a 

renewed insistence on local ethnographic validity. 

The constant tug of war between narrative and analytic 

moves is even more evident if we consider not a particular 

methodological tradition bur a general field of research . Studies 

of social class in modern societies are a good example. The 

great classic of mid-twentieth-century social-class studies was 

W. Lloyd Warner's immense "Yankee City" study of N ewbury

port, Massachusetts, a kind of industrial-strength ethnography 

done by dozens of workers who talked to hundreds of people 

and evaluated their class starus based on their language, furni

ture, place of residence, and many other things (Warner et al. 

1963). The social-class concept Warner used in this work was 

highly analytic and static (Warner, Meeker, and Eells 1949). 

Not surprisingly, it was widely attacked by historians. While 

some of the attacks were, predictably, based on the simple 

"putting into motion" heuristic (that is, "Warner got it wrong 

because he took a snapshot when he should have watched the 

movie"), the most damaging was Stephan Thernstrom's highly 

analytic study Poverty and Progress. Thernstrom traced individu

als through manuscript census records, counted noses, and 

showed that there was far more class mobility than Warner had 

suspected. 

From our point of view, Thernstrom made a narrative move 

in that he looked at the life histories of individuals rather than 

simply talking to all of the residents of Newburyport at one 

point. He made it in a very analytic way, however, in that he 
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did not interview people or seek detailed histories of individu

als, but rather red uced their lives to coded sequences of the 

class statuses they successively held over time. This narrative 

move with an analyt ic accent contrasts strongly with the con

temporary move by Blau and Duncan's already discussed Amer

iccm Occupational Structure. These students of mobility-and 

indeed the whole tradition they stood in-conceived of the 

"narrative" of mobil ity as a jump from the stat ic class status of 

a father to the stat ic class status of a son. The move was ana

lyt ic at nearly all levels, assuming away most of the lifetime 

change in the father 's class standing, most of the change in the 

prestige structure of occupations, and (as we have seen in an 

earlier chapter) all of the cross-individual variation in the "nar

rative" pattern of causes. All of this in order to make dramatic 
analyt ic comparisons. 

To make so many analytic moves-moves away from narra

tion- sounds worrisome, of course, but it is important to real

ize that a literature has to make such choices in order to move 

ahead. The sociological-mobility literature deliberately as

sumed away certain parts of the history in order to get at oth

ers . For example, the enormously influential paper of Robert 

Hodge, Paul Siegel, and Peter Rossi on the "history" of occupa

tional prestige in the United States establishes that the occupa

tional prestige ratings are stable over time ( 1966), a crucial 

element in the structural view taken by the Blau and Duncan 

book and most later sociological study of mobility. Bur the 

H odge, Siegel, and Rossi paper accomplished this by assuming 

that there were no changes in the nature of occupations them

selves between 192 5 and 1963. That assumption was necessary, 

of course, if we were ro think that people were rating the pres-
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tige of the same things throughout the period. But in fact, the 

identities of occupations like secretary and bookkeeper changed 

almost completely in that period. Ignoring that change-at 

least for a while-was the price that had to be paid . Only by 

assuming away some parts of a narrat ive can you open other 

parts to analysis . 

Before leaving the fractal heuristic of analysis/narration, we 

should consider some examples of studies that move with the 

grain rather than against it , studies that are already highly an

alyt ic but make a decisive move ro become even more so or 

studies that are already narrative but make further narrative 

moves. The reader should not think that against the grain is 

the only possibility. 

An example of narrative analysis that deepens itself by mov

ing to an even more complex narrative level is Goran Ther

born 's influential paper on "The Rule of Capital and the Rise of 

Democracy." Therborn's paper considers one of the classic nar

rative problems-the rise of democracy-by comparing (in 

capsule form) the histories of two dozen modern democracies . 

H is argument starts where Barrington Moore's Social Origins of 

Dictatorship and Democracy leaves off, with the notion that the 

rise of democracy is a complex and contingent process, not the 

result of a single variable or constellation of variables, as it ap

peared to be in the much more analytic work of Seymour Mar

tin Lipset and others. Bur Therborn insists that prior narrative 

analyses have left out another narrative essentially related to 

that of democratization: participation in or threat of foreign 

war. He makes a strong case that war or its threat was central 

in forcing bourgeois states to spread access to power and au

thority more broadly throughout their populations. He thus 
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a complex historical what was 
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;;1-aLuu economic assumption that people are sorneone 

would therefore have done that (if it were possible), 

fore we are safe in assuming that prices as 

reveal all such predictions about the including secret 

speculative ones. For if secret speculative reward exists, 

someone has taken advantage of it and removed the pos

sibility from the market. 1 Muth's argument was later to 

attack Keynesian management of the economy. Since g overn

ment fiscal policy was a matter of public record, it was 

speculators would take advantage of any difference 

government-supported prices and "real market" in the 

process canceling the effects of government intervention. 

Our interest here is less in the policy implications of 

celebrated article than in its seemingly extremist insistence 

that an already absolutely analytic literature become even m ore 

analytic. Effectively, the Muth paper assumed that at least at 

the level of expectations, firms (as a group) were as good a t 

predicting the future as were economists. As Muth 

pointed out, this was quite close to "stating that the 

revenue product of economics is zero" (196 1:316). only 

were economists analytic, but they also might as well assume 

that the firms they studied were as analytic as they. ex-

traordinary assumption produced two or three decades ex-

citing research before the rational-expectations hypothesis was 

finally deserted for newer, more exciting ideas. 

Thus the analysis/narration debate also functions as a 

distinction. We should note, however, that the order in which 

one takes narrative or analytic turns makes a big difference. 

Taking a narrative turn after an analytic one does not you to 

the same place as taking an analytic turn after a narrative one. 
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A good illustration of this comes from the story of my own 

borrowing of optimal-matching methods from biology, men

tioned in Chapter Four. I did this borrowing because I had de

cided that it was important to think about the full sequences of 

people's careers rather than just each separate instance of em

ployment and occupation. That is, I made a narrative turn first , 

coward treat ing the full sequence of someone's work life as 

important. My next turn was analytic; I real ized that I could 

compare careers by employing the sequencing-comparison al

gorithms that were used to compare strands of DNA. The 

algorithms would create "distances" between careers, and I 

could then classify them, using the usual array of pattern search 

methods. 

By comparison, if when we study workers, we make the an

alytic turn first, we inevitably think of individual episodes of 

particular workers' being employed to do particular things at a 

given moment. This in turn leads to thinking in terms of labor 

markets, where these worker- job units are transacted. If we 

then make a narrat ive move and start to ask about the chang

ing nature of some particular labor market , we are seeing 

a d ifferent set of things than are visible using the methods I 

developed. We don't have a continuous set of people but rather 

a continuous ser of transactions. The questions of interest aren't 

patterns in people's careers but rather t he hisrorical develop

ments of a general labor marker: changes in likelihood of hir

ing, changes in hiring firms , changes in types of individuals 

hired, and so on. 

Note that both sets of questions are interesting. It is not 

that one set is the right set and one the wrong. Rather, they're 

both interesting and important questions, but for different rea-
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sons ro different people with respect to different theories. The 

example shows that the order in which you invoke fractal 

heuristics has a big impact on where you end up. 

III. BEHAVIORISM AND C ULTURALISM 

With the heuristic involving behaviorism and culturalism , we 

move away from debates about forms of analysis to the heuris

tics drawing on differences in how we think about the ontology 

of social life-the elements and processes that we imagine 

make up the world. In this first case, the issue is whether we fo

cus on social structure or on culture, on observable behavior or 

on meanmg. 

One of the best examples of this heuristic I have already 

given: Howard Becker's magnificent paper on marijuana use. I 

used this as an example of making a reversal in Chapter Four. 

The reversal Becker made involved just this heuristic. Rather 

than assuming that attitudes precede behavior, as is more or 

less standard, Becker argued that behavior produces attitudes. 

He was playing with our sense of the relation between behavior 

and meaning. 

A useful way to see the fractal character of this contrast is to 

look at two influential papers, both in a sing le methodological 

tradition (SCA), one of which takes a behaviorist turn and one 

a cultural turn. We normally think of the SCA tradition of 

methods as largely behaviorist, unconcerned with the meanings 

of things, but even within that framework it is possible to 

move in either direction. As it happens, both of these papers 

consider the application of economic ideas to family life. In one 

that application is part of the hypothesis, while in the other it 

is something to be explained. 
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First, a move toward behavior. George Farkas's "Education, 

Wage Rates , and the Division of Labor between Husband and 

Wifo" was one of the first papers to look directly at the family

division-of-labor question with strong modern data. Not sur

prisingly, it has been very infl uential. It is a model of social 

science, with excellent data and effective analysis and , perhaps 

more important, with clear alternative hypotheses to which the 

author gives equal attention . Farkas aims to test three basic 

theories about the household division of labor: the economist's 

"wage rate" view that couples seek to maximize total household 

utility and hence adjust their divis ion of labor to the relative 

ability of husband and wife to make money outside the house

hold; the "subcultural" theory that middle- and upper-class 

husbands and wives are more likely to accept women's work 

outside the home; and the "relative resources" argument that 

relative d ifferences in education (not available wages outside the 

home) drive the division of labor. 

What is behaviorist about the paper is its insistence that we 

examine not attitudes about the household division of labor 

but actual performance. Hence, the dependent variables are the 

wifo's annual work outside the home and the husband's re

ported hours of housework. Most earlier work on households 

was based on ethnographic or imerview-based research that 

gave less attention to behavior than to attitudes. Indeed, ir was 

clear from the earlier research that those at titudes took the 

form implied in the relative resources and subcultural hypothe

ses. What was not known was whether behavior did as well. 

Did upper- and middle-class households just talk a good line, 

or did they live it? It was easy to suspect that couples might 
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talk a more egalitarian line than they actually lived. As it hap

pened , Farkas found that the relative-resources (educational 

differences) theory d id badly, subculture (class differences) did 

best, but the wage-rate (ecological) theory could not be ruled 

out. As often happens, the big results were surprises; that the 

presence of children p layed a central role in determining the 

division of labor, and that division of labor changed radically 

over a family 's life cycle. 

For us, the important matter here is that by insisting on 

predicting behavior, not attitudes, Farkas made a distinctly be

haviorist move within a t radit ion generally regarded as already 

quite behaviorist. It was a matter of doing what we already do, 

but doing it better. We can see the contrasting move- which 

is more surprising-in Ron Lesthaeghe's widely cited "Century 

of Demographic and Cultural Change in Western Europe." 

Lesthaeghe's paper advances our understanding of changes in 

demographic behavior, but it does so by movi ng toward 

culture. 

There are two heuristic moves involved in the paper. The 

first is locating demographic change within something larger. 

This move of lumping things together is one of the descrip

tive heuristics of Chapter Five. An important consequence of 

Lesthaeghe's choice of the lumping heuristic is that he employs 

a quantitative technique aimed specifically at lumping: factor 

analysis. As opposed to SCA's much more common regression 

techniques, which are designed to separate the effects of differ

ent variables, factor analysis specifically asks whether certain 

variables cannot be lumped rogether as part of larger phenom

ena. (It is important to realize that once one starts looking, 
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there are formal, mathematical methods for many heuristic 

moves. Statistical and mathematical techniques reach far more 

broadly than a glance at the journals-or a course on sociolog

ical statistics-might make you think.) 

For our purposes, Lesthaeghe's paper is less interesting for 

its lumping than for its move toward culture. This is clear from 

the opening sentences: 

A fertility decline is in essence part of a broader emancipation 

process. More speci fically, the demographic reg ulatory mecha

nisms, upheld by the accompanying communal or family au

thority and exchange patterns, give way to the principle of 

freedom of choice, thereby allowing an extension of the do

main of economic rationality to the phenomenon of reproduc

tion .... The purpose of this exercise is to explore the extent 

ro which current changes in ferti li ty and nuptiality can be 

viewed as manifestations of a cultural dimension that had al

ready emerged at the time of the demographic transition in 

Europe. (Lesthaeghe 1983:41 1) 

In making this move, Lesthaeghe moved very much against the 

grain of demography as a social science. Demography is in 

many ways one of the most behaviorist of the social sciences. Its 

central variables are rates of four unmistakably explicit behav

iors: birth, marriage, death, and migration. The apparatus of 

life-table analysis, through which rates of these four behav

iors can produce estimates of populations' age and marriage 

structures, is one of the glories of formal social science. Yet 

Lesthaeghe's whole enterprise in this influential article is to 

make us see demographic change as a part of a cultural shift, 
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not a behavioral one. And he manages to use quantitative tech

niques to do it! 

We see, then, that within a particular tradition of methods 

that is widely understood as strongly behaviorist, it is still pos

sible to move in either direction. Farkas's move is strongly to

ward behavior that can be measured. Lesthaeghe's is toward a 

cultural construct (the rise of individualism) that can be "mea

sured" only as an implicit commonality among existing sets of 

measured variables. Once again, we see that a commitment at 

one level ro one or the other side of a fractal heuristic does not 

translate into a commitment at rhe next level. All roads are al-: 

ways open. 

IV. INDIVIDUALISM AND EMERGENTISM 

The debate over individuals and emergents has been one of the 

most enduring in social science. Methodological individualists 

are forever insisting that only individuals are real. Yet most of 

us are closet emergentists with working beliefs in social groups 

and forces. Philosophically, emergenrism has found itself the 

embatded position. Every reader of Durkheim's Suicide knows 

that the author spends many (probably too many) pages de

fending his emergentist views and attacking individualism. 

Yet this pairing, too, can be a fractal heuristic. Emergentist 

literatures invoke individualist theories and vice versa. One can 

see this in any methods tradition. In ethnography, for example, 

the dominant tradition is ethnography of groups, from Mali

nowski onward. Yet there is an equally old tradition of individ

ual study or life history, beginning with W. I. Thomas and 

Florian Znaniecki 's five-volume series on The Polish Peasant in 
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fa1rope and America, which was largely built on life histories and 

life-history documents. The historical turn of anthropology has 

brought a renewal of such a focus on individuals, as in Sahlins's 

work on Captain Cook in the Hawaiian Islands. Historical 

analysis has of course seesawed for many decades between 

"great man" biographical history and corporate history. Within 

particular historical works, the two levels of analysis are often 

completely intertwined. 

Again, a good way to see this fractal duality in action is to 

discuss contrasting papers within one major method t radition, 

in this case, formalism. Among the most famous books in so

cial science over the last half century is The Logic of Collective 

Action by Mancur Olson, Jr. Olson's basic aim is to show why 

people join groups and participate in group act ivities; he starts 

from a resolutely individualist premise: he wants to question 

the notion that people join groups because of the benefits they 

get from them. He notes that groups often provide benefits for 

all their members, whether rhe members contribure or not. 

When it comes to these collective goods, as they are called, 

those who can get away with it have every incentive to take 

them without contributing anything. (Those who do so are the 

"free riders." Olson's was the analysis that popularized the con

cept-but not the term-of "free riding. ") But if this is the 

case, how can we explain why groups that provide collective 

goods ever exist? Olson's answer rn this question was inge

nious, invoking what he called selective incentives-various 

ways the group has of targeting those who contribute (giving 

them positive rewards) and those who don't (giving them pun

ishments). Of course, there were further problems (who was to 

pay for the system of selective incentives? and so on), but the 
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book ignited a debate on the nature of collective action that 

continues to this day. All of this was argued in the classic for

mal style of economics, using fairly simple representations of 

supply, demand, contribution, and so on. And all of it started 

in the traditional manner, with isolated individuals. 

At the same t ime Olson was writing, the sociologist Harri

son White was moving in precisely the other direction. White 

employed similarly formal methods to ask nearly the reverse 

question: not how is it that individuals with similar interests 

get together in groups but rather should we define individuals 

as similar when they are located in similar positions in all of 

their social groups? For Olson, similarity of individual interests 

came first, and location in g roups (with the aim of collaborat

ing on producing collective goods) came second. For White, it 

was exactly the other way around. Location in groups came 

first, and we could understand people as being similar (in in

terests or in anything else) if their patterns of social location 

were similar. 

Franc;ois Lorrain and Harrison White's "Structural Equiva

lence oflndividuals in Social Networks" starts not from the no

tion that there are individuals and groups but, rather, from the 

notion that there are individuals and types of relations between 

them. As is often the case with such original papers, many 

levels of complexity were included in this exposition that 

have since been forgotten. But hidden in the complexity and 

couched in the impenetrable mathematics of category theory 

was a concept that would revolutionize the study of networks: 

the concept of structural equivalence. Loosely speaking, struc

rurally equivalent actors are defined as those actors all of whose 

network ties are the same: 
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ln other words , a is structurally equivalent to b if a relates to 

every object x of C in exactly the same ways as b does . From 

the point of view of the logic of the structure, then, a and b 

are absolutely equivalent, they are substitutable. lndeed, in 

such a case there is no reason not to identify a and b. (Lorrain 

and White 1971:63) 

White and his collaborators and followers would elaborare the 

concept of structural equivalence, making it into a compre

hensive model for understanding roles and social structures. 

Similarity became network similarity. Relations come first; in

dividuals second. 

Once again, then, we see that moves toward individual con

ceptions or emergent ones are possible despite the usual associ

ation of formalization with methodological individualism. The 

history of network analysis is extremely instructive in this re

gard. The "individualist" network analysts (those opposed to 

White-James Coleman, for example) conceived of networks 

largely in terms of cliques and measured "centrality" in net

works, whereas the emergentists like White (usually called 

structuralists in this Literature) focused on structural equiva

lence. The structuralist Ronald Burt wrote a widely cited paper 

in which he tested t he two against each other (1983). Not sur

prisingly g iven Burt's allegiance, structural equivalence won. 

But the individualists wem merrily on and eventually devel

oped the notion that having a lot of network ties was a kind of 

resource for individuals. Baptised by Pierre Bourdieu and James 

Coleman with the name social capital, this notion has become 

one of the great growth concepts of the 1990s, now virtually a 

standard variable in traditional SCA-type analyses of field after 
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field . Meanwhile, the structuralists have pared down the elabo

rate logic of multiple types of relations that d rove White's 

original work and are developing "network" concepts of mar

kets that invoke many of the classical incentive theories of tra

ditional microeconomics. Peter Abell wrote about "games in 

networks" (1990), bringing together the structural concept of 

networks and the relatively individualistic concepts of game 

theory. 

So this fractal heuristic , too, is steadily taking new turns 

within the old turns, and so on. Just as it drives the research 

frontier so also is it available for us in more routine social sci-, 
ence: Making a move toward individualism or emergentism is 

always available as a means of rethinking a problem or finding 

a new line of investigation. 

V. REALISM AND CONSTRUCTIONISM 

The interplay of realism and constructionism is probably the 

mosc familiar of these debates. We have spent the last th irty 

years hearing the phrase "social construction" applied to nearly 

everything in the social world: race, gender, class, nationality, 

ethnicity, aesthetic judgment, scientific knowledge-whatever. 

Because of this huge amount of material , there is relatively 

little need to illustrate constructionist moves . Readers are no 

doubt already familiar with them. Bur there are some particu

larly inceresting versions of construcrionism, and it is useful to 

look at those. Among the most exciting, because they have 

such a big potential impact on social science research, are the 

analyses of social statistics showing that our very census figures 

embody dozens of arbitrary and often deliberately questionable 

coding decisions. Writers like Alain Desrosieres, Simon Szreter, 
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and l\fargo Anderson have shown, for example, that the occu

pational statistics we use to measure achievemem were quite 

arbitrarily developed and, more important, that they change 

arbitrarily from census to census.2 Where do we count family 

workers-wives and husbands and cousins and uncles who help 

out occasionally in their relatives' businesses? What do we do 

with the vast penumbra of "invisible work"-casual work for 

cash in the informal economy of cleaning, child care, lawn 

mowing, and so on? What do we make of illegal labor-paid 

work in the drug industry, for example? What do we do when 

the name of an occupation doesn't change but its status and its 

typical employees do, as happened w the position of secretary 

in the early years of the twentieth century ? 

One has only to pose these questions to realize that what 

seemed to be methodological problems are all the openings 

of major research tradit ions. Figuring out how our labels for 

occupations came into existence and how loosely the labels are 

related to the realit ies underneath will tell us extremely impor

tant things about the labor market . Understanding the creation 

of the census category of housewife tells us more about how 

work was structured m the nineteenth century than could a 

dozen studies treating the census categories as unproblematic. 

It is also true that once you make the first constructionist 

move-say, you d ig up all the types of jobs that got mixed into 

and om of the category of bookkeeper-you then face the im

portant realist task of assembling an image of what that con

structed world looks like as a "constructedly" real one. In the 

case of bookkeepers , you have to go on to generate a firm "his

torical" series of occupational numbers . The constructionist 

move is often a debunking move and all too often stops there. 

l 
I 
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When you make a constructionist move, always go on to make 

a realist turn. Once you've opened things up with construc

tionism, it is time to figure out the real consequences of that 

construction. 

Still one wonders whether the heuristic can first move the 
' 

other way, against consu uctionisrn. Are there papers that de

liberately undercut social const ruction, papers that push us to

ward realism? One is Daniel Chambliss's classic "Mundanity of 

Excellence." Chambliss spent five years studying competitive 

swimming. He coached from the local to the national levels, 

interviewed dozens of swimmers, and t raveled with the best 

teams in the country. His core research problem was to discover 

the nature of "talent" and "excellence" in swimming. His cen

tral conclusion was that talent was a complete fabrication, a 

meaningless construction designed to cover and romant1uze 

what he called "the mundanity of excellence": 

Superb performance is really a confluence of dozens of small 

skills or activities , each one learned or stumbled upon, which 

have been carefully drilled irno habit and then are fitted to

gether in a synthesized whole. There is nothing extraordinary 

or superhuman in any one of those actions: only the fact that 

rhey are done consistently and correctly, and all together, pro

duced excellence. (Chambliss 1989:81) 

Great champions are people who work on the details and make 

sure they do all of them right all of the t ime. Their motivations 

were also "mundane." They didn't aim to win the Olympics as 

much as t0 polish up their backstroke next week, improve their 

sleep habits over the next month, and eat more carefully. In 

short, their goals were nearby, not far off. Indeed, Chambliss 
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argued, the great champions try to turn the big meets into 

mundane occasions by making every single day a big meet , 

winning every single race in practice. The big ones then meant 

nothing more than the others. 

Chambliss's move is to argue that a part icular social 

construction (talent) is simply a label for the success that it 

supposedly explains. It does not refer to anything at all. Differ

ences in small routine practices explain success in swimming . 

We can see this move as a behaviorist one, because of the in

sistence on looking at small practices. But the opposi te of a 

behaviorist move would be a culturalist one, and talent (as 

opposed to the routine behaviors of doing a turn bet ter or 

sleeping well) is not so much a cultural or subjective thing as it 

is a simple reification, an unreality. (So this move could have 

been stimulated by one of my commonplace lists. ) Believing in 

talent means believing that there must be some one thing that 

makes for consistent success in swimming and that, although 

we don't know exactly what it is, we should give it a single 

name: talent. It is a rather simple social construct ion that gets 

in the way of our understanding the real sources of consistent 

excellence in swimming. 

Not surprisingly, Cbambliss's piece drew fire from more 

strongly constructionist writers. Tia DeNora chided him for 

not recognizing that in many other fields (Chambliss had of

fered tentative generalizations) even the standards of winning 

were negotiated between performers and audiences (for exam

ple, in the arts). Chambliss's argument, she fel t , "cultivated an 

inappropriately merirocratic imagery of excellence and rank

ing" (1992 :102). That is, she attacked Chambliss for treating 

winning itself not as socially constructed but as real. Chambliss 

I 
I 
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adm itted , in response, that it was quite arbitrary (and hence so

cially constructed) that we rated swimmers by their t imes in

stead of their beauty (the way we rate divers) or the technical 

precision of their strokes. But once that decision is made, "we 

st ill can define excellence provisionally as consistent superi

ority in meeting that standard " (1992: 105 ). In the dictum of 

W. I. T homas, "[l}f men defi ne situat ions as real, they are real 

in their consequences" (Thomas and Thomas 1928:5 72). 

Chambliss's paper and the debate it inspired show well the 

B.uid power of the heurist ic that Hows from the realist /construc

tionist debate. Everyone involved in the debate was identified, 

at least by the majority of the discipline, w ith methods and 

subfields that are considered to be overwhelmingly committed 

to constructionism . But even wi thin th is small and fairly con

sistent group of scholars , Chambliss 's realist turn produced an 

extraordinarily heated debate . 

The realist/constructionist debate and the heuristic that 

flows from it are probably the most familiar of the debate 

heuristics I discuss. It is essential to realize that heuristic use of 

such a debate does not aim at debunking or demolishing- two 

common reasons for making constructionist and realist moves, 

respectively. The idea of heuristics is to open up new topics, to 

find new things. To do that, sometimes we need to invoke con

structionism , as have the students of occupational prestige. 

Sometimes we need a little realism, such as we are given by 

Chambliss . In both cases-indeed, with all of the heuristics 

discussed here-the idea is to open things up. Once they are 

open, the excitement l ies in following new leads, not trashing 

our opponents. 
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VI. CONTEXTUALISM AND NONCONTEXTUALISM 

The fractal debate over invoking or ignoring contexts is the last 

of the debates arising from issues of social ontology. The issue 

here is which way one ought to move to improve and deepen 

one's knowledge of a problem. The contextual strategy is to 

look beyond our immediate concern to see how it is embedded 

in the larger social world. The noncontexmalizing strategy is to 

mark our problem off and generalize it by finding comparable 

units or problems elsewhere. 

In the recent history of the social sciences, noncomexrnaliz

ing is the program of most of the "scientizers." Contextualizing 

has most often been the program of those resisting scientiza

tion. But when one looks at research, it is clear that the moves 

of recognizing the context or of explicitly choosing to ignore an 

important context occur throughout social science heuristics. 

As before, I shall emphasize moves against the grain, since they 

illustrate the power of such a heuristic particularly well. 

I begin with the move of contextualizing . SCA analyses 

generally avoid this. For example, throughout this book I have 

presented examples from the large literature on stratification, 

most of them looking at individual achievement in terms of the 

particular attributes of individuals. This is a noncontextualiz

ing strategy. The parameters measuring the effects of education 

or occupation or father's occupation on a respondent's current 

income or achievement are estimated on the assumption that 

only the respondent's own attributes have an effect, nothing 

else: not his friends' types of employment nor his extended so

cial networks (as in Mark Granovetter's Getting a Job model) 
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nor such "market" contexts as proportions of various types of 

jobs available in his locality. 

But as early as the 1970s, an important line of research be

gan to argue that workers were grouped into sectors and that 

that sectoral context had a major effect not only on absolute 

achievement but also on the ways in which education, occupa

tion, and so on determined that achievement. That sectoral tra

dition is well illustrated by E. M. Beck, Patrick Horan, and 

Charles Talbert's "Stratification in a Dual Economy." The paper 

predicts annual earnings based on the usual array of variables: 

sex, race, age, education, occupational prestige, union member

ship, work stability, and parents' schooling and occupation. 

What is unusual is that the data (national survey data) are split 

into "core" and "periphery" sectors by the individuals' type of 

employment. The equations were estimated separately for the 

two sectors, and tests were then done to see whether the effects 

varied between the two sectors. The paper finds that not only 

are rewards vastly different in the two sectors but so also is the 

size of the effects of various variables on those rewards. Context 

matters. The individuals should not be seen as an undifferenti

ated mass but rather as grouped into these two quite separate 

labor markets. 

Note that this paper could also be seen as employing the 

splitting heuristic of the last chapter. The context is not partic

ularly elaborate; it's simply a matter of seeing the workers in 

two groups. A clearer example is "The Populat ion Ecology of 

Organizations" by Michael Hannan and John Freeman, which 

launched an entire paradigm of organizational analysis. I have 

already mentioned this celebrated paper as an example of 
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borrowing. What was borrowed was a model of context . Rather 

than thinking of organizations standing alone, Hannan and 

Freeman argued, we should imagine them in a competitive 

ecology. Rather than thinki ng of them as adapting consciously 

to environmental opportunities and threats, we should think of 

them as constrained and unable to adapt, their future deter

mined in fact by the competi tive pressures of their peers. 

Employing formal models borrowed directly from biology, 

Hannan and Freeman proposed that we recast our theory of 

organizations entirely. 

Like the Lorrain and White paper mentioned above, rhe 

Hannan and Freeman paper included many formalities that the 

later literature discarded. Bur at the heart of the article was an 

insistence on context as the most important determinant of an 

organization's trajectory. Not surprisingly, researchers following 

in this tradition studied the founding and dissolution of organ

izations extensively and sought to put into practice concepts 

like niche and generalist . Later on, the radical contextualism of 

the initial theoretical form ulation was lost; routine methods 

that had not been conspicuously contextualized (durational 

methods) emerged as the standard methodology for population

ecology studies . We should recall, however, that the tradition 

began with a radical contextualizing move, invoked in the con

text of formal methods, where such moves were unusual. 

Another elegant illustration of contextualizing, from yet an

other trad ition of methods, is Elizabeth Bott 's "Urban Fami

lies," a shortened version of what became her book Family and 

Social Network . Bott's paper has close ties to several li teratures 

we have encountered, in particular, the literatures on social net-
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works and on the household division of labor. Her research was 

done under the auspices of the Tavistock Institute in London, a 

research center dedicated largely ro psychological investiga

tions. Her original aim was to "further the sociological and 

psychological understanding of famil ies," and her research de

sign-intensive study of twenty families-bore witness to that 

interest in depth of analysis . 

The research itself resulted in an extraordinary conclusion: 

the family division of labor was very closely related not to the 

psychological qualities of the husband or the wife or both but 

rather to the degree of connectedness of the family 's social 

network. Bott did not fi nd the strong "subculture" pattern 

mentioned in my discussion of George Farkas's paper. Al

though professional families tended to have more jointness and 

sharing of household tasks than families of lower social status , 

there were plenty of exceptions and counterexamples. What 

did turn up as an absolute regularity was that families with 

strong role separation had tight, fully connected social net

works around them. Again, context mattered. 

Bott did nor specify which way causali ty ran, although her 

argument leans coward saying that the networks determined 

the household d ivisions of labor rather than vice versa. What is 

important for us is that rather than following Tavistock's bent 

for psychological or psychodynamic explanation, Bott turned 

outward, to social connect ions- social context-in her attempt 

to discover the origins of the household division of labor. It is 

instructive that when Farkas did his quantitative paper more 

than twenty years later, this move toward context had been 

forgot ten. 
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We should not think that moves are always made toward 

context, however. Sometimes it is essential to resist the pres

sure to study context. We are most familiar with this, as I said, 

as a strain in SCA and formalization. But the ant icontexrnal 

impulse is fairly common in history as well. There it takes the 

form of going back to raw documents and rediscovering history 

from the documents up. 

An excellent recent example of this is Amanda Vickery's ex

traordinary Gentlernan:r Daughter. Vickery wanted to know what 

really happened to genteel women in the eighteenth century. 

General accounts of women in this period have emphasized the 

removal of women from their role in production, the creation 

of "idle domesticity, " and the rise of "separate spheres" for men 

and women. Vickery attacked this tradition on several grounds. 

First, scholars have traced these developments to wildly vary

ing periods between the sixteenth and nineteenth centuries. 

Second, these arguments usually originate in the simple (and 

erroneous) deduction that some kind of gradual transition must 

exist between the starting point of the medieval productive 

family and the end point of the late-nineteenth-century system 

of absolurely separate spheres . Scholars deduced this transition 

and then imposed it on data. Indeed, Vickery also attacks the 

methodological roots of these accounts , which are usually based 

on print sources (which are highly select ive). She also notes 

that the urge to locate fami ly trends with respect to related 

political and economic contexts has led to an arguing from con

textual evidence (abom politics, say, or prod uction in the in

dustrial revolution) to the family (as in the assumption that as 

production moved out of the household into factories , women 

tnliJt have played a smaller role in it) . Note that these argu-
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ments use a wide variety of heuristic moves in addition to the 

contextual izing one. 

Vickery sets aside contextual phenomena such as the rise of 

consumption, the transformation of the economy, and the re

making of social life. She also sets aside the "larger" history of 

England in the eighteenth century. Robert Walpole, the Pitts, 

the Seven Years' War, the American War of Independence , the 

industrial revolution-these, too, are nearly absent. Rather, she 

starts with the immediate situation itself, with thousands of 

pages of diaries and letters written by more than one hundred 

women (and a few men) in the north of England. And from 

these myriad derails, she builds up a complex picture of the 

everyday world of these women, under t he headings "gentility," 

"love and duty," "fortitude and resignat ion," "prudent econ

omy," "elegance ," "civility and vulgarity," and "propriety." Of 

course, the women are seen in extraordinary local contextual de

rail. But we see the larger context only as they saw it . We see 

only what the documents discuss. That eliding of larger events 

is indeed part of the book's empirical message, part of charac

terizing the world of experience these women knew. 

In some ways, then, what the book does is exchange one set 

of contexts (the larger social processes seen by theorists) for an

other (the experiential contexts of everyday life: neighborhood, 

friends, correspondents , retailers, and so on). In chis sense, his

torians never fully decontexmalize. What results is a book of 

extraordinary strength of detail, a book whose portrait of 

women's lives utterly resists being assembled into larger argu

ments. Again and again, Vickery finds a middle way between 

rhe poles of prominent theoretical debates. On marriage, for 

example, she concludes: 



198 METHODS OF DISCOVERY 

Marriage carried che pocential both for harmonious license and 

for miserable servitude, as it long had done. The patriarchal 

and the companionate marriage were not successive stages in 

the development of the modem family, as Lawrene Stone has 

asserted, rather these were, as Keith Wrightson has sensibly 

argued, "poles of an enduring continuum in mari tal relations 

in a society which accepted both the primacy of male auchor

ity and the ideal of marriage as a practical and emotional part

nership." (Vickery 1998:86) 

By removing women's experience from the grasp of general ar

guments, as well as from important areas of political and social 

history, and taking it on its own terms as experience, Vickery 

both decontextualizes and recontextualizes . The result is to 

make the book hard to summarize and reduce to an abstract 

finding that can be inserted into theoretical debates about fam

ily and gender in Europe. This example makes it especially 

clear that the issue of context is always complex. Most removals 

from one context are attempts to emphasize another. When you 

use the contextualizing/noncontextualizing heuristic , you must 

indeed be deeply aware of this multiplicity of contexts. Even 

the most apparently noncontextualizing of SCA work is still 

situating its subjects somewhere. 

VII. CHOICE AND CONSTRAINT 

With choice and constraint, we come to a heuristic pairing that 

rises in what I have called problematics, the things we tend to 

take as problematic in the world. Some people think the world 

is to be understood in terms of choices, some in terms of con

straints. As I noted in introducing this debate in Chapter Two, 
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the opposition of choice and constraint tends to pit economists 

against many other social scientiscs. But I wish to rescue this 

debate , too, as a fruitful source of heuristic moves. 

I shall illustrate the power of this heuristic by discussing 

some particularly extraordinary work done with choice and 

constraint in recent social sc ience. O ne such example is the at

tempt of economists to develop an economic model of addic

tion. Addiction is a conundrum for economics because it seems 

to involve the choice of a behavior known to have negative re

wards. Economists have tried to account for it by setting a high 

discount rate for rewards, so that the near-term pleasures of ad

diction-even if they are small-overwhelm the far-off (and 

possibly large) costs because those costs are discounted in value 

the further off they are. Such a model, although preserving the 

concept of choice even in so unpromising a field as addiction, 

does not effectively explain the fact that addicts often try to 

limit their future behavior. 
In a brilliant argument, the psychologist George Ai nslie 

has shown that we can account for addictive behaviors and 

other kinds of "temporary preferences" if we are willing to 

create a "picoeconomics" inside the individual (1 992), a mini

economics differing from standard economics in two ways . 

First, it is governed not by the standard choice rules and dis

counting curves of the economists but by different rules and a 

different kind of discounting (hyperbolic rather than exponen

tial) . Second, the "actors" in this picoeconomics are not indi

viduals but successive motivational states, with their interests 

varying according to the future periods they govern . The ad

dict 's internal life is then an economic arena in which the long

run selves and che short-run self compete to "buy" the "reward" 
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of his behaving according to rhe wishes of one of them as op

posed to another. The multiple internal states sustain the possi

bility of ambivalence, and hyperbolic discount curves, which 

can cross each other in ways that exponential ones cannot , 

guarantee the creation of the "temporary preferences" toward 
which the addict is ambivalent. 

This model thus "outchoiced" the economists by turning 

their rational individual into a little economy of choices, al

though choices obeying somewhat different rules from those of 

standard economics. Ainslie came to this argument over a long 

period of time, of course. (He was not addicted to the shorr

term pleasure of writing attacks on economists but took nearly 

twemy years to assemble the entire argument into a book.) His 

move shows the power of introducing even more choice into 

a system already deeply committed to choice as a model of 
affairs. 

At the same time, others have of course tried to suggest 

limited forms of constraints on choice. As I have mentioned 

several rimes, Herbert Simon's work is associated wi th the no

tion of "bounded rationality" ( 1982). Ir starts out from choice

based models of human affairs, then inquires into the impact of 

constraints on them. Among these, the most important and 

most studied involve information: you can't always get enough 

information to make a "rational decision ," and the informa

tion you do get costs you something, which must be taken out 

of your total reward. A large literature has examined these 
"bounds of rationali ty. " 

The vacillation between moves roward choice and moves to

ward constraint is characteristic of stratification literature as 

well. Some who have studied the status-attainment process 
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have ignored the constraints posed to mobility by the availabil

ity of jobs; others have not. Blau and Duncan's American 

Occupational Structure, frequently mentioned in these pages, 

ultimately takes little notice of the constraints on mobility 

choices. By contrast, the segmented-labor-market literature de

veloped a strong focus on constrained mobility between the 

primary and secondary labor markets. Writers like Seymour 

Spilerman ( 1977) focused on the career as a sequence of the re

sults of many constrained choices over a lifetime. Indeed, some 

writers try to envision the interlocking of two choices: choice 

of job by person and choice of person by job. This is the theme 

of the "job matching" literature in labor economics. What the 

diversity of chis literature makes clear is that a very useful 

heuristic indeed is to question the role of choice and constraint 

in one's research problem. Thinking about these in new ways 

can open up whole new terrains for investigat ion and research . 

VIII. CONFLICT AND CONSENSUS 

The pairing of confl ict and consensus also has its uses as a 

heuristic. Most of us have pretty clear preferences on this one, 

and it is both useful and important to try to rearrange them. 

Adherents of the two poles differ in their view of human na

ture, in where they think conflict comes from , and in what they 

think are the effects of conflict . Consensus thinkers hold that 

people are disorderly and greedy and that social conflict comes 

from these qualities of human nature. They are not interested 

in where conflict comes from (that is obvious to them) but only 

in how it is to be restrained or contained. By contrast, conflict 

thinkers hold that people are by nat ure orderly and that social 

conflict is foisted on people by wrongful social institutions. 
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Their research seeks the origins of those institutions. When we 

put it this baldly, the contrast seems extreme, but the pieces of 

it do make up useful heuristic choices, as some examples will 

make clear. 

Perhaps the most famous examples of work p laying with the 

conflict and consensus debate come from the many writers who 

have studied, in Gerald Suttles's words, The Social Order of the 

Slum. T he classic theory of slums, inherited from turn-of-the

century progressivism, is that they are places without a social 

order. In them, the raw forces of untamed human nature run 

free. With no social control to restrain them, these forces 

produce the disorders so feared by urban reformers: poverty, 

hopelessness, crime, divorce, and so on. This was an absolute 
consensus position. 

But William F. Whyte's brilliant Street Corner Society showed 

that Boston's North End, so feared by city leaders, was in fact a 

highly orderly community with its own elaborate rules and in

stitutions. Whyte studied bowling leagues among the "corner 

boys" and found that boys' bowling scores correlated exactly 

with their social status, maintained by implicit rules and con

trols. He examined the numbers game (an illegal lottery on 

horse races) and found it ro be a steady employer and stabiliz

ing community influence. He studied local poli tics and found 

that its corruption played an important role in facilitating and 

regularizing community life. In short, he found a highly or

derly social system, one with functioning institutions and rules 

that were simply a little different from the rules of the nonim

migrant community. Suttles's Social Order of the Slum did the 

same thing for a more complex neighborhood, with three 

ethnic g roups, on Chicago's Near West Side in rhe 1960s. 

t 
' 
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Again, underneath the disorder so emphasized in consensus 

views of city structure was an elaborate and complex set of so

cial rules---different, to be sure, bur elaborate and extremely 

strong. 

By contrast, Mark Suchman and Mia Cahill, writing about 

lawyers in California's Silicon Valley in the 1990s (1996), faced 

a different situation. Here, the standard view of the situation 

was a conflict-theory one. Lawyers were widely regarded in the 

literature as disturbing influences who introduced adversarial

ism and got in the way of simple market relationships. Entre

preneurs and venture capitalists, in this view, would get along 

fine if their lawyers weren't introducing so much complexity, 

formality, and contentiousness into relationships that had been 

smooth, informal, and relatively unconflicted. Suchman inter

viewed dozens of entrepreneurs, lawyers, and others and found 

that far from introducing disorder, lawyers were in fact among 

the most important facilitators of entrepreneurial life in Silicon 

Valley. Their contingent fee structures reduced important un- . 

certainties for entrepreneurs. Their opinion letters helped man

age uncertainties for investors. They served as gatekeepers and 

builders for the informal funding and entrepreneurial networks 

that built the community. In short, where the confl ict theorists 

had seen lawyers as a disturbing force, Suchman and Cahill

taking a more consensual point of view- saw them as an essen

tial ordering institution of the community. 

So in both cases, we have authors who moved toward seeing 

order where others saw disorder, but in the first case the others 

were a body of consensus thinkers and in the second a body of 

conflict thinkers. The same move-but in two quite different 

intellectual contexts. 



204 METHODS OF DISCOVE RY 

A different move is made by J ames K uklinski and his col

leagues in an influential paper on political tolerance (1991 ). 

This paper, like most of the l iterature on political tolerance, is 

built on a consensus framework. It assumes that people have 

strong likes and dislikes and that such institutions as tolerance 
' 

deliberation, and civil liberties are necessary to keep those likes 

and dislikes from excessive and destructive expression . K uklin

ski and his colleagues start with a cul ture-to-behavior move 
' 

insisting that we m ust survey not just respondents' likes and 

d islikes of di fferent g roups but also thei r views of groups' po

tential acts. So the questions included not just "do you approve 

of Communists?" (or the Ku Klux Klan or whomever) but also 

"would you approve of the Communists' holdi ng a rally? " (or 

the K lan , or whoever, holding a rally or teaching a class, or 

whatever). But Kuklinski and his colleagues also introduced 

diverse instructions to subjects. Some subjects received no in

structions on how to answer, some were told to answer from the 

g ut, wi thout reflect ion, and some were told to think carefully 

about the consequences of the actions involved. It turned our 

that reflection strongly reduced tolerance. 

The move here, then, was to investigate empirically 

whether one of the crucial "restraining " institutions of a con

sensus system actually supported that system. W hat turned out 

was that two important "consensus" values, tolerance and de

liberation, seem to be in conflict. T he heurist ic move was not 

so much toward a confl ict theory as it was a simple empirical 

questioning of the bases of a consensus rheory. 

An equ ivalent move on the conflict side is made in Ronald 

Coase's "Nature of the Firm ," a paper that many decades after 

its p ublication was recog nized as one of the classic papers of the 

1 
l 
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cenrury in economics. It starts ·witl1 one of .n1y earlier heuris

tics, asking, "Why are there firms?" P ut a little more com

pletely, it asks, "If the pnce mechanism and the market are 

so perfect , why should we organize any activi ties in another 

way- by command and nonmarket coordination , as we do in 

fi rms?" This is problematizing t he obvious. Classical economics 

usually took firms for granted . Coase did not . But the way in 

which he proceeded fi t the confl ic t/consensus heurist ic quite 

nicely. 

Classical microeconomics in some ways squares the confl ict/ 

consensus circle. O n the one hand, it assumes people are 

greedy, as in consensus theory. O n the other, it argues, with 

conflict theory, that this (greedy) nature produces an optimal 

state of affairs in its "natural" state unless we muck it up with 

disorderly and wrongful institutions. Ir 's not important here 

that we reconcile th is apparent difficulty in the d istinction be

tween conflict and consensus. (My argum~nt would be that 

"economic man" is only partly g reedy, greedy in a controlled 

way; microeconomics tacitly assumes an enormous amount of 

control in economic relat ions. ) H ere, Coase plays w ith only the 

second, conflict side of economics. Are firms in fact disorderly 

and wrongful ins titut ions, mucking up the optimal system of 

markets ? Coase says no; fi rms exist because there are "costs" to 

using the price mechanism to make decisions. For example, 

there are the costs of wri ting contracts for purchase and sale. 

T here are the costs of marketing goods and services. There are 

the costs of wri ting specific contracts for long- term needs that 

may turn out d ifferent ly than initially imagined. In short , 

fi rms emerge, Coase says, because people choose to organize 

activi ties in the cheapest way possible, and sometimes the 
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cheapest way is within firms . (He also carefully includes an 

argument for why we don't organize everything this way, of 

course.) 

Thus, Coase saves the price mechanism as the absolute prin

ciple for resource allocation by saying that people sometimes 

choose on price grounds not to use the price mechanism. What 

appears to be a violation of the universality of price logics-the 

existence of firms-is on the contrary rhe clearest evidence of 

its operation at a deeper level. The price principle is recursive; 

it can even justify its own removal. In short, what appeared 

to be an irrational institution cluttering up rhe free fl.ow of 

market-based interaction is not an irrational, disorder-creating 

institution. It is itself an expression of the free flow of price rea

soning. 

Coase, too, is thus playing with the parts of the conflict/ 

consensus debate. The various examples here show how useful 

it can be to question one's beliefs about the orderliness or dis

orderliness of behavior, about the nature of institutions as 

means of control or d isorder. This whole series of problems of

fers a wide variety of different ways to rethink one's research 

questions. Like all the other fractal debates, conflict/consensus 

proves useful heuristically. 

IX. TRANSCENDENT AND SITUATED KNOWLEDGE 

An enormous debate rages in social science over the question of 

whether knowledge is transcendent or situated. Much of this 

debate is driven by poli tical concerns. But we are concerned 

here not with what drives this debate but with how the debate 

is, and can be, used as a heuristic. It is best to start with an un-

! 
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derstanding of how the political version operates in terms of 

heuristics. 

The logic of much of contemporary social science research 

begins with the recognition that "X is true" has often meant, 

in social science, "X is true for white men of the middle class" 

(or, worse yet, "X is true for a few college students I talked 

ro"). Thousands of researchers have insisted on investigating 

whether this or that truth holds up in other groups, be they 

women, blacks, Vietnamese immigrants, old people, working

class Latina mothers, or whomever. The heuristic moves of such 

work are fairly straightforward. The first step is to say that 

what appeared to be general knowledge is in fact situated or lo

cal knowledge. The second step is to seek other forms of local 

knowledge. Once such research makes the original move 

against transcendence, it usually moves directly into the realm 

of the additive heuristic: "X was true there; is X true here?" 

Most often, it finds a negative answer, which then presents an 

opportunity for a wide variety of heuristic possibilities. 

But if the move against transcendence is by far the most 

common of heuristic moves employing the situated/transcen

dent debate, there are some others as well, and it is useful toil

lustrate them. 

I shall use two simple illustrations, both famous and classic 

papers about issues of transcendence. The first is one of the 

most influential papers in the literature on stress, the endlessly 

cited "Social Readjustment Rating Scale" (SRRS) article of 

Thomas Holmes and Richard Rahe. This paper is a classic be

cause it made a very big bet on transcendence. Decades of clin

ical research had uncovered a long list of crucial events that 
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shaped people's lives. It was obvious from this work that for 

any one of these events, "the psychological significance and 

emotions varied widely with the patient" (1967:216). But the 

list was eventually given as a rating task ("how important is 

this event on a scale of 1 to 100?") to a large and fairly diverse 

sample of people. The results were averaged as a rating scale. 

T he crucial move was as follows: 

Although some of the discrete subgroups do assig n a different 

order and magnitude to the items, it is the degree of similar

ity between the populations in the sample that is impressive. 

The high degree of consensus also suggests a universal agree

ment between groups and among individuals about the signif

icance of the life events under study that transcends 

d ifferences in age, sex, marital status, educat ion, social class, 

generation American, religion and race. (1967:217) 

Holmes and Rahe bet on transcendence (as did Hodge, 

Siegel, and Rossi in the occupational-prestige paper mentioned 

earlier in this chapter). The subsequent literature employing 

these scale values is enormous, even though the issue of the 

variation that was ignored remains for investigation. The 

strength of a bet on transcendence is that it can produce such 

an enormous amounc of interesting work. The danger is that 

we don't know exactly what that work is worth because we 

have lost sight of the variation it decided to ignore. Note, by 

the way, that the authors were perfectly aware of what they 

were doing. Indeed, the SRRS was backed up by a long clinical 

(that is, ethnographic) tradition going back to the great turn

of-the-century psychiatrist Adolf Meyer. Most of those who 

used the SR.RS lacked that awareness, of course. This is a long-
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term danger; knowledge becomes ungrounded. But from our 

point of view, past bets on transcendence are always ripe targets 

for the situated-knowledge heuristic. What were those system

atic variations Holmes and Rahe noticed? H ave they gotten 

bigger with time? Are there subpopulations that really differ 

sharply' Every move on this scale creates opportunities ro move 

in the opposite direction. 

My second example is another famous bet on transcendence, 

but one that argues paradoxically that because a fact is tran

scendent, it is actually unimportant from a research point of 

view. In "Age and the Explanation of Crime," one of the clas

sics of modern criminology, Travis Hirschi and Michael Gott

fredson argued that the relationship between age and crime is 

so systematic and so invariant that there is no point in doing 

research that looks at variables that explain the distribution of 

age and crime. Since the distribution doesn 't vary anywhere, it 

can't be explained by things that do. This paper is a quire un

usual type: the definitively negative paper. For our purposes, 

what is striking about it is that rather than making a transcen

dence argument in order to facilitate further work- the com

mon move, illustrated by the Holmes and Rahe paper just 

discussed-it essentially makes a transcendence argument to 

strike down further research. Age, Hirschi and Gottfredson say, 

is more or less uninteresting with respect ro crime because its 

relationship to crime is completely invariant. 

WITH MY DISCUSSION of the transcendent/situated debate and 

its associated heuristic moves, I come to the end of my discus

sion of fractal heuristics . My aim here has been to show how 

these profound debates, which generate so much noise and 
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exorement m writing about paradigms and presuppos1t10ns, 

are, from the student's point of view, tools with which to gen

erate hundreds of new ideas and arguments. An asrnnishing 

number of important pieces of social science have made their 

mark p recisely by playing with these various debates in excit 

ing ways. There is no reason the student should not use the 

same tools . You should get a sense of these debates and, above 

all , a sense of them not as something to get right or take a po

sition on or otherwise etch in stone but as something to play 

with . These debates are the most sophisticated tools for pro

ducing new social science. And any good student can get in on 

the action. 

I. 

II . 

III. 

IV. 
v. 

VI. 

TESTS OF IDEAS 

OTHER PEOPLE 

LITERATURE 

TASTE 

PERSONALITY 

PUZZLES 

Chapter Seven 
I DEAS AND PUZZLES 

WE HAVE NOW BEEN THROUGH four chapters of heuristics that 

generate new ideas . But not all of these new ideas will be good 

ideas . How do we know which are good and which are bad? 

Part of the answer depends on what we mean by a good 

idea. Sometimes "good idea" means an idea worth retaining for 

the moment. (And ir's worth remembering "the moment" 

could mean a lot of different things-five minutes, an after

noon, until I think of something betrer, and so on.) But some

times a "good idea" means good on some absolute scale. A good 

idea is good because it's right or because we really believe it . 

Obviously, an idea has to see some testing before we decide it's 

good in this second sense. 

There are several different ways to recogmze and develop 

good ideas when we see them. First come tests we set ourselves. 
Critique starts at home, as everyone knows. So we need to dis-_ 
cuss s01ne personal ways to rest ideas, co get a personal sense at 

2 11 
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whether they are worth elaborating and developing. Second 

come interactionaI tests, ways trying the idea out on others . 

The usual ways of trying out our ideas on others are pretty 

wasteful. In the classroom and out of it, we often behave as if 

our ideas were weapons and others' ideas were targets . We dis

miss them with the obligatory "that may be, bur I think . .. " 

But intellectual life is neither a shoot-out nor a sequence of 

random opinions. Ir is a mutual challenge, with equal empha

sis on 1m1ti1al and challenge. Others' thoughts can help you see 

what's good and what's bad about your own. 

Finally, we need to test our ideas with respect to existing 

scholarly writing on a topic . If you recall, I said at the outset 

that this book originated in the complaint I heard from many 

students that "I have nothing new to say." Now that you've 

read a book 's worth of ways to find new ideas, the literature 

should no longer seem so frighteni ngly complete and compre

hensive. So you're ready to use the literature in order to evalu

ate and develop your ideas. You have to understand how social 

scientific literatures work if you want to have ideas that make 

sense to the people who write them. 

This leads us naturally to two broader topics: how we de

velop good taste in ideas and how we come to know our intel

lectual personalities . The question of taste is crucial. In the 

long run, good intellectual taste is the best passport to good 

ideas . a passport is no good without a means of travel. So 

our personalities are equally important. Each of us has habits of 

thought that make certain ways of thinki ng more dangerous or 

more useful or more easy. These two topics, of taste and person

ality, bring me, finally, to the issue of puzzlement. Having 

good ideas also means being able to see certain thi ngs in the so-
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cial world as puzzling. Cultivating puzzlement is my conclud

ing concern. 

I. TESTS OF I DEAS 

Obviously, the first test of an idea is to try it out, to run it past 

some data. In practice, most ideas come from looking at data in 

the firs t place . Only when one is using formal methods do ideas 

come from dataless thinking, and even with formal methods 

the ideas usually come more from reflecting on commonsense 

knowledge than from pure deduction. Most people get their 

stimulus from thinking about data they 've already got or em

pirical things they already know. 

Once you've got an idea, you need to try it out on some new 

data. So if you're an ethnographer studying welfare-to-work 

training programs and you 've begun to notice that the trainer's 

rhetoric emphasizes getting rid of race-stereotyped manner

isms, you start looking for other indications of overt or covert 

race retra ining in other parts of your data. If you are Barrington 

Moore studying the histories of the revolutions chat led to 

modernity and you notice that in America and France the old 

rural ar istocracy was undercut completely but in Germany it 

survived and even dominated politics, you start looking for 

other cases and see if you can predict whether a government 

turns fascist based on how its rural aristocracy fared during 

modernization. 

It's not just a matter of looking for other cases of a phenom

enon or a relationship you've identified. It's also a quest ion of 

looking for other implications that your idea has for data. Sup

pose you're a survey analyst studying married women's labor

force participation and you suddenly get the idea that it 's 
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driven by a woman's need to guarantee a skill set and an expe

rience record so that she can support herself in case of divorce. 

You can infer from that idea that the long-term overall trend in 

women's labor-force participation should correlate closely with 

the long-term overall trend in the divorce rate. That correla

tion follows logically from your new idea because if women 

aren't more likely to get divorced (and to suffer divorce's eco

nomic loss), then (on your argument) there's not the same 

necessity for them to have work skills as a precaution. You 

also know that your idea implies (at the individual level) 

that women with alternative resources unaffected by divorce 

(women with inherited wealth, say) won't have to get the re

sources through work, and so your theory implies that they 

will be less likely to work (which they will also be for other 

reasons, of course). Both of these empirical predictions can be 

tested, formally or informally. 
We see this deriving of implications most clearly in formal 

methods, for these usually produce clear predictions. The for

mal arguments in Schelling's famous Micrornotives book have 

clear implications for traffic jams, for social movements and ri

ots, and so on. Indeed, one could say the greatest virtue of for

mal methods is their copious production of implications. 

But all ideas have implications for data, whatever the 

method used. You should get into the habit of continually gen

erating these implications and of continually moving your 

ideas on co new cases or data. It should become a matter of sec

ond nature, something that goes on almost automatically when 

you think up an idea. My friend and colleague the late Roger 

Gould was a master at this. You would utter an idle truism, 

like "young people are always each other's harshest critics," and 
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he immediately would respond, "Well, if that 's true, then ir 

ought ro be the case that dissertation defenses will be easier on 

graduate students than having lunch with their friends" or "Do 

you really mean that people 's harshest critics are always their 

peers, so that older people's harshest cri t ics are other older peo

ple?" and so on. Note that just because an idea fails a few of 

these tests-makes a few bad predictions, doesn 't work in a 

couple of cases--doesn 't mean that we must throw it out. Most 

often, we get new wrinkles in our ideas that way; we learn how 

to move them around a bit, expand one part at the expense of 

another. (That's what Roger would have been suggesting by 

making the generalization that peers are always the harshest 

critics.) It's rather like decorating a room; you try it, step back, 

move a few things, step back again, try a serious reorganiza

tion, and so on. 

This continuous monitoring and testing of your ideas rests 

more than anything else on a firm command of logic. The basic 

logical forms-implication, inverse, converse, and so on-need 

to be hardwired into your mind so that the process of monitor

ing goes on in the background, like the antivirus software on 

your computer. It is a matter of practice as much as anything 

else. If your logic software hasn 't been updated recently, a re

view might be worthwhile. Being able to quickly think up 

three or four implications (positive and negative) of a social 

theory is a crucial ski ll. 

In order to be tested , all of these ideas and implications 

must be framed in such a way that they can be wrong. It is 

great if your idea works most of the time, bur if it works all the 

time, you should start to suspect it. Ir's likely to be a truism 

and therefore not terribly interesting. (Although sometimes it's 
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fun to turn a truism on its head , as we've seen.) It is qui te sur

prising how many researchers-even graduate students in their 

dissertations-propose arguments that can't be wrong. For ex

ample, research proposals of the form "I am going to take a 

neo-institut ionalist view of mental-hospital foundings" or 

"This paper analyzes sexual insults by combining a Goffmanian 

account of interaction and a semiotic approach to language" are 

not interest ing because they do not propose an idea that can be 

wrong. They boil down to classifying a phenomenon or, seen 

the other way around , simply illustrating a theory. 

Similarly, universal predicates are in general uninteresting, 

even if they are consequential. T hus, the idea that this or that 

aspect of reality-gender roles, say, or accountancy-is socially 

constructed is not particularly interesting . Everyth ing is so

cially constructed in some sense, and probably even in a rela

t ively strong sense. The interesting questions involve how 

gender roles are socially constructed or ·what the consequences of 

the constructed nature of accounting experts are. Watch out for 

universal predicates. 

Another way to put this is to say that good ideas have real 

alternatives , not simple negat ions. It is better to be thinking 

"A is true or B is true" than "A is true or A is not true." If you 

have a genuine puzzle, you want to solve it, not simply to 

know that one particular solution doesn 't work. Thinking 

without alternat ives is a particular danger in ethnography and 

historical analysis, where the natural human desire to develop 

cohesive interpretations (and the need to present a cohesive in

terpretation at the end of the research) prompts us to notice 

only those aspec ts of reali ty that accord wi th our current ideas. 

Ir 's also surprisingly common in standard quantitative work, 
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which often tes ts ideas against things that are called, all too lit

erally, null hypotheses. The majoriry of published quanti tative 

articles do not have two real alternat ives that are both dear to 

the writer. Most of the time, the writer's sympathies are clear 

well ahead of time, and the suspense is purely rhetorical. The 

wri ter's ideas are tested against random chance, even though 

nobody really thinks pure randomness occurs much in social 

life. All of this is wrong. An idea always does its best if it has a 

real alternative. Always maintain two basic ideas about your 

project, and try to be equally attached to both. 

Truisms are not a losr cause, however. It is a useful challenge 

to try to make a truism into an idea that can be wrong . Sup

pose we wanted to make something out of the old joke that the 

leading cause of divorce is marriage. To make this meaningful, 

one has only to reconceptualize marriage as formalizat ion of a 

relationship and divorce as breakup or damage, and we have 

the very interesting hypothesis that formalizing a love relation

ship decreases some aspect of its quality and hence makes it 

more likely to dissolve. This, too, is a platitude (not only in the 

nontechnical literature on romance but also in Weber's formal 

version of it as "routinization of charisma"), but it is not defi

nitionally true and could be empirically right or wrong. It 's a 

much better idea than the bald statement that "marriage is the 

leading cause of divorce," if a little less amusing. 

Not being able to be wrong is thus a sign of a bad idea. It 

goes without saying that having no empirical referent at all is 

also a sign of a bad idea. An idea of the form 'The population

ecology theory of organizations is really just a version of con

flict theory" is not very interesting. One could for various 

reasons want to write a polemical paper about it , but it's not a 
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then it will turn out to be the same old stuff 

Much of sociology fell in love with Pierre 

new names. 

tice, for example, but most of the time when the term is 

others in sociology, it simply means "regular 

a new word for something we have talked about a 

time. To the extent that it is new, it involves the assertion that 

the behavior involved is in some way self-perpetuating, 

doing it regularly creates the possibility and the likelihood 

that we will do it even more. That is a stronger assertion-one 

that must be considered empirically-but of course it, too, is 

quite old and familiar. (Stinchcombe called this mechanism 

"historicist explanation," for example [1968}.) 

Ideas that reclassify something are also usually unm-

teresting. "Social work is really a profession" is an interest

ing topic polemically, but as a research idea it is going to 

interesting only if by seeing social work as a profession, we 

can understand something profoundly puzzling about it. For 

example, we might think that demonstrating that social 

was really a profession might explain why its 

work for so little money. But then the strong 

would be some more general statement, such as "People are al

ways willing to exchange presrige for salary, and being thought 

professional confers high prestige." This is qui te different 

"Social work is really a profession." By themselves, then, classi-

ficatory ideas aren't interesting, but they conceal an 

interesting question. So the proper challenge to present to 

classificatory idea is Why do I think this classification matters? 

What is really at issue? Note, too, that in the largest scale, re

classifications are often analogies, which are among the most 

powerful of heuristic gambits. Saying that the family was 
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a utility-maximizing unit like any other helped win Gary 

Becker the Nobel Prize in economics. 

The criteria for good ideas discussed so far are short-term 

criteria. These are not the only ones. One of the most impor

tant tests of a good idea, needless to say, is that it still seems 

like a good idea when you get up the next day or when you've 

been doing something else for a few days and come back to it. 

This seems obvious enough, bur in practice we often forget it. 

For from this obvious fact follows the corollary that no good 

paper is ever written at a single sitting, the practice of genera

tions of college students (including me) notwithstanding. If 
you go away from an idea-really go away from it, so 

that you've forgotten important parts of it-you can't come 

back to it with that outsider's eye that enables you to see 

whether it's good or not. A good idea is one that stays fai thful 

even when you go out with other ideas. There's no other way to 
test that than to do it. 

In the long haul , the best personal criterion for a good idea 

is the one presented by the philosopher Imre Lakatos thirty 

years ago (1970). A good idea is one that is "nondegenerating." 

It is p roductive. It gives rise to more ideas , to more puzzles, to 

more possibilities. Its curve is upward. At the same t ime, it 

doesn't deceive us with the "suddenly everything is solved" 

feeling that comes from truisms and relabelings. A good idea is 

a little resistant ro us. It sometimes doesn't work when we 

want it to and sometimes it works when we least expect it to. 

Ulti mately, one knows good · by the solid feeli ng they 

give over time. A good idea will make you feel secure while 

you do the grunt work that takes up the majority of research 

time: cleaning quantitative data, spending lonely time in 
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ethnographic settings, slogging through archivai documents. 

When you do these things with a good idea in your head, you 

know why you are doing them. That gives you the confidence 

and endurance you otherwise lack. When you have a 

guiding idea, you feel desperate; you hope chat somehow an 

idea will emerge magically from the next page of coeffic ients, 

the next incomprehensible document or conversation. Indeed, 

students often throw themselves into the detail work to hide 

from their feeling that there isn't a big idea. Don't. Work at 

the idea, and the grunt work will become much more bearable. 

II . OTHER P EOPLE 

O nce an idea has passed our own preliminary screening, it 

needs to be tried out on others. Sometimes this exercise will be 

formal, sometimes informal. 

From the start, trying om ideas on others is different from 

trying them out on yourself. O thers do nor hear your ideas the 

way you hear them yourself. It's not just that they disagree or 

something like that . Rather, inside our own heads, our ideas 

are sustained by a lot of assumptions and things taken for 

granted that we are unaware of. It's like singing. Any instru

ment but the voice is heard by performer and listener in the 

same way: through the ear. But your voice reaches your ear as 

much through the inner passages of the head as through the 

outer ear, so it never sounds the same to you as to someone else. 

That's why singers are always listening to recordings of them

selves , trying to hear what others hear. 

So, too, with ideas . They never sound the same to others. 

And it is crucial to remember that for all save a handful of us, 

it is their sound to others that matters: to teachers, to readers, 
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to profossional or popular audiences we may wish to persuade . 

The more arrogant among us find this a hard lesson to learn. 

You can say things in ways that you find perfect, insightful, 

brilliant. But if other people don't or can't hear them when you 

present them, you must fi nd a better way to communicate. 

Otherwise, you will be ignored. 

Saying that your own ideas don't sound the same to others is 

a way of saying that you will always find yourself leaving out 

crucial aspects of your idea when you talk to other people. In

deed, it is by carefully listening to what other people say in re

sponse to your idea-what they add, what they want clarified , 

what they misunderstand-that you will be able to figure out 

the essemial and inessential parts of the idea. So listen carefully 

to others' demands for clarification. 

At the same time, however, it is true that an idea that re

quires a huge amount of explanation is probably not a good 

idea. Most likely, it just doesn 't work, and the need fo r expla

nation is telling you that. Note that these two arguments p ush 

in different directions. The fi rst says you should figure out from 

others what you need to explain or add or remove in order rn 

make your idea work. On that argument, the more problems 

others have with your idea, the more you can fig ure out about 

it. The second says that if you have to do too much explaining, 

your idea probably isn't good; the more problems other people 

have with it, the weaker your idea is. The skill of learning 

from other people-and it is a skill, just like any other-lies in 

figuring out how to read these two contradictory processes 
correctly. 

The firsc is the more important of the cwo. No matter how 

smart you are, always assume chat if other people can't under-
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stand you, it's not due to their stupidity, disinterest , envy, and 

so on, but to your inability to articulate your idea properly. The 

reason for making this assumption is not that it is necessarily 

correct; they may well be stupid , disinterested, and so on. But 

the assumption enables you to get the maximum out of them. 

Every social scientist learns this from dealing with blind refer

ees (people who review articles for publication in journals; 

usually they are unidentified colleagues at other universities) . 

One's first reaction to their criticisms is to scream and yell in 

anger. But even if they are fools, the way chey misunderstood 

you tells you how to write better for others . 

Some of us don 't get angry ac negative comments. We find 

them overwhelming and collapse before them . But even if you 

believe someone who says your idea is junk, you should assume 

that the reason this smart person thought your idea was wrong 

was that you didn 't say it right, not that the idea itself is bad. 

Thar enables you to use others ' comments to improve your 

idea, to raise it to its highest possible level. It may turn out to 

be much better than you think. 

The things you learn from this p rocess of clearing up others' 

presumed misunders tandi ngs are fairly specific. You learn first 

about intermediate steps that you left out of your argument; 

these are hidden stages you may not have noticed and may in

volve real difficulties. You also learn about the background as

sumptions that you make-often as part of your general way of 

th inking about the world-that others do not necessarily share. 

If you are careful, you will also learn a great deal about the spe

cific (and often contradictory) meanings t hat people give to 

words . For example, I called m y book about professions The 

System of Professions , more or less because I liked the sound of 
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The first hint that you are past the of reactions 

comes when you yourself feel confident that you can state your 

idea clearly, effectively, and briefly . The moment comes 

when other people are able to repeat your to you in a 

way that you recognize it and agree with their of 

it . For an undergraduate trying out ideas for a course paper, 

this is going to happen after talking to four or people 

hammering out the details. For a graduate student writing a 

dissertation proposal, this is going to happen after many 

and many drafts. 

Whenever it comes, the ability of others to rescate your 

clearly is the watershed . Then you can start to put some faith in 

their judgment. Of course, you still have to factor in 

sonalities. Arrogant people like only their own ideas. Negative 

people don't like anything. Pollyannas like everything. You 

have to reset your meter based on the person you're talking to . 

If the negativist thinks it is not the worst idea he or she 

ever heard, maybe that's good news . This relativism is t rue, 

the way, for faculty just as much as for anyone else; there are 

faculty of all types, from thoughtlessly arrogant to hopelessly 

negative to mindlessly supportive. Although only their own 

graduate students really know how to read particular faculty 

members, it 's wise to be aware that each has a unique style . You 

can probably guess most of it, and you need to second-guess 

the rest. 

You will find that it is useful to build up a small group 

people who are sympathetic but thoughtfully critical. 

way to do this, of course, is to play the same role for them.) 

also important to keep peddling your ideas in many different 

places. Your friends get used to you (they start to know, and 
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make up for, your hidden assumprions) and will ulcimately get 

too easy on you. Finding a group of people who will listen to, 

read, and reflect on your developing ideas is the most impor

tant thing you can do. It is also the hardest. 

For those who become serious scholars , the ultimate test of a 

good idea is the taxi-driver test. If you are on your way some

where to present your idea and you cannot in five sentences ex

plain what you are talking about well enough so that your taxi 

driver or the person in the adjacent aircraft seat can understand 

it and see why it's interesting, you don't really understand your 

idea yet. You aren't ready to p resen t it. This holds no matter 

how your idea is. If you can't state it in everyday 

terms for an average person wi th no special interest in it, you 

don't understand it yet. Even for those working in the most ab

suuse formalisms, this is the absolute rest of unders tanding . 

Ill. LITERATURE 

I have talked so far about submitting your ideas to your own 

judgment and your friends ' judgment. But what about the 

relationship of a new idea to previous published work ? For un

dergraduates, this is the hardest bi t. It always seems that every

thing that could possibly be said has been said. There is no 

room to enter, no place to start. Moreover, when you do think 

up something startling and new, the literature's reac tion (via 

che faculty) can be incomprehending or dismissive. 

The fi rs t thing to realize is that it is probably t rue that 

everything that could be said has said, at least at the level 

of generality at which an undergraduate is likely to be think

ing. But this does not prevent faculty themselves from saying 

the same things again and again-but in new ways, with new 
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evidence, in new contexts . Indeed , that 's what a huge propor

tion of excellent social science scholarship is: saying the old 

things in new ways . (If we didn 't say them again and again, 

we'd forget them, which would be a bad thing.) What facul ty 

know that students do not know-and what enables them tO 

accomplish this turning of old things inro new ones-is the 

conventional nature of the literature. They know which old 

things can be resaid and , indeed, which old things need to be 

resaid. They know how the literature defines the border be

tween restating something and stating something new. 

This system of conventions is mostly invisible to under

graduates and even to most graduate students. Suppose you 

take a stratification course. You read the strati fication litera

ture. There are a lot of questions that occur to you about that 

literature that most people writing in it don't seem to worry 

about. For example, why should we judge somebody's success 

by how well he or she was doing in a particular year? Why 

should we assume that everybody judges success by the same 

scale? Why do we think about a family 's social status by ask

ing the job of the husband? Indeed, why is measuring social 

status more important than measuring , say, personal judg

ments of well-being or satisfaction? And so on. Occasionally, 

these things do get written about, of course. But in the m ain, 

the stratification literature goes on happily envisioning new 

puzzles and issues without thinking about these questions for a 

second. They are ignored by common agreem ent . Yet they 

seem of burning importance to an undergraduate, and rightly 

so. 

As I have said throughout , literatures work by making sim

plifying assumptions about some things so that researchers can 
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do complex analyses of other things. That's the nature of the 

beast. It's not possible to do social science-by any method 

whatsoever-without making simplifying assumptions. They 

facilitate research by preventing people from bogging down in 

p reliminaries. So survey analysts make assumptions about how 

attitudes relate to behavior, and ethnographers make assump

tions about how informants do and do not twist the truth. And 

such assumptions usually go well beyond the methodolog ical 

preliminaries. They get into the very details of the substance, 

as I just noted in the case of stratification research. 

Faculty know these conventions so well that they are usually 

quite unaware of them as conventions. As a result, many ideas 

that occur immediately to undergraduates seem ridiculous to 

faculty. "We showed years ago that that didn't matter," "That 's 

more a question of method and technique than substance," and 

"That's really not what is cenrral here" are typical reactions to 

what seem like obvious questions to a bright undergraduate. 

All of these may mean that the faculty member has forgotten 

that your idea is a legitimate question because it has been set 

aside conventionally by the literature. (These statements don't 

necessctrily mean that, of course, but they may.) 

Often, as we saw in Chapters Three through Six, a good idea 

is one that pushes one or another of these conventions. Bur a 

good idea doesn't try to push several conventions at once. So, to 

continue the stratification example, it would be interesting to 

ask what happens tO the standard relationship between educa

tion and social status if we the wife's job prestige 

instead of the husband's as the indicator of family social status 

or if we used some average of both. Such a study would 

contribute to the literature precisely by opening up one of i ts 

I 
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conventional assumptions to further analysis. But suppose one 

changed indicators on both sides of the relationship, not only 

moving to the wife 's job prestige as the status indicator but 

also changing education from degrees or years in school (the 

standard indicarors) to a true outcome variable, like SAT 

scores, for example (on the assumption that the SAT actually 

measures prior achievement and schooling more than it mea

sures schooling-independent talent). This would restrict one's 

attention to the college bound, as well as changing one's con

ceptual idea of the meaning of education. And now the study 

begins to lose its relation to the traditional stratification litera

ture, where it is conventional to think about stratification in 

terms of breadwinner employment and where it is customary to 

consider education in terms of credentials (with their more di

rect link to occupation and income) rather than achievement 

scores (which measure a less actualized but perhaps more gen

eral resource). So you would have done a doubly brilliant study, 

but one hanging in midair as far as literatures are concerned. 

Conventions play an important role in all methods and lit

eratures. A historically inclined student might be interested in 

changes in the patterns of lawyers ' careers over the twentiet:h 

century and decide to approach it by reading twenty or thirty 

biographies of lawyers in order to develop a schematic model of 

lawyers' lives. But a faculty adviser would probably make the 

largely conventional judgment that the student should move 

either toward a quantitative analysis, digging up simple infor

mation for a much larger but random sample lawyers 

throughout the period, or toward a detailed study of two or 

three lawyers suitably spaced through the century. The conven

tion is either to be fully scientific, with a defensible strategy 
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and agreed-upon career measures, or to be deeply interpretive. 

Yet against the first plan, one could easily argue that changes in 

the nature of lawyers' jobs meant that coding categories, like 

"working for a law firm ," meant something completely differ

ent in 1900 than they did in 2000; in that sense, there is no 

stable categorization of jobs that will enable meaningful cod

ing over the century. And against the second plan, one could 

argue that its sampling is so arbi trary that any conclusions are 

spurious. Nonetheless, the conventions are that you probably 

can do the positivist version or the interpretive version, but 

you will have trouble writ ing about twenty to thirty lawyers' 

lives in the middle. 

Dealing with conventions is another of these damned-if

you-do, damned-if-you-don't things. Everybody agrees that 

whatever else it does, the best work nearly always overturns 

some conventions. At the same time, the general preference is 

to obey conventions, especially when one is starting out. So you 

can obey the conventions and have people think you unadven

turous or disobey them and have people reject or misunder

stand what you are doing. For students, the best way to learn 

the research conventions is of course to look at current work, 

and the easiest way to generate feasible ideas is to clone an ex

isting project by changing one detail: getting a new variable, 

changing the time period examined, adding some more cases. 

(This is the additive heuristic of Chapter Three.) But this in

vi tes the charge of timidity. 

There is no way out of this di lemma, which is, after all, the 

dilemma of creativity in social science wri t small. It is impor

tant, nonetheless, to know about the problem of conventions, 

because it is the key to understanding how the professionals in 
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your world-meaning people who know a given area better 

than you do , be they older students or faculty- will react to 

your ideas. Often , faculcy push students toward following con

ventions for the very good reason that unconventional work is 

much harder. Students' research plans are often unrealistic in 

the extreme, and facu lty are trying to encourage students' in

terests while helping make the research more feasible. Urging 

students to learn conventional research models and to write 

conventional papers is a way of doing that. A student needs to 

be aware of this complex tension between convention, original

ity, and feasibility-and to be willing to make some compro

mises if necessary. 

IV. TASTE 

Conventions and the problem of knowing them bring us to the 

matter of taste. Judging one's ideas becomes much easier when 

one begins to acquire scholarly taste . By taste, I mean a gen

eral, intuitive sense of whether an idea is likely to be a good 

one or not. It is of course important not to become a slave of 

one's taste, to try new things as one tries new foods. But devel

oping a sense of taste makes things a lot easier. 

The foundation of good taste-like the foundat ion of good 

heuristic-is broad reading. It is not necessary that all the 

reading be of good material, only that it be broad and that it 

always involve judgment and reflection. A musical metaphor is 

again useful. A good pianist always practices not only tech

nique and repertoire but also sight-reading. Broad reading for 

social scientists is the equivalent of sight- reading for pianists. 

A pianist practicing sight-reading grabs a random piece of 

music and reads it through, playing steadily on in spite of 
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and methodological tricks from material that 

nothing . 

to you 

You will, of course, run into plenty of bad bad books, 

bad papers, bad talks. The symptoms are usually 

pontification, confusion, aimlessness, overreliance on authori

ties. Other signs are excessive attention to methods rather 

substance and long discussions of the speaker's or writer's 

tions on various important debates. But even bad material can 

teach you things . Most important, it can teach you how to set 

standards for an article or talk on its own terms. What was the 

writer trying to accomplish? For the truly terrible, what should 

the writer have been trying to accomplish? last is the ques

tion that enables you to judge material on its own grounds, 

imagining the task it should have set itself. 

Of course, it is also important self-consciously to read good 

work. Oddly enough, good work will not teach you as as 

will bad. Great social science tends to look self-evident after 

the fact, and when it's well written, you may not be able to see 

what the insight was that instituted a new paradigm. What 

you take away from good work is more its sense of excitement 

and clarity, its feeling of ease and fluidity. Not that these are 

very imitable. But they set an ideal. 

How does one find such good work? At the start , you ask 

people you know-faculty members, friends, fellow students. 

You also look at influential material, although-again oddly

there is plenty of influential material that is badly argued and 

opaque. Soon your taste will establish itself, and you can rely 

mote on your own judgment. There is no substitute for prac

tice and, in particular, for "sight-reading." You just need to 

learn to read and make judgments, always working around 
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your own prejudices to separate bad work from work you sim
ply don't like. 

Developing this taste about others ' ideas is a crucial step 

toward judging your own. Even all the hints scattered 

throughout this chapter, judging your own ideas is the hardest 

task of all. The only way to become skilled at it is to acquire 

general taste and then carefully and painfully turn that taste on 

your own thinking. The skill of learning to find good and bad 

things in the work of others can be the best help in finding the 

good and bad things in your own work. 

V. PERSONALITY 

Part of developing a taste fot good ideas is getting a sense of 

your own strengths and weaknesses as a thinker. You must 

eventually learn to second-guess your scholarly judgments. 

This second-guessing comes from understanding your wider 

character as a researcher and thinker: your intellectual person

ality. Your intellectual personality is based on your everyday 

character, of course, but builds on it in surprising ways. The 

strengths and weaknesses of your intellectual character deci

sively influence the way you evaluate ideas and, indeed, every
thing about the way you think. 

It is important to realize from the Start that every aspect of 

your intellectual character, like every aspect of your everyday 

character, is both a strength and a weakness. In the everyday 

world, what is precious loyalty in one context is mindless ob

stinacy in another. The same two-facedness is true in the re

search world . What is daring analogy at one point is dangerous 

vagueness at another. So let us consider some character traits as 

intellectual virtues and vices. You need to figure out for your-

I 
I 
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self where you are on each scale . It is true, though, as Mr. Darcy 

says in Pride and Prejudice, that "(t]here is . .. in every disposi

tion a tendency to some particular evil, a natural defect, which 

not even the best education can overcome." Each of us has at 

least one great weakness; understand it, and you come a long 

way toward controlling it. 

Let us consider some important qualities of intellectual 

character. Take orderliness, for example. It is painfully obvious 

that orderliness is absolutely necessary for any major research 

project. A keen sense of research design, a mania about careful 

records and fi ling, a deliberate discipli ne of analysis-these are 

the avatars of orderliness necessary to undertake any major re

search enterprise, from an undergraduate paper to a multi

investigator project . But orderliness can also be important 

within thinking itself. It is very helpful ro have an orderly 

mind. When you write our a big, long lis t of ideas, it's very 

useful to have the habit of rearranging the ideas every now and 

then into categories, changing the category system from time 

to time, to make it better and better. So in writing this chapter, 

I first wrote down dozens of free associations about judging 

ideas. Then I put them into a set of categories; there seemed to 

be some about talking to yourself, some about talking to oth

ers, and so on. Later (after adding some more ideas), I put those 

categories in an order for writing , figuring to move from the 

individual to the group and the literature and from the specific 

qualities to more general ones . Once I saw this emerging out

line, I saw that I needed to split up one category and relabel a 

few others . I then sat down to write the chapter, creating cate

gories within my headings (for example, the different types of 

personality qualities) and setting those in order as I came to 
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write each section. This is a useful strategy for me, because I 

get worried when I've got a long list of somewhat related ideas 

but no clear structure for it. 

Obviously, orderliness of thought is a good quality in mild 

doses. But as a dominating characteristic, it has problems. Ir is 

at the root of the reclassification papers mentioned earlier, pa

pers whose only aim is to pull some idea or phenomenon out of 

one pigeonhole and put it into another. Pigeonholers also have 

a hard ti1ne finding phenomena genuinely p uzzling. Their main 

concern is getting things into the proper boxes . Even worse, 

sometimes the pigeonholer has a personal, idiosyncratic set of 

boxes that other people don't have. Such pigeonholers often 

take things and deform them considerably to get them into 

classifiable shape. They can't leave things ambiguous and open. 

Yet this ability t o leave things unresolved is absolutely neces

sary to a serious thinker. 

Thus, orderliness is a quality that can cut both ways . So, 

too, is loyalty, in particular, loyalty to ideas. On the one hand , 

a certain loyalty to ideas is a great strength . Often a good idea 

doesn't show its colors for a while. It resists or evades. Loyalty 

to your ideas in the face of various ki nds of criticisms is a 

strength. At the same time, it can become a liability. You have 

to know when to give up on ideas, when to set them aside and 

move on. Most of us have a lit tle nmseum of cherished notions 

that have had to be rejected for this or that reason, much 

against our will. It 's OK tO keep these ideas in a personal mu

seum, but they should probably stay there. 

Another quality that cuts both ways is habit. There are 

many habits that are very useful. It is useful to have the habit 

of automatically verify ing the logical structure of one's ideas 
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before considering them further. It is useful to have the habit of 

listening to others as well as oneself. It is useful to know the 

conventions and usual disciplines of one's research area. At the 

same time, habit can become paralyzing. It can lead one to ac

cept dead conventions. It can hide the paths of imagination 

completely. 

Also two-faced is breadth of interest. There is something 

wonderful about a great breadth of interest , an ability to see 

the many things relevant to any g iven issue. Breadth of interest 

can open the doors to powerful analogies. Ir can bring distant 

methods ro new uses . At the same time, excessive breadth (and 

depth) of interest can, like habit, be utterly paralyzing. In fac t, 

the need to say everything one knows in every single paper is 

the most common single disease among young researchers. And 

excessive breadth of interest can lead to a variety of other 

pathologies: to pigeonholing, because only that can deal with 

such diverse interests; ro arbitrary argument , because it will 

bring things together somehow; to sheer paralysis, because the 

range of ropics is too great. 

Related to breadth of interest is another quality with vary

ing impact: imagination. It may seem odd at the end of a book 

aimed at increasing imagination to mention that it 's possible to 

be too imag inat ive, but it is worth reflecting on imagination. 

There is more than a grain of truth in Edison 's "genius is 

99 percent perspiration and 1 percent inspiration." Ideas do 

need to be worked out. The working out is not easy. It is all too 

comfortable to avoid recasting one's ideas be~ause "others don't 

see the imaginative links I have made," and so on. Most of the 

time when your ideas don 't survive the tests presented earlier 

in this chapter, they're bad ideas. If they don't sustain- -indeed, 
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call our for-careful elaboration, they're probably just flimsy 

analogies with nothing in them. So watch our for congratulat

ing yourself on your imagination. Ir can be a cover-up for 

flimsy thinking. 

There is also an underlymg personality difference at issue 

here. Some people have a tendency to see things as alike (by 

making analogies); others see things as different (by making 

distinctions). Many years ago, the personnel directors of Bell 

Laboratories found these tendencies to be so strong that they 

tried to make sure that S (similarities) engineers worked for 

S bosses and D (differences) engineers for D bosses. This qual

ity of seeing similarities or seeing differences is captured in the 

old mathematics joke that a topologist is a mathematician who 

can't tell a doughnut from a coffee cup. (A doughnut and a cof

fee cup are topolog ically equivalent, since a plane intersecting 

them can intersect two disconnected parts, something that 

can't happen with a pencil or a tennis ball, which are topologi

cally equivalenc to each other but not to doughnuts or coffee 

cups.) Topologists are very abstract mathematicians . Things 

that look utterly diffe rent to the rest of us look alike to them. 1 

As the Bell Labs reference makes clear, this quality of seeing 

similarities or differences takes on much of its color relation

ally, from the habits of others around you. To be an S person in 

the midst of a group of Ds can mean that you' re treated as a vi

sionary or a vis ionary crank . To be a D in a group of Ss can de

fine you as a plodding pigeonholer or as someone with his or 

her feet on the ground. It is worth trying to figure out your 

general habit. Do you look for similari ties? build down from 

abstractions? make strong assumptions? Or do you see d iffer

ences? build up inductively? keep all the details straight? As 
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with so many qualities, it is best to alternate between these 

styles if you can. 

We come now to the more publicly evident qualities of an 

intellectual personality. Of these, by far the most important is 

self-confidence. In general , everyone in academia thinks he or 

she can judge the self-confidence of others by noting how much 

they talk. In fact, there's much else involved in talking too 

much. People can talk a lot because they know a lot or because 

they come from talky cultures or because they are trying to 

persuade themselves that they have something to say or, in 

some· cases, simply because they are arrogant. 

There is probably nothing more important than coming to a 

good sense of your own degree of self-confidence. It's pretty 

easy to tell if you have too much self-confidence. If you can't 

quickly think of two or three people who have recently taught 

you something important about a topic you thought you knew 

well, you are probably too self-confident. If you do most of the 

talking in most of your classes or in groups of friends, you are 

probably too self-confident. If you don't have to rewrite most of 

your papers th ree or four ti mes , you are probably too self

confident. If you can't take criticism, you are probably too self

confidem. Generally, overconfident students are unaware of 

their overconfidence. 1f they do recognize their tendency ro 

domineer, they may put it down to other things: educational 

advantage, prior study, desire to help others, and so on. By con

trast, students who lack self-confidence are usually quite aware 

of their timidity, but they often do not see it as their problem 

so much as that of other students, who (they think) domineer. 

In an odd way, people who have too much self-confidence 

have much the same p roblem as people who have too little . 
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Neither one gets the feedback necessary to learn from others. 

People with too much self-confidence don't pay attention to 

what others have to say, even if they give them time to say it. 

They therefore lose most of what other people have to tell 

them. makes their own intellectual development harder. 

They are only as good as their own ability t0 judge and im

prove their ideas. They don't find out about facts that others 

happen to have noticed . They don't hear that others have tried 

om certain intellectual paths and found them useless. Ir's as if 

Mark Granoverter's job seekers (in Chapter Four) were trying 

to find jobs on their own, without all the weak ties-you can 

do it, but it takes a long time. short-run reward for such 

people is always being right. But the long-run costs are great. 

They deny themselves the help others can give. Only truly out

standing talent can make much headway with such a handicap, 

and even then only at the price of incredible labor. 

People who lack self-confidence also lose what others have 

to tell them, but nor because they don't listen. Rather, they lis

ten too much, never risking their own ideas independently. As 

a result, they often end up following the lead of something out

side themselves-a book, a friend, a teacher-and never really 

learn to think for themselves. They can do well under certain 

academic conditions-particularly if they are students of an 

overconfident teacher, but they cannot learn ro think on their 

own because they do not risk their own ideas. 

Finally, a few words about the emotions of ideas. H aving 

good can be an emotional You need to recognize 

when those emotions take over. For those of us who analogize 

(as I do, for example), there are moments when we get into an 

analogizing mood and everything in the world looks like mar-

IDEAS AND PUZZLES 241 

kers or networks or nested dichotomies or whatever our fascina

tion is for the moment. It's like falling in love. Everything you 

read seems ro fit the analogy perfectly, just as everything about 

the person you fall in love with seems to fit perfectly with your 

interests and desires . Feelings can be just as strong for other 

styles of intellectual personality. The pigeonholer can ponder, 

with sweet indecision, which might be the best of four or five 

ways of viewing patrimonial bureaucracies, all the while specu

lating on the many details one might use to place them better 

as a type of administration or, perhaps better still, to break 

them down into patrimonial bureaucracies set up as such and 

patrimonial bureaucracies deriving from the gradual break

down of rules in meritocratic administrative systems. Every in

tellectual personality has its moods of excitement, when hard 

work becomes pleasure and Edison's 99 percent perspiration 

suddenly d isappears into the 1 percent genius. 

As in love, so here, too, it is worth surrendering yourself to 

the excitement for a while, maybe for a good, long while. In

dulge yourself. Wallow in your ideas. Bur remember that ulti

mately ideas are for communicating to others, so you have to 

stand back and judge them, just as you have to stand back and 

decide whether to move in wi th or marry someone you love. An 

idea you become serious about is just like somebody you live 

with. You get familiar with it. You use it daily. You see it wear

ing a bathrobe and slippers, without its makeup or aftershave. 

But you should feel you can never come to the end of it, that it 

retains the sudden enticement and novelty that grabbed you to 

begin with, that it continues to challenge and provoke. You 

shouldn't move in with an idea that doesn't have that kind of 

endless power and excitement . 
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What does it mean to say that we start out with a 

interest and aren't clear at fi rst what our puzzle is? Consider 

rare reverse case: once in a while, a research starts 

a striking, clear, puzzling fact. I once noticed that status 

ings of professionals within professions were different from sta

tus rankings of professionals by those outside. Professionals 

themselves give highest respect to colleagues who have little to 

do with clients: consulting physicians, lawyer team leaders, 

elite researchers. The public, by contrast, g ives highest 

to front-line, hardworking professionals in the thick of client 

problems: primary-case physicians, courtroom attorneys, 

room teachers. Why should this be? I was working on the 

psychiatric profession at the time, and this empirical 

simply occurred to me one morning while I was thinking about 

the fact that high-status psychiatrists talked to upper-m iddle

class clients with minimal difficulties while low-status psy

chiatrists worked in mental hospitals with mostly lower-class 

clients with huge difficulties, as I and most people then imag

ined most psychiatrists did. It was one of those rare occasions 

when there is an obvious empirical puzzle and a straight march 

of the research from puzzle to solution. 

Most of the time, however, clear puzzles don't appear in 

data. We are more likely to start out by playing at normal 

ence with our data, trying out all the old additive tricks: What 

is the effect of another variable? Does such and such a findi ng 

hold up in another setting? At the same time, we are generally 

being urged on by the general (and insoluble) problems that 

p robably got us into social science in the first place: Why 

does society have the statuses that it has? How does real social 
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change occur? What drives the division of labor? How are 

prices and values established? Interesting as these problems are, 

they are nearly devoid of real content. We can't directly reason 

about them because the very words in them have infinitely con

testable meanings. Starns, social change, division of labor, 

price, value-none of these has a fixed, context-free meaning. 

So most often, we find ourselves with a general concern of 

this type, a mass of data that we can see as relevant to that gen

eral interest, and a hunch that bringing the concern and the 

data together will lead us to a more specific puzzle and a solu

tion. The real issue is how we recognize a puzzle in this amor

phous confrontation between interest and data. 

Like coming up with ideas, find ing things puzzling is very 

much a matter of taste and knowledge. The knowledge part is 

obvious. You can't tell whether something is puzzling unless 

you expect it to be d ifferent from what it is . That expectation 

rests on what you already know. So the basis for finding things 

surprising is knowing about things that aren't surprising. This 

is why undergraduate majors require survey courses and why 

graduate programs (ought ro) have general examinations . You 

have to know the background before you can see that some

thing doesn't fit into it. N ote that this explains why people 

who write pure social theory never come up with much. If you 

don 't know anything about the world, it's hard to see what 

parts of the world call out for explanation. You end up wri ting 

theories of theories. 

But there is an issue of taste involved as well. Seeing things 

as puzzles means being willing to live with ambiguity. If your 

first instinct with any unusual fact is tO jam it into a category 

or to rationalize it in terms of your favorite idea, you are going 
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ro have t rouble seeing puzzles. O ur minds are powerful ratio

nalizers, and seeing puzzles means , in part, shutting down that 

powerful pattern-making machine or, more precisely, letnng it 

drift a bit. Note that this is another place where excessive self

confidence gets in the way. Self-confident people, part icularly 

of the arrogant variety, aren't happy running the engine on idle 

for a bit. But that idling often helps in seeing puzzles; not hav

ing the instant answer is what leads to success . 

Some of us rely on external puzzle generators. Thus, for 

many social scientists, puzzle recognit ion originates in polit ical 

or moral commitments. The 1960s was a time of st rong politi

cal and moral commitments-of many different kinds-and 

those who entered social science in that period usually had a 

sense that inequali ty, war, social change, and so on, were burn

ing concerns . No matter what the particular d irection of their 

commitments, these people came to social science already 

thinking that these phenomena were deeply interesting. They 

might have thought inequali ty was wrong, or they might have 

been angry with people who thought inequality was wrong, 

but they all thought inequality was exrremely important and 

in many ways puzzling. 

The danger of the moral-political source for puzzles is that 

one always sees the same puzzle. The result is what one of my 

female colleagues dismisses as "research of the form 'add 

women and sti r.' " Such research is nor terribly interesting be

cause it soon becomes relentless normal science. The moral

polirical source for puzzles works only if one allows new 

puzzles to grow perpemally within one's broader concern. So 

you can start with the puzzle of explaining why women and 

men seem so often to behave differently but then go on to 
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worry about why it is that within women's groups we often see 

repeated many of the patterns of difference that we see between 

the sexes. These subpuzzles can often be in tension with the 

original driving puzzle, however, and so tend to fo rce a choice 

tO either stick with the original puzzle or allow the subpuz

zles to take on a logic of their own. Among the best of the 

politically-morally motivated, it is precisely the tension be

tween these two logics that drives their creat ivity. 

For some people-this is more characteristic of generations 

after the l 960s-the social world is perplexing because they are 

perplexed by their own position in it. The most common form 

of this attitude today manifests itself in what we usually call 

identity research . This is research motivated by and focused on 

some particular identity or attribute of the researcher: gender, 

ethnicity, race, or whatever. Often identity research takes the 

form of "Is there any sorrow like my sorrow?" in which case we 

have the strengths and weaknesses of the political-moral puzzles 

I just mentioned. The strength is strength of commitment and 

depth of interest. The weakness is the danger of bias and relent

lessly unimaginative normal science. 

One can also be driven to study divorce or disability or 

schooling or wealth because of immediate personal experiences 

that may not be identity related. If you talk with faculty mem

bers at any length, you will find a surprising number whose 

motivations are of this kind. Ir is sobering that usually these 

"experience-motivated" faculty members are reacting ro un

happy experiences. Tolstoy was right when he said that "all 

happy families are alike, but an unhappy fami ly is unhappy af

ter its own fashion." To judge by social science practice, there is 

something quite uninteresting about positive experiences. Lit-
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de is written about them, although a school of "well-being" re

search has finally raken root on the frontiers of psychology and 

economics. 

The most important weakness of these personal motivations 

is not one from which students suffer. It is , rather, a problem 

for middle-aged facul t y. If we figure out our basic puzzle , we 

don 't have a new source for problems. Perhaps it is this that ex

plains the surpris ing number of social scientists who undertake 

passionate research as young professionals and then go to sleep 

intellectually in middle age, as their personal problems loom 

smaller in a life filled with marriage, children, students, hob

bies , professional and institutional eminence, and so on. 

There are, then, personal sources for puzzles as well as social 

ones. All of these various sources can be dangerous because they 

give us particular desires for particular kinds of results , because 

they can get mindlessly routine, and because they are good 

only as long as the personal and social concerns las t. But they 

also can provide an energy and passion that drive our need to 

understand a puzzling world . These are the driving forces be

hind most great social scientists. 

There are those, finally, who simply find the social world in

trinsically interesting and puzzling, just as some of us wanted 

to know all about snakes or tadpoles as little k ids . Lucky 

people. And to be blunt, very rare people. For every person 

whose passion for social science comes from truly disinterested 

curiosity, there are dozens whose passion arose originally from 

personal and social concerns. Faculty who are deeply puzzled 

about the social world without having a personal or social 

agenda are often the hardest to come to know. Their passion

ately disinterested curiosity seems st range to the majority of 
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us , who have come to social science from personal and social 

concerns. But they are always among the most creative. 

A rich vein of puzzlement is then something that all good 

social scientists have , whether they are beginning underg radu

ates, graduate students, or senior professors. Whatever its 

source, this puzzlement becomes a compulsion to figure out the 

nature of social life. When you find faculty who have it, learn 

from them. They will have their faults , often g reat ones, but 

they have much to teach and are themselves willing to learn. 

These are the people who will help you fi nd your own gifts of 

sociological imagination. 

Bear in mind, however, that there are active and even tal

ented social scientists who don 't have this creative puzzlemem. 

These are faculty members who do social science not for love 

but for a living, going through conventional motions often 

with considerable success, a success they value more highly 

than inquiry itself. You will recognize them by their behavior: 

one is smart but condescending and uninterested; another is 

eminent but conventional and scale . When you go ro office 

hours and meet such people or their cousin the bland, busy 

professional with all the answers but no ideas , extricate yourself 

graciously. Such people have nothing to teach you. 

Above all , what they lack is imagination. I said at the out

set that social science is a conversation between rigor and imag

ination . Just as rigor can be practiced and mastered, so can 

imagination be developed and cherished. I hope in this book to 

have suggested some useful exercises fo r doing that . Bur I have 

only suggested. It is now for you ro find the excitement that 

comes with invent ing your own heuristics and reimagining the 

social world. 

GLOSSAl~Y 

additive heuristic. The heuristic move of doi ng more of the same: finding more data, 

maki ng a new dimension of analysis, making use of a new methodological wrinkle . 

argumenr heuristic. The heuriscic move chac mrns a fa miliar argument into a completeiy 

new one. The main argument heur istics are problematizing the obvious, reversal , mak

ing or denying radical assurnptions , and reconceptualizing . 

behaviorism. T he position that one cannot measure (or study) the meanings that actors as

sign ro action. O ne can study only behavior: external actions that are measurable in a 

reliable and replicable manner. Opposed to culturalism. 

case scudy. A srudy of a si ng le, parr icular social actor, ob jecc, or siruarion. 

causality. The reasons thi ngs occur. Causality was thoughc by .Aristotle to come in four 

brands (marerial, formal, p roximate, and final) and by Hume to be unknowable (we 

can know only regular patterns, not their causes). Ir is a shibboleth of standard causal 

analysis. 

cluster analys is. A quanrirarive technique rhar sorrs objects into groups based on infor

mation about resemblance or dis tance berween the objects . See also d ata-reduction 

tech niques. 

conflict/consensus. The debate over wherher disorder in social life results from disorderiy 

and oppressive institutions (confiict rheory) or from insufficient regulation of inher

ently disorderly individuals (consensus theory). 

construcrionism. The position that the rhings and the quali ties of rhings encountered in 

social realiry are conrinuously reproduced anew in inreracrion. Oppos<d to realism. 

contcxtualism. The belief rhat social facrs make no sense when abstracred from the orher 

soc ial fact s char surround them in social time and space. 

correlacional analysis . A form of quanticarive analysis based on rhe srudy of the covaria

tion of variables. 

culcuralism. The posirion that the symbolic systems of cuimre can and musr be srudied. 

Of'PoJed to behaviorism . 

culture. The symbol ic systems by which social actors understand, experience, and direct 

their lives. 

249 
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daca-reduccion rechniques . Any of a number of techniques for turning complex darn into 

simpler data, by reducing them either to groupings (cluster analysis) or ro sim pler di 

mensions. The latter can be based on intercase distance (multidimensional scaling) or 

direct reducrion of rhe variables (facror analys is). 

descriptive heuri stic. The heurisric move that changes the way we descri be 

some aspect of social reality. The important descri ptive gambits are changing the con

text , changing levels, and lumping and splitting. 

emergent. .A teal social phenomenon rhat extends beyond a single individual. The exis

tence of emergems is denied by methodological individualism. 

ethnography. A merhod of analyzing social life through participation of varying degrees 

in rhe situation analyzed . 

explanation. A satisfacrory account of a phenomenon. Fo.- Jpecific types .. see pragmatic ex

planation; semantic explanation; syntactic explanation. 

explanatory program . .A broad class of methods aimed at a particular general st rategy or 

type of explanat ion. Hence, for example, exf!lm1ato1y program denotes methods 

ain1ing at excellence in syntactic explanation. 

factor analysis. A data-reduction technique based on modeling qwrnricative daca in re

duced dimensions (classical-faccor model) or on an iterative search for the simplest di

mensions that will "contain" all the quantitative information (p rincipal-components 

analysis). See also data-reduction techniques. 

formalization . .A general name for rhose methods aiming at highly formalized analysis of 

social life, usually without the use of data other than stylized facts. 

fractal debates. Basic disagreements about issues of method or conception in social sci

ence, all of which have the fractal property of recurring at finer and finer levels, always 

in the same form. 

fractal heuristic. The heu ristic move that operates by usmg one of the classic debates of 

social science to open a new space for analysis . 

game theory . .A type of formalization that models social reality as a game among some 

number of players subject to various rules and payoff patterns. There are hundreds of 

possible games: Prisoners' Dilemma, Tit for Tat, and so on. 

general linear model (GLM). A general marhemarical model for data in which the de

pendent variable is a linear function of the independent variables plus some error 

terms. On certain assumptions, the parameters of this model can be estimated. The 

vast majority of quantitative social science uses some version of GLM, either directly 

or afte r the transformation of variables from non linear to linear fo rms. 

grand narrative. A narrat ive of large-scale social actor.s ove r substantial rime periods, usu-

ally over derails for subgroups, subproblems, and so on. 

heuristic . .A discipline char aims ro fac ilitate invention and discovery of new facts and 

ideas in the sciences. 
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h istorical narration. A merhod of analyzing social life by te lling stories based on the ex

tensive reading of primary documents. 

interacrion effecr. In l inear models for data, an effect char involves combinations of vari

ables, such rha r variable X 's effect on variable Z depends on the level of variable Y or 

vice versa. T hese can be of varying types : multiplicative effects, suppressor effects, 

curvilinear effects, and so on. They create serious problems for nearly all types of esci

mation and inrerpretation of coeffi cients . O pposed to main ejjects, the effects of inde

pendent var iables when taken singly. 

imerpretivism. The posit ion that social facts cannor be measured without raking acCOllnt 

of their mean ing, usually for a parr icular actor, rime, and place. Opposed to positivism. 

literary strllcturalism. A movement, dat ing largely from the 1960s and 1970s, advocat

ing the fo rmal analys is of literary texts . 

metacritiq ue. The critiq ue of one method by another based on rhe application of the cri

tiquing method to the practices of rhe cri t iqued method. 

method . .A set of standard procedures and assumptions for carrying our some form of rig

orons social analysis. 

methodological individualism. The position that all soc ial phenomena are merely appar

ent and have no "reality" beyond that of the individuals who are held ro generate 

them. See also emergent; reduction. 

m erhodology. The discipline of investigating merhods. The word is also ofren used as an 

equivalent of method, as in the phrase "W hat is your methodology'" meaning "What 

method did you use?" 

microeconomics. The branch of economics concerned with the behavior of multitudes of 

identical actors in simple markers under simple const raints; fo unded on concepts of 

the relationships among supply, demand, price, and budget constraint . 

model. In q uantitative social science, the mathemat ical fo rm relating variables to one an

other. Typically, the relat ionships involve scalar coeffi cients (also known as parame

ters), which must be es timated by some mathematical function of the data . 

multidim ensional scaling. A quant itative technique that turns information about resem

blance or disrance between a set of social objects into a map of the objects (usually in 

two or three dimensions), retaining in the map as much of the origi nal distance infor

mation as possible. See also data-reduction techniques. 

multiple regress ion . .An alternative name for the standard linear model for independent 

and dependent variables , nor ro be confused with ordinary least squares COLS), gener

alized least squares (GLS), maximum-likelihood estimat ion (MLE), and so on, which 

are names for d ifferent sets of assumptions (and the algorithms associated with those 

assumptions) char are used ro est imate the parameters of these (and other) models. 

narrative heuri st ic. The heurist ic move char works by chang ing the way we use stories 

and events ro describe the social process. The important narrat ive heurist ics are pur-
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ting something into morion or sropping ir, changing rhe role we ass ign w concin

gency, considering latent funccions, and examining councerfaccua ls. 

network analysis. A formal merhod t:crnphasizing invesrigacion of che pacrerns of connec

tions between actors, groups, or institutions and rhe consequences of chose p<irre rns. 

Originally highly formalis tic but increasi ngly married to causal methods. 

no1·mal science. Kuhn's term for science that is curnuhuive and romine, accepting the ba

sic methods, assumptions, and concepts of a paradigm. See ct!w paradigm. 

paradigm. Kuhn's rerrn for che sec of merhods, assumptions, and concepts that make pos

sible a rype of normal science. Change in paradigm constitutes scienrific revolution. See 

also normal science. 

path analysis. In quancirative analysis, a way of combining mulciple regressions on certain 

assumptions ro present "path coefficients" in a network diagram in order co represent 

rhc causal effects of a set of variables on one another in sequence. 

positivism. The position that social faces can be reliably measured and rhac such measure

ment need not take account of their meaning for particular acrors. Opposed to in terpre

tivism. 

pragmatic explanation. Explanation that is designed ro facil i race action and is hence 

srrongly aimed at necessary causes. 

rational choice. A name loosely applied to methods employing economic theories of 

choice as models for noneconomic rypes of human behavior. 

realism. The position that che things and qualities of things encountered in social reality 

are more or less given and stable, rather than continuously reproduced in interaction. 

Opposed to constructionism. 

reduction. An explanation char works by translating ·'higher-level" phenomena co "lower

level" ones. See ,dw methodological individualism, which is usually regarded as a 

form of reduction. 

search heuristic. The heuristic move of getting new ideas from outside the areas cusrom

arily used for chem in che type of research being done. The two basic search heuristics 

are making an analogy and borrowing a method. 

semancic explanation. An explanat ion char works by translating unexplained phenomena 

ioco familiar phenomena chat we understand commonsensically. 

simulation. A rype of fo rmalization based on irerarion of some simple system of rules or 

patterns designed co capture the behavior of a ser of acrors. See also formalization. 

small-N analysis. A general name for analysis of a relatively small number of cases in 

greate r derail than srandard caL1sal analysis allows. Small-N analysis typically iovolves 

from two or three ro a few dozen cases and often uses a variety of methods. See also 

standard causal analysis. 

social scrucrure. Regular and rom ine parrerns of behavior of whatever sile or ex tent. 

standard causal analysis (SCA). A general name for quantitative merhods based on creat

ing independent variables as represent ing causes of social phenomena. SCA includes 
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boch general-linear-model ana lysis and survival analysis. See also causality; general 

linear model; variable, dependent; variables , independent. 

structural equation. A quanri rarive model that allows reciprocal causarion and hence does 

away wi rh rhe discincr ion between dependent and independent variables. St ructural 

equations are difficu.lc co esrimare and involve very strong assumptions . 

stylized fact. A simplified , highly abstract form of darn designed to rnprure general pat

terns in a variable or parameter withom actually mc-asuring ic. 

survey method. The gathering of data via rhe administration of questionnaires or orher 

uniform insrruments co a selected sample of respondents. 

survival method. A quanriracive method in which rhe dependent variable is the time un

til some event occurs. Also called d11ratio11al method. 

syntactic explanation. An explanation in which che formal perfection (or elegance, 

beaury, generali ty, or some ocher quality) of tbe explanation is emphasized. 

time-series method. A method based on models of successive values of a variable or vari

ables. In economics, rime-series methods are mosr commonly done on dozens of time 

periods buc only one variable. In sociology, rhey are more often done on few rime in

tervals bur with many var iables, with rhe darn from the d ifferent time intervals typi

cally pooled. 

variable, dependent. In standard causal analysis, the variab le char is predicred by all the 

ochers. See also standard causal analys is. 

variables, independenc. In standard causal analys is, rhe sec of variables used ro predict 

values of another, dependent variable. See also standard causal analysis. 



CHAPTER 1 

1. As the great anthropologist Evans-Pritchard once remarked, 

Anyone who is not a complete idiot can do fieldwork, and if the people he is 

among have not been studied before he cannot help making an original 

contribution to knowledge. . Anyone can produce a new fact; the thing is to 

produce a new idea." (1976:243) 

In the more theoretical phraseology of Imre Lakatos (1970: the most important 

quality of research programs is their "heuristic power," their ability to keep producing new 

ideas and point the way to new findings. 

2. Among many writers who have made the case for "beamy" in scientific argument, see 

Chandrasekhar ( 1979). 

3. Synrnnics, semantics, and pragmatics arc the three fundamental aspects of all systems of 

signs, of which explanation is ao example. See Morris (1938). 

4 . The words for denoting methods are changing. Properly speaking, a method is a set of 

routine procedures for rigorous inquiry. Methodology is (literally) discussion of methods. 

Ethnography or standard cansal analysis (SCA), rhen, is a method, while to write about 

ethnography or SCA is to write methodology. In practice, people are now often using 

met/J11ao>to1:J! rn mean "method," in the familiar seminar guestion, "What's your method

ology'" Note that people using these terms do not customarily use methodic,;/ as the adjec

tive form of method; they use methodological, which is thus the adjective form used for bath 

method and me1hodology. I have tried to maintain the traditional distinction between method 

and methodology throughout. 

5. Somet imes guantitative analyses do undertake detailed study of several cases . For an 

ample , see Paige (1975). 



2;6 NOTES 

6. Of course, when we look at the faces, the situation is much more drastic. Black and 

white tolerances are by no means as auspicious as rhe Schelling models presume. It is , then, 

hardly surprising thar .American neighborhoods stably integrated at any rario beyond 

20 percent black are extremel y rare . 

7. O ne should not necessarily chink thar one or rhe other of these has priority as a mode of 

thinking even about causality. If we consider the litera ture on causality, there have been 

distinguished exponents boch of the idea chat causali ty muse involve passage of time and of 

the idea rhat it ca1111ot involve passage of time. See Abbott (200 tb:c 3). 

8. To save space, I do not comment in depth on the temporal versions of the SCA program. 

But in faet, the same discussion gnvems rhem. To be sure, they are embedded in time and 

because of that acquire a semantic verisimi li tude that cross-sectional studies lack. Bur rhey 

st ill foncrion on the semantic level of variables, far removed from narrative understandings 

of the unfolding of events. Durational methods can predict "particular" evems, like the 

passing of a law or the foundi ng of a newspaper, but they do so with the same kinds of dis

embodied variables (rather than complex particulars) thar are used by cross-secr ional merh

ods. So they remain at a considerable semantic disrance from immediately familiar worlds. 

CHAPTER 2 BASIC DEBATES AND 

METHODOLOGICAL P RACTICES 

1. Or that people's frames of reference are distributed independently of chose things abour 

them that we are trying to investigate. In that case, we can treat the errors that arise in 

rheir answers as noise. Of course , the problem is that we don 't know whether the frames of 

reference are correlated with things we want to investigate , and we can't answer that ques

tion without new data. 

2. "Narrative positivism" is move d iscussed in Abbott (2001b:c 6). 

C H APTER 3 INTRODUCTION TO H.EURISTICS 

l. The convenrwnaily correet pronu nciation of i:.-\lp TjKU according to Anglophone classi

cists is H EH-oo-ray-ka, not the popular culture 's you-REE-ka. In fact, nobody really 

.knows how ancient Greek was pronounced . 

2. There is nor yet a clear usage defining the d ifforence between heurist1c and heul'iui,:r . Ir is 

agreed rhar heuristic is rhe ad;ective, as in "a heuristic inqui ry." Bur fo r the noun, things are 

unclear. Polya used heuristic ro denote the discipl ine of discovery generally bm bad no 

shorthand word for a single heuristic move, nor any plural for a collection of several such 

moves (195 7 ). Many \Hirers now speak of a heuristic when referring ro a parricular heuris

t ic rule ("the analogy heuristic," and so on). This is the usual usage in computer science. 

NOTES 257 

There heurisrics serves as the simple plural for the singular heuristic. I shail t ry to follow 

both ~f these usages here, in parallel with rhe standard usage of logic. One speaks of logic as 

the discipli ne, modal or formal logic as ind ividual log ic systems, and logics as collections 

of several such log ic systems . So here wi rh heurisr ic(s). 

CHAPTER 4 G ENERAL HEURISTICS: SEARCH AND 

ARGUMENT HEURISTICS 

My firs t sociological statement of this borrowing was in Abbott and H rycak (1990). For 

a general review of the "mini-industry," see Abbott and Tsay (2000). 

C H APTER 6 FRACTAL HEURISTICS 

l. This argLiment led eventually to a joke about a Chicago economis t and his srudem 

walking down rhe road. The student tells his mentor he sees a one-hundred-dollar bill on 

the ground. The economist says , "You should have your eyes exami ned. If a bill were rhere, 

someone would have picked it up. " 

2. Desrosieres and Thevenot (1 988); Szrecer (1984); Conk [Anderson] 0980). 

CHAPTER 7 IDEAS AND PUZZLES 

1. I was referred ro the discussion of scientists at Bell Labs many years ago by my father, 

who, I think, correctly saw in these ideas the reason why he and I had such a hard time 

talking about mathematics and other technical subjects: he loved the distinct ions; I loved 

the similarities. I didn't get the point that he was miking about him and me-rather than 

some abstract issue--until many years larer. In chis particular case, he saw the similarity 

and I didn't . Moreover, when I showed him th is note, he rnld me he thought of himself as 

a similari ties person as well. So he saw yet another similarity that l d id not . 
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