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MASCULINITY
Masculinity refers to the social roles, behaviors, and mean-
ings prescribed for men in any given society at any one
time. As such, it emphasizes gender, not biological sex,
and the diversity of identities among different groups of
men. Although we experience gender to be an internal
facet of identity, the concept of masculinity is produced
within the institutions of society and through our daily
interactions (Kimmel 2000).

SEX VS. GENDER

Much popular discourse assumes that biological sex deter-
mines one’s gender identity, the experience and expression
of masculinity and femininity. Instead of focusing on bio-
logical universals, social and behavioral scientists are con-
cerned with the different ways in which biological sex
comes to mean different things in different contexts. Sex
refers to the biological apparatus, the male and the
female—our chromosomal, chemical, anatomical, organi-
zation. Gender refers to the meanings that are attached to
those differences within a culture. Sex is male and female;
gender is masculinity and femininity—what it means to be
a man or a woman. Whereas biological sex varies very lit-
tle, gender varies enormously. Sex is biological; gender is
socially constructed. Gender takes shape only within spe-
cific social and cultural contexts.

PLURAL MASCULINITIES

The use of the plural—masculinities—recognizes the dra-
matic variation in how different groups define masculin-
ity, even in the same society at the same time, as well as

individual differences. Although social forces operate to
create systematic differences between men and women, on
average, these differences between women and men are not
as great as the differences among men or among women.

The meanings of masculinity vary over four different
dimensions; thus four different disciplines are involved in
understanding gender—anthropology, history, psychol-
ogy, and sociology.

First, masculinities vary across cultures. Anthropolo-
gists have documented the ways that gender varies cross-
culturally. Some cultures encourage men to be stoic and to
prove masculinity, especially by sexual conquest. Other
cultures prescribe a more relaxed definition of masculinity
based on civic participation, emotional responsiveness,
and collective provision for the community’s needs. What
it means to be a man in France or among Aboriginal peo-
ples in the Australian outback are so far apart that it belies
any notion that gender identity is determined mostly by
biological sex differences. The differences between two
cultures’ version of masculinity is often greater than the
differences between the two genders.

Second, definitions of masculinity vary considerably
in any one country over time. Historians have explored
how these definitions have shifted in response to changes
in levels of industrialization and urbanization, in a
nation’s position in the larger world’s geopolitical and 
economic context, and with the development of new tech-
nologies. What it meant to be a man in seventeenth-
century France or in Hellenic Greece is certainly different
from what it might mean to be a French or Greek man
today.
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Third, definitions of masculinity change over the
course of a person’s life. Developmental psychologists have
examined how a set of developmental milestones leads to
differences in our experiences and our expressions of gen-
der identity. Both chronological age and life stage require
different enactments of gender. In the West, the issues
confronting a man about proving himself and feeling suc-
cessful change as he ages, as do the social institutions in
which he attempts to enact those experiences. A young
single man defines masculinity differently than do a mid-
dle-aged father and an elderly grandfather.

Finally, the meanings of masculinity vary consider-
ably within any given society at any one time. At any
given moment, several meanings of masculinity coexist.
Simply put, not all American or Brazilian or Senegalese
men are the same. Sociologists have explored the ways in
which class, race, ethnicity, age, sexuality, and region all
shape gender identity. Each of these axes modifies the oth-
ers. For example, an older, black, gay man in Chicago and
a young, white, heterosexual farm boy in Iowa would
likely have different definitions of masculinity and differ-
ent ideas about what it means to be a woman. Yet each of
these people is deeply affected by the gender norms and
power arrangements of their society.

Because gender varies so significantly—across cul-
tures, over historical time, among men and women within
any one culture, and over the life course—we cannot
speak of masculinity as though it is a constant, universal
essence, common to all men. Gender must be seen as an
ever-changing, fluid assemblage of meanings and behav-
iors; we must speak of masculinities. By pluralizing the
term we acknowledge that masculinity means different
things to different groups of people at different times.

GENDER IDENTITY

Recognizing diversity ought not to obscure the ways in
which gender definitions are constructed in a field of
power. Simply put, all masculinities are not created equal.
In every culture, men contend with a definition that is
held up as the model against which all are expected to
measure themselves. This “hegemonic” definition of mas-
culinity is “constructed in relation to various subordinated
masculinities as well as in relation to women,” writes soci-
ologist R. W. Connell (1987, p. 183). As Erving Goffman
once described it,

In an important sense there is only one complete
unblushing male in America: a young, married,
white, urban, northern, heterosexual, Protestant,
father, of college education, fully employed, of
good complexion, weight, and height, and a
recent record in sports.… Any male who fails to

qualify in any one of these ways is likely to view
himself—during moments at least—as unworthy,
incomplete, and inferior. (1967, p. 128)

Definitions of masculinity are not simply con-
structed in relation to the hegemonic ideals of that 
gender, but also in constant reference to each other.
Gender is not only plural, it is also relational. Surveys in
Western countries indicate that men construct their
ideas of what it means to be men in constant reference
to definitions of femininity. What it means to be a man
is to be unlike a woman; indeed, social psychologists
have emphasized that although different groups of men
may disagree about other traits and their significance in
gender definitions, the “antifemininity” component of
masculinity is perhaps the single dominant and universal
characteristic.

Gender difference and gender inequality are both
produced through our relationships. Nancy Chodorow
argued that the structural arrangements by which women
are primarily responsible for raising children creates
unconscious, internalized desires in both boys and girls
that reproduce male dominance and female mothering
(1978). For boys, gender identity requires emotional
detachment from mother, a process of individuation
through separation. The boy comes to define himself as a
boy by rejecting whatever he sees as female, by devaluing
the feminine in himself (separation) and in others (male
superiority). This cycle of men defining themselves
through their distance from and devaluation of femininity
can end, Chodorow argues, only when parents participate
equally in child rearing.

GENDER AS AN INSTITUTION

Although we recognize gender diversity, we still may con-
ceive masculinities as attributes of identity only. We think
of gendered individuals who bring with them all the
attributes and behavioral characteristics of their gendered
identity into gender-neutral institutional arenas. But
because gender is plural and relational, it is also situa-
tional: What it means to be a man varies in different insti-
tutional contexts, and those different institutional
contexts demand and produce different forms of mas-
culinity. “Boys may be boys,” writes feminist legal theorist
Deborah Rhode, “but they express that identity differ-
ently in fraternity parties than in job interviews with a
female manager” (Rhode 1997, p. 142). Gender is thus
not only a property of individuals, some “thing” one has,
but a specific set of behaviors that are produced in specific
social situations. Thus gender changes as the situation
changes.

Institutions are themselves gendered. Institutions cre-
ate gendered normative standards and express a gendered
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institutional logic, and are major factors in the reproduc-
tion of gender inequality. The gendered identity of indi-
viduals shapes those gendered institutions, and the
gendered institutions express and reproduce the inequali-
ties that compose gender identity. Institutions themselves
express a logic—a dynamic—that reproduces gender rela-
tions between women and men and the gender order of
hierarchy and power.

Not only do gendered individuals negotiate their
identities within gendered institutions, but also those
institutions produce the very differences we assume are
the properties of individuals. Thus, “the extent to which
women and men do different tasks, play widely disparate
concrete social roles, strongly influences the extent to
which the two sexes develop and/or are expected to man-
ifest widely disparate personal behaviors and characteris-
tics” (Chafetz 1980, p. 112). Different structured
experiences produce the gender differences that we often
attribute to people (Chafetz 1980).

For example, take the workplace. In her now classic
work Men and Women of the Corporation (1977), Rosebeth
Moss Kanter argued that the differences in men’s and
women’s behaviors in organizations had far less to do with
their characteristics as individuals than with the structure
of the organization itself and the different jobs men and
women held. Organizational positions “carry characteris-
tic images of the kinds of people that should occupy
them,” she argued, and those who do occupy them,
whether women or men, exhibited those necessary behav-
iors (Kanter 1977, p. 21). Though the criteria for evalua-
tion of job performance, promotion, and effectiveness
seem to be gender neutral, they are, in fact, deeply gen-
dered. “While organizations were being defined as sex-
neutral machines,” she writes, “masculine principles were
dominating their authority structures” (p. 241). Once
again, masculinity—the norm—was invisible (Kanter
1975, 1977). For example, secretaries seemed to stress
personal loyalty to their bosses more than did other work-
ers, which led some observers to attribute this to women’s
greater level of personalism. But Kanter pointed out that
the best way for a secretary—of either gender—to get pro-
moted was for the boss to decide to take the secretary with
him to the higher job. Thus the structure of the women’s
jobs, not the gender of the job holder, dictated their
responses.

Sociologist Joan Acker has expanded on Kanter’s early
insights and has specified the interplay of structure and
gender. It is through our experiences in the workplace,
Acker maintains, that the differences between women and
men are reproduced, and in this way the inequality
between women and men is legitimated. Institutions are
like factories, and one of the things that they produce is

gender difference. The overall effect of this is the repro-
duction of the gender order as a whole (see Acker 1987,
1988, 1989, 1990).

Institutions accomplish the creation of gender differ-
ence and the reproduction of the gender order through
several gendered processes. Thus, “advantage and disad-
vantage, exploitation and control, action and emotion,
meaning and identity, are patterned through and in terms
of a distinction between male and female, masculine and
feminine” (Acker 1990, p. 146). We would err to assume
that gendered individuals enter gender-neutral sites, thus
maintaining the invisibility of gender-as-hierarchy, and
specifically the invisible masculine organizational logic. At
the same time, we would be just as incorrect to assume
that genderless “people” occupy those gender-neutral sites.
The problem is that such genderless people are assumed to
be able to devote themselves single-mindedly to their jobs,
to have no children or family responsibilities, and perhaps
even to have familial supports for such single-minded
workplace devotion. Thus, the “genderless” job holder
turns out to be gendered as a man.

Take, for example, the field of medicine. Many doc-
tors complete college by age twenty-one or twenty-two,
and medical school by age twenty-five to twenty-seven,
and then face three more years of internship and resi-
dency, during which time they are occasionally on call for
long stretches of time, sometimes for even two or three
days straight. They thus complete their residencies by
their late twenties or early thirties. Such a program is
designed for a male doctor—one who is not pressured by
the ticking of a biological clock, for whom the birth of
children will not disrupt these time demands, and who
may even have someone at home taking care of his chil-
dren while he sleeps at the hospital. No wonder women in
medical school—who number nearly one half of all med-
ical students today—began to complain that they were
not able to balance pregnancy and motherhood with their
medical training.

In another example, in a typical academic career a
scholar completes a PhD about six to seven years after the
BA, roughly by age thirty, and then begins a career as an
assistant professor with six more years to earn tenure and
promotion. This is usually the most intense academic
work period of a scholar’s life and also the most likely
childbearing years for professional women. The tenure
clock is thus set to a man’s rhythms—not just any man,
but one with a wife to relieve him of family obligations as
he establishes his credentials. To academics struggling to
make tenure, it often feels that publishing requires that
family life perish.

Embedded in organizational structures that are gen-
dered, subject to gendered organizational processes, and
evaluated by gendered criteria, then, the differences
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between women and men appear to be the differences
solely between gendered individuals. When gender bound-
aries seem permeable, other dynamics and processes can
reproduce the gender order. When women do not meet
these criteria (or, perhaps more accurately, when the crite-
ria do not meet women’s specific needs), we see a gender-
segregated workforce and wage, hiring, and promotional
disparities as the “natural” outcomes of already present dif-
ferences between women and men. It is in this way that
those differences are generated and the inequalities
between women and men are legitimated and reproduced.

“DOING” GENDER

There remains one more element in the sociological expla-
nation of masculinities. Some psychologists and sociolo-
gists believe that early childhood gender socialization leads
to gender identities that become fixed, permanent, and
inherent in our personalities. However, many sociologists
disagree with this notion today. As they see it, gender is less
a component of identity—fixed, static—that we take with
us into our interactions and more the product of those
interactions. In an important article, “Doing Gender,”
Candace West and Don Zimmerman argued that “a per-
son’s gender is not simply an aspect of what one is, but,
more fundamentally, it is something that one does, and
does recurrently, in interaction with others” (1987, p.
140). We are constantly “doing” gender, performing the
activities and exhibiting the traits that are prescribed for us.

Doing gender is a lifelong process of performances.
As we interact with others we are held accountable to dis-
play behavior that is consistent with gender norms, at least
for that situation. Thus consistent gender behavior is less
a response to deeply internalized norms or personality
characteristics and more a negotiated response to the con-
sistency with which others demand that we act in a recog-
nizable masculine or feminine way. Gender is not an
emanation of identity that bubbles up from below in con-
crete expression; rather, it is an emergent property of
interactions, coerced from us by others.

Understanding how we do masculinities, then,
requires that we make visible the performative elements of
identity, and also the audience for those performances. It
also opens up unimaginable possibilities for social change,
as Suzanne Kessler points out in her study of “intersexed”
people (hermaphrodites, those born with anatomical char-
acteristics of both sexes or with ambiguous genitalia):

If authenticity for gender rests not in a discover-
able nature but in someone else’s proclamation,
then the power to proclaim something else is
available. If physicians recognized that implicit in
their management of gender is the notion that
finally, and always, people construct gender as

well as the social systems that are grounded in
gender-based concepts, the possibilities for real
societal transformations would be unlimited.
(Kessler 1990, p. 25)

Kessler’s gender utopianism raises an important issue.
In saying that we “do” gender we are saying that gender is
not only something that is done to us. We create and re-
create our own gendered identities within the contexts of
our interactions with others and within the institutions
we inhabit.
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MASCULINITY STUDIES
Masculinity refers most commonly to socially constructed
expectations of appropriate behaviors, beliefs, expressions,
and styles of social interaction for men in a culture or sub-
culture at a given time. The substantive meanings associ-
ated with masculinity are culturally specific, and refer to
social arrangements and institutionalized practices as well
as individual actions and embodiments. Historically, these
meanings have been premised on ideologies and symbol-
ism that cast women as “opposite” and inferior to men,
and that position some men as superior to other men.
This is due, in large part, to the framing of gender expec-
tations by dominant groups in ways that endorse domi-
nant group practices—and the personal characteristics
that presumably represent the embodiment of those prac-
tices—while at the same time devaluing the practices and
characteristics of other out-groups. Evelyn Nakano Glenn
(2002) and Eduardo Bonilla-Silva (2001) explain, for
example, that Anglo or white men in industrialized
Europe, North America, and other parts of the world sup-
port practices and social constructs that endorse their own
position as superior to nonwhite men and men with little
or no material resources.

Despite its complexity and relational character, pop-
ular conceptualizations continue to view masculinity nar-
rowly as a unified set of personal characteristics, behaviors,
and beliefs—including physical strength, assertiveness,
emotional detachment, competition, and the belief that
men are better suited than women for positions of leader-
ship and decision making. Though unsupported by scien-
tific evidence, many also believe that masculinity is
derived from biology. The notion of essential differences
between men and women, and corresponding notions of
women’s and men’s different abilities and proclivities, has
its origins in late nineteenth-century political movements
in Western Europe and the United States. As more women
joined the struggle for basic human rights, such as the
right to vote and the right to own land, white male schol-
ars focused increasing attention on notions of biological
sex difference as a means for supporting ideologies of
female inferiority (Carrigan, Connell, and Lee 1985;
Fausto-Sterling 2000; MacInnes 2001). Men already in
positions of power and privilege relative to women, men
of color, men with fewer material advantages, noncitizens,
and the disenfranchised, used ideologies of innate differ-

ences to justify discriminatory laws and practices (Glenn
2002).

The highly visible women’s movement, as well as the
loss of control and opportunity that many men—particu-
larly white men—were experiencing as industrial work
processes became more routine and competition for work
from immigrants and migrant workers became more
intense (Glenn 2002; Kimmel 1996; Roper 1994), also
fed into a perceived “crisis of [white] masculinity” in both
Europe and the United States at the beginning of the
twentieth century (Chauncey 1985; D’Emilio and
Freedman 1988). The perception of crisis added fuel to
the search for biological evidence of male superiority and
white racial superiority (Fausto-Sterling 2000, p. 156;
hooks 2004).

Biologically based explanations for sex differences,
notes François Nielsen (1994), were pervasive by the mid-
twentieth century, and persist still. The logic behind these
arguments is that evolutionary processes produce two dis-
tinct categories of humans, one that is more physically
aggressive, competitive, emotionally independent, and
instrumentally decisive, and another that is more passive,
cooperative, interdependent, and nurturing. Persons cate-
gorized as male are assumed to fit the former, and those
categorized as female to fit the latter. Scientific studies
reveal many problems with the assumption that biology
produces opposite sexes, that gender differences are
derived from biology, and that males are innately superior
to females. For example, the characteristics and traits that
are supposed to differentiate women and men have much
more in common than not (Fausto-Sterling 2000;
Kemper 1990; Kessler and McKenna 1978).

EARLY VIEWS ON MASCULINITY AS
IDENTITY

Not all scholars of the early twentieth century viewed
masculinity as a direct function of biology. The founda-
tions of masculinity as identity were established in the
early 1900s with the work of Sigmund Freud (1905,
1923). Freud posited that the personality people most
commonly associate with masculinity results from com-
plex processes of unconscious conflict resolution and
emotional development that start early in life. “The out-
come of the differently structured Oedipal crises,”
explains Raewyn Connell, “are the bases of Freudian
accounts of femininity and masculinity” (1987, p. 204).
Freud’s work has been variously elaborated by gender
scholars. Nancy Chodorow (1978) focuses on how the
division of labor within the family shapes how females
and males process unconscious motivations and repressed
desire. Given a gendered division of labor in industrial
capitalist Western society, explains Chodorow, and a
nuclear heterosexual family with a male primary wage
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earner, young boys construct a sense of self in relation to
a mother figure whose presence is consistent and intense,
and a father figure that is more distant because of his role
in paid labor. This arrangement leads infants to associate
the mother with the fulfillment of desires. Boys’ emo-
tional attachment to the mother, however, transforms
from one of oneness with her to a form of individuality-
with-attachment that is intensely possessive. These posses-
sive feelings for the mother lead the boy to view the father
as a competitor for the mother’s affections (Di Stefano
1991, pp. 45–48). The feelings of threat that the boy
experiences in relation to the father (castration anxiety),
along with the need to establish self and not-female, evoke
ambivalence, which in turn requires that the boy identify
with the father. And to develop a sense of self apart from
mother, the boy seeks to establish himself as that which
women/females are not (Chodorow 1978, pp. 96–97;
Parsons 1964). Emotional detachment, competitiveness,
and desire to control self and others become central to his
identity (Gilligan 1982; Messner 1992).

Other theorists point out that psychoanalytic object
relations views, such as Chodorow’s, posit an overly uni-
fied concept of self and identity. Connell (1987, 1995)
argues that Freud did not assert that processes of person-
ality development produce two clear-cut, stable categories
of personality characteristics. Connell agrees that fear of
castration at the hands of the father leads boys to repress
erotic feelings for the mother, to identify with the power-
ful father figure, to internalize prohibitions against desire
for the mother, and to develop a strong superego, but
argues that these are not fail-safe or immanent steps
(Connell 1987, p. 204). Many contingencies and conflicts
characterize these processes.

Building on existential psychoanalytic theory,
Connell proposes the concept of gender projects, which
views gender not as a fixed identity but rather as “a system
of symbolic relationships” (1995, p. 20). From this view,
past attachments, though often repressed, have conse-
quences for future actions. The emotional contradictions
and conflicts that arise as a boy goes through the pre-
Oedipal and Oedipal stages produce a range of possible
outcomes for the individual. The many conflicting emo-
tions that a boy experiences in the development of his
sense of self will influence how he projects himself into the
future, and thus, the position he takes up in the symbolic
order (Connell 1987, p. 211). Boys’ and men’s gender
projects take many forms, some of which are consistent
with dominant ideals of masculinity, and others of which
are not. “The point,” argues Connell, “is that no one pat-
tern of development can be taken as universal even within
the specific social context Freud studied” (Connell 1987,
p. 206). Not all boys and men take up the same gender
project (Chen 1999; Collinson 2003; Majors and Billson
1992; Messerschmidt 2000).

SOCIALIZATION THEORIES AND
MASCULINITY AS GENDER ROLE

The most common social science frameworks for under-
standing masculinity since the mid-twentieth century
have been sex role (later referred to as gender role) and
socialization theories. The concept of sex roles was popu-
larized in the work of Talcott Parsons (Parsons 1964;
Parsons and Bales 1955). Underlying the logic of mas-
culinity as a role is the assumption that significant differ-
ences separate men from women as social actors.
According to Parsons, structural differentiation is a
requirement of society, and the division of labor within
the family between “instrumental” men and “expressive”
women was necessary to ensure proper socialization of
children. Boys are also taught within the family, peer
groups, schools, and other social organizations and insti-
tutions the behaviors and traits that are considered appro-
priate for boys and men. Boys internalize gender-specific,
“appropriate” personalities and behaviors as a result.
Masculinity is the identity that corresponds with the posi-
tion (or role) of man in societal structures.

Modeling behaviors and the rewards and punish-
ments boys receive for their actions facilitate socialization
processes. Cognitive approaches to gender socialization
posit, further, that once boys embrace the male sex cate-
gory for themselves, they actively seek activities, behav-
iors, and modes of presentation that facilitate feedback
from others that affirm maleness (Kohlberg 1966). Social
cognition models assume that in order to manage the
wealth of information to which individuals are exposed in
daily life, they look for ways to effectively prioritize the
inputs to which they must pay the most attention, which
in turn leads to the use of social categories for organizing
the social world. Sex categories and corresponding gender
schemas, or cognitive structures that allow individuals to
organize social information about self and about group-
ings of people in society, shape what individuals pay atten-
tion to, remember, and expect of themselves and other
people (Bem 1983, 1993). From this view, prevailing
stereotypes about and expectations for men and women in
society persist in large part because they provide cognitive
road maps and a sense of ontological security for people
(Howard and Hollander 1997, p. 88).

One critique of socialization theories is that they
equate masculinity with that which men in the most pow-
erful positions in society do (Howard and Hollander
1997; Smiler 2004). By assuming that “normal” males
internalize “normative” masculinity, this perspective
removes the issue of structural power from the analysis of
gender (Connell 1987; Gerson and Peiss 1985; Lopata
and Thorne 1978). Boys and men who fail to follow these
prescribed paths are thus viewed as deviant (Schur 1984).
Socialization is cast as an explanation without explicit dis-
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cussion of the power struggles between differently
empowered social groups (Howard 1988; Howard and
Hollander 1997).

Socialization and role theories, in addition, reify the
notion of gender dualisms, thereby minimizing and
obscuring differences between men and other men, and
between women and other women, and fail to address the
intersections of social categories of difference and inequal-
ity—such as class, race, and sexual orientation—and how
these shape negotiations of dominant masculinity imper-
atives (Chen 1999; Collinson and Hearn 1994; Martin
1996; Nonn 2004). The notion that masculinity exists as
a “role” into which boys and men are socialized obscures
how power structures mediate individual negotiations of
identity and self.

Throughout U.S. history, for example, boys and men
of color have resisted many of the practices and beliefs
constructed by white and middle- to upper-class men as
appropriate and ideal for “true” men, especially those
practices and beliefs that cast men of color as inferior.
Men oppressed by other men on the basis of race, ethnic-
ity, and national origin have approached power hierarchies
and the men whose positions of structural power enable
them to mobilize resources in their own favor with what
the American educator and writer W. E. B. Du Bois
(1903) identified as “double consciousness.” Double con-
sciousness is born out of the experience of being con-
strained not by actual personal inabilities but by structures
and practices constructed and reinforced by those who
control material and symbolic resources. This two-sided
consciousness allows members of systematically subordi-
nated groups to understand the dominant group’s con-
structions of status differences and related expectations for
social behavior while at the same time resisting the domi-
nant culture’s construction of the subordinated group as
inferior. The notion that masculinity exists as a role that
boys and men fit to varying degrees, however, back-
grounds the continual negotiations among men and
between women and men over the actual meanings that
constitute what is commonly referred to as masculinity.

MASCULINITIES, HEGEMONIC
MASCULINITY, AND GENDER AS
RELATIONAL

The limitations of identity and role theories of gender
have led many late twentieth- and early twenty-first-cen-
tury scholars to argue that masculinity does not consist of
a single unified set of practices, beliefs, or characteristics.
Rather, masculinities are multiple and exist not only as
embodied practices, characteristics, and beliefs, but also as
routinized and institutionalized practices and symbols. As
such, masculinities are constructed and negotiated via dis-
course and material relations, and are the object of contes-

tation by groups and individuals (Carrigan, Connell, and
Lee 1985; Collinson and Hearn 1994; Hearn 1998;
Whitehead 2002). This scholarship emphasizes the rela-
tional and hierarchical character of socially constructed
genders (Connell and Messerschmidt 2005; Collinson
and Hearn 1994; Martin 2001; Whitehead 2002).

Gender as a relational concept acknowledges that
while bodies are sex-differentiated (i.e., they produce some
different physiological needs), these differences do not
determine the actual practices in which people engage.
Instead, social embodiment transforms bodies (Connell
2002, p. 50). Masculinities and femininities are sets of
practices constrained but not fully dictated by “the struc-
ture of social relations that centers on the reproductive
arena” (Connell 2002, p.10). The reproductive arena refers
not to a biological base for gender but rather an arena in
which social processes occur. Practices exist as patterns of
relationships that connect and separate individuals, and
constrain the practices in which individuals engage.

Gender as a relational concept also acknowledges the
“different material interests that groups have in an
unequal society” (Connell 2002, p. 71). Men have less
interest in changing the social structures that give them a
collective advantage over women and are more invested
than women in maintaining the category “woman” as the
“other” against which men are defined because this dis-
tinction supports the illusion of gender difference and
male/masculine superiority (Bordo 1993). Similarly,
Anglo and middle- and upper-class men are more invested
in maintaining the structures that sustain their collective
advantage over oppressed race and ethnic groups, and over
lower socioeconomic classes of men (Lewis 2003;
MacLeod 1995; Majors and Billson 1992; Willis 1977).

Hegemonic masculinity, the conceptual framework
used commonly to express gendered relations of domina-
tion and subordination, refers to “the configuration of
gender practice which embodies the currently accepted
answer to the problem of the legitimacy of patriarchy,
which guarantees (or is taken to guarantee) the dominant
position of men and the subordination of women”
(Connell 1995, p. 77). Hegemonic masculinity is com-
posed of practices that enable and sustain the status and
power of men over women collectively (external dimen-
sion) and of some men over other men (internal dimen-
sion) (Demetriou 2001). All males (and those who pass as
male; Halberstam 1998) are subject to prevailing expecta-
tions of hegemonic masculinity, though few actually live
up to these expectations (Bird 2003; Dellinger 2004;
Messerschmidt 2000; Messner 1992). Few men fit hege-
monic ideals of masculinity for any extended period
because these ideals and standards change over time and
vary by social context, and because men’s bodies and
minds also change over the life course.
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Supporting a family financially, exercising autonomy
and authority in paid labor, and superior athleticism are
all examples of practices that commonly align with hege-
monic masculinity in many contemporary Western
nations. Most men support the idea that these are prac-
tices that distinguish men as different from and superior
to women (and lesser men), and confer legitimacy and sta-
tus upon men who are exemplars of these practices (Chen
1999; Gerschick and Miller 1994; Henson and Rogers
2001). This is the case even though hierarchies of class,
race, ethnicity, sexual orientation, gender expression, reli-
gion, and able-bodiedness ensure that not all men exercise
the same level of power or status over women. Most men
remain complicit with hegemonic masculinity because as
long as the category “man” is constructed as distinct from
and superior to the category “female,” dominant as well as
subordinated men will continue to benefit from the status
of being male (Whitehead 2002).

Resistance to and even rejection of hegemonic mas-
culinity imperatives does, however, exist (Gerschick 1998;
Majors and Billson 1992). Thomas Gerschick explains,
for example, that while some men with physical disabili-
ties embrace fully ideals of masculinity that only fully
able-bodied men can attain, others reject these ideals and
construct meanings of their own. Whether and the extent
to which one embodies hegemonic practices is partly a
matter of having the resources to do so, partly a matter of
being allowed to embody such practices, and partly a mat-
ter of wanting to embody them.

Research also shows, however, that while there are
many forms of resistance to hegemonic ideals and imper-
atives of masculinity (Boyd 1997; Garcia 2004; Majors
and Billson 1992; Mirandé 1997; Neal 2005), complete
rejection of all elements of hegemonic patriarchal mas-
culinity is rare (Carby 1998); hooks 2004; Neal 2005).
Scholars including Hazel Carby, Anthony Chen (1999),
Jerry Garcia (2004), bell hooks (2004), and Mark
Anthony Neal demonstrate, for example, how African
American, Latino, and Asian American men often adopt
patriarchal sexism even as they are struggling against white
men for racial and ethnic equality.

Since the 1990s, scholarship has examined the themes
outlined above in a variety of contexts, including work
organizations (Bird 2003; Britton 2003; Dellinger 2004;
Kerfoot and Knights 1993, 1998; Martin 1996, 2001;
Pierce 1995; Williams 1995), families (Adams and
Coltrane 2005; Marsiglio and Pleck 2005), sports
(Messner 1992, 2004), crime and violence (Messerschmidt
2000), the media (McKay, Mokosza, and Hutchins 2005),
education (Ferguson 2000; Lewis 2003; McGuffey and
Rich 1999; Swain 2005), and leisure settings (Bird 1996;
Bird and Sokolofski 2005; Campbell 2000). Gender theo-
rists have called for a greater focus beyond the level of

organizations, institutions, and cross-cultural comparative
ethnographies. Scholars, including Sikata Banerjee (2005),
Wendy Bracewell (2000), Charlotte Hooper (1998, 1999),
Joane Nagel (1998, 2005), Raewyn Connell (2005), and
Sergei Zherebkin (2006), illuminate macro constructions
of masculinity and the relationships between nationalism,
imperialism, and globalization. Nations seeking to con-
struct and/or sustain national unity, loyalty, and strength,
especially military strength, draw upon the imagery, power
relations, division of labor, and emotional relations associ-
ated with emerging global patterns of hegemonic mas-
culinity. While Connell (2005) argues that an emerging
global hegemonic masculinity focuses on transnational
business practices, Hooper (1999) asserts that practices in
the arena of international power politics are the basis for a
global hegemonic masculinity. These and other scholars
note the need for further collaborations across continents
and nations in the study of masculinities (Committee for
Research on Men and Masculinities in Europe 2005;
Gutmann and Viveros Vigoya 2005; Morrell and Swart
2005; Taga 2005).

EVOLVING SCHOLARSHIP

In this brief overview, some of the key theoretical issues
regarding the study of masculinities have been presented.
During the twentieth century, scholarship moved away
from theories that posit biological determinism and
toward a greater understanding of masculinities as social
constructs that exist not simply as personality characteris-
tics but as practices that are variously taken up by individ-
uals and, at the same time, are embedded in organizations,
institutions, and global systems. Twenty-first-century
scholars study multifaceted “masculinities” that, in con-
junction with multifaceted “femininities,” organize every
aspect of social life.

SEE ALSO Du Bois, W. E. B.; Femininity; Feminism;
Freud, Sigmund; Gender; Gender, Alternatives to
Binary; Gender Gap; Gender Studies; Men; Women’s
Studies
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MASLOW, ABRAHAM
1908–1970

Abraham Harold Maslow, often referred to as the “father
of humanist psychology,” was born in Brooklyn, New
York, on April 1, 1908. He was the first of seven children

born to Jewish immigrants from Russia. Maslow com-
pleted his BA, MA, and PhD, all in psychology, at the
University of Wisconsin. After graduating, he held various
academic positions, spending the bulk of his career at
Brandeis University in Waltham, Massachusetts. Maslow
served as the chair of the Brandeis Psychology
Department from 1951 until 1969. An avid researcher,
lecturer, and writer, he published extensively, authoring
more than thirty-one articles and eight books. Maslow
died of a heart attack at the age of sixty-two on June 8,
1970. His work remains among the most influential in
humanist psychology and enjoys continued recognition
and application in myriad disciplines, including educa-
tion, marketing, management, psychology, sociology, and
communications.

Maslow is best known for his hierarchy of human
needs, first proposed in 1943 in “A Theory of Human
Motivation.” In the original paper, Maslow concluded
that humans have five sets of basic needs:

Physiological needs: These are the most basic of all
human needs and include air, food, shelter, water,
sex, and sleep.

Safety needs: This need category includes physical
and psychological safety. Issues of personal safety
and security of family, property, and employment
are all included.

Love needs: Although Maslow originally labeled this
as love, later interpretations expanded the notion
and renamed it belongingness. Maslow stated that
all individuals desire affection and a sense of
belonging.

Esteem needs: Maslow argued that all individuals
have a need for self-respect and the respect of
others. This need category was divided into two
subsidiary sets: (1) the need for strength,
achievement, and adequacy; and (2) the desire
for reputation and prestige, recognition,
attention, and appreciation.

The need for self-actualization: Maslow described this
as the need for individuals to do what they were
meant to do, and argued that individuals could
not be truly satisfied unless they became all that
they were capable of becoming. He noted that a
singer must sing and a poet must write if they are
to be truly healthy and happy.

Maslow argued that these needs are arranged in a
hierarchy of prepotency, and that individuals are moti-
vated to fulfill lower-level needs before they are motivated
to fulfill higher-level needs. For example, an individual
experiencing thirst will be motivated to satisfy that need
before other (higher) needs are considered. Once all phys-

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 11

Maslow, Abraham



iological needs are met, the individual will be motivated
by safety needs. According to Maslow, the four lowest lev-
els are deficiency needs, and the top level is a growth need.

Most modern-day depictions of Maslow’s hierarchy
place the five levels of needs in a triangle or pyramid for-
mation, with the lowest level of needs (physiological) at
the bottom and self-actualization at the top. In many
texts, this is all we see of Maslow’s work, and his name has
become almost synonymous with the motivation triangle.

Despite the widespread use and adaptation of
Maslow’s hierarchy of needs, it is not without its critics.
Much of the criticism lies in the lack of empirical support
for the hierarchy. Other criticisms stem from the methods
used in Maslow’s research, citing small sample sizes and
“pseudoscientific” methods. Maslow himself argued that
his theories were overused and understudied. In his per-
sonal journals, he wrote about limitations of reliability,
validity, and small sample sizes and urged people to repli-
cate his research to address these issues. Despite these crit-
icisms, the hierarchy still holds a prominent place in
motivation theory and can be found in many university
textbooks. Many new theories of motivation have been
introduced since Maslow’s work was completed. Although
these theories claim better reliability and validity, and have
more empirical support, Maslow’s conceptualization of a
needs-based theory of motivation lies at the core of many
of the new theories.

The hierarchy of needs is but a small sample of
Maslow’s contribution. Although best known for his work
on the hierarchy of needs, Maslow was much more con-
cerned with moving members of society beyond the basic
needs, through self-actualization, to a more enlightened
existence that he called eupsychia. Maslow’s work also
offered insights into leadership theory, psychotherapy,
organizational change, dominance and sexuality, and the
meaning of work. Influenced by such great thinkers as
Sigmund Freud (1856–1939), Karl Marx (1818–1883),
Kurt Goldstein (1878–1965), Alfred Adler (1870–1937),
Erich Fromm (1900–1980), and Karen Horney (1885–
1952), Abraham Maslow’s contribution to humanist psy-
chology is undeniable. Indeed, many credit him with
founding the “third force” of psychology, following on the
heels of the behaviorism and psychoanalytic schools of
thought.

SEE ALSO Motivation; Needs; Psychology; Reliability,
Statistical; Self-Actualization; Validity, Statistical
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MASSIVE RESISTANCE
SEE Brown v. Board of Education, 1955.

MASTER-SERVANT
RELATIONSHIP
SEE Servitude.

MATERIAL CULTURE
Material culture consists of any physical manifestation or
product of culture. Culture as a conceptual category exists
in opposition to material culture, with culture sometimes
distinguished as mental culture or nonmaterial culture,
although some scholars take issue with such a Cartesian
distinction. Alternatively material culture can be taken as
a subset of a primary category, culture. Following the gist
of E. B. Tylor’s ([1871] 1974) classic 1871 definition, cul-
ture, in social science usage, comprises a complex whole of
patterned knowledge and behavior: that which is tradi-
tional but also emergent, cumulated, learned, and
acquired by members of society. By the mid-twentieth
century culture could be defined and understood in liter-
ally hundreds of ways (Kroeber and Kluckhohn 1952); by
the late twentieth century the term had been decon-
structed by some postmodernist thinkers as totalizing,
hegemonic, essentialist, and an imagined figment. Tylor
employed the term material culture as early as 1871,
although he apparently neglected to define it (Reynolds
1987, p. 155; for a commentary on the concept, see
Buchli 2002, pp. 2–8).

Culture resides in the mind and is shared across
minds. Material culture renders culture manifest in phys-
ical, palpable, measurable form. For archaeologists, folk-
lorists, historians, museum curators, and others, material
culture evidences the cultural. Material culture includes
what archaeologists typically refer to as artifacts, collectors
as relics, and art historians as objets d’art. Artifacts include
such objects as stone tools, potsherds, bottles, beads, but-
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tons, fibulae, coins, clay pipes, paintings, and textiles. To
this list of conventionally recognized artifacts one should
add such large-scale examples of material culture as build-
ings, monuments, gardens, gravestones, watercraft, roads,
bridges, tunnels, dams, irrigation ditches, fences, wharves,
landfills, and landscapes—all part of the intentionally
built environment. For some scholars, any modification of
the environment resulting from cultural activity, deliber-
ate or not, counts as material culture: trash middens, oil
spills, crop marks, cultigens, particulate emissions, food
bones, human skeletal remains, manuports (materials
moved out of their original location by human agency,
like moon rocks brought to earth), and ecofacts of all sorts
and conditions (such as flower pollen in Neanderthal
burials or oyster shells filling in a road pothole). All writ-
ing and symbolic expression, from pictographs, graffiti,
iconography (Munn 1973), and tattoos to cuneiform
tablets and comic books can be considered material cul-
ture. The anthropologist and archaeologist James Deetz
has suggested that spoken language be thought of as mate-
rial culture in its “gaseous state” (Deetz 1996, p. 36),
because sounds physically set air in motion during speech,
if only briefly. Whether or not one wants to go so far as to
accept spoken language as material culture, one can cer-
tainly admit records, tapes, and DVDs.

Material culture—past and present, partial and
entire, in situ at an archaeological dig, on or of the land-
scape, or cached in a museum—illuminates cultural phe-
nomena in many ways. Material culture communicates,
expresses meaning, conveys experience, disciplines, and
exhibits agency. Just as material culture is various, so too
the study of material culture reflects a broad array of per-
spectives, analytical stances, and underlying philosophical
traditions.

DESCRIPTION

Description remains foundational to material culture
studies. The anthropologist Franz Boas ([1888] 1964), in
one of the first formal ethnographies, recorded material as
well as nonmaterial culture by describing such items as
igloos, harpoons, and dolls, which were illustrated with
sketches. For archaeologists, time, space, and form consti-
tute three important descriptive dimensions of material
culture. It is essential to know how old an object is and
when it was used, recycled, or discarded. Chronology sup-
plies part of the crucial cultural context of material cul-
ture. Dozens of dating methods yield relative and absolute
chronologies. Relative dating, which establishes that
something is older than, newer than, or contemporaneous
with something else, is exemplified by cross dating derived
from stratigraphy and an examination of stylistic change.
Absolute dating methods, which assign age in calendar
years, include obsidian hydration, dendrochronology

(using tree rings), and radiometric techniques such as
radiocarbon dating.

It is also invaluable to know an object’s spatial loca-
tion—its point of origin or place of discovery. Provenance,
like chronology, constitutes prime contextual data.
Location might be variously logged as a cultural area, city,
or country name, an archaeological excavation’s grid/stra-
tum designation, or a set of latitude and longitude points
in a geographical positioning system. Lack of provenance
is problematical because it means spatial context has been
lost.

Form involves the attributes or characteristics of an
object. Description of form entails acquiring and record-
ing data concerning factors such as dimension, color, tex-
ture, chemical composition, and stylistic elements.
Taxonomy, typology, or classification may draw on
numerous methods, such as the type-variety concept,
modal analysis, numerical taxonomy, and linguistic mod-
els. The widely applied type-variety approach identifies
configurations of associated attributes to generate cate-
gories of types and varieties. In modal analysis, single
attributes such as stylistic motifs can be traced through
time and space. Numerical taxonomy codes for multiple
attributes and tests for clustering or correlations by means
of statistical routines. Typology based on linguistic mod-
els posits parallels to language, using either constituent
units analogous to phonemes or morphemes or a set of
grammatical rules for object construction. The results of
typological analysis end up in such formats as exhibit cat-
alogs, databases, museum labels, and archaeological site
reports.

TECHNOLOGY AND FUNCTION

Considerations of technology and function are vital to
material culture studies. Some typologies, such as the first
ones developed in the second half of the nineteenth cen-
tury to describe European Paleolithic assemblages, posit
functions for stone tools, such as scraper, graver, and
burin. The approach known as experimental archaeology
(see Coles 1973; Reynolds 1979; Gould 1980; Ingersoll,
Yellen, and Macdonald 1977) features rigorous testing of
technology and function, applied to areas as diverse as
flint-tool knapping and the experience of building and liv-
ing in an Iron Age village. To discover aspects of technol-
ogy or function, sophisticated laboratory analysis may be
performed, as was the case with Arlene Fraikor et al.
(1971), who showed that the copper in Hopewell ear-
spools (Ohio, c. 100 BCE–550 CE) was shaped both by
annealing and cold hammering. Thomas Loy and James
Dixon (1998) contributed to the understanding of the
function of 11,000-year-old Alaskan fluted projectile
points when they identified species like mammoth, Dall
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sheep, and bison from blood cell residues preserved in the
tools’ crevices.

DIFFUSION AND DISTRIBUTION

Some of the earliest material culture studies, conducted
during the late nineteenth and early twentieth centuries,
focused on the distribution of elements of material and
nonmaterial culture. The British heliocentric diffusionist
school of Grafton Elliot Smith and William J. Perry and
the German/Austrian diffusionist school of Friedrich
Ratzel, Fritz Graebner, Leo Frobenius, and Wilhelm
Schmidt identified complexes or culture circles of material
and nonmaterial culture traits and used migration and
borrowing to account for cultural differences. Similarly
the twentieth-century American anthropologists A. L.
Kroeber ([1939] 1952), Clark Wissler (1914), and Harold
Driver (1961) linked cultural traits—with material items
figuring prominently—to geographical areas, yielding
culture areas. Nonmaterial elements like kinship terminol-
ogy and language were combined with material culture
categories, such as housing types, crafts, and art, and were
mapped across culture areas. Material items from the
Arctic culture area, for example, might include igloos,
kayaks, and ivory tools. The culture area approach still
finds expression (Kehoe 2006) as an organizational prin-
ciple for ethnological surveys. One notable continuation
of diffusionist analysis is the early work of the folklorist
Henry Glassie (1968), which, in the tradition of the geog-
rapher Fred Kniffen, traces the diffusion of vernacular
buildings, musical instruments, and tools across the east-
ern United States. The focus on culture element distribu-
tions still finds representation in twenty-first-century
cultural and material culture studies in the extensive eth-
nological and archaeological databases at Yale. Known as
the Human Relation Area Files (HRAF), these were ini-
tially published in book form but are available on the Web
by subscription (http://www.yale.edu/hraf/).

PROCESS

Part of a much larger system, material culture can be
viewed as performing certain systemic functions, such as
fulfilling human needs or adapting to environmental
change. Early twentieth-century functionalism, largely
descriptive and static, was somewhat displaced during the
1960s by positivist and processual approaches, often forti-
fied by conflict theory and cultural ecology. Processual
archaeology seeks, by means of the hypothetico-deductive
approach, to explain relationships within specific cultures
as well as the evolutionary record across cultures. In a pio-
neering study Sally Binford and Lewis Binford (1969)
employed factor analysis to relate clusters of tools to cli-
mate and environmental change. Susan Kent (1984) com-
pared spatial patterning of domestic activity areas in

Navajo, Euro-American, and Spanish American sites in
the Southwest. William Rathje and Cullen Murphy
(1992) contrasted what people presume to be in urban
landfills with what really is there by means of laboratory-
based quantification.

HISTORY, ART HISTORY,
ARCHITECTURE, AND AMERICAN
STUDIES

Many material culture studies simultaneously examine
art, folk art, history, and technology. For example, the
Winterthur Museum and Country Estate has published
numerous books and conference papers on material cul-
ture and the decorative arts, examining categories such as
clocks, ceramics, glass, furniture, architecture, gardens,
and silver. A collection of material culture studies edited
by Ian Quimby (1978) illustrates this approach. J. Ritchie
Garrison (1991) followed the approach of Fernand
Braudel to the local, individual level when he tracked the
development of wealth and social status in Franklin
County, Massachusetts, through an analysis of crops,
architecture, and farmsteads. Robert Thompson and
Joseph Cornet (1981) combined field and informant-
based data, study of museum collections, and documen-
tary research to decipher the meanings and social context
of maboondo, bottomless cylindrical vessels placed on
some Ki-Kongo graves (in Zaire) to symbolize the wisdom
of deceased leaders. The art historian Thompson finds
echoes of this Ki-Kongo tradition in the seashells and
mugs with broken-out bottoms found on some African
American graves in the southeastern United States.

MATERIAL CULTURE AS
COMMUNICATION SYSTEM

Material culture, even when it appears to us as mere tech-
nology, communicates. Whatever culture needs or aspires
to communicate or signal can be represented or reflected
in material culture. Consider material culture as an alter-
native to spoken language and gesture—a medium less
flexible but more enduring (McCracken 1987).
Expressions and symbols of social and cultural identity,
affiliation, role, rank, wealth, status, age, gender, values,
and beliefs constitute a major area of interest for scholars
of material culture. Material culture, from this perspec-
tive, can be thought of as providing a parallel record of a
culture’s worldview, values, and beliefs. A study by the
geographer Peter Hugill (1984) showed how material cul-
ture can communicate about and correlate with social
indicators. Looking at the evolution of the landscape in
the Cazenovia area of New York, Hugill revealed ways the
old elite maintain status over the newly wealthy by means
of a “full range of gestures in the ‘aesthetic-historical-
genealogical’ complex” (Hugill 1984, p. 29). Among that
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range of “gestures” are old homesteads infused with fam-
ily history, something not readily attained by the newly
wealthy. The creaky homes of the old elite proclaim a sta-
tus beyond the purchasable.

Material culture systems may also be at variance with
the nonmaterial, however. For example, language and
material culture distributions do not necessarily predict
each other (Welsch, Terrell, and Nadolski 1992); likewise,
in traditional societies ownership of modern material cul-
ture may fail to correlate with values of modernity
(Robbins and Pollnac 1974). Furthermore, although
material culture exists in a sense as doubly cultural—first
as a pattern in minds, second as material representation—
not all material culture communications are intentional or
even consciously understood. The plain, unadorned cross
of the Southern Baptist church and the Christ on the cross
of Latin American Catholicism symbolize, respectively,
the ethereal (risen) Pentecostal Christ and the earth-
bound, suffering Christ (Richardson 2003, p. 122)—but
few churchgoers consciously register these theological
messages.

MATERIAL CULTURE AS MEANING
AND COGNITION SYSTEM

One prominent approach to meaning in social science,
structuralism, emphasizes patterned cultural meanings
and central symbols and focuses on cultural abstraction or
culture as knowledge system. By contrast, symbolic inter-
actionism investigates the active behavioral processes of
socialization and the realm of social actors. Each yields
different pictures when applied to material culture.
Inspired by the work of the structuralist anthropologist
Claude Lévi-Strauss and the linguist Noam Chomsky,
Henry Glassie (1975) analyzed vernacular Virginia houses
and deduced a grammar of spatial proportion and func-
tion through which symbolic oppositions inherent in
Western culture—such as natural/artificial and public/pri-
vate—were expressed. The anthropologist Claire Farrer
(1991) encountered expressions of the Mescalero Apache
“base metaphor” throughout Apache culture, including in
material forms, such as baskets, the tribal museum’s lay-
out, and the Holy Lodge. Sunwise directionality, circular-
ity, sound and silence, harmony and disharmony, colors,
gender, and the number 4 are among the integrated sym-
bolic qualities of the Apache base metaphor. (See Hodder
1982 for a host of structuralist-oriented material culture
studies by archaeologists.)

As for the social interactionist perspective, one can
point to Rhys Isaac, who, influenced by the sociologist
Erving Goffman, conducted a dramaturgical analysis of
an eighteenth-century Virginia house “Sabine Hall” and
of a diary from the 1760s written by Colonel Landon
Carter. From these two sources, Isaac reconstructed webs

of social relationships and daily rituals. Sabine Hall and its
spaces appear as a stage with props, part of the material
“definition of the situation” conditioning social action in
eighteenth-century daily dramas. In a similar vein Miles
Richardson (1987; see also Low 2000), influenced by the
work of Goffman and the philosopher George Herbert
Mead, contrasted the preliminary definitions of the situa-
tion and socially generated meanings of contemporary
markets and plazas in Spanish America and then, guided
by the concept of artifact as “collapsed act,” outlined how
archaeologists might rediscover the lost social world of a
burial mound.

Akin to structuralism and symbolic interactionism is
what is sometimes called cognitivism. For cognitivist
archaeologists the question is: How did people of the past
think? Through inferences drawn largely from the analy-
sis of material culture, archaeologists reconstruct cultural
thought processes. At Pincevent and other French sites of
the Magdalenian age, C. Karlin and M. Julien (1994)
found evidence of stages of “apprenticeship” in regard to
lithic stone tool–making ability, which may reveal age and
skill-level communication within a system of groups.

MATERIAL CULTURE AS
COMMODITY SYSTEM

A universal category of human experience, exchange,
incorporates material culture in both economic and sym-
bolic ways. The work of two scholars, Igor Kopytoff and
Daniel Miller, exemplifies the focus on exchange in mate-
rial culture studies. If one follows their trajectories, things
accumulate their own biographies just as people do,
Kopytoff (1986) has suggested. One process Kopytoff has
identified, commoditization, brings a wide range of objects
into the orbit of one common exchange medium, such as
money. But commoditization, as convenient and expan-
sive as it tends to be, may threaten other social interests;
hence some objects may undergo the nearly opposite
process of singularization in order to be protected from
commoditization. An artist’s commoditized painting is
bought and sold half a dozen times; after the artist
becomes famous, the painting is purchased by a museum
and becomes, at least temporarily, singularized.

For his part, Miller challenged the common assump-
tion that globalization is an entirely homogenizing
process. In his 1998 study of Coca-Cola in Trinidad, he
observed that Coca-Cola furnished only one of several
ways of preparing locally defined and preferred “black
sweet drinks” (such as rum and Coke). The powerful
locally owned distributor of Coca-Cola followed its own
strategy—not Coca Cola’s—when it came to marketing.
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AGENCY AND POWER

Some analysts treat material culture as taken for granted
or received (as with nonmaterial culture). Others, how-
ever, see material culture as imbued with the power to
direct human thought and behavior or to reinforce class,
gender, or other inequalities (McGuire and Paynter
1991). Inverting the Hegelian dialectic, Karl Marx set the
stage for the materialist analysis of technology and mate-
rial culture by proclaiming, “It is not the articles made,
but how they are made, and by what instruments, that
enables us to distinguish different economic epochs”
(Marx [1887] 1967, p. 180). Marx incorporated the evo-
lutionary scheme of Lewis Henry Morgan ([1887] 1985)
to extend into prehistory the relations of modes of pro-
duction, and in the process he provided an enduring
model for Soviet archaeology, material culture studies,
American cultural materialism (see Harris 1979), and of
course numerous versions of conflict theory and critical
theory. Continuing in this materialist vein and informed
also by the work of Immanuel Wallerstein, Fernand
Braudel ([1967] 1973, 1977) has traced the history of
evolving relationships, on a worldwide scale, between eco-
nomics and material culture categories, such as towns,
housing, motive power sources (steam engines, water
wheels, etc.), food, and money.

In his study of the material culture of seventeenth-
through nineteenth-century Annapolis, the archaeologist
Paul Shackel (1993) argued that clocks, scientific instru-
ments, and items such as individual dinner plates, knives,
forks, and spoons all enforce “discipline” and etiquette
systems. At first only owned by the elite, clocks and scien-
tific instruments such as telescopes served to “measure”
time. Because it is measured, time can be made to appear
as if it exists externally in nature rather than being a
human construct; clocks then are used to set discipline
parameters for everyday life, such as the beginning of a
factory shift or a unit of pay (the hourly wage). Eventually
all people come to possess clocks and to conceptualize
time as located in nature.

Not all such analysis derives from conflict theory. In
his evaluation of New York City public parks and plazas,
the sociologist William Whyte (1980) documented the
power of spatial layout and architecture to either invite or
repel users. Places to sit, sun, shade, and water (in foun-
tains and pools) invite human presence; fences, walls too
high to sit on, immovable and uncomfortable benches, or
threatening signs repel.

CONTESTED MATERIAL CULTURE

As mentioned in the above discussion of agency, analysts
of material culture frequently draw on conflict theory and
deconstruction theory (in anthropology the latter is some-
times referred to as post-structuralism). A collection of

essays edited by Christopher Tilley (1990) explores ways
the work of deconstructionists like Jacques Derrida and
Michel Foucault might be applied to archaeology.
Deconstruction places social power and systems of control
front and center, and not surprisingly, material culture is
very much taken into consideration. John Dorst (1989)
detailed the properties of postmodern life represented by
material culture found in the booths and exhibits of the
annual Chadds Ford Days living history fair. As the visi-
tors moved through the exhibits at the fair, observing and
purchasing souvenirs, they marked or enacted difference
and engaged the fair’s “controlling image” of the late-eigh-
teenth-century domestic sphere. At Chadds Ford the
struggle to legitimize and represent the social order mani-
fested itself at several levels: as a competition between the
Brandywine River Museum, the Historical Society, and
the Chris Sanderson Museum and on the landscape itself,
where the projected nostalgic images of the Wyeth school
wrestled with the suburban dream.

Courtney Workman (2001) documented the tor-
tured politics surrounding a statue, The Woman
Movement, designed by Adelaide Johnson in 1921 and
portraying Elizabeth Cady Stanton, Susan Brownwall
Anthony, and Lucretia Mott. On display briefly in the
rotunda of the Capitol building, it was then removed to a
basement closet, where it resided until 1997 in spite of
numerous lobbying efforts over the years. The National
Political Congress of Black Women sought to block relo-
cation, demanding that Sojourner Truth first be added to
an unfinished part of the monument. Even the way mate-
rial culture is represented by archaeologists to archaeolo-
gists may be contested; for example, Janet Spector (1993)
attempted to correct the underrepresentation of women’s
presence and activities in the archaeological record of a
Wahpeton Dakota village.

“EXPERIENCE-NEAR” MATERIAL
CULTURE

Material culture can also be presented in a way that is
“experience-near,” to use Clifford Geertz’s term—that is,
from the perspective of those who create it or experience
it firsthand. Folklorist Simon Bronner helps one to
encounter the “evidence of tangible things” (1986, p. 1)
whether it’s entering a house, making turtle soup, or carv-
ing gravemarkers. Henry Glassie’s (1999) sensitive report-
ing allows one to enter into the mind of Hagop Barin, a
Turkish Oriental carpet restorer working in Istanbul and
Philadelphia. For Hagop, the good rugs evoke memories,
create a mood and a feel. They are not just rugs but works
of art with the hearts and thoughts of their creators woven
into them.
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CONCLUSION

Material culture can be analyzed from many perspectives.
Its study is pursued by many disciplines both within and
outside of the social sciences: anthropology, archaeology,
architecture, art history, folklore/folklife, history,
American studies, geography, cultural history, historic
preservation, museology, and sociology. What is common
to these perspectives and disciplines? For all, material cul-
ture serves as the principal source of data (Deetz 1977, p.
10). Material culture is habitually contrasted and related
to nonmaterial culture. Space/time/culture boundaries are
relaxed and transcended, such that material culture from
any time, place, or culture becomes an object of interest.
The focus is on comprehending material culture for its
cultural and social significance, not on objects as things to
be assessed, possessed, or appreciated. Material culture
constitutes a “supercategory of objects,” to apply differ-
ently a term employed by Victor Buchli (Buchli 2002, p.
6). Surprisingly, even as disciplines, schools, and perspec-
tives proliferate, those studying that supercategory of
objects, material culture, appear to readily cross discipli-
nary lines and read and cite each other’s work (see Lubar
and Kingery 1993; Miller 1998; Reynolds and Stott 1987;
Richardson 1974; Schlereth 1982).
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Herbert; Meaning; Navajos; Symbols; Truth,
Sojourner; Wallerstein, Immanuel
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MATERIALISM
Materialism is a philosophical doctrine of existence that
argues that human consciousness is determined either
principally or exclusively by matter and its change or
manipulation. This “primacy” of matter has its foundation
in an early philosophical argument that while material
being (or the body) can exist without the mind, the mind
is unable to exist without corporeality. Because materialism
in its most basic and unifying sense as a doctrine relies on
the denial of the nonmaterial (and thus a mechanistic rela-
tionship between the nature and its manipulation), many
view it as quite different from other conceptualizations of
existence (or ontologies) that analyze the relationship
between entities such as mind, body, and spirit. It is seen
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rather as a philosophical assertion in juxtaposition to a
doctrine of idealism, and in particular its invocation of the
supernatural or disembodied existence. Later forms of
materialism proved far less reductionist with respect to the
mind and subjective experience; still, at its most basic,
materialism implicitly denies the possibly of any Cartesian
mind/body dualism, as processes of the mind are subordi-
nated to the physical environment in which they must take
place, and not to some disembodied realm of existence.

Questions of materiality are among the oldest of
philosophical inquiries. Epicurus and Democritus, the
Greek philosophers on whom the noted historical materi-
alist Karl Marx based his doctoral thesis, were among the
earliest thinkers to expound a metaphysical doctrine of
materialism. Early forms of materialism sought to explain
human experience in terms of how atoms interacted with
one another in nature to manifest different objects. This
type of thinking was opposed to that of some of their
Hellenic contemporaries (notably Plato and Aristotle)
who proposed the existence of immateriality. It is the
implicit denial of a spirit or otherworldly embodiment of
the mind in these early forms of materialism that has led
many to argue that materialism is an intrinsically atheistic
philosophy. This point about the tension between religion
and intellectual inquiry is significant, because material-
ism’s emergence as a significant doctrine occurred as a
product of Enlightenment questions about the role of sci-
ence and religion in social life.

MATERIALISM: SCIENTIFIC VERSUS
DIALECTIC

Materialism has had a propensity for misrepresentation as
teleological and deterministic philosophical doctrine,
wherein critics warn of insinuations that matter is being
afforded a kind of unmediated rationality in guiding
action and history. This is in part attributable to a misun-
derstanding of the major philosophical and social scien-
tific debates that have taken place since the introduction
of the concept of dialectics in the nineteenth century. A
common error, for instance, rests on characterizing Marx’s
historical materialism (a term in fact coined by Friedrich
Engels) as such by referencing his introduction to his
Contribution to a Critique of Political Economy (1859), in
which he concludes that legal and political superstructures
arise out of the economic base (infrastructure) of society.
Of course, Marx had a lifelong engagement with Hegelian
dialectics, and was more centrally concerned philosophi-
cally with trying to make sense of the social relations
through a theory of praxis, not through a mechanistic
determinism. And it is important to understand how such
dialectical interventions emerging at that time engaged,
and continue to engage, with materialist approaches
unabashed in their determinism. The materialist anthro-

pologist Marvin Harris once remarked that Marx’s mate-
rialism would be palatable if he could just get the
Hegelian monkey off his back (Harris 1979). An extreme
position (and anticipatory of Harris’s reductionist cultural
materialism), it does however underscore a fundamental
difference about what role ideas, beliefs, or immaterial
states have to different kinds of materialists.

Scientific materialism emerged most notably in nine-
teenth-century Germany as a response to idealism and
clerical domination over intellectual life. Ludwig
Feuerbach (1804–1872), a student of Hegel best known
as the inspiration for Marx’s Theses on Feuerbach (1845),
catalyzed a materialist movement that had important con-
sequences for the future relationship between the sciences
and religion. Materialists of this ilk believed that the rapid
advances in science and medicine occurring at this time
constituted evidence of the power of science to answer
questions about the material and immaterial alike as
reflections of biological, chemical, and physical processes.
Such atheism worried many advocates of science and led
to the caricaturing of evolution as an antireligious doc-
trine. The devoutly religious Charles Darwin (1809–
1882) declined Marx’s invitation to dedicate Capital
(1867) to him because he feared further associations with
materialism and social evolutionism.

Scientific materialism did anticipate further problems
in philosophy. Indeed, claims about determinism and
physicalism remain important to the identity thesis in mate-
rialist philosophy, the view that “there are no philosophical
considerations that rule out the possibility that future sci-
entific inquiry will show that every mental state and event is
identical with some material state or event” (Rosenthal 2000,
pp. 8–9; emphasis added). Eliminative materialism, for
example, has been a subject of interest to some of the most
important philosophers of the twentieth century (e.g.,
Richard Rorty, Paul Feyerabend, W. V. O. Quine, Paul
Churchland, and Wilfrid Sellars) who have been con-
cerned with the legitimacy of separating mental states apart
from the physical state in which they take place.

Georgi Plekhanov and Vladimir Lenin are famous for
developing the concept of dialectical materialism. In his
Materialism and Empirio-Criticism ([1909] 1947) Lenin
sought to develop a philosophy of materialism that relied
less on the reductionist claims of nineteenth-century “vul-
gar materialism.” He eschewed the trivializing analogies of
the scientific materialists—such as that thoughts were to
the brain as bile was to the liver—evoked to assert that
nothing other than matter existed, in favor of a material-
ism that saw mental processes as emanating from material
ones. Although also clearly influenced by Feuerbach,
Lenin claimed that the material world (nature) was pri-
mary and the mind and spirit were secondary in a depen-
dent relationship for the development of knowledge.
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Some contemporary materialist philosophers remain
wary of mind/body dualism generally, in particular of the-
ories that “either deny causal interaction between the
mental and the physical, deny causal efficacy to mental
states, picture the mental and the physical as being two
wholly distinct realms of being, or fail to give integrity to
one term of the mind-body relationship” (Peters 1995, p.
8). Notwithstanding philosophical debates as to the effi-
cacy of mental and material realms as categories of analy-
sis, the legacy of materialist philosophy for the social
sciences can be said to be twofold. First, materialism
abjectly underscores empirical method and observation as
essential for an adequate understanding of human soci-
eties. And second, it has legitimated the innovation and
honing of viable methods for comprehending human
action through an emphasis on materiality (and the
manipulation thereof ) as an entry point of social analysis.

MATERIALITY AND THE
METHODOLOGICAL IMPORTANCE
OF THINGS

To understand the significance of materialism to contem-
porary social science, it is necessary to identify the funda-
mental changes that the academy has undergone in the
last two centuries toward the formation of sciences of
social processes. In the nineteenth century Auguste
Comte (1798–1857) authored a theory of “social
physics,” a primitive social science method based on an
analogy to the physical sciences that had a profound influ-
ence on the development of positivism. The vitality of
empirical and positivist theory during this period was
aided by the derivation and development of empirical
methods that proved successful in their capacity for estab-
lishing laws for social processes. The philosopher Ian
Hacking (1990) has argued that the honing of techniques
for prediction and the establishment of probability in
both the physical and social sciences created conditions of
possibility for contemporary ways of thinking about the
knowability of the world. Among materialist scholars
there remains much difference with respect to the degree
to which the world is exhaustively knowable. Cultural
materialism, for instance, rejects dialectics outright, prior-
itizing instead positivism, probability, and the primacy of
human use of the environment for the understanding of
social process. Still, materialist doctrine in the social sci-
ences has become more of an operationalization of a par-
ticular positivist method than an outright philosophical
account of human activity.

There are a number of methodical approaches to the
study of materiality that have become increasingly popu-
lar in the social sciences, particularly as all of its disciplines
have sought to make sense of social processes that are
increasingly informed by global flows of information,

communication, and technology. Economics for the most
part has always remained unabashedly materialist,
methodologically individualist, and positivist as a disci-
pline. Cultural ecological approaches historically have
been significant traditions in anthropology and geogra-
phy. And long-standing subdisciplines such as economic
sociology and economic anthropology have gained
increased visibility as scholars throughout the social sci-
ences have increasingly queried the meanings and impacts
of globalization. Two relevant approaches to the contem-
porary study of materiality in the social sciences merit par-
ticular notice.

Since the mid-1980s there have been numerous stud-
ies devoted to the study of a single material object with
the aim of understanding the complexities of human
global relationships. These commodity biographies have
traced the social and economic importance of various
globally significant commodities, including tobacco, coal,
potatoes, cod, bananas, and salt (see Mantz and Smith
2006, pp. 78–80 for summary). Some of these scholars
were influenced by Arjun Appadurai’s groundbreaking
anthology The Social Life of Things (1986), and accord-
ingly tend to orient themselves to discussions of how con-
sumption of material objects frames political economic
relationships. Others, emphasizing the importance of
global production systems to the origination of political
economic inequalities, originate their work in Sidney
Mintz’s The Sweetness of Power (1985), or more broadly in
the cultural ecology and political economic traditions
from which it came. Mintz’s account shows how sugar
played an instrumental role in building the economies of
industrial Europe around extractive plantation production
regimes in the Caribbean. A more recent study has
attempted to understand how political economic struc-
tural inequalities developed under capitalism are taking
on a parallel form in the digital age with the extraction of
Congolese coltan, an ore essential to digital technologies
such as mobile phones (Mantz and Smith 2006).

At the same time, a growing field of material culture
studies has emerged with a specific interest in the con-
sumptive dimensions of human social economic practice
(e.g., Miller 2004). Though many of these scholars cer-
tainly would not recognize themselves or their approaches
as materialist per se, the fact that their entry point remains
largely concerned with the human use of material objects
indicates their importance to the legacy of materialism in
the social sciences. With influences from linguistics and
semiotics, and a foundation that engages (at times both
sympathetically and critically) with the Frankfurt school,
this school of thought has been concerned principally
with attempting to unravel the social meaning of objects.
This tradition represents a radical break from the tradi-
tional domination of studies of the material by material-
ists. The departure is reflected in a philosophical heritage
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indebted to the early-twentieth-century German sociolo-
gist Georg Simmel (1858–1918), as a purported alterna-
tive to the materialism of Marxian political economy. A
number of the commodity biographies approaches like-
wise endeavor to move the focus of the study of objects
away from their productive sites and instead into the con-
sumptive realms in which they have discernible semiotic
and sociological meaning.

There are a number of reasons why the study of mate-
rial objects has moved away from the materialist philoso-
phy in which it was once firmly ensconced. First,
approaches having determinist legacies or “metanarrative”
claims have become unpopular among a large number of
social scientists, particularly given the influence of post-
modernism in the late twentieth and early twenty-first
centuries. Second, the end of the cold war has precipitated
an increased discomfort with dialectical materialist
approaches that were influential to the creation and devel-
opment of Soviet socialism. At the same time, the scien-
tific materialist approaches of the nineteenth century, as
well as the more orthodox approaches of the twentieth
century such as cultural materialism, have not been
appealing to social scientists uncomfortable with their
unwavering dedication to physicalism. And finally, a his-
toric divide between the humanities and sciences—a rift
separating what C. P. Snow referred as “two cultures”
(1959)—remains unresolved and taxing for the develop-
ment of a unified and truly interdisciplinary social scien-
tific theory and method. Nonetheless, there remain
dedicated approaches to political economy principally
influenced by materialist philosophy and method that
hold great possibility for unifying various approaches to
the study of material objects in the social sciences.

SEE ALSO Marx, Karl; Marxism; Materialism,
Dialectical
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MATERIALISM,
DIALECTICAL
Dialectical materialism was the name given by the doctri-
naires and political stalwarts of the Communist Party of
the Soviet Union (CPSU) to official Soviet philosophy.
Others regarded it more as an ideology, but either way
dialectical materialism was a constituent part of the major
political innovation of the twentieth-century, official
Soviet Marxism. Whether or not dialectical materialism
was well formed enough to give adequate or appropriate
support to the Soviet experiment is, of course, another
question, and a much-debated one. Because CPSU offi-
cials and stalwarts were powerful enough to impose their
definitions on a captive audience, dialectical material-
ism—which was commonly given the acronymic form
DiaMat—enjoyed a remarkable shelf life during the mid-
twentieth century. But, as a concept, its sell-by date is by
now long past.

Dialectical was often confused with historical materi-
alism. (In Dialectical and Historical Materialism, a book
supposedly written by Joseph Stalin during the 1930s, it is
unclear whether the author wishes to separate the two or
run them together.) Their conflation was and is mistaken:
Historical materialism’s register is historiographical—it is a
mode of historical and sociopolitical analysis—whereas
dialectical materialism, whose register is philosophical and
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scientific, throws nature and its laws, along with the sup-
posed “laws” of thought, into the mix. One might say that
whereas dialectical encompasses historical materialism, the
latter can and did flourish among thinkers to whom dialec-
tical materialism was an embarrassment—Western
Marxists and critical theorists prominent among them.
The addition of nature and thought, which was first and
foremost the contribution of Friedrich Engels (1820–
1895), did nothing to make DiaMat philosophically
coherent. DiaMat was, rather, a hodgepodge of philosophy
and science that confused the pursuit or advance of
(mainly scientific) knowledge in the world with the attain-
ment of truth about the world.

At a basic level, DiaMat regarded historical or social
evolution as an aspect or facet of natural evolution, and as
being subject to the same “laws” as those that govern nat-
ural evolution—laws that are said but not shown to be
“dialectical” in character. (Engels was as uncomfortable as
many other Victorian gentlemen with the aleatory, non-
teleological character of Darwin’s principle of natural
selection.) When we ask who was the first to run together
natural laws, historical laws, and the “laws” of thought, it
is Engels, not Marx, who instantly snaps into focus.
(Marx, for the record, never even used the term historical
materialism, though he did not protest when Engels in a
review designated Marx’s method as an instance of “the
materialist interpretation of history.”)

While it was Georgi Plekhanov, “the father of Russian
Marxism,” who coined the term dialectical materialism,
the concept was first authoritatively enacted by V. I. Lenin
(1870–1924), who regarded Engels’s and Plekhanov’s
legacy as giving intellectual ballast to the copy-theory of
perception he advanced in Materialism and Empirio-
Criticism (1908). In fact, Lenin’s theory of perception

involved a divergence from Engels’s account, since
materialism to Engels was not the same as episte-
mological realism. … [Engels’s] medley of meta-
physical materialism and Hegelian dialectics …
was conserved by Lenin, but [Lenin’s] own theory
of cognition—which was all that really mattered
to him—was not strictly speaking dependent on
it. Matter as an absolute substance, or constitutive
element of the universe, is not required for a doc-
trine which merely postulates that the mind is
able to arrive at universally true conclusions about
the external world given to the senses (Lichtheim
1974, pp. 70–71).

(As an aside, the contemporary philosopher Donald
Davidson argues that the question whether an accurate
representation of reality in thought is possible, let alone
desirable—Lenin thought it was both—is undecidable
and should be discarded from philosophy altogether.) The
compatibility of Lenin with Engels (or Marx, for that

matter) was in the event eclipsed by Russian Marxist nota-
bles’ need to establish “orthodoxy,” to produce a canon, a
continuous, unbroken line of succession stretching from
Hegel through Marx through Engels through Plekhanov
through Lenin through Stalin (and whoever else was à la
page at the time).

Engels of course could have had no foreknowledge of
what Soviet stalwarts would do with his doctrine. His
sights had been set, not on a nonexistent CPSU, but on
German social democracy and, by extension, the Second
International (1885–1914). Engels cannot be held
directly responsible for the transformation of his specula-
tions into a state dogma imposed on a captive audience.
Even so, at a less direct level Engels has much to answer
for. He did much to make the sorry Soviet sequence of
DiaMat luminaries possible. These swiftly awarded Engels
canonical status, and presented him as enjoying a status he
had never claimed, as someone coeval and on an equal
footing with Marx.

There can be no doubt that Engels’s presentation of
his intellectual partnership with Marx, “second fiddle” or
no second fiddle, aided and abetted the spurious continu-
ity between Marx and Stalin that DiaMat required. (This
continuity was celebrated by cold warriors in the West as
well as the East, for it provided the former with an easy—
arguably, too easy—target). Such continuity depended
throughout on an idea Engels encouraged after Marx’s
death in 1883: that in writing about (and conflating) the
laws of nature, history, and thought, Engels was faithfully
fulfilling his part in an agreed-upon division of labor,
according to which Engels produced texts that were inter-
changeable with Marx’s texts on some subjects and supple-
mentary to, but always compatible with, and true to
Marx’s works on others. Without this supposition DiaMat
would not and could not have taken the seamless form it
took; but there is no evidence that the supposition itself
could withstand serious, critical examination.

The disservice done to Marx by the later Engels was
a disservice to philosophy at large: It turned Marxism at
the official level into the kind of universal weltanschauung
or worldview that Marx never intended to provide.
Marxism-Leninism constructed around Marx’s writings,
to the extent that these were made available (and they
were not rushed into print as Engels’s were), a key to
unlock every door, a grand theory concerned with the
ultimate laws and constituents of the universe. Marx him-
self had maintained discretion on such cosmic questions.
Naturalism and cosmology were domains distant from the
critique of political economy that was Marx’s lifework.
Worse still, it was in a sense precisely because Marx had
remained reticent on these issues that his self-styled Soviet
epigones—to whom such silence seemed unnerving—felt
the need to fill in nonexistent gaps and construct a coher-
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ent, comprehensive system of materialist metaphysics.
Marx’s considered reticence, it could be (and was) argued,
constituted not a failure of scholarly nerve but a well-
judged reluctance to extend his arguments into areas
where they could have no meaningful application.

Even though Engels’s interpretation of Marxism is in
significant respects at variance with what Marx had
bequeathed him (and us), Engels took care to advance it in
Marx’s name. This immeasurably helped DiaMat set the
tone for more than a generation of “official” Soviet
Marxists. While DiaMat did not pass unquestioned in the
West, particularly among Western Marxists and critical the-
orists, it ruled the roost and attained canonical status in the
USSR, its satellites, and China. There was throughout its
elaboration an inbuilt, fatal flaw: If nature is conceived
materialistically, it does not lend itself to dialectical method,
and if, conversely, the dialectic (a category that Hegel had
confined within logic, and that was to be of no real use to
Marx) is read back into nature, there is no real place or need
for materialism. The misapplication of the dialectic into
natural processes then either endows the structure of reality
with a purposive, teleological striving (which would fly in
the face of Darwin, if not of Darwinism), or it stretches the
concept of dialectical change to the point of tautology:
Anything that happens is said to be a “development”
involving qualitative as well as quantitative change (see
Lichtheim 1965, p. 254; cf. 247–248).

Paid positions for philosophers who accepted the pre-
cepts of DiaMat (or who said they did) came into existence
as the fledgling Soviet régime consolidated itself. But,
unsurprisingly, “between 1930–1955, philosophical dis-
cussions among (Soviet) Marxists were stifled, the publica-
tion of books and articles became virtually nonexis-
tent, and the teaching of philosophy in the USSR was
greatly reduced” (Loone 1993, p. 158). Engels’s third law of
dialectics (the negation of the negation) was unceremoni-
ously jettisoned by Stalin, and Engels’s first law (the trans-
formation of quantity into quality) was relegated by
Chairman Mao to the status of a special instance of Engels’s
second law (the interpenetration of opposites). These doc-
trinal modifications could be regarded as refinements, or as
signs that DiaMat was beginning to collapse beneath its
own weight—even before the political system it was said to
uphold imploded at the institutional level. Lichtheim has
called DiaMat an “intellectual disaster,” and it is not hard
to see why. It was also, after all, a kind of politically charged
quodlibet for the philosophically tone-deaf.

SEE ALSO Marxism
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MATHEMATICAL
ECONOMICS
In a narrow sense, mathematical economics, as repre-
sented by the Journal of Mathematical Economics or the
North-Holland Handbook of Mathematical Economics, is
the specialization within advanced economic theory using
sophisticated mathematical techniques such as functional
analysis and topology. In a wider, more general sense,
mathematical economics refers to the application of math-
ematical methods within economics (other than the appli-
cation of probability theory and mathematical statistics in
economics, which has acquired separate disciplinary status
as econometrics). The use of mathematics, together with
emphasis on formal economic theory, has become increas-
ingly pervasive in economics since World War II
(1939–1945), as general equilibrium analysis, game the-
ory, and operations research became prominent. Training
in at least calculus, matrix algebra, and constrained opti-
mization (as well as econometrics) is now indispensable
for comprehension of articles in general economics jour-
nals, not just journals specializing in economic theory.
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There were numerous early attempts to use mathe-
matics to analyze questions in political economy before a
receptive audience existed for such works (see Baumol and
Goldfeld 1968 for selections from this literature). A few of
these early efforts, notably Antoine Augustin Cournot’s
1838 analysis of oligopoly, Francis Ysidro Edgeworth’s
1881 study of bilateral exchange, and Louis Bachelier’s
1900 dissertation on financial speculation and stochastic
processes, have been rediscovered and reinterpreted in
light of solution concepts developed much later (Cournot
oligopoly being viewed by some as a special case of Nash
equilibrium, Edgeworth’s analysis being related to the
game-theoretic concept of the core), but their contempo-
rary readership and influence was slight. Alfred Marshall
was educated as a mathematician (Second Wrangler at
Cambridge, ranked behind only the physicist Lord
Rayleigh) but, unlike his contemporary Edgeworth, he
relegated mathematics to a mathematical appendix in his
Principles of Economics that, in eight editions from 1890 to
1920, dominated the teaching of economics in English.
Although he advocated mathematics as an aid to thought,
Marshall distrusted mathematical economics that could
not be translated into plain English, and worried about
restricting attention only to those considerations that can
be quantified. Similarly, as late as 1939, J. R. Hicks
restricted formal mathematics to an appendix in his Value
and Capital, which brought the continental European tra-
dition of general equilibrium analysis associated with
Léon Walras and Vilfredo Pareto in Lausanne to the atten-
tion of English-language economists. Along with Roy
Harrod, James Meade, and others, Hicks (1937) took a
leading role in translating John Maynard Keynes’s theory
of employment into a small system of simultaneous equa-
tions, which Hicks’s accompanying diagrams (later modi-
fied by Alvin Hansen) turned into the trained intuition of
two generations of economists. Keynes himself had made
such a translation into a four-equation system in his
Cambridge lectures in December 1933 (and the first two
published versions of such a model were by David
Champernowne and Brian Reddaway, who had both
attended that series of lectures), but following Marshall’s
precedent, Keynes did not include such a formalized
model in his General Theory of Employment, Interest, and
Money in 1936.

The American economist Irving Fisher had proposed
in 1912 the formation of an international society to pro-
mote the formal use of mathematics and statistics in eco-
nomics, but it was only at the end of 1930 that the
Econometric Society was founded with Fisher as president
(succeeded by the French index-number theorist François
Divisia). The Econometric Society’s U.S. and European
conferences, and its journal Econometrica (founded 1933),
provided a forum for mathematical economics and econo-
metrics, as did the closely associated Cowles Commission

for Research in Economics (in Colorado from 1933 to
1939, and then in Chicago from 1939 to 1955). The pub-
lication of Paul Samuelson’s Foundations of Economic
Analysis in 1947 (based on his 1941 Harvard dissertation)
was a turning point in general acceptance of formal,
mathematical economic theory. Samuelson’s restatement
and extension of neoclassical comparative static and
dynamic analysis, introducing a generation of economists
to difference and differential equations, emphasized
Walrasian general equilibrium analysis, in which all mar-
kets are linked through the budget constraints of individ-
ual agents. Following from work by John von Neumann
and Abraham Wald in Karl Menger’s mathematical collo-
quium in Vienna in the 1930s (see Baumol and Goldfeld
1968, Weintraub 2002), Kenneth Arrow, Gerard Debreu,
and Lionel McKenzie provided formal proofs of the exis-
tence of general competitive equilibrium in the 1950s, but
such works as the 1959 Cowles monograph The Theory of
Value by Debreu could be read and understood by very
few economists. Gradually, general equilibrium theory,
requiring formal mathematics for its statement and appli-
cation, came to dominate graduate courses in microeco-
nomics (until challenged by game theory since the 1980s),
with Marshallian partial equilibrium, susceptible to dia-
grammatic treatment, prominent only in undergraduate
courses.

Military applications encouraged operations research
in the United States (and operational research in Britain)
during World War II, and postwar research in related
fields was supported by the Office of Naval Research, the
U.S. Air Force (initially the sole client of the RAND
Corporation), and the U.S. Army through the Stanford
Research Institute, later SRI (see Mirowski 2002).
Discrete optimization (linear and nonlinear program-
ming) was widely used in economics to implement the
neoclassical paradigm of agents maximizing an objective
function (expected utility) subject to budget and other
constraints, as by Robert Dorfman, Paul Samuelson, and
Robert Solow in their 1958 RAND study Linear
Programming and Economic Analysis. Linear programming
and related techniques were entrenched in business
schools as operations research, management science, or
decision science, and in the Soviet Union and other cen-
trally planned economies as planometrics. Within eco-
nomics, however, attention shifted from activity analysis
(including linear programming) to game theory from the
1970s onward.

Game theory, the formal modeling of conflict and
cooperation, emerged as a distinct field of study in applied
mathematics and in economics and other social sciences
with John von Neumann and Oskar Morgenstern’s Theory
of Games and Economic Behavior in 1944. This work built
on the minimax solution for two-player, zero-sum games,
whose existence von Neumann had proved in 1928 (with
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a much simpler, non-topological proof provided by Jean
Ville in 1938), and with John F. Nash Jr.’s equilibrium
concept for n-player, general-sum games. Game theory
stressed strategic interaction: the payoffs for each player
depend not only on the strategy (a rule for selecting an
action in response to a particular information set) chosen
by that player, but also on the strategies chosen by all the
other players (see “Strategic Games”). Nash equilibrium
for a noncooperative game (one in which binding con-
tracts, externally enforced, are not possible) requires that
no player can gain from changing his or her strategy under
the assumption that no other player changes strategy.
Game theory, with its emphasis on strategic interaction
among players, contrasts with general competitive equilib-
rium analysis, which assumes a single agent to be too
small to affect market outcomes. In the 1950s and 1960s,
game theoretic research, often published in the Journal of
Conflict Resolution and some funded by the U.S. Arms
Control and Disarmament Agency, focused on the under-
standing and control of arms races. Game theory is now
pervasive in economics from industrial organization to
trade policy and the credibility of macroeconomic policy,
and is influential in other fields from political science and
law to evolutionary biology.
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MATHEMATICS IN THE
SOCIAL SCIENCES
Methodologically, scientists think that the social sciences
differ from the physical sciences in degree but not in kind.
The commonality among the sciences is best expressed by
Paul A. Samuelson: “All sciences have the common task of

describing and summarizing empirical reality.… There are
no separate methodological problems that face the social
scientist different in kind from those that face any other
scientist” (Samuelson 1966, Vol. 3, p. 1756). Another
common feature among the sciences is that they use math-
ematics as a language.

Joseph Schumpeter (1954, p. 955) asserted that in
studying quantitative relationships, the knowledge of a
handful of simple concepts in calculus—variables, func-
tions, limits, continuity, derivatives, differentials, maxima,
minima, system of equations, determinateness, and stabil-
ity—change one’s attitude to the problem. The applied
interest of social scientists is piqued by advances in the
frontiers of mathematics and includes, besides calculus,
linear programming; information, game, and network
theories; and Markov processes, which have industrial,
political, social, economic, and military applications
(Tucker 1963).

Some have identified stages in the development of
mathematics in economics. According to John Hicks, “All
through the first period of mathematical economics—the
age of Marshall, of Pareto, of Wicksell, even that of Pigou
and Keynes—the economist’s main mathematical tool was
the differential calculus.… Most economics problems
were problems of maxima and minima” (Hicks 1983, pp.
247–248). As in the physical sciences, the approaches to
mathematical modeling in the social sciences follow broad
methodologies. One simple approach is reductionism,
where the laws of one discipline are transplanted to that of
another. The physicist Stephen Hawking abides by that
rule (Hawking [1997] 2000, p. 169), and so does
Samuelson (1966, Vol. 3, p. 1755).

In the social sciences, an abstraction from reality is
made in the form of a model that can be expressed in
mathematical form. Social scientists tend to divide into
two camps in their fundamental belief in the use of math-
ematical models: Some build models that follow the prin-
ciple that nature does not make any leaps, and others
believe in a dialectical or chaotic process. In either case, a
good grasp of the history, statistics, and theory required to
function in the social sciences in turn depends on a good
understanding of mathematics (Schumpeter 1954, p. 14).
In editing mathematical models of the social sciences,
James R. Newman (1956) selected classical contributions
from the fields of psychology, economics, and sociology. A
later book by Kenneth Arrow, Samuel Karlin, and Patrick
Suppes (1960) tackles topics in economics, management
science, and psychology.

MODELING IN PSYCHOLOGY

An early form of an inner observation model in psychol-
ogy is Fechner’s Law, after Gustav Theodor Fechner
(1801–1887). This law is traced to the work of Ernst
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Heinrich Weber (1795–1878), who had conducted sev-
eral experiments giving subjects weights to hold and ask-
ing them to report when they sensed an increase in weight
(sensation, S). Because sensations cannot be measured,
Fechner proposed to observe noticeable differences in sen-
sation. (The expressions that follow use the symbols of
Edwin Boring [1956, pp. 1159–1160]). One can measure
the stimulus, R, as so many pounds of weight, and then
record the constant point, c, where the stimulus has cre-
ated a noticeable difference as dR/R = c. This relationship
takes the form dS = c(dR/R). The implication here is that
all changes in stimulus are homogeneous and can be
aggregated. One can, therefore, integrate the equation to
measure sensation. The integration constant can be
approximated by choosing a threshold value of the stimu-
lus, r, such that when R = r, then S = 0. This will yield the
expression S = c loge(R/r). By moving to a different base of
logarithms and by measuring stimuli in units r, Fechner’s
Law is expressed in a more compact form as S = k log R.
The equation states that as stimulus multiplies in
strength, such as in tripling (3 × 1), the corresponding
perception will increase additively, say twice stronger 
(1 + 1).

By the use of combinatorial mathematics, Kenneth
Arrow developed a possibility theorem to show that con-
sistent voting behavior is impossible, even in a democracy.
He was preceded by a long line of political theorists who
were trying to aggregate individual preferences for a group
or society. Attempts by Jean-Charles de Borda
(1733–1799) and Marie Jean Antoine Nicolas Caritat
(1743–1794) established that the law of transitive reason-
ing does not hold up when voting preferences are aggre-
gated. A set of voters may choose the candidate A over B,
and B over C, but not A over C. Arrow postulated a set of
consistent axioms that cannot all be met in the aggrega-
tion of social preferences. Besides the transitivity axiom,
he required that there be no dictator, that when two
choices are ranked their outcome should not depend on
the third choice, and finally, that if everyone prefers one
outcome over another, the preferred outcome should
dominate.

To illustrate Arrow’s model, consider two persons, X
and Y, who are voting on three candidates, A, B, and C. We
can create thirty-six profiles of their ranking, because two
persons can rank three outcomes in 6 × 6 = 36 ways. Of
these thirty-six profiles, X and Y can make only six unani-
mous rankings, where their first, second, and third rankings
can be {A,B,C}, {A,C,B}, {B,A,C}, {B,C,A}, {C,A,B}, and
{C,B,A}. In many instances, however, X and Y will not be
able to rank the candidates the same. Although they both
may rank A first, X might rank B second, and Y may rank
B third. The aggregation of these preferences will not,
therefore, be unanimous, and this may require a benevolent
dictator to pick the final candidate.

MODELING IN SOCIOLOGY

As an example of mathematical models from sociology, we
take one developed by Arnold Faden (1977, p. 266) as in
Alfred Lotka’s predator-prey model, which explains how
crime spreads. Loosely speaking, the density of crime at a
location has a three-population functional relationship 
f [v(s), c(s), p(s)], where v, c, p, s represent victims, crimi-
nals, policemen, and location, respectively. A particular
explicit relation of this model can take the form of f (v, c,
p) = vce–p. One implication of the model is that a crime is
possible when a potential victim meets a criminal, assum-
ing no policing, p = 0.

From the game perspective, several implications can
be modeled. Faden examined cases where victims and
criminals follow their individual rationality, where they
collude in the absence of police, and where the police and
criminals collude, given the distribution of victims. Such
modeling represents only the beginning of a complex
social problem. The assumption about the size and distri-
bution of the three populations, the functions that relate
them, and their motivations can vary. For instance, if we
focus on the struggle for existence between two popula-
tions, say victims and criminals, the increment of the 
former will add to the possibility of the latter, yielding a
simple system of differential equations such as (dv/dt)1/v
= f(c) and (dc/dt)1/c = f(v). As Samuelson pointed out
(1972, p. 474), solutions for these types of equations can
lead to perpetual movement in a circle around an equilib-
rium value. However, the potential for such modeling is
on the increase. In the global economy, a country enforc-
ing international trade law can represent the police vari-
able. Consumers, countries, or agents may be the victims,
and criminals may be engaged in international piracy of
intellectual property rights.

MODELING IN ECONOMICS

The classical economists were concerned with how the
economy is interconnected. Prices of commodities depend
on cost of production (the price of inputs), and output is
what is demanded at existing prices. Antoine Augustin
Cournot ([1838] 1956, p. 1215) was the first to use cal-
culus in determining both prices and quantities in his
model. He formulated quantity demanded as a function
of price D = F(p), and foreshadowed the development of
the Marshallian elasticity concept by advancing that 

. Taking the differential of demand to yield 

F(p) + pF'(p) = 0, Cournot proceeded to analyze maxi-
mum problems.

Cournot has bequeathed a behavioral assumption
that makes possible the solution of rivalry problems in
modern economics. Each firm assumes that the other
firms’ output is fixed. The expected output of the other
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firms now enters into the one firm’s own demand curve. If
costs are given, the calculus method can be used to find
optimal price and output. Variations in demand and cost
curves are prominent exemplars in intermediate microeco-
nomics and managerial textbooks.

The founders of the marginal revolution in econom-
ics, Léon Walras, Stanley Jevons, and Karl Menger, were
influenced by Cournot. They extended Cournot’s model
into the theory of the firm, consumer behavior, and gen-
eral equilibrium analysis. Walras (1954, pp. 103, 110–
111) indicated equilibrium where supply and demand
curves cross. The markets are related because a change in
price in one market affects changes in other markets. A
general equilibrium is sought for all markets through the
process of tatonnement—raising the price in cases of excess
demand and lowering it in cases of excess supply until
equilibrium is attained.

Paul Samuelson (1966, Vol. 1, p. 544) explained how
stability in a Walrasian system can be achieved using dif-
ferential equations. Solving the equation dp/dt = H(qD –
qs), the term on the left is the rate of change of prices, dp,
with respect to changes of time, dt. Given that H is a pro-
portional constant, q is quantity, S is supply, and D is
demand, one can find the time path. Stability occurs
when, as time goes to infinity, the solution of the differen-
tial equation breaks down, which in economic terms
means that the supply curve must cut the demand curve
from below. Solving for quantity in terms of price, one
can also find the Marshallian stability conditions under
which quantity adjusts to clear the market. Malthus’s
demographic model used differential equations to show
stability. If a population, x, grows at an exponential rate,
c, over time, t, then dx/dt = cx. If food supply, y, grows at
a constant rate, k, over time, t, then dy/dt = k. Thus, the
ratio of y/x = (y0 + kt)/(x0e

ct) will break down as t
approaches infinity, implying misery (Hirsch 1984, p. 14).

Mathematical modeling in economics climaxed with
the Arrow-Debreu theorem (1954). In this system, a
fixed-point mapping method was used instead of count-
ing equations and unknowns in the Walrasian system. The
idea of a fixed point is that, in the process of transforming
a rubber sheet, say by stretching it, one point will not
move. It will be mapped onto itself. William Baumol
(1965, p. 494) explained this process for the case of the
demand and supply curves. Starting with demand and
supply curves on two separate graphs, let Qs be the quan-
tity supplied, and Qd the quantity demanded. Then, trac-
ing up from the two-quantity axes to the demand and the
supply curves, one finds two prices, say a supply price, Ps,
and a demand price, Pd . If we can find a function, a map
of f (Ps ) = Pd or f (Q s ) = Q d , then we have a fixed point
mapping for the equilibrium problem.

The application of the fixed point theorem to the
Arrow-Debreu general equilibrium required that convex
assumptions be applied on consumers’ and producers’
sets, as well as special ideas of continuity, and the idea of
separating planes in Euclidean space. For instance, a com-
modity has spatiotemporal and physically differentiated
characteristics, which can be represented by a point in
space. If there are L amounts of commodities, one can
imbed them in the Euclidian space, RL. As Debreu put it,
“By focusing attention on changes of dates one obtains …
a theory of savings, investment, capital, and interest.
Similarly by focusing attention on changes of locations
one obtains … a theory of location, transportation, inter-
national trade and exchange” (Debreu 1959, p. 32). In his
Theory of Value (1959) Debreu relied on a lemma of
Hukukane Nikaido (1956) to prove equilibrium. The
lemma assumes a referee that sets the price, P. Consumers
will maximize their utility, Ui(x), subject to PX = PA,
where A is endowment and goods X is in space E = (X|0 ≤
X ≤ C), C being an arbitrary bundle such that C > A. All
acceptable bundles with respect to P are labeled ϕi(P), the
ith individual demand function. Its sum is just ϕ(P). If
total demand, X, does not match total available bundles,
A, the referee must make an adjustment. The difference is
X – A. Its value is P(X – A). The referee’s objective is to pay
a person a value PX that is greater than the endowment
value PA. In other words, choose a price, Q, that will max-
imize the price-manipulating function θX = (P|P(X – A))
= max(Q(X – A)) for all Q in Sk, where X is total demand
lying in Γ. We now have the following demand function
and a price-adjustment function:

Sk � P → ϕ(P) � Γ (Demand function)
Γ � X → θ(X) � Sk (Price-manipulating function).
We want to choose (X, P) in this demand and price

adjustment space, Γ × Sk, such that ϕ(P) × θ(X) is con-
tained in Γ × Sk. This is possible because the mapping is
upper semicontinuous. Therefore, the equilibrium price
exists.

Upper semicontinuity is easy to show for θ(X). Given
Pn → P in Sk, Xn → X in Γ and Pn � θ(Xn), then P � θ(X).
The proof is that, for any Q price-constellation, Pn(Xn –
A) ≥ Q(Xn – A), and, for the whole sequence, as n → ∞,
we get P(X – A) ≥ Q(X – A). Therefore, the existence of P
� θ(X) is demonstrated.

A model developed by Karl Marx has been used as a
material balance approach to modeling the economy.
Total value is the sum of c = constant capital (deprecia-
tion), v = variable capital (wage bill), and s = surplus, and
the cost price of total capital to produce the commodity is
c + v. Assuming turnover rates of 1 for both c and v, let
the total invested capital in one department be 100 units
of capital distributed as 80c + 20v, and 70c + 30v in the
other. The average rate of profits is s/(c + v), and the aver-
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age rate of surplus value is s/v. For the first department,
80c + 20v, s/v = 20, or 100 percent of variable capital, and
s/(c + v) is 20 percent. For the second department, 70c +
30v, the rate of profit becomes 30 percent.

Because of competition, the sum of the profits, 20 +
30 = 50, will have to be distributed evenly across the two
departments discussed above, in this case 25 each. Adding
this average profit of 25 to the cost price of total capital (c
+ v) yields prices of $125 for each department. Adding s
to the cost price of total capital yields values of 120 for the
first department, and 130 for the second department. The
price-value differences are $5 and $–5, respectively,
whereas the total values and total prices are the same, each
equal to 250. This difference between price and value has
been called the “transformation problem” in Marxian eco-
nomics. Tremendous efforts have been made to solve this
problem, and to extend this model to show growth. All in
all, the mathematization of the social sciences deepens
their ability to probe the human condition.

SEE ALSO Arrow Possibility Theorem; Arrow-Debreu
Model; Economics; Economics, Marxian; Economics,
Neoclassical; General Equilibrium; Hicks, John R.;
Marginalism; Marxism; Models and Modeling;
Psychology; Samuelson, Paul A.; Schumpeter, Joseph
Alois; Social Science; Statistics in the Social Sciences;
Walras, Léon
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MATRIARCHY
Matriarchy is a complex and controversial term. It is emo-
tionally and politically loaded, and has been seen as sup-
pressed history (Walker 1996b), utopian theory (Perkins
Gilman [1915] 1992), deluded fantasy (Marshall 1998),
and dangerous degeneration or dysfunction (Frazier 1949;
Moynihan 1965). Barbara Walker, citing Wolfgang
Lederer’s Fear of Women, argues that Amazon was a “Greek
name for Goddess-worshipping tribes in North Africa,
Anatolia, and the Black Sea area” whose women were
“warlike” (1996a, p. 24). In Eurasian Scythia women were
not only warriors, but also important in politics (Walker
1996a). Similarly, Lewis Henry Morgan’s, whose work was
a basis for that of Engel’s, description of the Iroquois cer-
tainly points to women holding an important base of
power in choosing the leadership and controlling
resources, which are contexts of political control of a soci-
ety (Engels [1884] 1972).

These are relative descriptions, made by those writing
the history and/or anthropology of the Other. The fact
that there are a variety of versions of mythological and
popular renderings of, for example, the Amazons—that
they removed a breast for better archery, that they disal-
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lowed adult men from living with them, that they prac-
ticed infanticide on males—as well as actual evidence of
women engaged in both war and politics outside of classi-
cal Greek society and ideals, suggests distortional bias.
That both the Greeks and the Americans excluded women
from soldier and politician roles would make any compar-
ative society in which women were found in these roles on
a regular and ordinary basis seem to us like the world
turned upside down, and indeed monstrous.

The concept of matriarchy encompasses several com-
ponent parts that delineate arenas of power and control
granted to women. Matriarchy is of course based on
motherhood, and how social relations are arranged—espe-
cially in terms of the distribution of resources—in relation
to how motherhood (and thus fatherhood and other kin
relationships) is understood. The two most important
components of matriarchy are matrilineal descent or
inheritance, and matrilocal living patterns.

If a group determines descent or distribution with a
focus on the mother or the mother’s kin network, we refer
to this focus as matrilineal. If a group determines where a
new couple or family will live with a focus on the mother
or the mother’s kin network, we refer to this focus as
matrilocal. If these practices are determined with a focus
upon the father, they are termed their opposite, patrilin-
eal and patrilocal. Neither matrilineal nor matrilocal prac-
tices necessarily add up to matriarchy in the sense of
woman-domination of politics, which brings us to the
first dilemma in discussing matriarchy, wherein argu-
ments over the meaning of social practices come to the
fore. Why is evidence of patrilineal and patrilocal arrange-
ments taken at face value to equal patriarchy (male-dom-
ination)? Why does evidence of their opposites (which are
abundant) not equal matriarchy? Matriarchy is often dis-
cussed as nonexistent, with scholars insisting that there is
“no evidence” of it, that it has never existed in any human
society (Marshall 1998, p. 402).

In his synopsis of matriarchy, Gordon Marshall
points to Friedrich Engels’s reliance upon a notion of evo-
lutionary progress from mother-right to father-right that
is now out of favor (1998). Thomas Laquer argues this
point from a very different perspective, arguing that patri-
archy was embedded in valuing the idea over matter (the
body)—historically, fatherhood was considered far more
“factual” than motherhood. Thus materiality (bearing the
child) does not always make for the logical understanding
of connection, where “mother” is assumed as a natural fact
and ontologically, whereas fatherhood is often an idea,
and not understood as a physical connection (Laquer
1992, pp. 158–164). However, there is more to the Engels
argument than Marshall discusses.

As noted above, Engels relied heavily on the anthro-
pology of the Iroquois developed by the American anthro-

pologist Lewis Henry Morgan ([1884] 1972). Morgan
noted that Iroquois kinship and economy was organized
matrilineally, and thus that the women held considerable
political power, although they were by no means all-pow-
erful. He interpreted this situation as a matriarchy compa-
rable to the more familiar patriarchal male-domination in
his own culture, and interpreted matriarchy as a universal
stage that preceded patriarchy in the development in
human civilization. Engels took this idea of stages of fam-
ily development and connected it to the Marxist idea of
progressive stages of economic development. Certainly,
interpreting a contemporaneous social situation—the
existence of women’s political power in the Iroquois con-
federation—as evidence of a worldwide historical stage of
evolutionary development in social structure is problem-
atic. However, it is at least equally problematic to ignore
what is certainly evidence of a very differently gendered
system of distributing power and resources.

Although it is repeatedly stated by scholarly authori-
ties that there are no matriarchal societies in the world
today (and many argue there never were), Heide Göttner-
Abendroth and the International Academy for Modern
Matriarchy Studies and Matriarchal Studies contest this
position. Göttner-Abendroth traces the discussion of
matriarchal societies to J. J. Bachofen in 1861 (2004; see
also Walker 1996). She argues that one of the root words
of matriarchy—arche—has a double meaning in Greek:
both “beginning” and “domination.” She argues that
matriarchy can thus mean “the mothers from the begin-
ning.” But Göttner-Abendroth also asserts that patriarchy
is correctly translated as “domination of the fathers.” Her
interpretation seems to be a feminist understanding of
woman’s power that is always more benevolent than that
of man’s. She defines matriarchy as women “hav[ing] the
power of disposition over the goods of the clan, especially
the power to control the sources of nourishment,” and
distinguishes this actual distributive power from “mere”
matrilineality or matrilocality (2004). Although in this
situation women have this power—and men do not—
Göttner-Abendroth and others define matriarchy as egal-
itarian or consensus-based (see also Walker 1996, and
Perkins Gilman’s fictional utopia Herland).

Göttner-Abendroth’s outline of the criteria for a
matriarchy is highly formal and detailed. She incorporates
a fundamentally different diffusion of the power of
women in these societies, one that is based upon consen-
sus in which women are key, because “even the process of
taking a political decision is organized along the lines of
matriarchal kinship” (2004). She argues further,

In contrast to the frequent ethnological mistakes
made about these men, they are not the “chiefs”
and do not, in fact, decide.… Therefore, from the
political point of view, I call matriarchies egalitar-
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ian societies or societies of consensus. These political
patterns do not allow the accumulation of politi-
cal power. In exactly this sense, they are free of
domination: They have no class of rulers and no
class of suppressed people, i.e., they do not know
enforcement bodies, which are necessary to estab-
lish domination. (2004; emphasis in the original)

Thus, according to a definition that takes into
account matri-based kinship strategies, there have indeed
been any number of matriarchal societies. According to
this definition, there are contemporary matriarchal soci-
eties, but they are exceedingly rare, indeed endangered
(Jacobs 2003).

Matriarchy and patriarchy are systems of distributing
resources and arranging status. In writing about the
African American family structure, Robert Staples asks an
important question: “does the family determine the eco-
nomic status of individuals, or does the economy deter-
mine the structure of a family?” (1999, p. 19). This
emphasis on the relationship between the economy, the
family, and the economic success or survival of particular
families—and particular individuals in families—is use-
ful. Staples’s argument is problematic in that he labels the
entire continent of Africa “patriarchal”—without ever
defining the term—and never notes from where exactly
on that continent the vast majority of African Americans
came (West Africa, where there were and are several cul-
tures that can be characterized as “matriarchal” at least in
terms of matrilineal descent, and some in the more robust
usage of Göttner-Abendroth; see especially Bergstrom
2002). Although critical of both racism and sexism,
Staples’s structural view of the situation tends to assume
that the conventional patriarchal marriage pattern is the
one deviants must adhere to, and assumes that pattern to
be an inherently stable (read “normal”) one, as did Talcott
Parsons, Daniel Patrick Moynihan, and E. Franklin
Frazier, among others.

When discussing matriarchy (or more accurately,
female-headed families) as a deviation from the norm of
patriarchy, Staples does not descend into labeling matri-
archy as a dangerous degeneration or a pathology, but he
compares the dictatorship of patriarchy to the democracy
of gender equality—equality is here valued, but recog-
nized as more of a struggle to maintain (1999, pp. 20–21;
see also Frazier 1949 and Dill 1990). Although
Moynihan’s report “The Negro Family” also was in part an
indictment of a racist system that deprived blacks of the
normative family relations of their society, its language of
pathology tended to normalize what many had already
argued—and would continue to argue—was also a patho-
logical social system—patriarchy itself (see Perkins
Gilman [1915] 1992, Beauvoir [1949] 1972, and Friedan
[1963] 1983).

It is possible to examine the arrangements of sexual-
ity, procreation, management of land and resources, and
other essentially political processes as they have existed in
every group of people that is an ongoing concern (see
Allen 2000). Although we can trace the historical (or even
at times the prehistorical) development of particular prac-
tices among humans, it is a mistake to view history as
inevitable evolution or progression. It is also a mistake to
uncritically use one social standard as a measurement
device for all others (see Dill [1979] 1990, Dilworth
Anderson et al. 1993, and Allen 2000). In the end, both
matriarchy and patriarchy may be overly polarizing ideal
types that make it difficult for scholarly and everyday
analysis of social, cultural, and political arrangements of
power. Getting at the nuances of both systemic and indi-
vidual-level arrangements of power is arguably what is
needed here (see Genovese 1972 and Mann 1990 for a
brief study that does this admirably).

SEE ALSO Frazier, E. Franklin; Gender; Hierarchy;
Patriarchy
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MATRIX, THE
The Matrix (1999), a science fiction action movie written
and directed by Larry and Andy Wachowski, has been
called the masterpiece of “cyperpunk” cinema for the
twenty-first century. Cyberpunk, a science fiction sub-
genre, deals with the adventures of rebellious hackers in
the computerized realm of “virtual reality.” The subgenre
was founded in the early 1980s by a group of American
science fiction writers, foremost among them the novelist
William Gibson in his novel Neuromancer (1984). Gibson
coined the terms “cyberspace” and “the matrix” to refer to
virtual reality. The Matrix is a central film dealing with the

philosophical issues concerning virtual reality: What is
happening to the nature of the human within the new
electronic universe humans have created? How can people
tell the difference between the real world and a computer-
ized reality? Which is preferable?

The Matrix is the first film of a trilogy about a hacker
superhero called Neo who is prophesied to be the savior
who will defeat the computers that have enslaved human-
ity. The film blends the old mythology of the coming of a
messiah with the new mythology of virtual reality to create
a new kind of religious hero. The first film is the origin
story of Neo, who discovers he is living in a computer-
constructed world, escapes to the real world, and begins to
exercise his extraordinary powers against the agents of the
machine. The first third of the film takes the form of a
mystery: Both Neo and the audience are at first bewildered
by fantastic events. As Neo slowly learns the truth about
his world and the nature of his powers, so too does the
audience. Gradually the audience realizes that it is 2199
and the surface of the earth has been destroyed in a war
with artificially intelligent machines. Deep underground,
human beings are bred as a source of energy for the
machines and kept lifelong in an embryonic state, dream-
ing that they are living in an American city in 1999. The
dream world of the Matrix is a computer simulation to
keep the populace docile.

A few humans remain in Zion, the last human city.
Morpheus, the rebel leader, and his crew rescue from the
Matrix Thomas Anderson, by day an obscure computer
programmer working for a large corporation, by night an
outlaw hacker called “Neo.” Morpheus believes Anderson
is “the One” who it is foretold can defeat the agents of the
machine. But first Neo must be extracted from the
Matrix, reborn in the real world, reeducated, and trained.

Today, because of formidable technological obstacles, a
program sufficiently complex to simulate real life, including
all five senses, well enough to fool people does not exist.
The Matrix assumes that in the future these obstacles have
been overcome. Many commentators imagine virtual real-
ity as a transcendent space better than ordinary reality,
promising a utopian existence. And, in fact, in The Matrix
the character Cypher knowingly chooses the Matrix over
meager existence in the real world; however, Cypher is a vil-
lain who betrays and murders his comrades. Other contem-
porary critics argue that virtual reality, if it ever exists,
would not be transcendent but merely a secondhand exis-
tence in a world of shadows, like life in Plato’s cave.

Science fiction and other contemporary cultural con-
cerns about virtual reality project fears and hopes about
life inside the machine or life augmented by the machine
in the cybernetic age. Humans live now in a new elec-
tronic age, not simply the postmodern but “the posthu-
man.” As the boundary lines break down, people fear that
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the human may be taken over by the machine, or, at the
opposite extreme, hope that the human may be made
transcendent by the machine. As critic David Porush
(1996) says, virtual reality is “a new mythology” in which
the new frontier is not outer space but the “inner space”
of the computer and of the human mind and the interface
between the two (p. 109).

In Gibson’s novel Neuromancer, cyberspace is a tran-
scendent realm that, for hardcore hackers, is better than
drugs or sex. The Matrix taps into this new mythology but
inverts Gibson’s notion of cyberspace, creating not a New
Jerusalem but a virtual prison, a cyber-hell. Instead, the
film openly borrows the ideas of French philosopher Jean
Baudrillard, one of the theoreticians of the new order of
simulation or virtual reality.

Baudrillard’s central idea is that, in the postmodern
world, the real has been almost totally displaced by the
simulated, or what he calls the “hyperreal” (1994, p. 1).
The real, he believes, has been irretrievably lost, replaced
by the electronic and other forms of simulation. Even if
people wanted to, they could not distinguish anymore
between the simulation and the real. America is in the
vanguard of the hyperreal, and the future promises only
more and more simulation, he claims.

According to philosopher Slavoj Zizek, The Matrix is
not about the future but about the unreality of present-
day America in the oppressive, all-enveloping world of vir-
tual capitalism: “The material reality we all experience and
see around us is a virtual one, generated and coordinated
by a gigantic computer to which we are all attached”
(2001, p. 25).

SEE ALSO Cyberspace; Film Industry; Reality;
Totalitarianism; Utopianism
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MATRIX ALGEBRA
Real numbers can be used to convey one-dimensional
information, such as a family’s total expenditure in a
month. However, if one wants to record the monthly
expenditures of two families (indexed by 1, 2) on three
items—food, entertainment, and health (indexed by 1, 2,
3)—then one needs to use a rectangular array of real num-
bers, or a matrix. A matrix (A) is defined as a rectangular
array of numbers, parameters, or variables. The members
of the array are referred to as the elements of the matrix
and are usually enclosed in brackets, parentheses, or dou-
ble vertical lines.

The first row of matrix A provides information on the
first family’s expenditures on food, entertainment, and
health, and the second row gives similar information
related to the second family. For instance, a23 is the expen-
diture of the second family on health, and a12 is the first
family’s expenditure on entertainment. Matrix is a con-
cept of linear algebra, and it has wide applications in
many fields, including economics, statistics, computer
programming, operations research, industrial organiza-
tion, and engineering.

Like numbers, elementary operations such as addi-
tion and multiplication can also be performed on matri-
ces. A typical element in matrix A is written as aij , which
is the element located in row i and column j of the matrix.
For instance, a13 is the element in the first row and third
column, or the first family’s expenditure on health in the
first month. Matrix A is also written as {aij }2×3, which
simply means that A is a matrix with two rows and three
columns whose typical element is aij. The expenditures of
the two families in the second month on food, enter-
tainment, and health can be written as another matrix, 
B = {bij }2×3. Then, the sum of two months’ expenditures
for both families on all three items can be written in the
form of a third matrix C, which is the sum of the corre-
sponding elements of A and B; it is defined as:

C = {aij + bij }2×3 = A + B
Let us now assume that in the third month the two

families spend exactly the same amount of money on
every item as they spent in the first month. In other
words, the matrix of expenditure in the third month is the
same as the matrix of expenditure in the first month.
Then we can write a matrix D, which will tell us the total
expenditure of the two families in three months on each
of the three items as:

D = {2aij + bij }2×3 = 2A + B.
2A is called scalar multiplication of a matrix, in which
every element of A is multiplied by the scalar 2.

A �
a11 a12 a13

a21 a22 a23

Matrix Algebra
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Multiplication of two matrices can be illustrated from
input-output models used to illustrate producer theory in
economics. Let us suppose that there are two firms, each
producing three goods (indexed by 1, 2, 3) with two fac-
tors of production (indexed by 1, 2). Let A = {aij}2×3 be
the matrix of input-output coefficients. Thus, aij is the
amount of factor i needed to produce one unit of good j.
The first firm wants to produce X1, X2, X3 and the second
firm wants to produce Y1, Y2, Y3 quantities of the three
goods. Let us define a matrix of these outputs as:

Then the matrix multiplication of A and Z can be written
as:

It may be noticed that A is a 2×3 and Z is a 3×2
matrix. Their product will be a 2×2 matrix. The general
rule is that if A is m×n and Z is n×q then their product
will be a matrix of the order of m×q. The number of
columns of A must be equal to the number of rows of Z.
If this condition is not satisfied, matrix multiplication is
not possible. The meaning of the product matrix (AZ) is
very simple. Suppose labor and capital are the two factors
of production. The first column of AZ gives the total
quantities of labor and capital used by the first firm to
produce all three goods, and the second column of AZ
gives the amounts of all factors used by the second firm to
produce these three goods.

The transpose of a matrix AT is obtained by inter-
changing the rows and columns of A. The ith row of A is
the ith column of AT. For instance, the transpose of A,
written as AT, is:

A square matrix is a matrix with an equal number of
rows and columns. The equivalent of the number one is
an identity matrix I, which is a square matrix with 1 in its

principle diagonal and 0 elsewhere. The following identity
matrix is of dimension 3×3:

Obviously, IT = I, AI = IA = A, for any matrix A for
which these products are defined. A null matrix (written
as O) is a matrix whose elements are all zero.

Matrix operations satisfy certain mathematical laws:

1. A + (B+C) = (A+B) + C (associative law for
addition)

2. A(BC) = (AB)C (associative law for multiplication)

3. A + B = B + A (commutative law)

4. c(A+B) = cA + cB, where c is a scalar (distributive
law for scalar products)

5. C(A+B) = CA + CB, provided the products are
defined (distributive law for matrix multiplication)

A crucial application of matrices is that matrix alge-
bra can be used to solve a system of linear simultaneous
equations of the form: AX = B. A is a matrix of order
m×n whose elements are real numbers, X is an n×1
matrix of variables whose values have to be solved, and B
is an m×1 matrix of right-hand-side constant terms of m
linear equations. An example of these equations for the
case m = n = 3 follows:

x + y + z = 4

3x + y – z = 6

x + y – 2z = 4

In the above system of equations,

Something that is equivalent to division for real num-
bers is called matrix inversion in matrix algebra. Only a
square matrix can be inverted. If A is a square matrix of
order n×n, then its inverse, A–1, is a matrix such that A
A–1 = A–1 A = I. If there is a system of linear simultaneous
equations AX = B, where A is n×n, X is n×1, and B is
n×1, then the solution is X = A–1 B, provided A–1 exists.

SEE ALSO Cholesky Decomposition; Hessian Matrix;
Input-Output Matrix; Inverse Matrix; Jacobian
Matrix; Linear Systems; Mathematical Economics;
Programming, Linear and Nonlinear; Vectors

A � ; XT �  x y z ; BT �  4 6 4 

1 1 1

3 1 �1

1 1 �2

I �

1 0 0

0 1 0

0 0 1

AT �

a11 a21

a12 a22 

a13 a23

AZ �

�

X1 Y1

X2 Y2

X3 Y3

a11 a12 a13

a21 a22 a23

a11X1 � a12X2 � a13X3

a21X1 � a22X2 � a23X3

a11Y1 � a12Y2 � a13Y3

a21Y1 � a22Y2 � a23Y3

Z �

X1 Y1

X2 Y2

X3 Y3
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MATRIX INVERSION
SEE Inverse Matrix.

MATURATION
The term maturation comes from maturatio, a Latin word
for ripening; thus, many dictionaries describe maturation
as the process of “becoming ripe” or “mature,” and being
mature as “being ripe.” In the social sciences, when we
describe developmental changes as maturational, we are
describing the change as having three characteristics: First,
maturational change is an intrinsically teleological or end-
goal oriented process. Second, maturational change is a
systematic process. Finally, the end-goal of maturational
change is an adaptive state. Maturity represents this goal-
like apex of adaptive functioning, and maturation
describes the systematic and time-consuming processes
that achieve maturity. Consequently, maturity does not
just “happen”; it is a time-consuming and organized
growth process.

This definition of maturation is broader than it has
been defined historically. For example, the Child Study
Movement of the first half of the twentieth century sought
to describe child development as a maturational process
that is independent of experience and learning. The goal of
much of early developmental psychology (e.g., the work of
Arnold Gessell and Nancy Bayley) was to chart the course
of average and atypical child maturation. This approach,
while providing information on the “what and when” of
child development, does not explain “why” children
develop as they do. Subsequent research has shown that
human development is never a purely biological process.
For example, there is a documented decrease of about four
years in the age of menarche (the onset of menstruation in
girls) in Europe and North America over the last century.
This is called a secular trend (a trend over a long period of
time) and appears to have leveled off in developed nations.
However, in the United States there is some evidence that
breast development is occurring earlier, although average
age at menarche (twelve and one-half years) is not declin-
ing. Age at menarche is typically half a year later in most
parts of Europe (thirteen years). Age at menarche in
nations currently struggling with high rates of disease and
malnutrition can be as high as seventeen—where Europe

was in the early 1800s. Environmental improvements in
nutrition and disease control have the capacity to act on
the genetically based timing of female reproductive matu-
ration. Similarly, experiences such as paternal sexual abuse,
chemical exposure, obesity, and ongoing stress can speed
up pubertal development. On the other hand, severe
caloric deprivation (e.g., an eating disorder or famine) can
delay the onset of menarche, or even return an adolescent
to prepubescent levels of hormonal functioning.

Development is multiply determined; genomes,
physical environment, social environment, culture, adap-
tive history, and even our efforts to retain volitional con-
trol by the creation of meanings all contribute to the
timing and expression of human development. Genetic
code does not have sole control of even physical matura-
tion; instead, the flexible capacity to act on the environ-
ment and be acted on by the environment is a core
attribute of the human genome. It is increasingly apparent
that no aspect of human psychological growth can be
understood simply in terms of genetic input. In short,
debates that push for allegiance to either nature or nurture
no longer fit the data of human development.

Conceiving maturation as a purely biological process
shares the same untenable assumption as nature versus
nurture debates do; both assume that we can neatly untan-
gle these forces. It is rather like trying to separate conjoined
twins who share a brain or heart; each requires something
owned by the other. Human development emerges out of
dynamic interaction between forces inside and outside our
bodies. Additionally, we must remember that there are also
less deterministic players in the ring—for example, voli-
tion and the cognitive processes of meaning-making.
“Purely biological” maturation is an impossibility. As
Irving Gottesman and Daniel Hanson put it: “Everything
that is genetic is biological, but not all things biological are
genetic” (2005). We have probably underestimated the
degree to which ever-popular nature-versus-nurture
debates have blinded us to the profound and lively interac-
tion of internal and external causes development. At best,
these debates are artificial; at worst, they create a peculiar
lens through which observations become myopic.

So where does this leave the word maturation? Social
scientists still use it to draw attention to biological aspects
of development, but few would say they are speaking of
purely genetically driven development. Is this word a his-
torical artifact—no longer precise enough for science? If
we drop the “purely biological” restriction, does it become
a simple synonym of development?

MATURATION VERSUS
DEVELOPMENT

Although the term maturation is similar to the term devel-
opment, from a lifespan perspective it is not synonymous

Matrix Inversion
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with development. Unsystematic changes and declines can
still be developmental changes, but they do not have the
goal-based character of maturational change. For example,
entropic changes toward lesser functionality and greater
chaos are developmental changes, but not maturational
because they are not systematic and teleological. Lifespan
development is quite inclusive; it can include trajectories
of gain or decline, systematic or chaotic processes, goal-
directed or random ends. If we drop the dysfunctional
aspects of maturation’s historic definition (i.e., excluding
purely biological assumptions), maturation still includes
only growthlike, purposeful, and maximally adaptive
changes. For example, throughout a lifespan we find mat-
urational growth in many domains of adaptation, but in
the final years of life, nonmaturational developmental
change increasingly overshadows maturational develop-
ment. In contrast, maturational change dominates the
pubertal, cognitive, emotional, and social developments
of the first two decades of life. Declines of aging also have
predictable developmental trajectories, but they less fre-
quently include the systematic, goal-directed, adaptive
changes characteristic of maturation. Ultimately death
occurs because the organism, at all levels, can no longer
maintain the goal-directed and systematic functions that
preserve equilibrium.

CAVEATS ABOUT IDENTIFYING
MATURATIONAL PROCESSES

When we designate a segment of development as a matu-
rational change, we must remember that we have done
just that—designated. Any dissection of human develop-
ment into segments imposes onto it our own interests and
timelines. In nature, maturation is an integrated whole,
but when we describe maturation we would be over-
whelmed if we did not focus on particular points of matu-
rity within specific domains. For example, indicators of
maturity and their maturational processes will differ
depending upon whether one is looking at cognitive mat-
uration, sexual maturation, or emotional maturation; each
has its own “maturity” endpoint, yet in reality they are not
as distinct as their separate titles would suggest. We may
discuss them as separate maturational processes, but from
the perspective of the developing organism (e.g., an ado-
lescent), they are a single, dramatically integrated process.

A less obvious relativity is our choice of end goals or
mature attributes. For example, the word ripe conjures
images of fruit that has reached a stage of maturity we
subjectively find delicious. Some say a mango is not ripe
until it drops off the tree, because “sweet and juicy” is
their conception of maturity. Others like mangos picked a
little earlier because they prefer tangy mangos. A mango
exporter defines maturity by factoring in shipping time
and shelf life. The mango tree, if it could reflect on such

things, might wonder at our fuss about its intact fruit; its
goal is reproduction—rotting, sprouting, and such things.
Reflecting back on human development, if we value max-
imally efficacious child development, then a mother is
reproductively mature when she herself has reached an
acceptable level of psychological maturity. If, however, we
are only concerned with basic sexual reproduction, then
human females generally reach reproductive maturity dur-
ing the year following menarche. Similarly, if the maturity
or “ripeness” being defined is wisdom, our descriptions of
what constitutes maturity and the processes needed to
achieve maturation may vary considerably across cultures,
religions, and historical period.

MATURATION—AN EPIGENETIC
PROCESS

Maturation is an epigenetic process because it involves the
emergence of new structures and functions through bidi-
rectional relations between all levels of biological and
experiential variables. According to Gottlieb: “Individual
development is characterized by an increase of complexity
of organization (that is, the emergence of new structural
and functional properties and competencies) at all levels
of analysis (molecular, subcellular, cellular, organismic) as
a consequence of horizontal and vertical coactions among
the organism’s parts, including organism-environment
coactions” (Gottlieb 1991, p. 7).

Genetic determinants of behavior are not fixed or
immutable; rather, they have the capacity to respond adap-
tively, to turn off and on as required by circumstances.
More than one gene determines the expression of most
attributes, and each gene is embedded in a maturational
system that is determined by a multitude of other genetic
and environmental inputs. For example, Eric Turkheimer
and his colleagues (2003) have found that the genetic her-
itability of intelligence is influenced by socio-
economic status. In impoverished families, shared environ-
ment explained most of the IQ variability among seven-
year-old twins and almost none was explained genetically.
They found the opposite among affluent families; shared
genes accounted for most of the variation in intelligence,
while environment accounted for very little. Only bidirec-
tional influence between genetic, experiential, and voli-
tional inputs, or epigenesis, can explain this apparent effect
of socioeconomic status on genetic expression.

MATURATION—TIMING AND
SEQUENCE

The fact that maturational timing is highly variable, while
process or stage sequence is generally invariant, is a fasci-
nating characteristic of the first two decades of life. For
example, the sequence of motor skills developed before an
infant is able to walk is quite consistent across individuals,
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but the rate at which infants learn to walk is quite vari-
able. Similarly, pubertal maturation follows a predictable
sequence of physical changes, but the rate of maturation is
highly variable. One adolescent may start and finish
pubertal development in a year, while another can take
five years to go through the same sequence of change. The
timing of female reproductive maturation is more sensi-
tive to environmental and experiential inputs than is male
reproductive maturation. This sequential regularity sup-
ports the inclusion of systematicity as a characteristic of
maturation.

The timing of pubertal maturation has a significant
impact on both male and female psychosocial adjustment.
In Western cultures, girls who begin pubertal maturation
ahead of their peers are more likely to experience depres-
sion, premature and exploitive sexual experiences, delin-
quency, low academic achievement, and school dropout.
Because a heavier body type is associated with early puber-
tal maturation, these girls also experience more body
image disturbances and eating disorders. However, early-
maturing girls attending same-sex schools do not seem to
experience these problems. Boys who mature early experi-
ence life differently; they tend to be given more leadership
experience, have more success in sports, attract more pos-
itive female attention, and have more confidence. The
downside of early male pubertal development is greater
involvement in delinquent behavior and substance abuse.
There is little negative impact of late development on
girls. They tend to have the slimmer body type preferred
in Western cultures, thus avoiding the body image prob-
lems of early developers. Their academic achievement is
also significantly higher than that of their early-develop-
ing peers. Late-developing boys have more difficulty, with
less confidence and more depressive affect, but they do
tend to be more creative and achieve more in the end.

CO-OCCURRENCE OF
MATURATIONAL PROCESSES

Maturational processes can be correlated or uncorrelated
despite occurring during the same period of life. For
example, pubertal maturation and the final stages of mus-
culoskeletal and cardiovascular maturation generally co-
occur. Other co-occurring maturational processes can be
quite independent of each other. For example, the timing
of pubertal maturation and adolescent cognitive matura-
tion seem to be unrelated. Adolescent pubertal matura-
tion and its influence on emotion processing (e.g., limbic
system) can occur before, during, or after the prefrontal
cortex maturation that underlies gains in abstract thinking
and self-regulation. Consequently, adolescents whose
pubertal maturation precedes their cognitive development
are more vulnerable to risk-taking and poor social choices
because they have the drives and emotions of puberty

without the cognitive maturity to help control their
expression.

LIFESPAN PERSPECTIVES ON
MATURATION

Developmentalists also use maturation to describe the
attainment of skills and capacities achieved later in life.
For the adult, both the domains of maturation and the
level of maturation reached become individualized. One
adult may focus on attaining mature financial skills, while
another may focus on attaining mature interpersonal skills
or “wisdom.” Experiential opportunities and demands do
play a stronger role in adult maturation than they do in
childhood, but genetic input is still substantial. Both
genes and prior developmental outcomes contribute to
cognitive and physical capacity, and choice of environ-
ments, experiences, and acquaintances. Another input
that may grow in strength across adulthood is volition.
The adult capacity for meaning making and thus control
over choices creates maturational opportunities that are
not available to the young. These opportunities increase
individual differences in both areas of competence and the
levels of skill (maturity) reached. These individual differ-
ences are part of the study of personality and the study of
clinical and counseling applications. For all of these areas,
maturity refers to maximally adaptive social, emotional, or
cognitive functioning, and maturation is the process of
achieving it.

SEE ALSO Child Development; Children; Developmental
Psychology; Malnutrition; Nutrition; Undereating
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MAU MAU
The Mau Mau movement of Kenya was a nationalist
armed peasant revolt against the British colonial state, its
policies, and its local supporters. The overwhelming
majority of the Mau Mau fighters and of their supporters,
who formed the “passive wing,” came from the Kikuyu
ethnic group in Central Province. There was also represen-
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tation in the movement from the Embu, Kamba, and
Meru ethnic groups. In addition, available evidence shows
that some individual members of the Luo, Luyia, and even
Maasai ethnic groups participated in the revolt as well.

Most of the Mau Mau guerrillas were young men and
landless peasants. Some of these peasants had lost land to
corrupt chiefs and other “landed gentry” in Central
Province, while others were victims of land appropriation
carried out to enable European settlement. Repatriated
African squatters from the white farms in the Rift Valley
fueled the ranks of the guerrillas, as did the economically
desperate and unemployed Kikuyu in Nairobi and the
surrounding urban centers. During the post–World War
II period, there was massive African unemployment in the
urban areas of Kenya, along with very poor housing (or no
housing at all) and high inflation.

Among the Kikuyu, the embrace of a radical political
posture was symbolized by taking the oath of unity with
and allegiance to the Mau Mau movement. This oath, ini-
tially administered at Kiambu in 1950, was supposed to
“inject courage into those who were initiated” (Edgerton
1989). It was also supposed to be administered to as many
Kikuyu as possible. By July 1952 a new oath, the Batuni
oath (“platoon oath”), was introduced. This was a warrior
oath and it marked a further radicalization of the Mau
Mau, which still remained an underground movement.
When the colonial government, in a panic, declared a
state of emergency in October 1952, the Mau Mau were
not yet prepared to launch an all-out armed revolt. This
started in earnest only after the declaration of a state of
emergency, and the arrest and detention of most of the
major African political leaders, including Jomo Kenyatta,
Fred Kubai, Bildad Kaggia, and Ramogi Achieng’ Oneko.

Throughout the revolt, the Mau Mau guerrillas
referred to themselves as the land and freedom army. This
description indeed summarized the revolt’s principal
causes, which were both economic and political. Scarcity
of land, especially in Central Province, remained a major
African grievance against the colonial government and
white settlers. Hence, the attainment of fertile land, which
signified general economic welfare and prosperity for
African families, was a major objective of the revolt. To
this must be added the demand for vastly expanded
opportunities in education, training, housing, and
employment. Politically, the Mau Mau guerrillas
remained steadfast in their demand for Kenya’s political
independence from Britain. The Mau Mau movement’s
political objectives and even its ideology did not differ
from the aims and objectives of the mainstream political
independence party, the Kenya African Union (KAU);
both sought political freedom (Uhuru) and the restoration
of African dignity. From 1944, when it was formed, until
1953, when it was banned, KAU was the preeminent

African political organization in Kenya. Its formation rep-
resented the “first attempt at territorial nationalism,” and
also the most prominent “legitimate political outlet” for
Africans (Maloba 1993, p. 51). Still, KAU’s political agi-
tation did not lead to any remarkable victories. By 1947
none of its leaders, including Kenyatta, expected Kenya to
achieve its political freedom during their lifetime.

One of the distinguishing features of the Mau Mau is
that it remains perhaps the only major nationalist revolu-
tionary movement to have been led almost entirely by
peasants, many of them illiterate. The movement had no
external sources of political or material support. Even the
British government arrived at this conclusion, having
determined that the Soviet Embassy in Addis Ababa,
Ethiopia, had not provided any help whatsoever to the
revolt or even established any verifiable contacts. The
movement also lacked any propaganda machinery to
spread its message beyond Central Province. Together
with the British government in London, the colonial gov-
ernment in Nairobi took advantage of this weakness, and
launched a harsh and effective propaganda campaign
against the Mau Mau and Kenyan nationalism. The revolt
was portrayed as irrational, and as a reversion to primitive
savagery by Africans traumatized by the stress of modern
(Western) civilization. The British government firmly
maintained the position that the revolt was not caused by
economic conditions, but rather an organized criminal
enterprise. In this propaganda offensive, a lot of emphasis
was placed on the oaths taken by the supporters of the
revolt; almost routinely, many of these oaths were
described as “bestial.” It is this image as a senseless, savage,
murderous enterprise that would haunt the Mau Mau for
many years to come. In the West, major newspapers and
magazines carried stories on the Mau Mau that reinforced
British propaganda. Robert Ruark’s Something of Value
(1955), a novel read widely in Britain and the United
States, also echoed official propaganda by contrasting
“white heroism” with “black savagery.”

For four years from October 1952 to 1956, the Mau
Mau guerrillas operated from the forests of Mount Kenya
and the Aberdares. Although they were outgunned
throughout the duration of the revolt, these guerrillas
fought with singular courage and determination against
the combined forces of the colonial government’s army,
British troops, and the Home Guards (paramilitary units
of local Kikuyu/Embu/Meru people supporting the colo-
nial government’s military and political objectives against
the Mau Mau fighters and their objectives). One of the
most celebrated leaders of the Mau Mau was Dedan
Kimathi, who was based in the Aberdares, and who
sought, in 1953 and 1954, to establish some unity among
the various guerrilla units operating in the forests. These
efforts did not succeed, and as a result the Mau Mau never
had an overall leader or commander.
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In response to the revolt, the British government
undertook a major rehabilitation campaign in Central
Province in order to “remake Kenya” by defeating radical-
ism and reinforcing the power of the conservative Kikuyu
“landed gentry” and the Home Guards. Members of these
groups would emerge triumphant in the post-emergency
period. The rehabilitation campaign was carried out in the
detention camps and even in the Kikuyu reserve. Its
objective was to get the detained and arrested Kikuyu to
renounce the Mau Mau and its radicalism. Christian reli-
gious indoctrination, sanctioned by the colonial govern-
ment, played a major role in the rehabilitation process.

Although defeated militarily, the Mau Mau revolt was
clearly instrumental in forcing the British government to
undertake immediate political reforms. These reforms
included the reinstatement of African political parties in
1955, and then the promulgation of several constitutional
reforms that eventually led to the attainment of political
independence on December 12, 1963.

The legacy of the Mau Mau revolt in Kenya remains
a very complex and controversial subject. The controversy
revolves around the following issues: What role did the
revolt play in the decolonization of Kenya? Did Mau Mau
bring Uhuru? Who benefited from Uhuru, the Home
Guards and their descendants or the actual Mau Mau sup-
porters and fighters? Was the Mau Mau a Kikuyu affair or
a national movement? And lastly, how should this very
complex movement be remembered in Kenya?

SEE ALSO Anticolonial Movements; Colonialism;
Decolonization; Guerrilla Warfare; Kenyatta, Jomo;
Kimathi, Dedan; Liberation Movements; Nationalism
and Nationality; Peasantry; Propaganda; Protest;
Resistance; Revolution; Terrorists; Violence; Violence,
Frantz Fanon on

B I B L I O G R A P H Y

Anderson, David. 2005. Histories of the Hanged: Britain’s Dirty
War and the End of Empire. London: Weidenfeld and
Nicolson.

Barnett, Donald L., and Karari Njama. 1966. Mau Mau from
Within: Autobiography and Analysis of Kenya’s Peasant Revolt.
New York: Monthly Review Press.

Berman, Bruce, and John Lonsdale. 1992. Unhappy Valley:
Conflict in Kenya and Africa. London: James Currey; Nairobi:
Heinemann Kenya; Athens: Ohio University Press.

Buijtenhuijs, Rob. 1982. Essays on Mau Mau: Contributions to
Mau Mau Historiography. Leiden, Netherlands: African
Studies Center.

Clayton, Anthony. 1976. Counter-Insurgency in Kenya, 1952–60:
A Study of Military Operations against Mau Mau. Nairobi:
Transafrica Publishers.

Edgerton, Robert B. 1989. Mau Mau: An African Crucible. New
York: Free Press; London: Collier Macmillan.

Elkins, Caroline. 2005. Imperial Reckoning: The Untold Story of
Britain’s Gulag in Kenya. New York: Henry Holt.

Furedi, Frank. 1974. The Social Composition of the Mau Mau
Movement in the White Highlands. Journal of Peasant Studies
1 (4): 492–502.

Gikoyo, Gucu G. 1979. We Fought for Freedom. Nairobi: East
African Publishing House.

Kanogo, Tabitha. 1987. Squatters and the Roots of Mau Mau,
1905–63. London: James Currey; Nairobi: Heinemann
Kenya; Athens: Ohio University Press.

Maloba, Wunyabari O. 1993. Mau Mau and Kenya: An Analysis
of a Peasant Revolt. Bloomington: Indiana University Press.

W. O. Maloba

MAUSS, MARCEL
SEE Dance.

MAXIMIN PRINCIPLE
The maximin principle is a principle for making choices
when one is not sure of the outcome that will result from
one’s choice. The principle says to evaluate each option in
terms of the worst possible outcome that could result
from choosing that option, and to pick the option that
offers the best worst outcome (the maximum minimum
or maximin). Rational choice theory generally divides sit-
uations in which agents do not know for sure the outcome
of their choices into three types: risk, uncertainty, and
games. In situations of risk, the probabilities of various
outcomes resulting from particular choices are known. In
situations of uncertainty, those probabilities are not
known, and in some cases the possible outcomes are also
unknown. Games are strategic interactions, where the
outcome that results from each player’s choice is deter-
mined not merely by external—possibly random—fac-
tors, but by the play of other rational agents.

Maximin is both risk and uncertainty averse, because
it minimizes the degree of risk or uncertainty faced by the
agent. Many rational choice theorists argue that risk aver-
sity is irrational, as it involves a kind of double counting,
valuing the mere avoidance of risk over and above its effect
on the expected value of the possible outcomes. Subjects in
psychological tests display a fair range of attitudes toward
risk, from positively valuing it to extreme risk adversity.
Some rational choice theorists argue that aversion to
uncertainty is more rational, and experimental results con-
firm that aversion to uncertainty is more widespread.
Finally, in the case of games where the gains of one’s oppo-
nents are one’s own losses (so-called zero-sum games),
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maximin strategies are more clearly rational. If player one’s
opponent, player two, is rational, and player two’s maxi-
mizing behavior will have the effect of giving player one
the minimal result that can arrive from the options that
player one faces, then it is rational for player one to try to
maximize over those minimums. Furthermore, if such
games have what is called a pure-strategy equilibrium, it
will result from all players adopting a maximin strategy.

The importance and notoriety of the maximin prin-
ciple outside of rational choice theory is due in large part
to its connection with John Rawls’s A Theory of Justice
(1971). Something resembling a maximin principle
appears at two crucial moments in Rawls’s argument for
the conception of justice he calls justice as fairness. First,
at the heart of justice as fairness are two principles of jus-
tice, part of the second of which is the so-called difference
principle. The difference principle states that social and
economic inequalities are to be arranged to give the great-
est benefit to the least advantaged members of society.
Because the difference principle requires maximizing the
share of goods that go to those with the smallest share, it
is often described as a maximin principle of justice. Rawls
rejected that name, however, because of its tendency to be
confused with the maximin principle of choice.

Second, Rawls’s argument for the two principles,
from what he calls the original position, is often thought
to involve an invocation of the maximin principle. In the
original position, artificial rational agents must make a
unanimous choice about principles of justice for a society,
and do so without any particular knowledge about the
people they represent or their society. Rawls argues that in
such a situation, purely rational agents would choose his
principles of justice over utilitarian principles. Many have
read that argument as resting on the claim that it would
be rational to use the maximin principle for choice in the
original position. Such critics as John Harsanyi then argue
that because the maximin principle is not a rational prin-
ciple for choice under risk, Rawls’s argument fails.
Defenders of Rawls’s theory (including Rawls himself )
have offered three sorts of replies: (1) Risk aversion in the
original position is rational because of the stakes and final-
ity of the choice; (2) the choice in the original position is
really one under uncertainty, not risk, and aversion to
uncertainty is a much weaker and thus more defensible
assumption to make than aversion to risk; (3) the original
position is best thought of as a game, whose players are
looking for an equilibrium, and this justifies their adop-
tion of the maximin principle. In his Justice as Fairness: A
Restatement (2001), Rawls further clarifies the role of the
maximin principle in his argument, arguing in addition
that its role is limited to supporting the adoption of his
first principle, which guarantees adequate liberties to all,
rather than the second principle, which includes the dif-
ference principle.

SEE ALSO Gambling; Game Theory; Justice; Justice,
Distributive; Justice, Social; Maximization;
Minimization; Rawls, John; Risk; Social Contract;
Uncertainty
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MAXIMIZATION
In modern economics agents are assumed to maximize, so
naturally the structure of the maximization assumption
has had a significant impact on the structure of modern
economics. On one hand, the widespread use of maxi-
mization has given economics an intellectual unity not
seen in most of the social sciences; on the other hand, the
reliance on maximization threatens to halt empirical and
theoretical progress in economics.

Nobel Prize winner Paul Samuelson should be cred-
ited with making maximization the foundation of modern
economics. In his influential Foundations of Economic
Analysis (1947), Samuelson demonstrates that consumer
and firm behavior could be usefully modeled as solutions
to what are now known, in mathematics, as classical pro-
gramming problems.

In general, the classical programming problem takes
the following mathematical form:

Max x1, x2, …, xn
F (x1, x2, …, xn) subject to:

g1 (x1, x2, …, xn) = b1

g2 (x1, x2, …, xn) = b2

…
gm (x1, x2, …, xn) = bm.
The n variables x1, x2, …, xn are the instruments. The

function F (·) is the objective function, and the m func-
tions g1(·), g2(·), …, gm(·) are the constraint functions. The
constants b1, b2, …, bm are the constraint constants.
Interpret the instruments as a representation of the
choices available to the agent. Interpret the objective func-
tion as a representation of the agent’s desires with respect
to the choices. Finally, interpret the constraint functions
and constants as a representation of the limits the environ-
ment imposes upon the agent’s choices. Under these inter-
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pretations, the classical programming problem becomes a
model of constrained maximization by an agent. If certain
mathematical assumptions are met, a solution to the clas-
sical programming problem exists (Intriligator 1971). The
method of LaGrange multipliers can be used to find a
solution. Once a solution is deduced, compare its charac-
teristics against the agent’s observable behavior. If there is
a match, the agent’s behavior has been explained. If not,
change the mathematical structure and repeat the process.

It is important to recognize that although the classi-
cal programming version of constrained maximization
was new to most economists at the time of Samuelson’s
Foundations, the idea of constrained maximization was
familiar. Constrained maximization is merely a sophisti-
cated version of what the philosopher Daniel Dennett
(1987) calls the “intentional stance.” The intentional
stance is a strategy for prediction and explanation. The
first step in taking an intentional stance toward some-
thing—call it Z—is to attribute beliefs, desires, and
rationality to Z. Since Z is assumed to be rational, the
attributed beliefs and desires ought to make sense in the
context of Z’s circumstances. One can then predict (or
explain) Z’s behavior by determining what is rational
given Z’s attributed beliefs and desires. Since there is
always leeway in the attribution of beliefs and desires, if a
prediction turns out wrong, or an explanation does not
impress, the intentional stance need not be questioned for
we can always revise the beliefs and desire we attribute to
Z. The intentional stance is practically irrefutable.

As Dennett notes, there is nothing particularly pro-
found about the intentional stance. It is “folk psychology,”
“familiar to us since childhood and used effortlessly by us
all every day” (Dennett 1987, p. 7). Yet when Samuelson
merged the intentional stance with classical programming,
he elevated this folk psychology to science. Think of
Thomas Kuhn’s (1962) definition of normal science as the
relatively routine puzzle-solving activity of trained profes-
sionals. All can use the intentional stance effortlessly; 
few can do classical programming effortlessly, even with 
training.

Economic theorists at the research frontier quickly
mastered the classical programming version of constrained
maximization and began rapidly to transform the disci-
pline. Mechanisms were created to select and reward
mathematical skill. In one generation—the late 1940s to
the late 1970s—the leading periodicals in economics, the
leading economics departments in America, the minimal
mathematical proficiency levels of American graduate stu-
dents in economics, and the standards defining scholarly
success in economics all changed. The mathematical goals
of rigor, generality, and simplicity became widely shared
imperatives in economics. The Nobel Prize winner Gerard

Debreu uses the term: “the mathematization of economic
theory” (Debreu 1991) to refer to this evolution.

To illustrate the nature of this evolution, consider the
discovery of nonlinear programming by Harold Kuhn and
Albert Tucker (1951). The nonlinear programming prob-
lem is similar to the classical programming problem
described above; the only differences are that the con-
straint functions are inequalities (≤) and the instruments
xi (i = 1, 2, …, n) are nonnegative (≥ 0). However, surface
similarities mask deep differences; mathematically, non-
linear programming is better than classical programming.
Nonlinear programming imposes fewer restrictions than
classical programming, and it is based on a less complex
mathematical foundation (convexity) than classical pro-
gramming (differentiability). Given the new emphasis on
rigor, generality, and simplicity in economics, on the bat-
tlefield of economic theory, nonlinear programming
wiped out classical programming. Yet empirically speak-
ing there is no difference between the two types of math-
ematical programming. Not surprisingly, modeling with
nonlinear programming did not lead to new empirical
generalizations.

Once maximization opened the gate to mathematiza-
tion, constrained maximization became even more
entrenched as the preferred method of doing economics.
If you like rigor, generality, and simplicity then you like
mathematical programming. So after years of selecting
and rewarding mathematical skill, by the late 1970s the
field of economics had as much consensus in the National
Science Foundation’s peer review system as the fields of
chemical dynamics and solid-state physics (Cole, Cole,
and Simon 1981).

Of course the consensus is incomplete. One of the
earliest and most profound critics of constrained maxi-
mization is the Nobel Prize winner Herbert Simon. In
1955 Simon proposed satisficing as an alternative explana-
tion of economic behavior, and throughout his career he
urged economists to take a more empirical approach to
their science. For more than four decades Simon carefully
observed agents making choices, created theories, and
devised experiments and computer simulations to test his
theories. His work helped create two brand-new disci-
plines: artificial intelligence and cognitive science.
Further, the primarily empirical research produced by two
cognitive scientists inspired by Simon—Daniel
Kahneman and Amos Tversky—received one of the 2002
Nobel Prizes in economics.

The work of Simon, Kahneman, and Tversky is very
different from the economics produced after mathemati-
zation. To explain the difference, let us return to Dennett.
In developing his notion of the intentional stance,
Dennett has often referred to a contrasting strategy for
prediction and explanation; he calls this strategy the
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design stance (Dennett 1987, pp. 16–17). Simon,
Kahneman, and Tversky can be interpreted as applying
the design stance toward human beings, and the first step
in taking this sort of design stance is to figure out “how
the machinery which Nature has provided us works”
(Dennett 1987, p. 33). Figuring out the human machin-
ery and implementing the intentional stance on a system
of mathematical objects are two tasks divergent in empir-
ical content. In which direction will economics go? Will it
remain on the deeply mathematical track of constrained
maximization, or will it move toward Simon and become
more empirical?

Pierre-Andre Chiappori and Steven Levitt (2003) cat-
egorized every microeconomics paper in three prestigious
economics journals between the years of 1999 and 2001.
Consider three of their categories: (1) price theory, which
“refers to basic economic principles and techniques used
by economists in the 1950s and before” (p. 152); (2)
applications of price theory, which “refer to the testing of
simple economic ideas … in domains outside the tradi-
tional purview of the field” (p. 152); and (3) behavioral
economics, which gives us a rough indicator of research in
the spirit of Simon, Kahneman, and Tversky. The table
includes the percentages of the paper types that Chiappori
and Levitt placed in these three categories.

The pattern displayed in the table invites the ques-
tion: If a high proportion of the most talented current
economists are exploring economic ideas that were well
known a half century ago, and few seem inspired by the
current revolutions in cognitive science and artificial intel-
ligence, will economics continue to achieve empirical and
theoretical progress?

SEE ALSO Debreu, Gerard; Economics, Neoclassical;
Kuhn, Thomas; Maximin Principle; Minimization;
Optimizing Behavior; Programming, Linear and
Nonlinear; Samuelson, Paul A.; Satisficing Behavior;
Science
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MAXIMUM
LIKELIHOOD
REGRESSION
Maximum likelihood is a methodology used to estimate
the parameters of an econometric or statistical model. It
was first proposed by Ronald Aylmer Fisher (1890–1962)
and is now considered the workhorse of modern econo-
metrics, not only because of its flexibility but also due to
the availability of computer power, which has permitted
the resolution of complicated numerical problems associ-
ated with this technique. Maximum likelihood estimation
seeks to determine the parameters of a statistical process
that have the highest probability of generating the
observed sample of data.

Consider the following regression model: Yi = β0 +
β1X1i + ……βkXki + εi for i = 1,2,.….n. In the simplest
case, one can assume that the error term εi is an indepen-
dent and identically distributed (iid) normal random vari-
able with variance σ2; that is, εi → N(0, σ2). It will be
shown below that the assumption of a particular density
function for εi is paramount to write the likelihood func-
tion. Under the assumption of normality, the probability
density function of the error term is written as

.

Since εi = Yi – β0 – β1X1i –.…. – βkXki, the assump-
tion of normality of the error term is equivalent to the
assumption of normality for the conditional probability
density function of Y given X: f(Yi | X1i,X2i,.….Xki;
β0,β1,.….βk,σ

2) → N(β0 + β1X1i +.…βkXki,σ
2)—that is,

2

2s 2
exp �

2ps 2

1 �if(�i) � � �
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.

The objective is to estimate the parameter vector θ ≡
(β0,β1,β2,.….βk,σ

2)'. For a sample of size n, and because
of the iid assumption, the joint probability density func-
tion of ε1,ε2,.….εn, is then the product of the marginal
densities: f (ε1,ε2,.….εn; θ) = f (ε1; θ)f (ε2; θ)……f (εn; θ).
The likelihood function L(θ; ε1,ε2,.….εn) is based on the
joint probability density function of ε1,ε2,.….εn, where
ε1,ε2,.….εn is taken as fixed data and the parameter vector
θ is the argument of the function: L(θ; ε1,ε2,.….εn) = f (ε1;
θ)f (ε2; θ)……f(εn; θ). Note that ε1,ε2,.….εn is a function
of the data (Yi,X1i,X2i,.….Xki) through the regression
model; that is to say, εi = Yi – β0 – β1X1i – β2X2i –.…. –
βkXki.

Though the aforementioned regression model deals
with a cross-sectional data set, the maximum likelihood
principle also applies to time-series data and panel data.
For instance, a time-series regression such as Yt = ΦYt–1 +
εt for t = 1,2.…T, with iid εt → N (0,σ2), implies that the
conditional density function of Yt given Yt–1 is also nor-
mal, f (Yt | Yt–1) → N (ΦYt–1,σ

2), that is,

As before, the object of interest is to estimate θ ≡ (Φ, σ2)'
and the likelihood function for a sample of size T is
L(θ;Y1, Y2,.…YT) = f(Y1;θ)f(Y2 | Y1;θ)….…f(YT | YT–1; θ).
This function requires the knowledge of the marginal
density of the first observation f(Y1; θ). When the sample
size is very large, the contribution of the first observation
is almost negligible for any practical purposes.
Conditioning on the first observation (Y1 is known) we
define the conditional likelihood function as L(θ;YT,YT– 1
.…Y2 | Y1) = f(Y2 | Y1; θ)….…f(YT | YT– 1; θ).

Mathematically, it is more convenient to work with
the logarithm of the likelihood function. The log-likeli-
hood function is defined as:

The maximum likelihood estimator (MLE) of θ is the
value of θ that maximizes the likelihood of observing the
sample (Yi,X1i,X2i,.….Xki) i = 1…n. In estimating a regres-
sion model using maximum likelihood, the question is
which value of θ ≡ (β0,β1,β2,.….βk,σ

2)', out of all the
possible values, makes the possibility of occurrence of the
observed data the largest. Since the log transformation is

monotonic, the value of θ that maximizes the likelihood
function is the same as the one that maximizes the log-
likelihood function. The statistical inference problem is
reduced to a mathematical problem, which under the
assumption of normality, looks like:

Equating the first-order conditions (the score vector of
first-order partial derivatives) to zero results in a system of 
k + 2 equations with k + 2 unknowns. The solution to this
system is the maximum likelihood estimator. The solution
is the maximum of the function if the Hessian (the matrix
of second-order partial derivatives) is negative semi-definite.

For a linear regression model, the MLE is very easy to
compute. First, we compute the solution for the system of
equations corresponding to the parameter vector
(β0,β1,.…βk)'. This system is linear, and its solution is
identical to the ordinary least squares (OLS) estimator
that is, Ãmle = Ãols = (X'X)–1X'Y. Second, the maximum
likelihood estimator of the variance is straightforward 
to compute once the MLE Ãi’s are obtained. The MLE 
fi2 corresponds to the sample variance of the residuals 

, which is a biased estimator of the pop-

ulation variance. The Ãmle is identical to the Ãols when the
likelihood function is constructed under the assumption
of normality.

For a nonlinear regression model, the system of equa-
tions is usually nonlinear, and to obtain the MLE solution
numerical optimization methods are needed. In addition,
there is the possibility of heteroscedasticity. This is the
case when the variance of the error term is not constant
but it depends on a set of variables, for instance, σ2(X,γ).
In this instance, there is an additional set of parameters γ
to estimate. The system of equations will be nonlinear and
the solution will again be obtained by numerical opti-
mization. In nonlinear models, the system of equations
may have several solutions, for the likelihood function
may exhibit a complicated profile with several local max-
ima. In this case, the researcher needs to make sure that
the global maximum has been achieved by either plotting
the profile of the likelihood function (when possible), or
by using different initial values to start the iterative proce-
dures within the optimization routine.
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The significance of the maximum likelihood estimator
derives from its optimal asymptotic properties. In large
samples and under correct model specification, the MLE
œmle is in most cases consistent, asymptotically efficient, and
asymptotically normal. Among these properties, maximum
efficiency (estimators with the smallest variance) is the most
significant property of the ML estimator. Maximum effi-
ciency is a very desirable property because it allows the con-
struction of more powerful tests and smaller confidence
intervals than those based in less efficient estimators.

Within the maximum likelihood framework and after
obtaining the ML estimators, we can also perform
hypothesis testing by comparing the value of the estimates
with other fixed values. The likelihood ratio test assesses the
likelihood that the data may have been generated by a dif-
ferent set of parameter values (those under the null
hypothesis). The test compares the value of the likelihood
function under the null hypothesis with that under the
alternative. The test is computed as two times the differ-
ence of the log-likelihood functions and it is asymptoti-
cally distributed as a chi-square with as many degrees of
freedom as the number of parameters under the null.

The maximum likelihood estimator is also known as
a full information estimator because the estimation is based
on the most comprehensive characterization of a random
variable, which is the specification of its probability den-
sity function. In practice, it is not known what density
function should be assumed, and a potential shortcoming
of the maximum likelihood estimator is that one could
write a likelihood function under a false probability den-
sity function. The consequences of this are severe, for the
asymptotic properties will not hold anymore. However,
one can still apply quasi-maximum likelihood estimation
(QMLE). The QML estimator requires that the condi-
tional mean and conditional variance are correctly speci-
fied. It assumes that the error is normally distributed,
though this may be a false assumption. The quasi-maxi-
mum likelihood estimator is still consistent, though the
maximum efficiency property is lost. The efficiency loss
depends on how far the normal density is from the true
density. In practice, estimation is done within the quasi-
maximum likelihood framework, because a full knowl-
edge of the density is rare. Other estimators can recover
some of the efficiency loss but, these belong to the family
of nonparametric and semiparametric estimators.

SEE ALSO Linear Regression; Models and Modeling;
Probability Distributions; Properties of Estimators
(Asymptotic and Exact); Regression; Regression Analysis
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MAYANS
SEE Pre-Columbian Peoples.

MCCARTHYISM
The term McCarthyism refers to an accusatory campaign
based on unfair allegations, fear tactics, innuendo, and sen-
sationalized threats of guilt by association. McCarthyism
was coined by political cartoonist Herbert Block
(1909–2001) in a March 29, 1950, Washington Post cartoon
lampooning the anticommunist campaigns of Senator
Joseph Raymond McCarthy (1908–1957), a Republican
from Wisconsin, in the 1950s. McCarthy was elected to the
U.S. Senate in 1946 and rose to national prominence after
newspapers reported on a speech he made in Wheeling,
West Virginia, on February 9, 1950, in which he claimed to
have a list of 205 State Department employees who were
members of the Communist Party. McCarthy’s list later
shrunk to eighty-one, then fifty-seven, but McCarthy’s facts
mattered little to the press or his public.

When McCarthy became the chair of the Permanent
Investigations Subcommittee of the Senate Committee on
Governmental Operations in 1952, he used this position
to investigate alleged Communists. In 1953 the commit-
tee identified “subversive” books held at American
embassy libraries around the world. Books by authors
such as Owen Lattimore (1900–1989), Lillian Hellman
(1905–1984), Langston Hughes (1902–1967), and
Dorothy Parker (1893–1967) were removed from libraries
because of allegations that the authors were either fellow
travelers or Communists. In late 1953 McCarthy investi-
gated the U.S. Army after an army dentist was promoted
despite his refusal to answer questions on a federal loyalty
oath. McCarthy’s inquiries soon led to investigations of a
number of army officers.

Journalist Edward R. Murrow (1908–1965) broadcast
a critical analysis of Senator McCarthy’s tactics in March
1954 on the CBS program See It Now. This broadcast
brought increased public scrutiny of McCarthy. In April
1954 the Senate began the Army-McCarthy hearings,
investigating McCarthy’s claims that the army was promot-
ing Communists in its ranks. The hearings were nationally
televised, allowing the nation to witness McCarthy’s bully-
ing and fabricating of evidence. On June 9, 1954,
McCarthy’s rapid descent began after a televised hearing
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showed army special council Joseph Welch (1890–1960)
rebuffing McCarthy for his scurrilous tactics. Welch
berated McCarthy before the cameras for his reckless bully-
ing, rhetorically asking, “Have you no sense of decency, sir,
at long last? Have you left no sense of decency?”

The Senate censured McCarthy on December 2,
1954, by a vote of seventy-six to twenty-two. McCarthy
remained in the Senate, but his power was greatly dimin-
ished. He died of sclerosis of the liver in 1957. For all his
bluster and claims to hold secret evidence of American
Communism, McCarthy never identified a single
Communist spy.

The social impacts of McCarthyism were significant.
Some victims of McCarthyism lost jobs, were blacklisted,
were alienated from friends and associates, or committed
suicide. McCarthyism generated a climate of self-
censorship. President Dwight D. Eisenhower (1890–
1969), members of Congress, intellectuals, celebrities, and
everyday citizens muted criticisms of McCarthy out of
fear of being called procommunist (Schrecker 1998).

The Federal Bureau of Investigation (FBI) had a sym-
biotic relationship with Senator McCarthy. FBI director J.
Edgar Hoover (1895–1972) had conducted free-ranging
investigations of the American political Left since the
1930s, and the FBI secretly and illegally provided Senator
McCarthy with records and names of individuals.

Functionally, McCarthyism deadened what might
have been a critical activist edge in American social science
as those who fought for racial or economic justice or who
studied social stratification were routinely interrogated by
the House Un-American Activities Committee (HUAC) or
subjected to FBI surveillance and harassment (Harris 1980;
Keen 2004; Price 2004). Proponents of McCarthyism 
were not simply interested in exposing and destroying
Communists. McCarthyism’s outcomes were much broader
and included attacking labor union leaders, as well as dis-
crediting a wide range of social activists working for gender,
racial, and economic equality.

Loyalty hearings made examples out of public figures
associated with progressive causes. In 1952 playwright
Arthur Miller (1915–2005) began work on his play The
Crucible, set during the 1692 Salem witch trials. The
Crucible, which opened in New York in 1953, used the
past to examine the 1950s climate of fear, accusations by
informers, guilt by association, and the right of commu-
nities to bring moral judgments.

McCarthyism’s mechanisms of social control extend
beyond the mid-twentieth century’s “Red Scare.” The use
of fear, guilt by association, vague accusations, and claims
that dissent is dangerously unpatriotic to generate silence
and compliance is a recurrent instrument of social control
employed in various societies before and since the 1950s
(Garfinkel 1956).
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MCFADDEN, DANIEL L.
1937–

Daniel L. McFadden, a physics undergraduate who
switched to behavioral science (economics) in graduate
school, won the Nobel Prize in economics (Bank of
Sweden Prize in Honor of Alfred Nobel) in 2000.
McFadden’s best-known economic contribution and the
one that led to his winning the Nobel Prize was the theo-
retical development and econometric evaluation of dis-
crete choices involving multiple outcomes.

Discrete choice outcomes had been a vexing problem
in economic analysis. Typically, economic decisions have
been framed as trade-offs between goods in which quanti-
ties of goods could be traded over relatively continuous
ranges. Discrete choices, by contrast, are “lumpy”: One
choice precludes the possibility of choosing another
option. For example, the same consumer cannot choose
simultaneously to drive and to take the train to work on
the same morning.

Modeling discrete outcomes requires a theoretical
framework for discrete choice and empirical innovations
that allow researchers to investigate the factors that influ-
ence the outcomes of choices. McFadden provided the
theoretical linkage by adopting the basic precepts of a ran-
dom utility model in which the agent is assumed to max-
imize utility but the researcher cannot observe the full set
of factors that lead to the choice; the agent also cannot do
this because of cognitive and information limitations.

The limited decision-making capacity of the agent,
along with the limited information researchers have about
the factors that lead to a decision, results in a set of deter-
minants that are unobservable in the modeling process.

McFadden, Daniel L.
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This insight implies that the errors associated with deci-
sion-making are especially important in estimating dis-
crete choice models. The idea of unobserved preference
heterogeneity serves as the theoretical foundation of
McFadden’s well-known multinomial logit model.

In a multinomial logit model McFadden assumes that
there is a latent (unobserved) variable that represents the
indirect utility (satisfaction) associated with each discrete
choice. One set of independent variables measures the
attributes of the choice. A second set of variables measures
the individual attributes affecting tastes. A fundamental
assumption of McFadden’s discrete choice models is that
current economic conditions affect the feasibility of a
choice through the budget constraint but not the prefer-
ences of the individual. Thus, prestige goods, or “snob”
goods, are not modeled adequately using McFadden’s the-
oretical foundation.

Although the theoretical foundations for the multi-
nomial logit model are complex, the empirical estimation
of that model has become increasingly simple. Most of the
empirical methods developed by McFadden, such as
multinomial logit, conditional logit, and other nested
models, have been standardized enough that they are easy
to estimate. However, the interpretation of the results is
less straightforward. Estimates are interpreted relative to
the “base” category (often the most common choice), and
every other outcome has its own set of parameter esti-
mates. One consequence of this is that when there are
many choice outcomes, interpretation of the results is dif-
ficult. In particular, neither the sign nor the magnitude of
the parameter estimates indicates the direction of the
influence of the independent variable on the outcome.
Typically, marginal effects must be calculated for each
variable of interest.

A second difficulty with the multinomial logit model
is that the observed attributes of the choices must provide
a systematic mapping onto the agent’s preferences. If arbi-
trary attributes are used to categorize choices, the multi-
nomial logit model will provide incorrect estimates of the
effects of independent variables. This difficulty is known
as the independence of irrelevant alternatives (IIA) prob-
lem. The issue of IIA points to the importance of under-
standing, classifying, and defining the choice set.

SEE ALSO Choice in Economics; Economics, Nobel Prize
in; Information, Economics of; Logistic Regression;
Variables, Latent
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MCLUHAN, MARSHALL
1911–1980

In 1964, when Canadian educator and social theorist
Marshall McLuhan’s Understanding Media appeared, the
terms medium and media were generally understood in the
sense of intermediary or intermediate. The media were not
recognized as a subject of study; reviewers and teachers
cautioned that the word was obscure and needed defini-
tion. McLuhan’s radical observation was that it is the
medium (not the program content) that shapes and con-
trols the scale and form of human association and action:

The message of any medium or technology is the
change of scale or pace or pattern that it intro-
duces into human affairs. The railway did not
introduce movement or transportation or wheel
or road into human society, but it accelerated and
enlarged the scale of previous human functions,
creating totally new kinds of cities and new kinds
of work and leisure. This happened whether the
railway functioned in a tropical or northern envi-
ronment, and is quite independent of the freight
or content of the railway medium. (McLuhan
1964, p. 8)

This is essentially a sociological outlook, though it
has not been adopted by that field. Yet Understanding
Media did serve to found the field of media study in
North America and ultimately throughout the world.

Among its groundbreaking insights were that some
media involve the user deeply (“cool media”), while others
(“hot media”) do not: The involvement takes place on the
sensory level, below consciousness. For example, the
movie viewer must supply all of the movement that occurs
on the screen between frames while the screen is black.
The television viewer or computer user supplies most of
the mosaic image from moment to moment and nearly all
of the color. These effects, which occur independently of
the content or uses, shape the sensory preferences of the
users and supply new perceptual biases that affect how
they construe their cultures and societies.

McLuhan was the first to study advertising seriously:
In his first book, The Mechanical Bride (1951), he called
advertising the “Folklore of Industrial Man.” This work
applies then-new critical techniques (practical criticism,
developed in England) for the first time to ads and other
facets of North American popular culture. McLuhan fol-
lowed it with Culture Is Our Business (1970), a companion
study of advertising after television.

The Gutenberg Galaxy (1962) delved into the manner
in which print and the press reshaped culture and sensibil-
ity in the centuries that followed their introduction and
showed how to study the social-environmental actions of
new media. Take Today: The Executive as Dropout (1972)
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examined the effects of electric media on management
practice and business culture.

Laws of Media: The New Science (1988), written with
his son Eric, sought to place McLuhan’s style of environ-
mental media study on a scientific basis for the first time.
In it, the authors proposed that four invariable laws gov-
ern the action of all media—and also of all human arti-
facts. Briefly, every human artifact extends or amplifies
some process or faculty; obsolesces some established pat-
tern; reinvigorates or retrieves some older, previously
obsolesced form that now returns in a new shape or guise;
and reverses its characteristics when pushed to its limit.
The four laws exhibit an inner relation to each other as A
is to B as C is to D.

During his life, McLuhan was a controversial figure,
not least because his techniques of media study departed
so radically from the established methods, which focused
on content analysis and research into the desires and moti-
vations of audiences. McLuhan, in contrast, approached
media study from the angle of perception and changes in
sensibility occasioned by media as forms and as extensions
of the users’ senses. Although McLuhan’s work remains
controversial, his techniques work as well now as they did
in his time, to the chagrin of those who have tried to apply
them superficially, without first understanding how per-
ception is modified by media.

SEE ALSO Critical Theory; Cultural Studies; Film
Industry; Journalism; Media; Popular Culture;
Television; Theater; Visual Arts
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MEAD, GEORGE
HERBERT
1863–1931

George Herbert Mead was one of the core founders of
pragmatism, a distinctively American philosophy. Mead
was a professor of philosophy at the University of Chicago
(1894–1931), but he had a powerful influence on both
philosophy and sociology. He is also recognized as one of
the originators of symbolic interactionism, an important
discipline within sociology. In this regard, he is famous 
for showing the relationships between mind, self, and 
society: Our minds and selves are gifts we receive 
from society, though we can augment and alter mind, self,
and society in countless ways (Mead 1934).

Mead and the other pragmatists argued that the sci-
entific method is the most powerful tool humans have
ever discovered for analyzing knowledge, and they applied
empirical methods to all knowledge—including science,
philosophy, government, religion, ideologies, and every-
day life. Mead argued that we should treat all ideas as
hypotheses that are open to analysis in terms of the con-
sequences associated with using them. It is true that many
religious people and ideologues are not used to thinking
that their favorite ideas are hypotheses that can be tested
by examining how well they work, but pragmatists treat
all knowledge as tentative and open to investigation.

Any ideas that work well when we act on them are
tentatively supported as useful and valid. On the other
hand, ideas that lead to failures are identified as problem-
atic. This is most obvious in the realm of science. A med-
ical procedure that prolongs life without problematic
reactions is seen as valuable, but a procedure with adverse
side effects alerts researchers to either abandon the tech-
nique or rework it until the problems are overcome.
Pragmatists treat all ideas in a similar manner. For exam-
ple, many American professors defended Marxism and
communism during the mid-1900s, and pragmatists are
not surprised that some abandoned these theories after the
collapse of the Soviet Union and the Communist nations
of Eastern Europe. Even if an idea was once popular, prag-
matists emphasize that a series of failures often leads peo-
ple to abandon or revise prior views: Countless positive
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claims about an idea are not as powerful as a succession of
failings.

No theory can ever be proven so conclusively as to be
completely above question and possible future revision.
Pragmatists argue that tentative and flexible truths are in
fact more useful than the dogmas or static “truths” that
ideologues defend. Our physical, biological, and social
worlds are in constant change; hence, it is wise to
approach all knowledge as likely to need modification as
we attempt to track our ever changing and evolving world.

Pragmatism has had major influences on philosophy,
sociology, science, and many other domains of thought.
Mead’s version of pragmatism is highly nuanced because,
as the youngest of the pragmatists, he benefited from the
best ideas of his predecessors.

SEE ALSO Philosophy; Philosophy, Political; Pragmatism;
Science; Society; Sociology
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MEAD, MARGARET
1901–1978

Margaret Mead was an American anthropologist whose
career as a social scientist and public intellectual spanned
the greater part of the twentieth century. She was an inde-
fatigable fieldworker whose ethnographic research focused
primarily on the study of small-scale societies in the South
Pacific and Bali, but she was also well known for her
insights about and prescriptions for American society.
Mead received her PhD in anthropology in 1925 from
Columbia University, where she worked with Dr. Franz
Boas and Dr. Ruth Benedict, two anthropologists well
known for their work on race and cultural relativism, or
the idea that no culture or racial group is inherently supe-
rior to another and that any cultural practice can be
understood within the context of the larger social struc-
ture and cultural whole of which it is a part. Along with
Benedict, Mead was a major contributor to the develop-
ment of the school of culture and personality, a subfield of
cultural anthropology that sought to understand the role
that culture played in shaping the personality of individ-
ual members of a particular society. Influenced by neo-
Freudian theory of the 1930s and 1940s, Mead sought to

apply psychoanalytic concepts about the individual—
especially the development of a child into an adult—to
the study of socialization in non-Western societies.
Although aspects of culture and personality theory have
been disparaged, many of the topics that Mead first inves-
tigated formed the basis for today’s subfield of psycholog-
ical anthropology.

After Mead returned from her first field trip to Samoa
in 1926, she became curator of anthropology at the
American Museum of Natural History. She remained at
the museum for the rest of her lengthy career. Mead’s fame
arose from her ability to write books that captured the
general public’s interest with their engaging prose and
provocative and timely choice of topics. Beginning with
her first book—Coming of Age in Samoa—published in
1928, Mead became a best-selling author and an increas-
ingly well-known expert on the topics of primitive cul-
tures, adolescence, gender and sexuality, education, child
development, and culture change. While Coming of Age in
Samoa established Mead’s reputation as an anthropologist
who studied sexuality, especially the sexual behavior of
adolescent girls, subsequent books focused on education
in so-called primitive cultures (Growing Up in New
Guinea), gender roles and male-female relations (Sex and
Temperament in Three Primitive Societies and Male and
Female), acculturation (The Changing Culture of an Indian
Tribe), the relationship between culture and the develop-
ment of adult personality (Balinese Character), national
character (And Keep Your Powder Dry, Mead’s first anthro-
pological book about American culture), New Lives for
Old (about cultural transformation and the impact of
Western development on traditional societies), and
Culture and Commitment (Mead’s analysis of the genera-
tion gap).

During World War II (1939–1945) Mead worked for
the U.S. government, contributing studies on American
food habits, morale building, and the interpretation of
British and American culture for British civilians and
American soldiers in the United Kingdom. After the war
Mead shifted her focus to the application of anthropolog-
ical methods to the study of American society, the Soviet
Union, and the problems of development faced by newly
independent nations. As a result of her increasing media
presence on television, in popular magazines, and the
radio, by the time she died Mead was famous worldwide
and eulogized as “grandmother to the world.”

In 1983, five years after Mead’s death, Australian
anthropologist Derek Freeman published a detailed cri-
tique of Mead’s Samoan research, ultimately claiming that
Mead’s informants had duped her and that her conclu-
sions about the relative freedom toward premarital sex she
had claimed characterized Samoan society were false.
Moreover, Freeman concluded that if Mead’s Samoan
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findings were false, so too was the larger claim she had
made about the relative importance of nurturance versus
biologically innate characteristics of human behavior.
Although Mead was not able to respond to Freeman’s cri-
tique herself, many anthropologists who had worked in
Samoa, or who were proponents of the importance of cul-
tural factors in shaping human behavior, came to her
defense. They did so despite their acknowledgment of
some factual errors in her Samoan research, which they
claimed were of minor significance and the result of her
youth and the infancy of anthropology as a social science.
(For a detailed discussion of the critique of Freeman’s argu-
ment and defense of Mead’s work, see Caton [1990],
Orans [1996], and Lapsley [1999]). In November 1983
the American Anthropological Association censured
Freeman, citing inconsistencies and errors in his critique of
Mead’s Samoan research. However, although the media
coverage of the Mead-Freeman controversy damaged
Mead’s public image, in 2001 the American Anthropolog-
ical Association and the media honored Mead during her
centennial year. This asserted her prominence as a public
figure whose major contribution had been to apply anthro-
pological methods and insights gleaned from the study of
remote small-scale societies into the analysis of contempo-
rary American society and the solution of problems that
vexed complex modern societies in general.

SEE ALSO Anthropology, U.S.; Benedict, Ruth; Boas,
Franz; Psychoanalytic Theory
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MEADE, JAMES
1907–1995

During his long career as an economist, James Edward
Meade made major contributions to many fields, includ-
ing national income accounting, economic growth, public
finance, and welfare economics, as well as the two most
important, for the discipline and for the world economy,
macroeconomics and international economics (trade and
finance). For his contribution to international trade and
finance he was awarded the 1977 Nobel Memorial Prize
in Economics jointly with Swedish economist Bertil
Ohlin (1899–1979).

As an undergraduate at Oriel College, Oxford,
Meade switched from the study of classics to economics,
motivated by the serious unemployment problem in
Britain in the 1920s. Upon graduation with first-class
honors in 1930, he was appointed to a fellowship in eco-
nomics at Hertford College, which first allowed him a
postgraduate year at Trinity College, Cambridge. He
swiftly became a member of the Cambridge “circus” 
of young economists—including Richard Kahn (1905–
1989), Austin Robinson (1897–1993), Joan Robinson
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(1903–1983), and Piero Sraffa (1898–1983)—whose crit-
icism of John Maynard Keynes’s (1883–1946) A Treatise
on Money (1930) set Keynes on the path to The General
Theory of Employment, Interest, and Money (1936). Meade
returned to Oxford already a “Keynesian” in the modern
(i.e., post-1936) sense, and published the first Keynesian
economics textbook, An Introduction to Economic Analysis
and Policy, in 1936. Throughout his career his main con-
cern was with the contribution economic analysis can
make to practical economic policy. One of several young
Oxford economists advising the Labour Party in the
1930s, he was a “liberal socialist” who believed in using
the market mechanism for egalitarian ends. He was also a
convinced believer in international political and economic
cooperation.

In 1937 Meade joined the Financial Section of the
League of Nations and wrote two of its World Economic
Surveys before World War II (1939–1945), when he
returned to England to work for the British government.
In government, he and Richard Stone (1913–1991) pre-
pared the first modern double-entry social accounts for
any country, published as An Analysis of the Sources of War
Finance and an Estimate of the National Income and
Expenditure in 1938 and 1940, accompanying the first
“Keynesian” budget of April 1941. He then concerned
himself with planning postwar macroeconomic policy. It
was Meade who wrote, in March 1943, the first draft of
what became the wartime coalition government’s
Employment Policy (1944). He was also a founding father
of the GATT (General Agreement on Tariffs and Trade).
To complement Keynes’s “clearing union” plan for the
postwar international currency system, Meade proposed
an “international commercial union” to restore multilat-
eral trade and remove trade restrictions after the war. The
two plans formed the basis of the British contributions to
wartime Anglo-American discussions on the postwar
international economic order. Meade’s ideas bore fruit in
the Anglo-American Proposals for Consideration by an
International Conference on Trade and Employment of
December 1945, and he served on the preparatory com-
mission for the conference that drew up the charter for an
International Trade Organization. Although the charter
was not ratified, its main principles were incorporated in
the GATT, negotiated in Geneva in 1947.

Meade returned to academic life in 1947 as Cassel
Professor of Commerce with special reference to interna-
tional trade at the London School of Economics. There, as
a direct result of his wartime work on economic policy, he
was to make his most lasting contributions to economic
theory when he began to write on international economic
policy. He began by constructing a general-equilibrium
comparative static model for an economy open to trade
and capital flows, synthesizing Keynesian and classical
theory and extending it in order to analyze the effects of

different policy instruments and other variables on inter-
nal and external balance. The result, The Theory of
International Economic Policy, Volume 1: The Balance of
Payments (1951a), and its supplement containing the
mathematical model (1951b), was the first systematic
exploration of the relationship between domestic and
international equilibrium. The model has become “part of
the baggage of every economist” (Corden and Atkinson
1979, p. 529), the most important single influence behind
the development of open-economy macroeconomics in
the next four decades.

The equally pathbreaking second volume, Trade and
Welfare (1955a, 1955b), made three major and lasting
contributions to economics: a fundamental reformulation
of the theory of economic welfare to make it both opera-
tional and more widely applicable; the use of this new the-
ory to analyze controls on factor movements as well as
controls of trade; and the extension of the analysis from
two-country models to a many-country world, including
its application to the theory of customs unions (1955c).
He originally drafted much of the book on the basis of the
“new welfare economics” of the late 1930s, but he rewrote
it to utilize the work (1951) of his former wartime col-
league, Marcus Fleming (1911–1976). “It was a brilliant
feat of imagination … to realize … [Fleming’s method]
was capable of large-scale generalization into a powerful
tool for welfare analysis of practical policy problems, and
an act of great intellectual honesty and courage for him to
scrap his existing draft and rework the whole problem on
the new approach” (Johnson 1978, p. 73).

From 1968 Meade was based in Cambridge, first as
professor of political economy in succession to Dennis
Robertson (1890–1963), A. C. Pigou (1877–1959), and
Alfred Marshall (1842–1924). He worked on the theory
of economic growth (1961a) and income distribution for
ten years before returning to macroeconomics to lead a
major research project on Stagflation (Meade 1982; Vines
et al. 1983). He concentrated on the reform of wage-fix-
ing arrangements, in order to solve the problem of the
dual function of the price mechanism: The prices of goods
and factors of production that promote the most efficient
use of resources may well produce an unacceptably
unequal distribution of income. His consistent concern
for both efficiency and equality is spelled out most clearly
in Efficiency, Equality, and the Ownership of Property
(1964), which he himself regarded as his best book. It was
also a feature of two “Meade Reports,” The Economic and
Social Structure of Mauritius (1961b) and The Structure
and Reform of Direct Taxation (1978), and his final book
Full Employment Regained? An Agathotopian Dream
(1995). An inveterate explorer of improvements in eco-
nomic arrangements, he should be remembered for his
practical contributions as well as for his theoretical
achievements.

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 49

Meade, James



SEE ALSO Economics, International; Economics,
Keynesian; Economics, Nobel Prize in; Exchange Rates;
General Agreement on Tariffs and Trade; Kahn,
Richard F.; Keynes, John Maynard; League of Nations;
Marshall, Alfred; Robinson, Joan; Sraffa, Piero; Trade

B I B L I O G R A P H Y

PRIMARY WORKS

Meade, James E. 1936. An Introduction to Economic Analysis and
Policy. London: Oxford University Press.

Meade, James E. 1951a. The Theory of International Economic
Policy. Vol. 1: The Balance of Payments. London: Oxford
University Press.

Meade, James E. 1951b. The Theory of International Economic
Policy. Vol. 1: The Balance of Payments, Mathematical
Supplement. London: Oxford University Press.

Meade, James E. 1955a. The Theory of International Economic
Policy. Vol. 2: Trade and Welfare. London: Oxford University
Press.

Meade, James E. 1955b. The Theory of International Economic
Policy. Vol. 2: Trade and Welfare, Mathematical Supplement.
London: Oxford University Press.

Meade, James E. 1955c. The Theory of Customs Unions.
Amsterdam: North-Holland.

Meade, James E. 1961a. A Neo-Classical Theory of Economic
Growth. London: Allen & Unwin.

Meade, James E., et al. 1961b. The Economic and Social Structure
of Mauritius: Report to the Governor of Mauritius. London:
Methuen.

Meade, James E. 1964. Efficiency, Equality, and the Ownership of
Property. London: Allen & Unwin.

Meade, James E., et al. 1978. The Structure and Reform of Direct
Taxation. London: Allen & Unwin for the Institute of Fiscal
Studies.

Meade, James E. 1982. Stagflation. Vol. 1: Wage-Fixing. London:
Allen & Unwin.

Meade, James E. 1988. The Collected Papers of James Meade. Vol.
1: Employment and Inflation. Vol. 2: Value, Distribution, and
Growth. Vol. 3: International Economics, ed. Susan Howson.
London: Unwin Hyman.

Meade, James E. 1990a. The Law Mission, September–October
1943. In The Wartime Diaries of Lionel Robbins and James
Meade, 1943–45, eds. Susan Howson and Donald
Moggridge, 92–155. London: Macmillan.

Meade, James E. 1990b. The Collected Papers of James Meade.
Vol. 4: The Cabinet Office Diary, 1944–46, eds. Susan
Howson and Donald Moggridge. London: Unwin Hyman

Meade, James E. 1995. Full Employment Regained? An
Agathotopian Dream. Cambridge, U.K.: Cambridge
University Press.

Vines, David, Jan Maciejowski, and James E. Meade. 1983.
Stagflation. Vol. 2: Demand Management. London: Allen &
Unwin.

SECONDARY WORKS

Corden, W. M., and A. B. Atkinson. 1979. James E. Meade. In
International Encyclopedia of the Social Sciences, Biographical
Supplement, vol. 18, ed. David L. Sills, 528–532. New York:
Free Press.

Fleming, J. Marcus. 1951. On Making the Best of Balance of
Payments Restrictions on Imports. Economic Journal 61:
48–69.

Johnson, Harry G. 1978. James Meade’s Contribution to
Economics. Scandinavian Journal of Economics 80: 64–85.

Keynes, John Maynard. 1930. A Treatise on Money. 2 vols.
London: Macmillan.

Keynes, John Maynard. 1936. The General Theory of
Employment, Interest, and Money. London: Macmillan.

Vines, David. 1987. Meade, James Edward. In The New Palgrave
Dictionary of Economics, eds. John Eatwell, Murray Milgate,
and Peter Newman, vol. 3, 410–417. London: Macmillan.

Susan Howson

MEAN
SEE Descriptive Statistics.

MEAN, THE
The mean is widely used throughout the social sciences
and is the arithmetic average of a set of scores. It is simply
the sum of all the scores of interest divided by the number
of scores. In casual conversation this calculation is referred
to as “getting the average.” The capital letter M is com-
monly used in journal articles to represent the mean. The
formula for the mean is quite simple: M = ΣX/N, where
M is the mean, ΣX is the sum of all the scores of interest,
and N is the number of the scores.

In general, what is sought is a single value that repre-
sents the location of the set of scores on some scale. The
mean describes the central tendency of a distribution of
scores. In other words, it describes where the scores tend
to cluster together or the arithmetic middle point of the
scores. This measure of central tendency is sometimes
referred to as the index of location.

The mode and the median are also used to describe
central tendency; they lack, however, the mathematical
properties of the mean. These other measures are most
useful when the distribution of scores is multimodal or
skewed.

A simple example will illustrate the mean. Assume
one has five scores: 6, 5, 4, 3, and 2. The sum of these
scores is 20. The mean is 20/5, which equals 4. In this case
the median is also 4 (it is the score that divides all the

Mean
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scores in half ). This is usually the case when the distribu-
tion of scores is symmetrical. This example can also illus-
trate an advantage of the mean over the median. The
mean is sensitive to all the scores in the distribution, while
the median is not. Look at what happens if the score of 6
is changed to a score of 16. The new sum of the scores is
now 30, and the mean is 30/5, which is 6. But the median
is still 4. The mean reflects the value of every score in the
distribution. Of course, in the social sciences one often
encounters distributions that are essentially normal, in
which case all three measures of central tendency (mode,
median, and mean) will be the same.

For many variables in the social sciences the mean is
the standard descriptor of central tendency. For example,
the mean may be used to describe a person’s average grade
in a course of study or a person’s average weight over a
given period. The mean is useful in describing groups as
well. Demographic data are often presented as means
(e.g., mean age, height, weight, number of children, or
siblings). The average performance of a class of students,
a school, a school district, a state, or the whole country
may be reported on some measure of academic achieve-
ment. Even countries may be compared on average aca-
demic skills.

In research or evaluation the characteristics of a pop-
ulation of interest often need to be described. Populations,
however, are typically very large (sometimes infinitely so)
and impossible to measure completely. The truth about a
population may only be inferred. For this reason a sample
is collected from the population, with the intent of gener-
alizing the results to the whole population. Once the sam-
ple scores have been obtained, the data need to be
described in such a way as to communicate the essential
characteristics and also allow inferences about the popula-
tion—briefly but informatively.

The sample mean is an unbiased estimator of the
population mean. It determines a center point of the set
of scores that includes the value of every score in the set.
Because the mean includes all the scores, it is the point of
balance or center of gravity of the distribution.

Much research is concerned with trying to determine
how different or how similar people or groups may be.
The mean is used to do this. The measurement of how far
individuals are from their group mean is taken, and also
the measurement of how far group means are from the
mean of all the samples. The resulting scores are called
deviation scores, and are obtained by subtracting the
mean from the individual score. These deviation scores
can be used to calculate another average called the vari-
ance (because the sum of the deviation scores is always
zero, they must be squared before being added together
and dividing by the number). The square root of the vari-
ance is called the standard deviation. This average tells one

about the amount of variability in a set of scores or among
a set of means.

This property of the mean is critical because much
research is concerned with examining how much sample
means deviate from some point or from each other. If the
means deviate from each other by a large enough amount,
they are said to be “significantly different.” This is the
basis for significance testing between groups. These signif-
icance tests are commonly found in published research,
although there is debate about which approach to use and
how results should be reported.

The mean is arguably the most widely used measure
of central tendency. It requires interval or ratio level of
measurement, works best with distributions that are uni-
modal and roughly symmetrical, and is the basis for much
statistical decision-making.

SEE ALSO Decision-making; Population Studies; Standard
Deviation
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MEAN SQUARE
EFFICIENCY
SEE Properties of Estimators (Asymptotic and Exact).

MEANING
In the social sciences, the concept of meaning has been
understood theoretically in three different ways, which
can be called the mirroring, constructivist, and production
perspectives.

The mirroring perspective derives from the work of
Max Weber (1864–1920), who called attention to the
subjective interpretations that people create to describe or
explain their social experience. Whether or not these
meanings are conveyed to others, they are social to the
extent that they are broadly characteristic of those who
share a similar position within the structure of social rela-
tionships. For example, according to a study of television
audiences in Israel, the meanings viewers ascribed to the

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 51

Meaning



American television series Dallas had much more to do
with ethnicity than with whatever meanings might have
been intended by the show’s scriptwriters and directors.
Arabs saw the show as a moral drama exemplifying how
American immorality inexorably led to chaos in interper-
sonal relationships, while Jews who recently immigrated
from Russia saw it as a social drama portraying the evils of
the capitalist system (Liebes and Katz 1990). Similarly, in
the United States and United Kingdom, men and women
have been repeatedly found to view corporate leadership
roles differently. For most men, effective leadership means
setting up a forceful and consistently applied system of
rewards and punishments. For most women, it means
showing others how to transform one’s individual goals
into group goals so that teams can work more effectively
and harmoniously (Alimo-Metcalfe 1995). In the mirror-
ing perspective, the social meanings that people are found
to have about the social world are seen to stem from their
differing experience of a social structure in which prestige,
wealth, and power are unequally distributed. Although
shared social meanings can foster a sense of shared iden-
tity, when viewed through the lens of the mirroring per-
spective, they are essentially epiphenomenal and close to
irrelevant for explanatory purposes. For example, studies
of corporate leadership styles have largely failed to demon-
strate that these differing meanings are related to the style
female leaders actually choose.

The constructivist perspective, in contrast, empha-
sizes how people employ agency in order to create and
deploy social meanings within fields of social relations
that are contentious, fluid, and imperfectly defined: a
world of becoming rather than being. This perspective
derives from a variety of 1960s theoretical innovations,
including symbolic interactionism, phenomenology, 
sociolinguistics, anthropological linguistics, eth-
nomethodology, structuralism, social movement theory,
pragmatics, and social constructivism. The constructivist
perspective turns the mirroring perspective on its head:
Social structure is seen as the consequence of the constant
and contentious efforts people make to create meanings
and, by means of communicative behaviors, to frame
social situations in terms of those meanings. In its most
radical forms, constructivists deny that what Émile
Durkheim (1858–1917) would call “social facts”—objec-
tively measurable patterns of social behavior that are exter-
nal to individual motivations—have any a priori existence
whatsoever. For example, medicine has struggled unsuc-
cessfully for decades to define a “self-neglect syndrome” in
objective, medical terms. If a self-neglect syndrome can be
said to exist in an objective sense, it is only because, within
the field of medical relations, some patients have empha-
sized “self-neglect” behaviors in order to frame the situa-
tion in light of their understanding of it; alternatively, a
medical organization has identified certain patient behav-

iors as “self-neglect” in order to alter the patient’s position
and rights within a medical organization.

The production perspective, the most recent of the
three, derives from the work of British sociologist
Anthony Giddens (1993) and, more recently, the flourish-
ing subfield of cultural sociology. It seeks to strike a bal-
ance between the mirroring and constructivist
perspectives by emphasizing the dialectic between, on the
one hand, social forces that really are larger than the indi-
vidual (such as institutionalized discrimination), and, on
the other hand, the attempts by individuals and groups to
try to frame situations to their advantage. In order to do
so, they draw on the stock of meanings at hand, but they
also create new ones or repackage the old ones in new
ways. From the production perspective, the interpretation
of Dallas offered by Arab citizens of Israel is part of a
broader meaning-formation strategy that is being pursued
by Sunni Arab communities throughout the Middle East:
It involves a rejection of the secularism and perceived
immorality of Western societies in favor of a radically
reformulated, fundamentalist version of Islam known as
Wahhabism. In contrast to constructivist approaches,
which almost invariably emphasize interpersonal interac-
tion as the medium in which meanings are defined, the
production perspective is equally attuned to the institu-
tions, technologies, and media that meaning-producers
appropriate as they attempt to frame the meaning of situ-
ations. For example, the rise of Islamic moral and religious
fundamentalism in Sunni Arab communities is clearly
related to Saudi Arabia’s lavishly funded and influential
system of religious schools and to the rise of Arabic media,
including satellite television stations, that are independent
of Western control and censorship.

SEE ALSO Anthropology; Constructivism; Durkheim,
Émile; Giddens, Anthony; Identity; Islam, Shia and
Sunni; Linguistic Turn; Media; Phenomenology;
Representation; Television; Weber, Max
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MEANS, RUSSELL
1939–

Russell Means, an Oglala Sioux, is one of the most lion-
ized and controversial American Indians of the twentieth
century. Means rose to national prominence as an
American Indian Movement (AIM) spokesperson and
negotiator during the 1973 Wounded Knee occupation
on the Pine Ridge reservation in South Dakota. The occu-
pation lasted seventy-one days, ending with two occupiers
dead and two federal officials seriously injured. Means
faced several charges stemming from the Wounded Knee
occupation, but they were eventually dismissed.

Means was not a founding member of AIM, an
American Indian civil rights organization started in
Minneapolis in 1968, but he did establish a local chapter
in Cleveland and became the group’s first national direc-
tor in 1970. His other political activities include a 1970
lawsuit against the Cleveland Indians baseball team over
the Chief Wahoo mascot; the 1972 takeover of the Bureau
of Indian Affairs (BIA) office in Washington D.C.; and
protests against Columbus Day observances and parades
in 1992.

His relationship with AIM became strained over the
years, and he resigned in 1986. By 1993, AIM factions
had officially split, with Means developing the
International Confederation of Autonomous Chapters of
the American Indian Movement; and fellow American
Indian activists Vernon Bellecourt (b. 1931) and Clyde
Bellecourt (b. 1939) heading up the American Indian
Movement–Grand Governing Council.

Means admitted to criminal activity in his 1995 auto-
biography, Where White Men Fear to Tread; his legal trou-
bles include several arrests and trials, a felony conviction
for the 1974 Sioux Falls courthouse riot, and a 1975 mur-
der charge. Although Means served one year in prison for
the riot conviction, he was pardoned in 2002 by South
Dakota governor Bill Janklow; he was acquitted on the
murder charge.

In 1997 he was arrested on the Navajo reservation for
assaulting his father-in-law. Scheduled to be tried in the
Navajo Nation court system, Means argued that he was not
subject to its jurisdiction. In 2005 the U.S. Court of
Appeals for the Ninth Circuit ruled the Navajo Nation does
have misdemeanor criminal jurisdiction over non-member
American Indians, including Means. Critics contend that
Means’s effort to thwart Navajo jurisdiction was an attack
on tribal sovereignty to further his own interests, whereas
Means argues that he was attempting to uphold Navajo
treaty rights with respect to jurisdiction over lawbreakers.
The U.S. Supreme Court declined to hear the case.

Means has also made several attempts to work within
the political system. He made three unsuccessful bids for

the presidency of the Oglala Sioux Nation in 1974, 1984,
and 2002. In 1984, Means was Hustler magazine pub-
lisher Larry Flynt’s running mate in the latter’s unsuccess-
ful attempt to secure the Republican nomination for
president of the United States. In 1988 Means lost his bid
to be the Libertarian Party’s presidential nominee. He
entered the New Mexico gubernatorial race as an inde-
pendent in 2002 but ultimately withdrew.

Means is also an actor, securing roles in The Last of
the Mohicans (1992), Pocahontas (1995), and Thomas and
the Magic Railroad (2000). Means prefers the term
American Indian over Native American because he
believes “anyone born in the Western hemisphere is a
Native American” (Means 1998).

SEE ALSO American Indian Movement; Indigenous
Rights; Native Americans; Tribe
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MEANS OF
PRODUCTION
SEE Forces of Production.

MEASUREMENT
Measurement is the evaluation or estimation of degree,
extent, dimension, or capacity in relation to certain stan-
dards (i.e., units of measurement). As one of the most
important inventions in human history, the process of
measuring involves every aspect of our lives, such as time,
mass, length, and space. The Greeks first developed the
“foot” as their fundamental unit of length during the
fourth millennium BCE. The ancient peoples of
Mesopotamia, Egypt, and the Indus Valley seem to have
all created systems of weight around the same period.
Zero, the crucial number in the history of measurement,
was first regarded as a true number by Aristotle.
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The ancient Egyptians first developed a systematic
method of measuring objects, which they used in the con-
struction of pyramids. During the long period during
which their civilization thrived in northeastern Africa,
they also cultivated the earliest thoughts on earth meas-
urement: geometry. Euclid of Alexandria (c. 330–c. 275
BCE), a Greek mathematician who lived in Egypt and who
is regarded as the “father of geometry,” provided the
proofs of geometric rules that Egyptians had devised in
building their monuments. His most famous work,
Elements, covers the basic definitions, postulates, proposi-
tions, and proofs of mathematical and geometric theo-
rems. Euclid’s Elements has proven instrumental in the
development of modern science and measurement.

Another great mathematician who contributed to
modern measurement was Karl Friedrich Gauss. He was
born on April 30, 1777, in Brunswick, Germany. At age
twenty-four, Gauss published a brilliant work,
Disquisitiones Arithmeticae, in which he established basic
concepts and methods of number theory. In 1801, Gauss
developed the method of least squares in calculating the
orbital component of the motion of celestial bodies with
high accuracy. Since that time the method of least squares
has been the most widely used method in all of science to
estimate the impact of measurement error. He was able to
prove that a bell-shaped, normally distributed error curve
is a basic assumption of statistical probability analysis
(Gauss-Markov theorem).

Among all science and social science disciplines, there
are three broad measurement theories (Michell 1986,
1990). The first and most commonly used is the classical
theory of measurement. Measurement is defined by the
magnitudes of the quantity and expressed as real numbers.
An object’s quantitative properties are estimated in rela-
tion to one another, and ratios of quantities can be deter-
mined by the unit of measurement. The classical concept
of measurement can be traced back to early theorists and
mathematicians, including Isaac Newton and Euclid. The
classical approach assumes that the underlying reality
exists, but only quantitative attributes are measurable, and
the meaningfulness of scientific theories can, and only
can, be supported by the empirical relationships of various
measurements.

The second theory, the representational approach,
defines measurement as “the correlation of numbers and
entities that are not numbers” (Nagel [1932] 1960, p.
121). For example, IQ scores can be used to measure
intelligence, and the Likert scale measures personal atti-
tudes based on a set of statements. The representational
approach assumes that a reality exists and can be meas-
ured, and the goal of science is to understand this reality.
However, the representational approach does not insist
that only quantitative properties are measurable. Instead,

measurements can be used to reflect differences at multi-
ple levels.

Unlike the classical and representational approaches,
the third approach, called the operational approach,
avoids the assumption of objective reality. Instead, it
emphasizes only the precisely specified operational
process, such as the measurement of reliability and valid-
ity. The main concern of scientific theories is only the rela-
tionships indicated by the measurements rather than the
distance between the reality and measures.

According to the different properties and relation-
ships of the numbers, there are four different levels of
measurement: nominal, ordinal, interval, and ratio. In
nominal (also called categorical) measurement, names or
symbols are assigned to objects, and this assignment is
determined by the similarity of the to-be-measured values
or attributes. The categories of assignment in most situa-
tions are defined arbitrarily, for instance, numbers
assigned to individual marital status: single = 1, married =
2, separated = 3, divorced = 4, and so on, or to religious
preference: Christian = 1, Jewish = 2, Muslim = 3,
Buddhist = 4, and so on.

In ordinal measurement, the number assigned to the
objects based on their attributes reflects an order relation
among them. Examples include grades for academic per-
formance (A, B, C …), the results of sporting events and
the awarding of gold, silver, and bronze medals, and many
measurements in psychology and other social science dis-
ciplines.

Interval measurements have all the features of ordinal
measurements, but in addition the difference between the
numbers reflects the equivalent interval of the attributes
being measured. This property makes comparison among
different measures of an attribute or characteristic mean-
ingful and operations such as addition and subtraction
possible. Temperature in Fahrenheit or Celsius degrees,
calendar dates, and standardized intelligence tests (IQ) are
a few examples of interval measurements.

In ratio measurement, objects are assigned numbers
that have all the features of interval measurements, but in
addition there are meaningful ratios between the num-
bers. In other words, the zero value is a meaningful point
on the measurement scale, and operations of multiplica-
tion and division are therefore also meaningful. Examples
include income in dollars, length or distance in meters or
feet, age, and duration in seconds or hours.

Because measurement can be arbitrarily defined by
the government, researchers, or cultural norms, it is
socially constructed. The social construction of measure-
ment is frequently encountered in social science disci-
plines. For instance, the U.S. Census Bureau has redefined
the measure of race several times. Before the 1980 census,
census forms contained questions about racial categories,

Measurement

54 INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION



but the categories included only white, black, American
Indian, and specified Asian categories. The census was
based on the Office of Management and Budget’s (OMB)
1977 Statistical Policy Directive Number 15, Race and
Ethnic Standards for Federal Statistics and Administrative
Reporting, defining four mutually exclusive single-race
categories: white, black, American Indian or Alaska
Native, and Asian or Pacific Islander. In addition, the
standards also provided two ethnicity categories: Hispanic
origin and Not of Hispanic origin. The 1980 and 1990
censuses were collected according to these standards.

By 1997, OMB modified the race/ethnicity measure-
ment again by splitting the Asian or Pacific Islander cate-
gory into two groups, creating five race categories: white,
African American, American Indian or Alaska Native,
Asian, and Native Hawaiian or Other Pacific Islander. In
addition, the 2000 census allowed people to identify
themselves as belonging to two or more races. It also cre-
ated six single races and fifty-seven multiple race cate-
gories. The ethnicity measure for Hispanic doubled the
total number of the race/ethnicity categories to 126.
However, such an extensive number of measures causes
even more problems. Many Hispanics consider their eth-
nic origin as a racial category and therefore choose “some
other race” on the census form, leading to over 40 percent
of the Texas population reported as “some other race.”
The misconstruction of the categories of race and ethnic-
ity in the U.S. census illustrates the fluid and subjective
nature of measurement.

SEE ALSO Econometrics; Ethnicity; Gender; Likert Scale;
Mathematics in the Social Sciences; Measurement
Error; Methods, Quantitative; Racial Classification;
Regression Analysis; Sampling; Scales; Survey
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MEASUREMENT ERROR
Measurement error refers to a circumstance in which the
true empirical value of a variable cannot be observed or
measured precisely. The error is thus the difference
between the actual value of that variable and what can be
observed or measured. For instance, household consump-

tion/expenditures over some interval are often of great
empirical interest (in many applications because of the the-
oretical role they play under the forward-looking theories
of consumption). These are usually observed or mea-
sured via household surveys in which respondents are
asked to catalog their consumption/expenditures over
some recall window. However, these respondents often
cannot recall precisely how much they spent on the various
items over that window. Their reported consumption/
expenditures are thus unlikely to reflect precisely what they
or their households actually spent over the recall interval.

Unfortunately measurement error is not without con-
sequence in many empirical applications. Perhaps the
most widely recognized difficulty associated with mea-
surement error is bias to estimates of regression parame-
ters. Consider the following regression model:

y = β0 + β1 · x + ε
If y and x are observed precisely (and assuming no

other complications), β0 and β1 can be estimated via
straightforward linear regression techniques. Suppose,
however, that we actually observe x*, which is x plus some
randomly distributed error v :

x* = x + v
In terms of observed variables, our regression model

now becomes

y = β0 + β1 · (x* – v) + ε

= β0 + β1 · x* + ε – β1 · v

= β0 + β1 · x* + ζ

where ζ = ε – β1 · v. From this setup, a problem should be
immediately apparent. Because x* = x + v and ζ = ε – β1 ·
v, x* is correlated with the error term ζ, violating a central
assumption of linear regression (that is, independence
between regressors and the regression error) required to
recover consistent, unbiased estimates of regression
parameters. If one were to regress y on what we can
observe (that is, x* ), the probability limit of the estimate
of β1, Ã1, would be

Using x* thus does not yield a consistent estimate 
of β1:

If both v and ε are normally distributed or if the con-
ditional expectation from the regression model is linear,
then this holds even in small samples as an expectation
(Hausman 2001):
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This is generally referred to as attenuation bias. While
measurement error to right-hand side explanatory variables
will also result in biased and inconsistent estimates in a
multiple regression framework, the direction of bias is less
clear and will depend on the correlations between the meas-
urement errors of the various regressors. Similarly, biased
and inconsistent estimates will obtain when the measure-
ment error v is correlated with ε or x, although once again
the sign of the bias will no longer be clear a priori.

Measurement error in left-hand side, dependent vari-
ables has a different consequence. To cleanly separate
issues, imagine that x can now be observed perfectly but
that we cannot observe the dependent variable y precisely,
but only with a degree of error, as follows:

y* = y + v

Here y* is the observed variable. Thus we cannot
observe y directly because of some measurement error v.
Returning to our regression framework, we have

y = β0 + β1 · x + ε
which, in terms of observed variables, yields

y* – v = β0 + β1 · x + ε
or

y* = β0 + β1 · x + ζ
where ζ = ε + v. Since x is still uncorrelated with the new
regression error ζ, straightforward linear regression of y*
on x will still yield unbiased and consistent estimates of
the regression parameters β0 and β1. However, the vari-
ance of ζ will in general exceed that of ε, implying more
uncertain estimates (and hence higher standard errors and
lower t-statistics for those parameters).

Because it is likely a ubiquitous condition (particu-
larly with many variables typically found in microlevel
data, often based on interviews at the household, firm, or
individual level), many econometric remedies for meas-
urement error have been proposed. Here we focus on the
case of measurement errors in right-hand side explanatory
variables x because it is errors in these that will actually
lead to biased and inconsistent (as opposed to merely inef-
ficient) estimates. While a variety of practical solutions
has been proposed, in practice one has become particu-
larly popular: instrumental variables.

In some sense the instrumental variables approach is
rooted in part in the contributions of Vincent Geraci
(1976, 1977), who explored identification and estimation
of systems of simultaneous equations with generalized
measurement error. Geraci established the necessary con-
ditions for identification and efficient estimation under
such circumstances. Of particular importance, his work
stressed the need for prior restrictions sufficiently numer-
ous to compensate for the additional parameters intro-
duced by the measurement error.

Despite the rather elaborate work in the context of
systems of equations by Geraci and others, in practice
most instrumental variables estimation to surmount
measurement error is carried out in a simple, two-stage
setting. Once again, to isolate issues, let us assume that y
is observed without error but that x is; specifically, assume
that we actually observe x*, where

x* = x + v.

To implement the instrumental variables remedy for
this sort of measurement error, one must have some vari-
able z (an instrument) that is correlated with the true
value x and not the measurement error v. Furthermore z
must be correlated with y only through its correlation with
x. (Following standard results for instrumental variables
estimation, z can be correlated with other observed deter-
minants of y ; what it cannot be correlated with is the
regression error ζ = ε – β1 · v.) Once such an instrument
has been identified, the standard two-stage least squares
procedure can be adopted: Regress x* on z , use the fitted
model to predict x*, and finally, regress y on the predicted
x*. For example, the case of mismeasured household con-
sumption is often addressed through instruments such as
household income (often measured in a separate survey
module), local prices (which influence consumption,
given income), and the like. What is required is a variable
correlated with the true measure and not the error. All the
concerns regarding the predictive power of instruments
(see, for example, Staiger and Stock 1997) apply.

The result that mismeasured explanatory variables
leads to biased and inconsistent estimates generalizes to
nonlinear regression and limited-dependent variable mod-
els (such as logit and probit), although the instrumental
variables solution discussed above is no longer effective.
See Jerry Hausman (2001) for further discussion of the
case of nonlinear regression and Douglas Rivers and
Quang Vuong (1988) for solutions in the case of limited
dependent variable models. Interestingly measurement
error in dependent variables can lead to biased and incon-
sistent estimates of model parameters in limited depen-
dent variable models. See Hausman (2001) for further
discussion.

SEE ALSO Descriptive Statistics; Distribution, Normal;
Hypothesis and Hypothesis Testing; Instrumental
Variables Regression; Probability, Limits in; Properties
of Estimators (Asymptotic and Exact); Specification
Error; Test Statistics
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MECCA
Makkah al-Mukarramah, or “Mecca the blessed,” as it is
called by the government of Saudi Arabia, is the holiest
city in Islam. Its unique status derives from its links to the
rise of monotheism and the triumph of Islam in Arabia,
and its role as a pilgrimage destination for all Muslims.

The pilgrimage to Mecca (hajj)—once in one’s life-
time—is a religious duty for Muslims who can afford it.
Pilgrimages to the vicinity predate the founding of Islam
(there were evidently pre-Islamic pilgrimages to nearby
Arafat and Mina, and the Kaaba was a religious site before
it became a focus of worship for Muslims), but the Islamic
Mecca hajj is more than 1,300 years old. Muhammad
himself completed the pilgrimage in year 10 of the
Muslim calendar (632 CE). In modern times, several mil-
lion Muslims converge on Mecca each year during the last
month of the Muslim calendar (Dhu al-Hijjah, literally
“Lord of the Pilgrimage”) to perform the necessary rituals,
demonstrate and renew their faith, and seek forgiveness
for sins. This huge annual gathering of believers from
every continent is unique among contemporary religions.
Located about 80 kilometers inland from the Red Sea in a
desert valley, Mecca could be reached by pilgrims only
after extraordinary travels and hardships before the rise of
modern transportation in the twentieth century, but now
it is serviced by an international airport at nearby Jeddah.

The experience of the pilgrimage combines obedi-
ence to prescribed rites, some unavoidable discomfort or
even suffering, and, frequently, the exhilaration of reli-
gious renewal. As with all major historical pilgrimages,
commerce and services have always flourished within and
around the hajj. In the contemporary world the hajj also
strengthens the sense among Muslims of a worldwide

community of believers. The hajj is a leveler: men and
women wear the same simple forms of clothing for the rit-
uals (for men, two white cloths wrapped around the body;
for women, a simple dress with a head covering).
Differences of wealth and status are temporarily put aside
as the worshippers submerge themselves in a sea of believ-
ers who are—as pilgrims—equal before God. In addition
to wearing these simple white clothes, pilgrims must also
refrain from anger, disputes, and sexual relations so that
they may focus on obedience and devotion to God.

The specific rituals of the hajj cannot be understood
without reference to ancient traditions about Ibrahim
(Abraham), his wife Hagar, and his son Isma‘il (Ishmael),
the supposed progenitors of the peoples of Arabia. Some
of the rituals reenact the struggles of Hagar and Isma‘il to
survive in the desert: for example, pilgrims walk and run
seven times between the sites of two ancient hills near
Mecca, as Hagar did to seek water for her son. The rituals
also include stoning a pillar representing the devil, to
commemorate Ibrahim’s attempts to fulfill what he
believed to be his mission to sacrifice his son. This sacri-
fice proved to be unnecessary, and Ibrahim was allowed to
substitute the sacrifice of an animal. Subsequently,
Ibrahim and Isma‘il established a holy shrine in the desert
that became the cubical structure known as the Kaaba, in
Mecca. Although that shrine incorporated icons used for
polytheistic worship in pre-Islamic times, these elements
were removed after the conquest of Mecca by the Muslim
army, led by Muhammad, in 630 CE.

Some elements of the hajj have been modernized. For
example, the sacrifice of animals by small groups of wor-
shippers in the traditional hajj (for piety and the suste-
nance of believers, as the Qur’an asserts, not as offerings
sent to God) has been replaced by a sanitized industrial
slaughter, after which the meat is packed and shipped to
developing Muslim countries overseas. However, the hajj
remains an extraordinary demonstration of adherence to
ritual traditions as worshippers reenact and remember the
struggles and piety of the founders of an ancient and still
vibrant monotheism.

SEE ALSO Muhammad
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MECHANISM DESIGN
Mechanism design deals with the problem of how to
design a “mechanism” or a game that has an equilibrium
whose outcome maximizes some objective function, such
as the maximization of social welfare, subject to certain
constraints that depend on the specific problem.

Mechanism design begins with the assumption that
each one of the agents for whom the mechanism is
designed has access to a different piece of private informa-
tion, and that elicitation of this information is important
for achieving the desired objective. Mechanism design is
thus all about incentives: about how to provide the agents
with incentives to reveal their private information, and 
to act in accordance with the designer’s objectives.
Accordingly, the most important constraint in mechanism
design is called “incentive compatibility,” or IC. The IC
constraint obliges the designer to take into account the fact
that the agents will try to manipulate the mechanism to
their advantage. For example, in one famous mechanism
design problem the challenge is how to design an auction
that maximizes the expected revenue to the seller under the
assumption that the willingness of the potential buyers’ to
pay for the auctioned object is their private information.

The roots of the question of how to collect decentral-
ized information for the purpose of allocating resources
can be found in economists’ early debates regarding the
feasibility of a centralized socialist economy. These early
discussions emphasized the complexity of the systems
involved, but it soon became evident that any system for
making decisions over the allocation of resources might be
open to manipulation. One of the first to recognize the
importance of incentives in this context was Leonid
Hurwicz (b. 1917), who coined the term incentive com-
patibility in 1959.

Mechanism design was established as a field of study
in the early 1970s as a result of Hurwicz’s work on the
possibility of attaining efficient outcomes in dominant
strategy equilibria in “economic environments”; the inves-
tigation by James Mirrlees into optimal income taxation
schemes; and the studies by Edward H. Clarke and
Theodore Groves of efficient dominant strategy mecha-
nisms for the provision of public goods, which are 
known as “Vickrey-Clarke-Groves,” or VCG, mechanisms
(William Vickrey studied such mechanisms in the 1960s
in the context of his work on auctions). In the late 1970s
Kenneth Arrow and Claude d’Aspremont and Louis-
André Gerard-Varet showed that it was possible to obtain
incentive compatible, efficient, and budget-balanced
mechanisms. However, in 1983, in their research into
optimal mechanisms for bilateral trade, Roger Myerson
and Mark Satterthwaite showed that these earlier possibil-
ity results might break down if the agents were permitted
to refrain from participation in the mechanism if it does

not give them an expected utility that is larger than their
reservation utility. In 1982 Myerson published a paper on
optimal auctions that to this day serves as the model for
implementing mechanism design. The literature on mech-
anism design continued to expand, and presently encom-
passes price discrimination, regulation, public-good
provision, taxation, auction design, procurement, the
organization of markets and trade, and more.

Mechanism design has not had the effect on policy
anticipated by its early practitioners. This is probably
because many of its main results are not robust against
changes in the details of the underlying environment (as
argued by Robert Wilson in the so-called Wilson
Critique). It still remains to be seen whether the current
work on “robust mechanism design” would make the the-
ory more practicable.

SEE ALSO Game Theory; Mixed Strategy; Multiple
Equilibria; Nash Equilibrium
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MEDIA
In conversation, the term the media generally refers to
communication media or mass media, which are available
to a plurality of recipients and are conceived collectively,
as a single, all-encompassing and pervasive entity.
Originally meaning an intermediary or a middle quantity,
the word medium has been in use since the sixteenth cen-
tury. By the 1700s, the term was used to refer to currency
and a medium of exchange. In the nineteenth century,
medium tended to indicate a material used in creative
expression and a “channel of mass communication.” Since
the early twentieth century, medium has referred to “any
physical material … used for recording or reproducing
data, images, or sound” (Oxford English Dictionary
Online). The term media carries different meanings in
various fields. In the field of natural science, a medium is
a substrate, whereas in the arts it is a material with distinc-
tive physical properties. In media studies and other social
sciences, media typically refer to “the means of communi-
cation” (print or broadcast media) or “certain technical
forms by which these means are actualized” (books, news-
papers, television, radio, film, and now the Internet and
video games) (O’Sullivan et al. 1994, p. 176).

Each medium—from the newspaper to the telephone
to the personal digital assistant—has its own formal prop-
erties and preferred content, arises from distinctive politi-
cal, economic, and cultural matrices, and holds the
potential to influence individuals and society in varying
ways. There are obvious limitations to regarding media
only as technical devices for delivering content to receivers
or audiences. The functions and impact of the media can
be sufficiently understood only if broader social dimen-
sions of communication are taken into account.

MEDIA AND SOCIETY

Today there is widespread recognition that the media have
had significant impacts—both beneficial and deleteri-
ous—on individuals and societies through all stages of
their development, playing key roles in socialization and
education. They have been variously charged with water-
ing down political debate while also opening up new
political forums, and with debasing popular discourse
while also facilitating more democratic access to educa-
tional resources.

Throughout the history of communication, each era’s
predominant media have reflected the shape and character
of the civilizations that created and made of use them.
Harold Innis (1894–1952), a Canadian economic histo-
rian, regards media as “staples” allowing for the creation of
monopolies of knowledge, and he explores the impact of
the media on the spatial and temporal organization of
power. Durable, or what he calls “time-biased,” media,
like stone and clay tablets, make a society or empire tend

toward longevity (e.g., the Egyptian civilization), whereas
light, portable, “space-biased” media, like papyrus, allow
for territorial expansion, as with the Roman Empire. In
the latter part of the fourteenth century, block printing
techniques, first developed in East Asia, reached Europe,
where, by the 1450s, metal printing was developed by
Johannes Gutenberg. Printing technology revolutionized
religion and education in Europe by bringing the word,
printed in vernacular languages, to the public. Print cul-
ture has been essential to the development of such aspects
of Western modernity as rational individualism, scientific
knowledge, the nation-state, and capitalism. The emer-
gence of radio broadcasting in the 1920s ushered in a new
era in the development of electronic communication
media. The ability of radio to reach, simultaneously,
unprecedented numbers of people was soon exploited by
totalitarian regimes. The rise of film necessitated the cre-
ation of a massive industry and new communal exhibition
spaces, forged new relationships between media makers
and politicians (e.g., the Committee on Public
Information), and provided a new form for addressing
timely social issues. In the mid-twentieth century, televi-
sion, through both its form and content, reinforced post-
war consumerism and a turn inward, to the private
suburban home and the nuclear family.

THEORIES OF MEDIA

Not until recently have the media received sufficient crit-
ical attention in academic fields. Classical thinkers such as
Karl Marx (1818–1883), Max Weber (1864–1920), and
Emile Durkheim (1858–1917) neglected the role of the
media in the development of modern societies. With
industrialization, urbanization, and modernization, the
growth of the media accelerated, as did scholars’ interest
in it. Communication studies programs began appearing
in Western universities in the early twentieth century.
These early programs tended to focus on the use of media
in public address—during the war years, for propa-
ganda—and on media’s effects on its audiences. A critical
analysis of the medium itself—and not on the process of
communication or rhetoric—is a relatively new develop-
ment, one that distinguishes media studies from commu-
nication studies. The various approaches to the media can
be divided into three general categories, in accordance
with their particular focus—though it should be noted
that these are not mutually exclusive and are commonly
applied in combination.

Media and Political Economics The political economics
approach advanced studies of media in the mid-twentieth
century. Walter Lippmann (1889–1974) studied the for-
mation of public opinion through propaganda, while
Harold Lasswell (1902–1978) conducted empirical analy-
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ses of communication, commonly through content analy-
ses of propaganda in the two World Wars. Yet this early
work tended to focus on the effects of a medium’s message
on the audiences and paid little attention to the nature of
the medium itself. Through his investigation of the trans-
formation of the public sphere, Jürgen Habermas (b.
1929) critically examined the political role of the print
media—such as the periodical press—during the transi-
tion from absolutism to liberal democracy in the late eigh-
teenth and early nineteenth centuries. The conventional
Marxist theory of the media is also one of the main
schools of the political economic approach. More recent
political economic media scholarship, including the work
of Noam Chomsky (b. 1928) and Robert McChesney (b.
1952), focuses on ownership of media organization and
argues that the consolidation of ownership in the hands of
a few large media corporations limits the variety of ideas
presented to the public. Theorists of this type also empha-
size the institutional nature of media, focusing on the
labor of media production (e.g., work in the newsroom or
on the film set).

Media and Technology The technological approach
focuses attention on the material substance of the media.
This approach tends to examine the technological attrib-
utes, the form, of the medium, and the impact that those
material qualities have on individual and social develop-
ment. The famous dictum of Marshall McLuhan
(1911–1980), “The Medium is the Message,” illustrates
the importance of the technical form of media irrespective
of their content. Understanding media as extensions of
the human body, McLuhan argued that media technolo-
gies encourage distinctive modes of thought and percep-
tion, which has profound social consequences. Print, for
instance, encourages rational, linear thinking, and
portable books, which can be read in private, tend to pro-
mote atomization. He also devised the concepts of “hot”
and “cool” media to describe how particular media forms
encourage more or less participation in the communica-
tion process.

Media and Culture The cultural approach to media tends
to examine the interplay between cultural production,
identity politics, media representation, and reception,
often in quotidian settings and situation. The theorists of
the Frankfurt school made significant contributions to the
early development of cultural analysis of the media in the
1930s and 1940s. Max Horkheimer (1895–1973) and
Theodor W. Adorno (1903–1969) critically investigated
the ideological function of communication media as a
tool of social domination. According to them, the culture
industry, a central characteristic of a new configuration of
capitalist modernity, ultimately induced compliance with
dominant social relations by utilizing mass communica-

tion. Compared to their overly negative view of mass
media, Walter Benjamin (1892–1940) put more emphasis
on the positive role of the media. Benjamin argued that
while communication technologies such as photography
and cinema have tended to destroy the authentic and
unique character of artwork, they have also created new
forms of media culture that provide the modern masses
with the opportunity for aesthetic experience and thereby
stimulate their critical political consciousness. More
recently, scholars like Raymond Williams (1921–1988),
James Carey (1934–2006), and those of the Birmingham
school have conceived of communication as culture, and
have endeavored to combine media studies with cultural
studies. They examine how dominant ideologies are
embedded in, and produce meaning in, popular culture
by virtue of mass media. Rejecting elitist perspectives that
regard audiences as inert masses engaging in passive recep-
tion, these scholars emphasize that media consumers
actively produce meaning by accepting, negotiating, or
rejecting a medium’s dominant meaning.

NEW MEDIA AND
POSTMODERNISM

Electronic and digital media have indeed made their mark
on contemporary societies around the globe, introducing
new challenges and opportunities. Yet long-lived con-
cerns, including the independence of media from govern-
ment and corporate control, are extant not only in the
postindustrial world, but particularly in developing
nations. The role of the media, from the local to the inter-
national level, in contemporary political conflicts, from
terrorism to political coups, has garnered much attention
inside and outside the academy. Meanwhile, video games,
often charged with promoting violence and encouraging
sedentary lifestyles, are championed by some designers
and educators as a revolutionary new tool for hands-on
learning. Video cameras, when used as surveillance media,
and Internet spyware have also raised political and ethical
questions about the uses to which technologies are put: to
protect children from potential sexual predators in online
chat rooms, to monitor employees’ business-related corre-
spondence, or to track people traffic in urban public
places. Personal media technologies such as cellular
phones, digital cameras, and MP3 players—many of
which come equipped with global positioning technol-
ogy—shape users’ conceptions of time and space, chang-
ing the way people schedule their daily activities, interact
with friends and family, and navigate through space.
These new media are influencing the way people learn,
create personal identities and social networks, and engage
in politics, and the way governments and economies
evolve in response to global flows of capital and culture.
Jean Baudrillard (1929–2007), a French philosopher, sees
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the emergence of cyberspace and new media technologies
as creating what he calls simulation and hypperreality. In
the age of postmodern society, he argues, the new media-
saturated culture becomes predominant over the “real”
world, replacing conventional social relations grounded in
political economics.

Media—regarded either as a collective, encompass-
ing, mass entity or as individual technologies with distinc-
tive forms and unique political, economic, and cultural
characteristics—interact with individuals and societies in
ways that have attracted attention both within popular
culture and across academic disciplines. And in what is
regarded as an increasingly mediated world, their influ-
ence will undoubtedly continue to be subjected to schol-
arly examination and critique.

SEE ALSO Chomsky, Noam; Communication; Cultural
Studies; Cyberspace; Frankfurt School; Habermas,
Jürgen; Hall, Stuart; Information, Economics of;
Internet; Journalism; Lasswell, Harold; Marxism;
Medium Is the Message; Postmodernism; Public
Sphere; Repressive Tolerance; Television
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MEDIAN
SEE Descriptive Statistics.

MEDIAN, THE
SEE Descriptive Statistics.

MEDIATED STABILITY
SEE Stability, Psychological.

MEDICAID
The U.S. Medicaid program was enacted in 1965 as Title
XIX of the Social Security Act. It is a federal-state program
of health-care coverage for some low-income Americans,
administered at the federal level by the Centers for
Medicare and Medicaid Services. There are distinct
Medicaid programs in every state, the District of
Columbia, and the U.S. territories, but every program
operates within guidelines set at the federal level.
Medicaid is financed through federal and state general
revenue funds using a formula (based on a state’s per
capita income) whereby federal dollars are matched to
state dollars at a rate of between 50 and 77 percent. In fis-
cal year 2004, Medicaid served approximately fifty-two
million recipients at a cost of $288 billion.

Medicaid is a highly complex program, in part
because there is considerable variation among states.
Federal law requires states to cover some populations,
referred to as categorically needy, and some services,
referred to as mandatory. States may also cover medically
needy and special populations and optional services and
still receive federal matching funds. The major categori-
cally needy groups are pregnant women and children
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under age six with family income at or below 133 percent
of the federal poverty level (FPL); children ages six to
nineteen with family income up to 100 percent of the
FPL; and aged or disabled people who meet the income
eligibility standards for the Supplemental Security Income
program. Although there are many more recipients in the
first two categories, the largest share of Medicaid dollars is
spent on behalf of the third. Aged and disabled Medicaid
recipients may also be eligible for Medicare, in which case
Medicaid covers what Medicare does not.

Mandatory services for the categorically needy pop-
ulation comprise a comprehensive medical benefit,
including inpatient and outpatient hospital, physician,
prenatal, and postpartum care, as well as laboratory and
x-ray, home-health, and nursing-facility services. Because
Medicaid is a means-tested program vying with other
state programs for general revenue funds, however,
Medicaid reimbursement rates are typically substantially
lower than those paid by Medicare and private insurers.
Consequently, many Medicaid recipients have difficulty
finding providers who will treat them for what the pro-
gram will pay. Some states have addressed the access
problem by requiring that Medicaid enroll recipients in
managed-care organizations that contract to serve the
program population in return for a yearly per capita pay-
ment. Managed care is also viewed as a cost-containment
strategy.

Medicaid pays for almost half of all nursing-home
care, compared with approximately 12 percent by
Medicare and 8 percent by private insurers. Although
Medicaid coverage is limited to low-income elders, pro-
gram rules allow residents to qualify for nursing-home
benefits by “spending down” their resources first and then
turning to the program for assistance. Because Medicare
covers only short-term and medically involved nursing-
home stays and because private long-term care insurance
is costly and time-limited, even middle-class elderly seek
Medicaid benefits in a nursing home. In recent years,
states have received federal waivers of some program
requirements in order to provide comprehensive long-
term care in recipients’ homes.

SEE ALSO Medicare; Medicine, Socialized; National
Health Insurance; Poverty; Poverty, Indices of; Public
Health; Welfare; Welfare State

B I B L I O G R A P H Y

Centers for Medicare and Medicaid Services. Medicaid-At-a-
Glance 2005: A Medicaid Information Source.
http://www.cms.hhs.gov/MedicaidGenInfo/.

Grogan, Colleen, and Eric Patashnik. 2003. Between Welfare
Medicine and Mainstream Entitlement: Medicaid at the
Political Crossroads. Journal of Health Politics, Policy, and
Law 28 (5): 821–858.

Kaiser Commission on Medicaid and the Uninsured. May 2006.
Medicaid Enrollment and Spending Trends.
http://www.kff.org/medicaid/7523.cfm.

Sandra J. Tanenbaum

MEDICARE
Medicare is the name given to public health insurance
programs in Canada, Australia, and the United States. In
Canada and Australia, the program covers the vast major-
ity of health services for all citizens. The Canadian
provinces administer medicare (with a lowercase m) for
their inhabitants, and provincial health plans vary in some
respects, but in both Canada and Australia, health-care
coverage is universal and financed primarily through gen-
eral tax revenues.

In the United States, Medicare is a public program
that provides health insurance for people who are age
sixty-five or older, considered disabled by the Social
Security Administration (after a two-year wait), or diag-
nosed with end-stage renal disease. Medicare was enacted
in 1965 as Title XVIII of the Social Security Act. In 2005,
42.5 million Medicare beneficiaries were covered at a cost
of $330 billion. Despite its primarily elderly clientele,
Medicare does not pay for long-term care, except for brief,
medically involved stays in a skilled nursing facility.

Medicare is organized into parts A through D, each
of which corresponds to a different service type with a dif-
ferent financing scheme. Part A is a program of inpatient
hospital insurance available to all Medicare beneficiaries;
there is no premium, although beneficiaries are required
to pay deductibles and co-payments when they use cov-
ered services. Part A is financed through a payroll tax of
2.9 percent, paid half by employers and half by employ-
ees. Part B provides coverage for outpatient services,
including physician visits, therapies, and laboratory tests.
Enrollment is voluntary, and beneficiaries pay a monthly
premium for coverage and deductibles and co-payments
at the point of service. Part B is financed through premi-
ums and general tax revenues. Part C concerns itself with
managed care plans. Part D, passed in 2003, represents
the largest expansion of Medicare benefits since 1965; as
of January 1, 2006, it covers some of the cost of prescrip-
tion drugs for beneficiaries who enroll. In a departure
from earlier Medicare policy, enrollees receive Part D ben-
efits through private insurance plans that offer coverage
for different drugs (within limits set by the government)
at different premium amounts. Like Part B, Part D is
financed through premiums and general revenue funds.
Medicare beneficiaries may also purchase private supple-
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mentary, or Medigap, insurance policies to cover
deductibles, co-payments, and uncovered services.

Medicare is administered at the federal level by the
Centers for Medicare and Medicaid Services. The
Medicare program’s passage followed a decades-long
attempt to enact national health insurance for all
Americans. Medicare proponents hoped and expected
that the program would be a first step toward that end; as
of 2007, Medicare for all remained just one of many pro-
posals for health-care reform.

Among other strengths, Medicare has substantially
lower administrative costs than private insurers and has
instituted innovative payment systems in the form of
diagnosis related groups (DRGs) for hospitals and the
resource-based relative value scale (RBRVS) for physi-
cians. Under DRGs, hospitals are paid on a prospective
basis to encourage efficiency. The RBRVS makes it possi-
ble to redress payment imbalances between generalist and
specialist physicians.

SEE ALSO Medicaid; Welfare; Welfare State
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MEDICINE
In its broadest sense, medicine denotes ideas relating to
diagnoses, causes, and cures of illness, as well as the prac-
tice of restoring and maintaining health, and the sub-
stances used in the treatment of disease. Medicine is both
a domain of knowledge and the application of that knowl-
edge. Medical ideas and practices as well as the social insti-
tutions relating to health compose a medical system.
Medical systems include ways of classifying disease (can-
cer, a cold, soul loss, and spirit possession), health special-
ists (doctors, herbalists, and shamans), and therapies to
end illness (pharmaceuticals, meditation, acupuncture,
and divination).

Western medicine, or biomedicine, is currently the
most widespread medical system, but thousands of others
exist throughout the world. Although each tradition is dif-
ferent, diagnosis and treatment often consist of both mag-

ical and herbal components. For instance, many societies
believe that ill health can be attributed to supernatural
forces, which can be meted out by spirits, gods, ancestors,
sorcerers, or witches. These forces are capable of causing
both the body and the soul to become ill. To combat dis-
ease, patients and healers can also invoke magical sub-
stances, rituals, or supernatural beings. Another common
method of healing is herbalism, using plants to treat ill-
ness. An immense variety of plant species are employed as
remedies and include decongestants, pain relievers, and
antiseptics. Plants in the Americas have been used to
derive important drugs including aspirin, quinine, and
novocaine. Although nonbiomedical traditions were once
regarded as ineffective and superstitious, they are now
acknowledged as providing new sources of medicinal
plants as well as information regarding the social lives,
environments, and experiences of humans.

Medical ideas and practices both constitute and are
constituted by social and cultural beliefs and concerns.
Arthur Kleinman notes that medicine is a cultural system
“of symbolic meanings anchored in particular arrange-
ments of social institutions and patterns of interpersonal
interactions” (1990, p. 24). Illness dialogues, diagnoses,
and treatments can express ideas regarding religion,
morality, power, politics, identity, economics, and gender.
Consequently, social scientists are able to examine medical
systems and their components as one method of under-
standing societal norms, attitudes, and practices. For
instance, in The Birth of the Clinic (1973) Michel
Foucault examines what he calls the “clinical gaze,” to
show how medicine is linked to power. In AIDS and
Accusation (1992) Paul Farmer explores how AIDS dia-
logues in the United States and Haiti reflect attitudes of
colonialism, capitalism, and poverty. Social science
research regarding the conceptions and use of medicine
can focus on both local environments and global ones.

HISTORY OF MEDICINE

The purposeful treatment of illness has probably occurred
throughout the entire span of human existence. However,
without written records, it is impossible to know for cer-
tain what the earliest types of medical treatment were. The
first written evidence of medical knowledge, including
lists of symptoms, diagnoses, and treatments, comes from
Mesopotamia and Egypt, dating to more than four thou-
sand years ago. In ancient Mesopotamia 250 vegetable
and 120 mineral drugs were documented (Magner 1992,
p. 19). But it is ancient Egypt that can claim both the first
real physician known by name, Imhotep (c. 2980 BCE),
and later, the first formalized medical system, which
included medical schools, medical insurance, sick leave,
and registered physicians of both sexes. The ancient
Mesopotamian and the Egyptian medical systems also
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incorporated magical remedies. These were the first of a
number of codified medical traditions that developed
around the world.

The ancient medical systems of India and China were
developed later than those of Mesopotamia and Egypt but
they are still practiced today. In India, Ayurveda (the sci-
ence of life) was intended to maintain health, not simply
treat disease. Ayurvedic practitioners believe that health is
the result of the balance of three doshas (elemental mani-
festations in the physical body) that govern body
processes. Magner notes that ancient texts list more than
one thousand diseases and almost one thousand drugs,
and describe advanced surgical procedures including
cesarean section, amputation, lithotomy, cauterization,
tonsillectomy, and plastic surgery (p. 43). Like Ayurveda,
traditional Chinese medicine also views disease as the
result of an imbalance in the body, which is composed of
yin and yang elements. Doctors often made diagnoses by
studying the pulses of patients and were aware that the
heart was responsible for circulating blood long before
Europeans were. Chinese medicine employs a variety of
treatments including more than five thousand medicinal
herbs (such as ginseng), acupuncture (inserting needles
into the body at specific points), and moxibustion (apply-
ing a burning tinder to the skin).

In classical Greece, Hippocrates (460–361 BCE),
sometimes called the “Father of Medicine,” wrote that
health was the result of a balance between the four humors
(basic bodily fluids) of phlegm, yellow bile, black bile, and
blood. During the Roman Empire the humoral approach
was used by many physicians, including Galen (130–200
CE). His writings were used as important medical texts
throughout Rome, the Islamic world, and Europe for cen-
turies. Islamic doctors further embraced and modified the
Greek tradition and spread it from Spain to India. The
medical writings of the doctor and philosopher Ibn Sina
(Avicenna, 980–1037) became standard texts throughout
the Arab conquests and Medieval Europe. In Europe it
was not until the scientific revolution of the sixteenth and
seventeenth centuries that the Greco-Islamic tradition was
fully abandoned.

In 1628 William Harvey (1578–1657) challenged
the Galenic tradition when he published what was then an
unorthodox idea: that the pumping heart moved a contin-
uous flow of blood through the body. Almost one hun-
dred years later the Turkish and African practice of
purposefully exposing individuals to mild strains of small-
pox to achieve inoculation caught the attention of
Europeans and Americans, leading to the development of
the first vaccine. Nonetheless, it was not until the nine-
teenth century that advances in chemistry and medical
technology led to the discovery of microbial sources of
disease and their cures. This allowed researchers to isolate,

treat, and create vaccines for diseases such as tuberculosis,
tetanus, cholera, and rabies. The introduction of general
anesthesia (1840s) and antisepsis (1870s) precipitated the
growth of surgery and hospitals, but it was not until the
twentieth century that significant advances were made.

MEDICINE TODAY

The product of a specific historic and cultural past, bio-
medicine is currently used around the globe. The biomed-
ical system includes professional, scientific, educational,
legal, financial, and ethical frameworks. Biomedicine can
be characterized by a number of features. One is its almost
exclusive use of science and technology to fight disease.
Unlike many other traditions, biomedicine views disease
as caused by only natural factors. Supernatural or magical
sources of illness or treatments are absent. Most biomed-
ical treatments involve the use of synthesized pharmaceu-
ticals and some require hospitalization. Furthermore, the
physical body, not the soul, is considered to be the only
locus of illness. Given its early history, biomedical practi-
tioners often have a tendency to look for and find a single
cause of an illness (such as a microbe) and then to treat it
with a single cure (such as antibiotics). Deborah Gordon
(1988) notes that the scientific approach of biomedicine
is not only a way to treat illness; it is also a way of concep-
tualizing the world.

The focus of biomedicine is illness and not health,
which is often defined as the absence of disease. Critics
charge that because biomedicine almost exclusively treats
the body and disease, it lacks a holistic approach to well-
being that engages with the social individual. Patients who
feel that biomedicine is not meeting their needs have a
number of other therapeutic options from which to
choose. In developed counties such as the United States,
complementary and alternative medicines are widely used.
In 1998 Eisenberg et al. estimated that number of visits to
alternative medicine practitioners exceeded the total num-
ber of consultations with primary care physicians in the
United States. These therapies, which include herbalism,
meditation, yoga, massage, acupuncture, aromatherapy,
and chiropractic medicine, are used either in conjunction
with, or as a substitute for, biomedical treatment. They are
often provided by nonlicensed healers and can incorporate
religious or non-Western traditions.

Throughout much of the world, the majority of med-
ical consultations are still with traditional healers and not
biomedical personnel. Nevertheless, indigenous and local
healing traditions are often used in conjunction with bio-
medicine. For instance, in India and China, Ayurveda and
traditional Chinese medicine, respectively, continue to
play important roles in the public health care systems
alongside biomedicine. Magner notes that in the 1960s
acupuncture anesthesia was used in 60 percent of all sur-
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geries in China (1992, p. 59). Australian Aboriginal people
have the choice of going to a biomedical clinic, using local
plants as remedies, or consulting local healers to cure spir-
itual sickness. In Africa herbalists and diviners, as well as
doctors and nurses, are regularly consulted. Throughout
our history, humans have employed a variety of techniques
to treat illness, and this process continues today.

SEE ALSO AIDS; AIDS/HIV in Developing Countries,
Impact of; Anthropology, Medical; Disease; Magic;
Medicaid; Medicare; Medicine, Socialized; Public
Health
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MEDICINE, SOCIALIZED
The American Heritage Dictionary (4th ed., 2001) defines
socialized medicine as “a system for providing medical and
hospital care for all at a nominal cost by means of govern-
ment regulation.” This leaves room for considerable
craftsmanship in the construction of socialist systems.
Indeed existing socialized medical systems in, for example,
Great Britain, Cuba, Finland, and Switzerland conform to
this definition, but are far from monolithic.

Because every aspect of a socialized health care indus-
try is controlled and provided by the government—most
doctors, nurses, medics, and administrators are govern-
ment employees—the system, such as the National Health
Service (NHS) in Britain, determines where, when, and
how services are provided. Of course citizens may seek
care outside the system, in the private sector.

Socialized medical systems are designed to eliminate
the insurance industry and marginalize profit while pro-
viding health care for all. According to many recent stud-
ies, socialized systems outperform free-market
profit-driven systems in terms of availability, quality, and
cost of care. In addition a report from the Johns Hopkins
University Bloomberg School of Public Health stated that
the United Kingdom’s socialized medical system outper-
forms the U.S. system in patient-reported perceptions
(Blendon, Schoen, DesRoches, et al. 2003). In other
words, the people with direct experiences report greater
satisfaction with their health services under a socialized
system than they do in a free-market system. These results
must be considered along with the fact that the U.S. per
capita health care expenditures ($4,887) are nearly triple
those in the United Kingdom ($1,992). In the year 2000
the United States spent 44 percent more on health care
than Switzerland, the nation with the next highest per
capita health care costs. Nevertheless, Americans had
fewer physician visits, and hospital stays were shorter
compared with those in most other industrialized nations.
The study suggests that the difference in spending is
caused mostly by higher prices for health care goods and
services in the United States.

The British system is probably the most instructive
example for Americans to evaluate because of the similar-
ities in economy and government structure between the
two nations. According to the NHS Web site, the system
“was set up on the 5th July 1948 to provide healthcare for
all citizens, based on need, not the ability to pay”
(National Health Service 2007). Originally conceived as a
response to the massive casualties of World War II
(1939–1945), the system survives and continues to evolve
in the early twenty-first century. The NHS is funded by
taxpayers and managed by the Department of Health,
which sets overall policy on health issues. Individual
patients are assigned a primary care center (with doctors,
dentists, optician, pharmacist, and a walk-in center) man-
aged by a primary care trust (PCT). The NHS explains its
system of referrals this way: “If a health problem cannot
be sorted out through primary care, or there is an emer-
gency, the next stop is hospital. If you need hospital treat-
ment, a general practitioner will normally arrange it for
you” (National Health Service 2007).

The PCTs are responsible for planning secondary
care. They look at the health needs of the local commu-
nity and develop plans to set priorities locally. They then
decide which secondary care services to commission to
meet people’s needs and work closely with the providers of
the secondary care services to agree about delivering those
services.

The NHS may be the world’s most sophisticated
socialized medical system, but the modern world’s first
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such system was established by the former Soviet Union in
the 1920s. Whereas the NHS demonstrates that socialized
medicine can exist within a capitalist economy, the fail-
ures of Soviet medicine demonstrated how corruption
within a society can distort any system. China, Cuba,
Sweden, and most of Scandinavia have successful and
completely socialized health care systems.

Life expectancy and infant mortality rates are two of
the best indicators of overall health. Average life
expectancy in Great Britain was 77.4 years in 1998; in
comparison, life expectancy for the U.S. population
reached 76.9 years in 2000. Infant mortality in Finland is
below 4 percent; in the United States it is 7 percent.
Health services are available to all in Finland, regardless of
their financial situations.

Single-payer systems such as Medicare are not social-
ized medicine. In socialized systems the government
owns, operates, and provides every aspect of the health
care services. Although it is true that in a single-payer sys-
tem the government collects and disperses the capital for
services rendered, its decision-making responsibilities end
there. Even without socialized medicine’s additional pow-
ers to limit corporate profits, studies by the U.S. General
Accounting Office and the Congressional Budget Office
show that single-payer universal health care would save
$100 to $200 billion dollars per year while covering every
currently uninsured American and increasing health care
benefits to those already insured (U.S. Government
Accounting Office 1991; Congressional Budget Office
1993).

Outside of the United States, health care in the
twenty-first century is increasingly seen as a basic human
right that deserves to be protected and provided at an
affordable fee to all citizens of civilized societies. This
idea—that medical procedures and health care in general
should not be subject to or motivated by market forces—
is one that, in the late twentieth century, evolved back
into favor only after repeated experiments with the capi-
talization of health care led to systematic and catastrophic
failures, resulting in grotesque profits on the supply side
contrasted with the suffering of millions of disenfran-
chised patients on the demand side of the equation.
Socialized medicine is an egalitarian system that addresses
these iniquities.

SEE ALSO Egalitarianism; Human Rights; Medicine;
Morbidity and Mortality; National Health Insurance;
Public Health; Socialism; Union of Soviet Socialist
Republics
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Eugene Straus

MEDICIS, THE
The story of the Medici family is closely associated with
four historical developments of great interest to scholars in
the social sciences: the history of Florence, Italy, and the
Florentine “republic” in particular; the development of
humanism and the attendant rise of a new association of
humanist scholars and artists; the life story and scholarly
career of Niccolò Machiavelli; and the history of the
Roman Catholic Church.

The Medicis first arrived in Florence around 1200 CE

from the Mugello region north of Florence. During the
thirteenth century the city of Florence became increas-
ingly famous and prosperous due to its success in the cloth
and woolen trade, but also became increasingly divided
between those who supported the pope, the Guelphs, and
those who supported the German emperor, the
Ghibellines. These developments provided the framework
for two changes central to an understanding of Florentine
history and to the rise of the Medici to power. Success in
commerce and trade led to the creation of trade guilds,
among which was the guild of bankers (Arte del Cambio),
and the division between papal and imperial partisans
continued to plague Florence well into the sixteenth cen-
tury. The Medicis made their fortune and achieved their
status in the banking business and within the greater
guilds of Florence. And, for the most part, the Medicis
aligned themselves with the interests of the papacy.

The first reference to the Medicis in the records of the
city is to Ugo de Medici in the year 1280. He was ban-
ished from the city for disturbing the peace. Shortly after,
in 1293, the city adopted the Ordinances of Justice, which
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all but guaranteed that the most important guilds, the
Arti Maggiori, would govern Florence. Most workers, the
ciompi (wool combers), were ineligible for membership in
these guilds and had no share in city governance.
Following a revolt of the ciompi and a brief period of
shared rule (1378–1381) the trade guilds reasserted con-
trol and came to be dominated by the Albizzi family, all in
the name of a “republican” form of government. The
Medici family, under the leadership of Giovanni di Bicci
de Medici (1360–1429), emerged in the late fourteenth
century as a challenger to the Albizzi, eventually replacing
them as the dominant family in the republic. With the
death of Giovanni, his son Cosimo assumed leadership of
the family and the city of Florence.

For reasons having to do with excessive wealth and
ambition, Cosimo de Medici (1389–1464) was exiled
from the city in 1433 along with his younger brother
Lorenzo. Largely due to his wealth and influence outside
of Florence, however, Cosimo was able to have his exile
decree lifted a year later, and upon his return to the city
worked with the signoria, city executives, to encourage
legal and political reforms to strengthen Florence’s inde-
pendence and free the city from outside threats. Within
this more stable political climate, and for the next thirty
years, Cosimo began to act as generous patron to the
artists and scholars who began to gather in the city.

For his many contributions to Florence, Cosimo de
Medici earned the honorific title Pater patriae, father of
the country. Among his most notable deeds was his
patronage of artists and scholars such as Leonardo Bruni
(1370–1444), Sandro Botticelli (1445–1510), Poggio
Bracciolini (1380–1459), and the famous Platonist
Marsilio Ficino (1433–1499). Botticelli’s Adoration of the
Magi (c. 1476) depicts four generations of the Medici as
models for characters at the birth of Jesus. Cosimo also
funded the construction and filled the shelves of Europe’s
first public library, a library dedicated primarily to hous-
ing classical and early Christian manuscripts. Cosimo had
two sons, Piero (1416–1469) and Giovanni (1421–1453).
Piero suffered throughout his life with a severe case of
gout and served as head of the family only briefly
(1464–1469). It was Piero’s son Lorenzo, however, who
assumed leadership of the family from 1469 and who
came to be called il Magnifico, the magnificent.

Lorenzo the Magnificent (1449–1492) was only
twenty years old when he assumed his duties as both head
of the Medici family and shaper of Florentine policy.
Following his grandfather Cosimo’s lead, Lorenzo dedi-
cated himself to assisting the rising generation of young
artists and scholars. Among the numerous recipients of his
patronage were some of the leading creative spirits of the
Italian Renaissance, including Michelangelo Buonarroti
(1475–1564), Pico della Mirandola (1463–1494), and

Leonardo da Vinci (1452–1519). As a young man in his
teens, Michelangelo actually lived in the Medici house. He
later sculpted the Medici tombs and designed the New
Sacristy Chapel of San Lorenzo, which houses them.
Lorenzo is also credited with establishing internal stability
and external diplomacy to secure Florence’s indepen-
dence. Soon after Lorenzo’s death, however, Charles VIII
entered Florence with his French army, the Medici were
banished from Florence, and the Dominican monk
Savonarola (1452–1498) became the charismatic leader of
the republic for the next three years. It would be another
fifteen years before the Medicis returned in 1512. The
years 1498 to 1512 are widely regarded as the period of the
republic, though Florence had been nominally a republic
from the late thirteenth century. The dominant figures
during this period of Medici absence were Piero Soderini
(1450–1513) and Niccolò Machiavelli (1469–1527).

Machiavelli is most famously associated with the
Medici family for his dedication of Il Principe (The 
Prince ; originally De Principatibus, About Principalities) to
Lorenzo (1492–1519), the Duke of Urbino, grandson of
Lorenzo the Magnificent, and father of Catherine de
Medici (1519–1589). Catherine, as wife of King Henry
II, would serve as queen of France. According to a famous
letter of December 10, 1513, Machiavelli originally
intended to dedicate the work to Giuliano de Medici
(1479–1516), but Giuliano died unexpectedly in 1516.
So the dedication went to Giuliano’s nephew instead. In
either case, the dedication was intended to curry favor
with the Medicis, who were back in control of Florence.
Though Machiavelli never returned to a position of
authority in Florence under the Medicis, he did go on
minor diplomatic missions on their behalf, to Lucca in
1520, and to Carpi in 1521. He was also commissioned
by the Medici to write one of his most famous works, the
Istorie fiorentine (History of Florence). It is somewhat ironic
that in the last years of Machiavelli’s life, from 1523 to his
death in 1527, Florence was for all practical purposes
under the rule of Ippolito and Alessandro, the illegitimate
sons of Giuliano and Lorenzo de Medici, the two dedica-
tees of The Prince.

The Medici family also played an important role in
the history of the Roman Catholic Church. Indeed,
Lorenzo the Magnificent’s son, Giovanni, and nephew,
Giulio, were elected pope. Giovanni de Medici
(1475–1521), brother of Giuliano, for whom Machiavelli
originally intended The Prince, became Pope Leo X in
1513. He is perhaps best remembered as the pope who
excommunicated Martin Luther (1483–1546) in 1521.
Giulio, who was a cardinal and close associate during his
cousin’s reign as pope (1513–1521), became Pope
Clement VII in 1523. Pope Clement VII is the pope who
famously refused to grant King Henry VIII (1491–1547)
of England a divorce from Catherine of Aragon
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(1485–1536), which prepared the ground for the estab-
lishment of the Church of England.

SEE ALSO Banking; Enlightenment; Humanism;
Machiavelli, Niccolò; Roman Catholic Church
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Timothy Hoye

MEDITATION
SEE Buddhism.

MEDIUM IS THE
MESSAGE
“The medium is the message” is one of the most
famous—yet controversial—statements in the field of
media and communication studies. The Canadian literary
scholar and pioneering media analyst Herbert Marshall
McLuhan (1911–1981) coined the phrase after hearing
the anthropologist Ashley Montagu (1905–1999) deliver
a talk on science titled “The Method is the Message.”
McLuhan’s expression refers to the significance of the
form of communication media irrespective of its content;
that is, the communication medium itself has the poten-
tial to influence the way a particular medium’s content is
perceived and to shape cultures dominated by particular
media. This dictum, which is also the title of the first
chapter of McLuhan’s provocative book Understanding
Media: The Extensions of Man (1964), encapsulates the
central foundations of his broader analyses of the pro-
found impact of communication technology on society,
culture, and human senses.

Until the mid-1950s McLuhan’s work primarily con-
sisted of literary and cultural criticism that examined new
forms of popular culture, with an emphasis on the increas-
ing role of mass media in the emergence of consumerism,
as well illustrated in The Mechanical Bride (1951). From
the later 1950s on, McLuhan turned more attention to
the technological properties of communication and the

vast effects of the media on human cognition and sensa-
tion. Conventional communication studies, he thought,
were preoccupied with analyzing media content, while
taking for granted the medium as a mere technical device
to deliver the message to the receiver. McLuhan, instead,
privileged the medium over the message, or form over
content; even content is form. He argued that the content
of any medium is not only a message, but also, more
importantly, always another medium. For instance, the
written word is the content of print and, at the same time,
the medium of speech. McLuhan defined medium
broadly, regarding many cultural artifacts as media and
arguing that their work as “media” extended beyond the
mere conveyance of content. The electric light, McLuhan
explained, functions as a medium, as it renders possible
certain forms of human activities such as night football or
brain surgery. These activities themselves are the “content”
of the electric light because they cannot exist without it.
In his terminology, the medium designates something that
“shapes and controls the scale and form of human associ-
ation and action” (McLuhan 1964, p. 9). As such,
McLuhan extended the term media to mean any forms of
technology that function to extend and widen the human
senses and limbs by abolishing temporal-spatial limita-
tions. For instance, the telephone is the extension of the
ear, just as the wheel is the extension of foot and leg, and
clothing is that of skin. McLuhan’s approach sees media as
including all technologically constructed artifacts such as
buildings, roads, planes, automation, and so on.

Drawing on the work of his mentor, the economic
historian Harold Innis (1894–1952), who in his work on
the “bias of communication” examined the material sub-
stance of communication and its impact on the spatial-
temporal organization of societies, McLuhan presented
the history of communication as a history of the medium,
rather than as a history of the message. McLuhan main-
tained that the major phases of civilization tended to
accord with the introduction and rise to popularity of par-
ticular modes of communication technology and conse-
quent changes of the human sensorium at a social level.
With the rise of the printing press, social life shifted from
a traditional society based upon oral communication to a
modern, visual typographic culture that, because of its
emphasis on literacy and uniformity, made possible the
rise of rational individualism and western nationalism.
Since then, electronic media pushed culture into an
unprecedented, turbulent media revolution—a techno-
cultural society in which communication technology itself
has become the central nervous system. It is an age of
global communication mediated through radio and TV
(and the Internet), which has generated diverse and het-
erogeneous social relations and brought about the retrib-
alization of the world—the “global village,” as McLuhan
famously characterized.
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The startling new insight implicated in McLuhan’s
statement predated the postmodern turn in media studies,
which is typified in the work of Jean Baudrillard
(1929–2007). Some critics point out that McLuhan’s
technological determinist perspective ignores vital ques-
tions related to the functions of various media institutions
and the ideological effects of the media on the audience.
His erratic and poetic style of writing also makes it diffi-
cult to formulate a comprehensive theory of the media
and society. Yet, the core aspects of his insight contributed
to the development of “medium theory” and “media ecol-
ogy,” elaborated more systematically by later theorists.
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Jae Ho Kang

MEIJI RESTORATION
The Meiji Restoration of 1868 marked the beginning of
Japan’s revolutionary turn away from medieval and early-
modern patterns of development, which had been charac-
terized by samurai domination of virtually every aspect of
society. Narrowly conceived, the Restoration amounted to
little more than the coup d’état of 1868, which forced the
resignation of the last Tokugawa (1600–1868) shogun
and elevated Emperor Meiji (Mutsuhito, 1852–1912),
then a teenager, to sovereign administrative rule. Viewed
expansively, however, the Meiji Restoration was more than
a mere regime change: It initiated a revolutionary trans-
formation, achieved during the Meiji period (1868–
1912), that was comparable in scope to the mid-sixth-cen-
tury introduction of Buddhism and Chinese civilization.
In the mid-nineteenth century, however, the new model
for civilization came from the West. The Meiji

Restoration brought about a revolution that led to the
westernization of virtually all aspects of national life.

Meiji Japan’s embrace of the West reflected its deter-
mination to remake itself so as to acquire the power of,
and achieve recognition as an equal to, the Western
nation-states that dominated it in the 1850s and 1860s.
Indeed, the downfall of the last samurai regime, the
Tokugawa, resulted largely from its inability to mediate,
without internal upheaval, the imperialistic demands of
nations such as the United States, made powerful by the
Industrial Revolution and seeking trade and diplomatic
exchanges with Japan. Until the 1850s the Tokugawa
shoguns, fearing the kind of domination that occurred in
the Philippines, had effectively minimized contacts with
the West. The only Western power permitted to trade
with Japanese merchants were the Dutch, and even they
were restricted to the artificial island of Dejima, created in
Nagasaki Bay to circumscribe the presence of Dutch
traders on Japanese soil. As long as maritime technology
depended upon the winds, this approach was relatively
successful. With the development of steam-powered ves-
sels carrying heavy cannon, Western nations—Great
Britain and the United States in particular—were able 
to dominate East Asia at will, with little significant 
opposition.

Through the Dutch, the Tokugawa regime was
informed of Britain’s defeat of China in the Opium War
(1840–1842) and the resulting Treaty of Nanjing (1842).
When Commodore Matthew Perry’s flotilla arrived near
Edo (Tokyo) in 1852 demanding treaty relations provid-
ing for exchanges between Japan and the United States,
the Tokugawa regime realized that it had little choice but
to comply, despite the fact that doing so violated its raison
d’être: defending the realm against barbarian incursions.
The resulting Treaty of Kanagawa (1853), though a sensi-
ble accommodation, marked the beginning of the end for
the Tokugawa insofar as it became the target of unrelent-
ing critiques from anti-Tokugawa forces. Significant
opposition emerged from the “outer” (tozama) domains of
Chóshú and Satsuma, centers of long-standing animosi-
ties toward the Tokugawa.

Opposing the regime’s strategy of negotiating with
the foreigners rather than fighting them, anti-Tokugawa
forces called on the shogunate to do its duty: “Revere the
emperor and repel the barbarian” (sonnó jói). When the
Americans returned with demands for fuller diplomatic
and trade relations, anti-Tokugawa forces intensified their
opposition through terrorist attacks. Radical opposition
was strong in Chóshú, which launched two military chal-
lenges to the Tokugawa in the 1860s. Although the first
round of fighting resulted in defeat for Chóshú, in the sec-
ond it was joined by forces from Satsuma and Tosa
domains. The result was the military defeat of the
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Tokugawa in 1866. Within two years, the last of the
Tokugawa shoguns, Yoshinobu (1837–1913), had turned
over administrative authority over the realm to Emperor
Meiji and his backers.

The new regime, ostensibly led by Emperor Meiji,
was dominated by opposition leaders from Chóshú,
Satsuma, and Tosa who had played instrumental roles in
the military strikes that had forced the Tokugawa into a
state of collapse. Though often described as statesmen,
they remained in significant respects revolutionary lead-
ers, defining a radically new political course that resulted
in the creation of a modern nation-state. Ironically
enough, once the pro-imperial forces had forced the col-
lapse of the Tokugawa shogunate, the rebels-turned-states-
men proceeded to throw the gates open to the West in a
search for knowledge and power. By the end of Emperor
Meiji’s reign in 1912, this assimilation of Western knowl-
edge had resulted in across-the-board achievements that
impressed the world.

Socially, the imperial regime abolished the old hered-
itary social hierarchy that had been decreed by the
Tokugawa. Economically, it created the yen, Japan’s first
national currency, and the Bank of Japan to regulate eco-
nomic growth. The development of a modern, centralized
economy amounted to a revolutionary transformation of
earlier economic relations in which the only equivalent to
a national currency had been the rice bushel. At the same
time, the imperial state induced an industrial revolution
by promoting the development of heavy industries such as
mining, shipping, and rail transport. Politically, the new
regime, under the leadership of Itó Hirobumi (1841–
1909), created a representative, constitutionally defined
political system. The Meiji government instituted com-
pulsory elementary education at schools created nation-
wide and established a Western-style conscript force,
developed by Yamagata Aritomo (1838–1922) to replace
the now-abolished samurai estate. Modeled after the
Prussian military, Meiji forces proved effective in defeat-
ing internal rebellions and the armies of much larger
nations, as seen in the Sino-Japanese War (1894–1895)
and the Russo-Japanese War (1904–1905). With the lat-
ter victory, imperial Japan finally received the kind of
respect internationally that it had long sought. By the end
of the Meiji period, Japan was recognized as the leading
military and imperial power among East Asian nations.

Geopolitically, Japan was reconfigured during the
Meiji period, first with the move of the imperial capital
away from its home for over a millennium, Kyoto, to a
new center, Edo, the capital of the Tokugawa shoguns,
now renamed Tokyo. In the countryside, imperial prefec-
tures replaced the old daimyó domains. Before the Meiji
period had ended, the beginnings of an empire were evi-
dent in the acquisition of Taiwan in 1895, following the

Sino-Japanese War, and the annexation of Korea in 1910,
a consequence of the Russo-Japanese War. Japan became a
strategic player in the world of military alliances with the
Anglo-Japanese Alliance of 1902, in which both nations
pledged to support the other in the event of multinational
military aggression.

Though not billed in traditional historiography as a
revolutionary movement, the Meiji Restoration entailed
nothing less than a wholesale transformation of Japan. If
there were flaws in the revolution that flowed from the
restoration of imperial rule, they had to do with the extent
to which military power was increasingly viewed as an
expedient means to national power, prestige, and wealth.
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John Tucker

MEIR, GOLDA
1898–1978

Golda Meir was born Golda Mabovitz on May 3, 1898,
in Kiev, Russia (now Ukraine). Due to terrible hardship,
Golda’s family immigrated in 1906 to Milwaukee,
Wisconsin, where Golda graduated from a teachers’ col-
lege and worked as a public-school teacher. She joined the
Labor Zionist Party in 1915 and married Morris
Meyerson in 1917. In 1921 they immigrated to Palestine,
where they joined Kibbutz Merhavia. In 1956 she
adopted the Hebrew name Meir (“to burn brightly”).

Believing that Jews should make their “Just Society”
through their own physical labor, Meir was a prominent
socialist Zionist figure in the Histadrut (the Israeli Trade
Union Congress) and the Jewish Agency, a Zionist orga-
nization founded in 1929 to provide services for Jewish
immigration and assimilation into Palestine. Being profi-
cient in English, Meir was sent to the United States in the
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1930s on a mission to raise funds for building the state of
Israel.

After the establishment of Israel on May 14, 1948,
Meir played a central role in domestic politics as well as on
the diplomatic front. In the same year, she paid a secret,
yet unsuccessful, visit to Jordan to persuade its king,
Abdullah (1882–1951), not to attack Israel. David Ben-
Gurion (1886–1973), a leader in the struggle to establish
the state of Israel and later the first prime minister of
Israel, appointed Meir a member of the Provisional
Government and then, in June 1948, ambassador to the
Soviet Union. In 1949 she was elected to the first Knesset
as a member of Mapai, the Israeli Workers Party. Meir
served as minister of labor from 1949 to 1956, a period of
high unemployment and social unrest that resulted from
mass immigration. She served as foreign minister from
1956 to 1966. While in office, Meir sought to strengthen
Israel’s relationship with the United States, create bilateral
relationships with Latin American countries, and pro-
vide African countries with Israeli know-how in nation 
building.

Meir became secretary-general of Mapai in 1966,
before taking the helm of the newly formed Labor Party.
After the death of Prime Minister Levi Eshkol
(1895–1969), Meir was appointed prime minister; thus
becoming the third female prime minister in the world
(after Sirimavo Bandaranaike [1916–2000] of Sri Lanka
and Indira Gandhi [1917–1984] of India). Reelected
prime minister in October 1969, Meir proved highly suc-
cessful in consolidating American political and financial
support for Israel.

Meir took a rigid stance toward the Arabs. She also
adopted the so-called open-door immigration policy,
which encouraged thousands of people to leave the Soviet
Union and other places to settle in Israel and the occupied
territories. She believed that Israelis could not return the
occupied territories because there was nobody to return
them to. In a June 15, 1969, interview with the Sunday
Times of London, she said, “There was no such thing as
Palestinians … they did not exist,” a statement that Arabs
often quote to refer to what they think to be bias.
Moreover, she wrote in My Life, her 1975 autobiography,
that she did not believe that “the Jews ‘stole’ land from
Arabs in Palestine,” since “a lot of good money changed
hands, and a lot of Arabs became very rich indeed” (p. 63).

The most critical event during her term was the 1973
Arab-Israeli War, when Egypt and Syria attacked Israeli
forces in Sinai and the Golan Heights. Although she won
the elections once more in December 1973, and despite
the fact that the Agranant Inquiry Commission did not
hold her responsible for the war, Meir’s performance was
widely criticized for overestimating Israel’s preparedness
and underestimating Arab power. Meir resigned in mid-

1974 and withdrew from public life. She died in
Jerusalem in December 1978.
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Abdel-Fattah Mady

MELTING POT
Amalgamation of settlers of diverse national origin has
long been linked with the idealistic self-image of America
as a new type of nation-state. The French-born immigrant
J. Hector St. John de Crèvecoeur (1735–1813), in Letters
from an American Farmer (1782), described America as a
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country where “individuals of all nations are melted into
a new race of men.” Though the nationalities included in
the early expression of the melting pot ideal were largely
limited to northwestern Europe, the vision of American
national identity as based on cross-ethnic amalgamation
eventually came to include nearly all European nationali-
ties. British writer Israel Zangwill’s (1864–1926) early
twentieth-century play The Melting Pot was the first to use
the term as a metaphor of assimilation in the American
context of mass immigration from Europe. The melting
pot ideal was depicted in an illustration featured on the
play’s theater program, which shows many strands of peo-
ple walking past the Statue of Liberty into a huge boiling
pot. As an ideology of immigrant assimilation, the melt-
ing pot has persisted as an idealistic vision of the inclusive
nature of assimilation in America.

The melting pot ideal is often referred to as an alter-
native conception of immigrant incorporation in a con-
tinuum of idealized conception of assimilation as a
cultural belief. At one end of the continuum is Anglo-con-
formity, a belief associated with the normative require-
ment that individual members of immigrant groups adapt
to the culture and institutions established by the early
Anglo-Saxon settlers of colonial America. Milton Gordon
in Assimilation in American Life (1964) interpreted Anglo-
conformity to mean that immigrants and their descendants
adopt the beliefs and norms of middle-class Anglo-
American culture, which he maintained remained largely
unchanged despite successive waves of immigration from
Europe, except for minor changes in cuisine and place
names. Anglo-conformity tacitly rules out the viability of
intact Old World identities and cultural practices outside
of the Anglo-American mold. It emphasizes the need for
immigrants to “unlearn” their cultural traits in order to
learn the new social practices necessary for acceptance. In
the Anglo-conformity formulation, critics underline that
this approach to assimilation tacitly assumes the superior-
ity of Anglo-American culture. Anglo-conformity is often
associated with the public policy of “pressure-cooker”
Americanization during and immediately after World 
War I (1914–1918).

At the other end of the continuum is cultural plural-
ism, an ideology that conceives of American society as a
quiltlike mosaic of diverse cultural traditions and ethnic
identities that coexist as subcultures alongside a dominant
Anglo-American mainstream. According to cultural plu-
ralism, an ideology of immigrant incorporation first
espoused by the philosopher Horace Kallen (1882–1974)
in the early twentieth century, the strength and durability
of American democracy stems from extending equality of
rights, religious belief, and cultural expression to all citi-
zens. The basic idea was that a society benefited when the
ethnic groups retained cultural distinctiveness, contribut-
ing to the cultural richness and diversity of American soci-

ety. Multiculturalism is the contemporary expression of
this vision of civil society.

Sociological studies by Stanley Lieberson, Herbert
Gans, Richard Alba, and Mary Waters of the “twilight of
ethnicity” of descendants of mass immigration from east-
ern and southern Europe document that the melting pot
ideal of amalgamation has conformed broadly to the his-
torical experiences of white ethnics. Old World identities
and cultural practices have become mostly a symbolic
attachment for white ethnics as cross-ethnic social life
increasingly blurred ethnic boundaries and identities.
Cross-ethnic marriages among white ethnics have become
so commonplace that many identify as “American” in eth-
nicity and no longer list the Old World ethnic identities
in response to the decennial census questionnaire item on
ethnic origin.

Whether conceived as the effects of the beliefs and
norms of Anglo-conformity or the melting pot, assimila-
tion has been the primary pattern of incorporation for the
European groups that migrated to America. For the
descendants of mass immigration from Europe in the late
nineteenth century, however, it is likely that the social
process of assimilation was a protracted process taking
place through incremental changes across generations.
The pattern of increasing cross-ethnic marriage within
religious boundaries was first identified in analysis of
quantitative evidence for the 1940s. Since the historic pas-
sage of the Immigration Act of 1965, more than twenty-
five million immigrants have settled in expansive
immigrant metropolises, greatly increasing the ethnic
diversity of American cities. Nearly one out of five
Americans are now either foreign-born or children of
immigrant parents. The new immigration, largely from
Latin America and Asia, has driven a rapid demographic
transformation of major urban centers.

Skeptics of the applicability of the melting pot ideal
to post-1965 immigrants have justifiably pointed to seri-
ous problems in the assumption of assimilation of new
immigrants and their children. Although the post-1965
immigrants have often settled in mixed neighborhoods
and established ongoing social relationships not only with
members of their own ethnic group but also with individ-
uals outside of their ethnic group, the sheer numbers of
immigrants concentrated in inner cities suggests that
much of the cross-ethnic social interactions are with
members of other ethnic groups that are also part of the
new immigration.

Post-1965 immigration is more diverse than that of
the past, in terms of human and financial capital, race,
and legal status. Members of some ethnic groups enter
American society at a high level almost from the start
because they bring wealth or educational and professional
credentials that provide an initial advantage. These immi-
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grants and their children are in a position to benefit from
the opportunities open to minorities in the wake of the
civil rights movement of the 1960s. It is not uncommon
for the families of immigrant professionals and entrepre-
neurs to establish domicile in middle-class suburban com-
munities and for their children to attend selective
American schools and pursue professional occupations
themselves. The melting pot ideal remains a compelling
metaphor of assimilation for the children of immigrants
from professional and entrepreneurial backgrounds. But
intermarriage often takes place among native-born chil-
dren of immigrant parents, similar to the pattern of inter-
marriage within religious groups observed for European
Americans in the twentieth century.

The pattern of incorporation is different for the
native-born children of labor migrants from the
Caribbean and Central America. With low levels of for-
mal schooling, labor migrants compete for positional
advantage at the bottom rungs of the labor market. The
reliance of labor migrants on ethnic-based social capital,
moreover, leads to incorporation within immigrant ethnic
enclaves where initial disadvantages in human capital are
likely to be passed on to the second generation, increasing
the risk of a melting pot experience that results in amalga-
mation with downtrodden domestic minorities in the
inner cities. This bifurcation of the melting pot experience
of children of advantaged human-capital immigrants and
disadvantaged labor migrants is the focus of studies of seg-
mented assimilation. However, the extent of downward
mobility may be overstated in the segmented assimilation
literature, as horizontal mobility even within the same
occupational groups often leads to substantial socioeco-
nomic gains for the second generation.

In conclusion, the melting pot ideal has a long his-
tory as a cultural belief in the viability of the amalgama-
tion of diverse ethnic groups in the making of the
American nation-state. With successive waves of immigra-
tion, the ideology of the melting pot has emphasized a
hybrid vision of American society and culture stemming
from intermarriage across ethnic groups and cultural mix-
ing resulting from structural assimilation.

SEE ALSO Assimilation; Conformity; Ellis Island;
Ethnicity; Glazer, Nathan; Immigrants to North
America; Immigration; Migration; Mobility;
Moynihan, Daniel Patrick; Multiculturalism;
Nationalism and Nationality; Whiteness
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MEMÍN PINGUÍN
Memín Pinguín is one of the most popular fictional char-
acters in Latin American comics. He is intellectually sig-
nificant because he has inspired transnational polemics
over racial identity, racism, and racial stereotypes in the
region. The Mexican writer Yolanda Vargas Dulché
(1926–1999) created the character in the mid-1940s in
response to a request from the magazine Pepín for a chil-
dren’s comic strip. Memín is a contracted nickname for
Guillermo, the name of Guillermo de la Parra Loya, who
would become the writer’s husband. One interpretation of
Vargas Dulché’s adoption of Pinguín is that it refers to a
slang term for mischievous, but in some parts of Latin
America the name’s proximity to another slang word for
penis meant that some editions of the comic book spelt
the last name as “Pingüín,” giving it a closer association
with the Spanish word for penguin (pingüino).

It was largely due to the success of the Memín
Pinguín series and other comic books that Grupo
Editorial Vid (the company founded by the couple) was
able to become established as one of the most successful
publishers in Latin America. The company produced
about 25 million comic books a month at the height of
the popularity of the genre in the 1970s and 1980s.
Grupo Editorial Vid produced 372 Memín Pinguín comic
book stories over a period of over 30 years. Memín, the
chief protagonist of the stories, is an elementary-school-
aged child intended by his creator to be likeable and
clever. His cuatachos (buddies)—Ernestillo, Carlangas,
and Ricardo—partner him in mischief and adventures
that are always resolved successfully by Memín by the end
of each story.

Memín has phenotypically black features that are
exaggerated by the artists to make him appear similar to a
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monkey. The only other character in the stories with the
Negroid phenotype is his mother. The Memín Pinguín
series deployed archetypes derived from American min-
strel shows, specifically the pickaninny (to depict Memín)
and the nanny (to depict his mother, Eufrosina). It is
specifically this dimension of the comic books that pro-
voked American President George W. Bush and civil
rights activists to denounce the Memín character as racist
when the Mexican government issued a stamp to honor
Memín in 2005. A substantial amount of empirical and
theoretical research had been amassed at that time by such
scholars as Marilyn Kern-Foxworth, Donald Bogle, and
Jan Nederveen Pieterse to show not only the popularity of
such archetypal depictions of blacks in the history of
American popular culture, but also how such depictions
are deployed to justify the dehumanization and exploita-
tion of blacks.

Ironically, the creators of Memín Pinguín adopted a
creative device that was developed in the United States
and then disseminated to other parts of the world, includ-
ing Mexico. The defense of these depictions in Mexico
and several other Latin American countries, where such
archetypal depictions of blacks are still quite common and
popular, has been a range of arguments within a paradigm
known as mestizaje. These arguments are most directly
associated with the writings of the early twentieth-century
Mexican intellectual José Vasconcelos, and they include
the claims that malicious racial intent is not to blame
because black communities are small or nonexistent in
their countries, and that Latin American ruling classes
cannot be racist because they themselves have a mixed
racial ancestry. The fact that some Latin American coun-
tries have had heads of state of color is given as evidence
that these societies have been more progressive on the
issue of race than the United States. One problem with
the mestizaje paradigm is its deployment of essentialized
notions of race and racial hierarchy (with Europeans at the
top and blacks at the bottom) as its basic intellectual
premise. This point leaves Memín Pinguín and other
Latin American pop culture icons that deploy racial arche-
types as targets for activists within and outside Latin
America who would like to see them eliminated.
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MEMORY
Since the 1980s, collective memory has become an
intensely studied topic across the social sciences. This sud-
den remarkable interest may be attributed to a rising pre-
occupation with dissolving collective identities in the face
of new historical realities—globalizing economic and cul-
tural trends, the reconfiguration of gender relations, and a
media revolution with far-reaching implications for the
organization of knowledge. The scholarly discourse about
collective memory parallels another about the distinguish-
ing traits of a “postmodernism” temper.

Serious efforts in the social sciences to understand the
dynamics of collective memory, however, date from the
early twentieth century in the research of the French soci-
ologist Maurice Halbwachs (1877–1945). He contended
that memory must be investigated within its social set-
tings. The present attitudes, beliefs, and traditions of
social groups determine the way memories are evoked,
and these are continually remodeled as the interests and
fortunes of such groups change. The strength of a collec-
tive memory is a function of the relative power of such
social forces.

By placing his accent on collective memory,
Halbwachs took issue with the Viennese neurologist
Sigmund Freud (1856–1939), who a generation before
had addressed the issue of memory as a task of exploring
the workings of the individual mind. Freud believed in the
autonomy of personal memory, and developed an analyt-
ical technique for recovering repressed memories from the
unconscious psyches of his patients. His critics claim that
he never worked out a plausible theory of collective mem-
ory. For Halbwachs, by contrast, all memory is socially
conditioned in that personal memories are always evoked
within specific social settings. Without these social props,
personal memories tend to fade away.

In explaining the malleability of memory in the face
of social forces, Halbwachs proposed that social groups—
families, religious cults, political organizations, and other
communities—develop strategies to hold fast to their
images of the past through places, monuments, and ritu-
als of commemoration. His La topographie légendaire des
évangiles en terre sainte (The Legendary Topography of the
Gospels in the Holy Land, 1941) was a pioneering case
study of the way an imagined past is localized, conflated,
and idealized over time in a commemorative landscape. In
his theory, the ancient art of memory as a technique of
mnemonic displacement was reinvented as a political
strategy for anchoring cultural traditions.

For several decades, Halbwachs’s theory of collective
memory was largely ignored. But it was rediscovered dur-
ing the 1970s, to become a working model for burgeon-
ing scholarship in this field. The newfound interest in
collective memory has had three principal venues of
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research: the politics of memory; the changing uses of
memory that followed from the invention of new tech-
nologies of communication; and a deepening meditation
on the memory of the Holocaust.

THE POLITICS OF
COMMEMORATION

This interest reflected an emerging critical perspective on
modern traditions once naively honored as the remem-
bered heritage of a commonly imagined past. In France,
for example, a lively debate emerged during the 1980s
about how, and even whether, to celebrate the bicentenary
of the French Revolution (1789–1799), hitherto con-
ceived as the enduring moral touchstone of modern
French national identity. Many of these studies investi-
gated the making of the identity of the modern state. The
most influential was The Invention of Tradition (1983), an
anthology edited by English scholars Eric Hobsbawm and
Terence Ranger that explored the political uses of tradi-
tion in the construction of collective identity. They chal-
lenged the long-standing interpretation of tradition as a
heritage that impinges on the present through its inertial
power and argued that traditions are conceptions of the
past invented in the present and periodically refashioned
to serve reformulated political goals. Collective memory,
they argued, is inspired by present circumstances, and
calls into being a serviceable past. In like manner, the
anthropologist Benedict Anderson wrote an influential
study of the way “imagined communities” are constructed
as public memories to give concrete affirmation to other-
wise abstract ideals. From a somewhat different perspec-
tive, the sociologist Mary Douglas examined the workings
of institutional memory, in which bureaucratic solutions
to organizational problems are rapidly forgotten only to
be invented anew.

By the turn of the twenty-first century, a vast schol-
arly literature had been produced on the politics of mem-
ory, extending investigations beyond commemoration
into a wide range of institutional and cultural practices.
Noteworthy among these are studies of the making of
national identity by Pierre Nora, Les lieux de mémoire
(Places of Memory, 1984–1992) for France; Michael
Kammen, Mystic Chords of Memory (1991) for the United
States; Yael Zerubavel, Recovered Roots (1995) for Israel;
and Wulf Kansteiner, In Pursuit of German Memory
(2006). All display intellectual sophistication in moving
beyond commemorative rites to the many cultural forms
in which collective memory is embedded. Over time, the
study of collective memory has become an impressive
strategy for interpreting cultural history.

THE USES OF MEMORY IN
CHANGING TECHNOLOGIES OF
COMMUNICATION

A parallel but independent line of scholarly inquiry has
explored the cultural consequences of advances in the
technologies of communication. This research was
inspired by the media revolution of the late twentieth cen-
tury, which stimulated curiosity about earlier thresholds
in the process—notably from orality to manuscript liter-
acy in antiquity, and the democratization of print culture
during the eighteenth century. Contributors to this schol-
arship have been varied—classicists interested in Homer
as a collective name for epic storytellers, anthropologists
in the living oral traditions of Africa, intellectual histori-
ans in the emergence of the republic of letters during the
Enlightenment, literary critics in the reflective autobio-
graphical soul searching that print culture for the first
time made possible. Less has been written to date on the
effects of media on cultural memory, but J. David Bolter
has pointed out the way electronic memory localized in
the icons and Web sites of the computer screen mimics
the organizational technique of the ancient art of memory
in its images and places. Though contributions to this
field were made by specialists, the cumulative effect has
been to produce a sweeping new perspective on cultural
history from antiquity to the present.

TRAUMA AND MEMORY

Somewhat apart are scholarly reflections on the painful
process through which Holocaust survivors sought to deal
with the trauma they had suffered. This topic reintro-
duced Freud’s psychoanalytic approach in that it exposed
the need for survivors to work through repressed memo-
ries of their ordeal before the historical meaning of the
Holocaust could be adequately addressed. Beyond inven-
torying such living testimony, scholars raised the question
of how these recovered memories might be historicized
within the narratives of modern history. This scholarship
provoked the “historians’ controversy” of the mid-1980s
in Germany about whether such an atrocity could be con-
veyed within the limits of historical representation. The
Holocaust, initially viewed as one among the many hor-
rors of World War II (1939–1945), came toward century’s
end to be reconceived as a singular experience whose
memory needed to be processed collectively before an
account of its nature could be integrated into any accept-
able historical narrative.

MEMORY AND HISTORY

The debate about the limits of historical representation
shows how the study of collective memory has unsettled
the established conventions of historical narration.
During the 1970s, the American scholar Hayden White
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launched an inquiry into the strategies through which his-
torians compose their interpretations, and so shifted his-
toriographical interest from the evidentiary content of
historical research to the rhetorical forms of historical
writing. One consequence was to reveal the mnemonic
character of historical narrative as a technique for select-
ing and ordering judgments about what is worth remem-
bering out of the past. Challenging the “noble dream” of
historical objectivity, historiographers such as Peter
Novick turned to the task of exposing the bias, distor-
tions, and omissions of the master narratives of modern
history. Novick points out how American historians once
naively presented a past they wanted to remember. From
the founding of the American Historical Association in
1884 until well into the twentieth century, eminent histo-
rians tended to favor a patriotic view of American identity
that denied the divisive realities of class conflict, racial and
ethnic discrimination, and the diverse viewpoints of an
expanding immigrant population.

As this historiography of patriotic consensus frag-
mented from the mid-twentieth century, a new generation
of practicing historians sought to reclaim the forgotten
past of women, African Americans, and other marginal-
ized groups, while those with a theoretical bent proposed
new categories of conceptualization to frame a more com-
plex historical memory, notably through models for gen-
der studies, the history of collective mentalities, and
global history. In the process, they subverted the political
identities previously highlighted by modern historiogra-
phy. The conventional model of a directional modern his-
tory, originally conceived as a story of ongoing progress,
became an uncertain guide to historical writing. This loss
of direction coupled with a sense of accelerating time pro-
moted by larger contemporary trends—advertising that
incites the fads of consumerism, the ongoing technologi-
cal innovations through which global communication
approaches the instantaneous—led to the collapse of the
future-oriented conception of historical time in favor of
one that stresses the urgency of present-day problems. The
French historiographer François Hartog has characterized
this rethinking of the mnemonics of historical time as a
“new regime of historicity,” one that privileges present
concerns over past intentions as a point of departure for
historical inquiry.

Memory’s subversion of the grand narrative of mod-
ern history has legitimized some novel approaches to his-
torical interpretation—an encounter model in global
history, a shift from history’s story to history’s topics in
historical exposition, the genealogical reading of the past
to point out its discontinuities vis-à-vis the present, and
efforts to recapture “sublime” moments of historical expe-
rience through historical reenactment.

The scholarly discourse about memory across the cur-
riculum in the late twentieth century reveals its essential
paradox—the fragility of its representations of the past in
relation to the durability of its resources to imagine that
past anew.

SEE ALSO Collective Memory; Freud, Sigmund; History,
Social; Holocaust, The; Psychoanalytic Theory
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MEMORY IN
PSYCHOLOGY
The creation of new memories is an ability that occurs
minute to minute in human beings (and some researchers
would argue millisecond to millisecond) as people go
about their daily lives encountering new information. In
fact, although people sometimes need to intentionally
remember an appointment date or a phone number, many
of life’s everyday experiences are not intentionally
rehearsed at the time for later remembering, but are cre-
ated without intentional awareness. Human recall of cer-
tain events is not perfect, nor always detailed. This

Memory in Psychology
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transformation of past events is influenced by many fac-
tors relating to events occurring in one’s environment and
in the brain itself.

BRAIN/MEMORY RELATIONSHIPS

In 1968 Richard Atkinson and Richard Shiffrin were
among the first researchers to propose that the formation
of memories proceeds by passing through a series of
stages. Information from the environment first flows
through one’s sensory organs (responsible for vision, hear-
ing, smell, touch, and taste) into what Atkinson and
Shiffrin termed the sensory store. Memories are considered
to be stored very briefly in this processing step because the
flow of information through the sensory organs leaves
only a temporary trace of the information—this is why
waving a sparkler at night gives the illusion of a light trail.
If an individual pays further attention to the incoming
information, it enters a short-term or working memory
system that allows additional processing (e.g., analyzing
the meaning of a letter one is reading). When one “thinks”
or works through a problem mentally, one is using work-
ing memory. This working memory system is limited in
capacity so that there is only so much information that
can be processed at one time. Another important function
of working memory is to transfer information to long-
term memory, where an infinite number of memories are
capable of being stored indefinitely.

The process of storing memories is ultimately depend-
ent on biological brain structures. Although it is still
unknown “where” personal memories are stored in the
brain, it is clear that certain brain structures are critical for
storing and retrieving memories. A structure in the medial
temporal region of the brain called the hippocampus has
long been known to be important for the development of
new memories. Numerous case studies have demonstrated
that damage to the hippocampus leads to profound mem-
ory impairment. The most famous case study is that of an
epileptic patient, H.M., whose hippocampus was surgi-
cally removed, leaving him with the inability to form any
new memories despite the fact that he could remember
events that occurred before the surgery and otherwise had
a normal intelligence quotient (IQ).

STORAGE AND RETRIEVAL OF
MEMORIES

The ability to remember information is based on two fun-
damental processes, encoding and retrieval. During
encoding, incoming information is transmitted to the
brain and is consolidated and prepared in the hippocam-
pus and surrounding medial temporal regions for long-
term memory storage. Although these regions play a
primary role in preparing memories for long-term storage,
the memories themselves are not stored there, but are dis-

tributed throughout the brain in a network. Once infor-
mation has been properly encoded and stored in long-
term memory, recalling these past events relies, in part, on
the frontal lobes of the brain, responsible for organiza-
tional and strategic processing of information.
Neuroimaging research suggests that the fontal lobes play
a key role in memory processes because both encoding
and retrieval processes are inherently strategic. That is,
when one remembers an event, one often must remember
when the event occurred relative to other events, how
individual details contributed to the overall meaning of
the events, and where the event occurred. In 1994 Endel
Tulving and colleagues reported that the left frontal lobe
may play a more active role during information encoding,
whereas the right frontal lobe may be more responsible for
retrieval.

The distinction between encoding and retrieval
processes is key because if either process fails, a memory
cannot be experienced. In the case of H.M. encoding
processes were impaired so that new experiences were not
stored in long-term memory. Other forms of disease-
related damage to medial temporal brain regions (e.g.,
Korsakoff ’s syndrome) also lead to an impaired ability to
recall previously stored memories, often attributable to a
retrieval, rather than an encoding, problem. Evidence
from healthy individuals indicates that problems during
encoding may be more responsible for memory failures
relative to problems during retrieval. For example, it is
common for a person to fail to remember the name of a
recently met person, even though the introduction may
have occurred only minutes before. When meeting some-
one new, one’s attention is drawn to many aspects of the
person other than the name—what the person looks like,
whom he or she knows, whom he or she is with, and other
details of the encounter. Because one’s working memory is
also engaged in these other processes, the specific name
information may not be encoded sufficiently, so that no
matter how hard one tries to later remember the name,
that information is not accessible. In 1996 Fergus Craik
and his colleagues substantiated these findings, showing
that memory performance is much poorer when people
are distracted when encoding information compared to
distraction during retrieval.

In addition to conscious recollection of past experi-
ences, memory can also be demonstrated subconsciously
or automatically. The ability to ride a bike, type, read, and
accomplish other familiar tasks relies on a memory of how
to do these things. Psychologists in the past have used a
number of terms to define the distinction between these
learned skills and memories that are consciously recalled.
In 1985 Tulving used the term procedural memory to
describe these memories that were skill-based and learned
through repetition over time. In contrast, Tulving used the
term episodic memory to describe the conscious recollec-
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tion of past events, and the term semantic memory to refer
to memory of word meanings, facts, and concepts.
Semantic and procedural memories have been shown to
be more resistant to brain injury, disease, and aging than
episodic memories. For example, although H.M. was
unable to recall any new events that he experienced after
his surgery, his vocabulary system was unaffected, and he
was able to learn new complex skills as efficiently as oth-
ers his age.

AGING AND MEMORY

As people age, they typically notice that their memory is
not quite as strong as it used to be. One theory proposed
by Lynn Hasher and Rose Zacks in 1979 states that
remembering often requires the use of substantial working
memory resources and effort, which may decline as peo-
ple age. Thus, recalling one’s new doctor’s name may be
relatively more difficult as one ages because doing so
requires one to engage these limited mental resources.
When memory tasks, however, place less of a burden on
these mental resources, an older adult’s memory perfor-
mance is similar to that of a younger adult. For example,
although one may have difficulty recalling a doctor’s name
without prompts, one may easily identify the name on a
directory list at the doctor’s health center. Research con-
ducted in 1987 by Fergus Craik and Joan McDowd has
confirmed that when presented with a list of words, young
adults perform significantly better than older adults if
required to later recall the words without assistance. The
two age groups, however, often show similar memory per-
formance when participants are later presented with the
words and have to simply recognize those that were previ-
ously seen.

Hasher and Zacks proposed that this decline in work-
ing memory could be due to either a shrinkage in capacity
with normal aging or to a difficulty inhibiting irrelevant
information while remembering. Everyone has thoughts
that drift in and out of consciousness during the day, but
Hasher and Zacks believe that younger adults may be more
efficient in inhibiting such thoughts when needed, leading
to a less cluttered working memory space. In fact, in stud-
ies conducted by Zacks and colleagues in 1996, when told
to purposefully forget information they had previously
been instructed to remember, younger adults were more
successful at this forgetting than older adults. Another the-
ory of declining memory with age, put forth by Timothy
Salthouse in 1996, suggests that brain cells (neurons)
undergo the same degradation with age as the nerves in
one’s arms and legs that move the muscles associated with
these areas. Consequently, Salthouse argued, declining
memory processes are the result of a “general slowing,” so
that information in the brain is transmitted more slowly.
In a sense, information can get backed-up and fade from

memory before it can be used. Although there may be a
gradual progression of general slowing as a person ages,
other factors appear to either slow down or speed up mem-
ory declines. Educational status, social activity, exercise,
cardiovascular disease, diabetes, and medications may all
influence memory ability in old age.

AUTOBIOGRAPHICAL MEMORIES

Although older adults may have difficulty recalling more
recently experienced events and information, they are
nonetheless able to recall distant memories with clarity
and detail. Psychological researchers typically refer to
memories related to one’s self as autobiographical memo-
ries. Autobiographical memories may be distinct from
other types of explicit memories because autobiographical
memories are rich with contextual or situational detail.
For example, recalling one’s wedding requires not just
remembering information about the event (e.g., what
food was served), but also recall of the time in one’s life
that it occurred. This time-tag on the memory may also
serve to help one recall other events surrounding the event
(e.g., remembering the date of the event can help one
remember where the event happened). These memories
are not just organized by time period, but may also be
organized around themes (e.g., “that happened during my
long-haired hippie days”). Perhaps the most critical com-
ponent of autobiographical memories is that they contain
information related to the individual person and his or her
own sense of self. Research conducted in 1997 by Cynthia
Symons and Blair Johnson showed that people exhibit
better memory performance when they are required to
learn a list of adjectives (e.g., assertive) by how well each
adjective applies to their own personality compared to
conditions where they remember other similar words
without self-reference.

This latter finding may explain why a reminiscence
“bump” is observed when older adults are asked to recall
as many events as they can from their life. Although peo-
ple tend to recall many events from the most recent year,
the number of memories recalled declines the older the
memories are except for a bump (or period) that occurs
during the teenage years through the mid-twenties of
which people recall a good deal of memories. Martin
Conway and David Rubin believe that this pattern may
exist because the adolescent and early adult years are a
time when the self is formed and thus this time becomes
a dominant theme in one’s life resulting in more vivid
memories of this period.

THE RECONSTRUCTIVE NATURE
OF MEMORY

When studying autobiographical memories it is very dif-
ficult to establish whether a reported memory actually
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occurred—usually there is no one available to confirm or
deny the accuracy of the memory. Further compounding
this problem is the fact that human memory is not exact,
but reconstructive in nature. That is, one’s recall of details
surrounding an event is a combination of what actually
happened and what one believes happened. These beliefs
may or may not be true. Memory researcher Elizabeth
Loftus has studied how people can come to “remember”
events that never happened to them.

In 1978 Loftus and her colleagues first observed that
participants’ memory of an actual event can be contami-
nated and changed when they hear a different account of
the same memory from someone else. Loftus termed this
phenomenon the misinformation effect. Perhaps more
troubling is the finding that not only can memory be dis-
torted by post-event information, but through the power
of suggestion people can come to remember things that
never even happened to them. A 2004 review by Loftus
notes that even in laboratory settings people can come to
believe that as children they were attacked by an animal or
almost drowned in a pool, and come to remember things
that never could have happened, such as seeing Warner
Bros.’ Bugs Bunny at Disney World. Telling the partici-
pants that the following story they are about to hear came
from a family member implants such memories.
Participants then come to believe, with great confidence,
that the story is true. Some therapists have been critical of
Loftus’s theory, concerned that it may minimize or dis-
count truly recovered memories of abuse that may occur
in therapy sessions. Loftus, however, did not suggest that
all recovered memories are necessarily false, but rather that
some people may remember some things that did not hap-
pen if questioned in a particular way.

Not all participants in such studies adopt false mem-
ories—the range being around 20 to 50 percent for false
memory adoption, depending on other variables, accord-
ing to Loftus. Further, some individuals appear to be more
susceptible than others. Those who have more creative
imaginations and those who are more prone to memory or
attentional lapses appear most susceptible. Studies involv-
ing false memories have received considerable attention
from the media due to their relevance to judicial cases
involving childhood sexual abuse and rape. Based solely
on the testimony of children, day care workers at the
Little Rascals day care center in Edenton, North Carolina,
in 1988 were accused, charged, and convicted of orches-
trating a child sexual abuse ring. Higher courts eventually
overturned the cases involving the staff because the chil-
dren’s accusations were the result of leading questions by
investigators and therapists and were fueled by the chil-
dren’s imaginations.

The Little Rascals day care case reveals the fluid and
malleable nature of memory, especially during childhood,

and how it is often difficult to distinguish between what
actually happened and what sounds familiar due to
repeated and leading questioning. In 1993 Marcia
Johnson and her colleagues suggested that such problems
can be attributed to internal source monitoring, or diffi-
culties identifying the source of internalized experiences
(e.g., whether the experience was real or imagined). The
ability to make these internal source distinctions appears
to be more difficult for children and older adults, com-
pared to younger adults. Human memories are thus a
product of what an individual actually experiences (or
sometimes does not actually experience), and intervening
information received after the event. How a person
reflects on these memories later in life can also come to
influence and change the perception of memory.
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MEN
Open any newspaper, and you can see a pattern so wide-
spread that it is rarely noticed: Almost all the “serious” sto-
ries are about men. In societies scholars label patriarchies,
men dominate the most important public institutions,
including law, politics, business, science, and the military;
men also control economic and political decisions in more
private realms, such as the family. Yet patriarchy is not
universal, and the forms of masculinity that it perpetuates
are neither natural nor inevitable.

CONSTRUCTING MANHOOD

According to sociocultural theories of gender, while sex
(physical characteristics) is biologically inherited, gender
(behaviors and attitudes associated with a given sex) is
socially learned. What it means to be a man, or masculin-
ity, varies both within and across eras and cultures by race,
ethnicity, class, sexual orientation, occupation, education,
age, geography, and other social characteristics (Kimmel
and Messner 2004). For this reason, although biology
interacts with the social and physical environment to pro-
duce these variations, scholars acknowledge that mas-
culinity is predominantly learned rather than genetically
inherited (Coltrane 1998; Connell 1995; Lorber 1994).
Despite the many versions of masculinity in existence,
scholars have identified common characteristics that dis-
tinguish masculinities in egalitarian societies from mas-
culinities in patriarchal societies. In egalitarian societies,
women tend to share in the control of property and polit-

ical decision-making, and men are taught to be soft-spo-
ken and nonviolent, taking part in child care while gener-
ally avoiding exclusively male initiation rituals and
displays of masculine bravado and male superiority. As
exemplified by select tribes in the South Pacific islands,
the African rain forest, and the Amazon river valley, egal-
itarian societies have existed in every major region of the
world (Coltrane 1992). Modern societies have adopted
some egalitarian practices, as exemplified in the social
policies of several Nordic countries.

Yet, partially due to colonial exploitation, the vast
majority of societies assume a patriarchal form, ranging
from ancient agrarian civilizations to modern industrial-
ized nations. Patriarchal societies have existed around the
world and on every major continent. Patriarchies, literally
translated as “rule by the father,” are defined by male con-
trol of resources and symbolic privileging of the masculine
over the feminine (Coltrane 1992; Connell 2005;
Gutmann 1997). In patriarchal societies, men rule by
virtue of their power in family and kinship systems, and
masculinity revolves around hierarchal male power.
Beyond the family, men in patriarchal societies rule the
public institutions by writing and enforcing the laws, con-
trolling the political system, occupying the highest posts
in government, running the businesses, monopolizing the
highest paying jobs, shaping access to and the focus of sci-
ence, and dictating funding and execution of war-related
activities. Meanwhile, women are expected to perform
household chores and provide child care, tasks that are
rarely rewarded with financial or political power. In addi-
tion, men in patriarchal societies often treat wives as sex-
ual property and tend to exploit the labor and sexuality of
women who do not have male protectors (Barnett, Miller-
Perrin, and Perrin 2005; Coltrane 1992; Coltrane 1996;
Coltrane and Collins 2001).

Men not only dominate women in the public and
private realms of these societies, but they also shun femi-
ninity. As such, feminine characteristics of nurturance and
collaboration are treated by men as symbols of weakness
to be avoided. Masculinity instead encourages men to
focus on achieving power through independence, aggres-
sion, and violence (David and Brannon 1976; Maccoby
1998). Each of these gendered behaviors serves to help
men maintain control of society at the expense of women.
First, the disdain for anything feminine leads men in
power to value the opinions of men over women. Second,
the desire for power instilled in men and the desire for
serving others instilled in women help men to obtain and
hold positions of authority. Third, the masculine value of
independence helps men take leadership roles as well as
avoid sharing influence with women and less powerful
men. Fourth, men use aggression and violence to control
and intimidate women and less powerful men. For exam-
ple, women are much more likely than men to be victims

Men

80 INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION



of child sexual abuse, rape, and partner violence, and their
abusers are almost always men (Barnett, Miller-Perrin,
and Perrin 2005).

In patriarchal societies, men begin learning masculine
styles of behavior at birth and continue to be reinforced
for masculine traits and behaviors well into adulthood.
For instance, in modern industrialized nations, experi-
ments show that only after being notified of a baby’s sex
will children and adults tend to label baby boys as
stronger, bigger, and noisier than girls (Coltrane 1998).
By expecting that “boys will be boys,” male offspring are
treated as already embodying masculinity. They are given
greater encouragement in sports and other whole-body
stimulation while girls are given more verbalization, inter-
personal stimulation, and nurturance. As boys grow into
men, the people in their lives (parents, siblings, relatives,
friends, teachers) continue modeling and teaching accept-
able masculine behavior, rewarding compliance and pun-
ishing deviance by granting or denying social acceptance.
Cultural influences (stories, media, schools, politics, reli-
gion, customs, and rituals) also illustrate and model
acceptable masculinity and, in addition, provide arenas in
which men can practice the gendered behavior they have
been taught (Adams and Coltrane 2004). While gender is
malleable in the sense that men can stray from it in small
ways without retribution, deviations are not tolerated
(especially when compared to “tomboy” behavior in girls).
Eventually, men realize that their happiness and success
depend upon their ability to demonstrate masculinity on
their own, so they no longer require external incentives
and reminders to enforce gendered behavior (Bem 1993;
Coltrane 1998; Connell 1990). In reproducing masculin-
ity, men are given the tools to maintain positions of power
in patriarchal societies.

COSTS OF MASCULINITY

Both women and men experience the costs of masculinity.
Despite increases in equality between men and women in
the past century, most patriarchal societies, the United
States included, still endorse the idea that men are natu-
rally superior to women in public affairs and that they
deserve authority over women in the home. As a result,
being born a woman carries penalties in most societies.
Furthermore, men in patriarchal societies are also harmed
by the pressure to maintain high levels of masculinity.
First, men take more risks than women, helping explain
why men are far more likely than women to die in car
crashes (Powell-Griner, Anderson, and Murphy 1997;
National Center for Health Statistics 2006). Second, mas-
culinity demands that men be physically strong, inhibit-
ing them from acknowledging and addressing serious
medical problems or following prescribed medical regi-
mens (Courtenay 2003). In part because of this, men are

more likely than women to die of heart disease, cancer,
respiratory disease, and pneumonia (National Center for
Health Statistics 2006). Third, masculinity confines and
isolates men emotionally; they have higher suicide rates
than women, and cross-national research shows that men
report greater loneliness than women when without a
romantic partner or children (Stack 1998; National
Center for Health Statistics 2006). Fourth, masculinity
encourages men to be violent, a leading reason men are
more likely than women to suffer injury, commit violence,
be the victims of violence, die from homicide, and have a
shorter life span (Federal Bureau of Investigation 2004;
Centers for Disease Control 2004; National Center for
Health Statistics 2006).

PROSPECTS FOR CHANGE

Despite widely held beliefs that “boys will be boys” and
that men are naturally violent and unemotional, compar-
ative scholarship shows that manhood ideals are culturally
conceived and that boys are turned into manly men
through a combination of family, social, and personal
processes. Perhaps taking a cue from past egalitarian soci-
eties, new models of masculinity in industrialized societies
are emerging, with gradual recognition that women can
be the equals of men and should enjoy similar public and
private rights and obligations. Because masculinity itself is
socially constructed, with time and effort, men can dis-
card the negative aspects of masculinity that promote sub-
jugation of women and deterioration of their own
emotional and physical health.

SEE ALSO Aggression; Alpha-male; Family; Fatherhood;
Femininity; Gender; Gender Gap; Masculinity;
Masculinity Studies; Militarism; Patriarchy; Sexual
Orientation, Determinants of; Sexual Orientation,
Social and Economic Consequences; Social Dominance
Orientation; Violence
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Scott Coltrane
Adam Messinger

MENDACITY
SEE Lying.

MENDEL’S LAW
Gregor Mendel (1822–1884), an Austrian monk, con-
ducted experiments on 28,000 pea plants in his monastery
garden between 1856 and 1863. His results, outlined in
his essay “Experiments on Plant Hybridization,” were read
to the Natural History Society of Brno (Brunn) in
February and March of 1865 and were published in 1866
in the proceedings of the society. These experiments
involved studying variations in peas across successive gen-
erations of true breeding plants in terms of their shape,
size, and color. In simple terms, through close observation
and good record keeping, he discovered that, for example,
the size of a plant was passed on as a separate trait in a com-
petition for the dominance between traits. These variations
were caused by what Mendel called “factors” but what we
now call “genes.”

The results of these experiments were initially ne-
glected, but then “rediscovered” in 1900 by three
European scientists, Hugo de Vries, Carl Correns, and
Erich von Tschermak. However, it was William Bateson
(1861–1926) who promoted these research findings and
who coined the key terms of modern genetic science,
namely “genetics,” “gene,” and “allele.” Genetics is that
branch of biology that studies both hereditary and varia-
tion in organisms. It was Thomas Hunt Morgan
(1866–1945) who would later integrate Mendel’s theoret-
ical model with the chromosome theory of inheritance.
Morgan’s experiments with the fruit fly showed that genes
are carried by chromosomes, which are the mechanisms of
hereditary. His account of hereditary particles created
what is now referred to as “classical genetics.”

Mendel’s First Law, or Law of Segregation, states that
members of a pair of homologous chromosomes separate
during the formation of gametes such that every gamete
receives only one member of the pair. The law can be bro-
ken down into four components: (1) alternative versions
of genes account for variations in inherited characters; (2)
for each characteristic, an organism inherits two alleles,
one from each parent; (3) if the two alleles differ, then the
dominant allele is fully expressed in the organism’s appear-
ance, while the recessive allele has no noticeable effect;
and (4) the two alleles for each characteristic segregate
during gamete production.

Mendel’s Second Law, or Law of Independent
Assortment, states that the emergence of one trait will not
affect the emergence of another. For example, the eye
color and height of a human are not necessarily connected
but random.

These laws can only be fully understood in terms of
the behavior of chromosomes in reproduction. A cell
nucleus is composed of several chromosomes that carry
genetic traits, and in a normal cell these chromosomes
have two parts, or chromatids. A reproductive cell con-
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tains only one of these chromatids, but when two cells
(normally male and female) are merged, the genes are
mixed and the new cell becomes an embryo. Mendelian
laws explain how this new cellular life has half the genes
of each parent, and also explain the varying dominance of
different genes, resulting in the uneven distribution of
traits across generations.

The reproductive advantages of Mendelian-type
hereditary are that it creates greater evolutionary opportu-
nities that are beneficial. For example, cell mutations can
produce positive side effects such as disease resistance. It is
also the case that mutation in a single gene can cause an
inherited disease such as sickle-cell anemia or cystic fibro-
sis. However, this outcome can also be treated as consis-
tent with Mendelian hereditary advantages. Whereas
sickle cell disease is a crippling ailment, the sickle cell trait,
more prevalent in populations that have a greater geo-
graphic likelihood of exposure to mosquitoes, is associated
with some resistance to malaria.

Mendelian theories of hereditary have proved to be
hugely controversial in modern society. For one thing,
Mendelian genetic theories offered additional support to
the theory of natural selection in the evolutionary science
of Charles Darwin (1809–1882) in which human devel-
opment was to be explained by secular causes such as the
blind adaptation of species to the natural environment
rather than by conscious or intentional design. In addi-
tion, following Francis Galton (1822–1911), Mendelian
theories have become associated with eugenics, or the sci-
ence that aims to improve the quality of the human stock
by increasing “good genes.” Eugenics, though, also
became an arm of European fascism in which sterilization
and selective breeding would improve the Aryan race.
Mendelian laws also underpin the pressure from parents
in affluent societies for so-called “designer babies,” leading
critics to fear the creation of a master race. Application of
the findings of the Human Genome Project will give sci-
entists increasing control over reproductive outcomes.
However, these fears can be exaggerated, since genetic
counseling is directed at the prevention of crippling dis-
ease (specifically Huntington’s disease) rather than design-
ing aesthetically pleasing or highly intelligent offspring.
These fears of course are influenced by the accuracy of the
content of the genetic counseling and on the impact and
effectiveness of such counseling.

SEE ALSO Eugenics; Galton, Francis; Genetic Testing;
Genomics; Heredity; Phenotype
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Bryan S. Turner

MENTAL HEALTH
Mental health has attracted considerable attention from
social scientists. Poor mental health frequently creates per-
sonal distress for the individual and those around that
individual; often has social causes; has significant social
costs in the form of dependency, incapacity, and unem-
ployment; and may also lead, on occasion, to social distur-
bance and disruption. Consequently social scientists have
contributed to a series of related debates about the valid-
ity and boundaries of the concepts of mental health and
illness, the social distribution and causes of mental illness,
and the appropriate care and treatment of mental illness.
To a more limited extent, social scientists have also added
to discussions about the ways to facilitate and enhance
mental health.

When defined positively, mental health tends to be
described rather loosely as a state of psychological well-
being or satisfactory psychological functioning. More fre-
quently, however, much as with health generally, it is
simply defined negatively as the absence of mental illness.
Based on an analogy with physical illness, mental illness
refers to mental functioning that is considered disordered
and described in lay terms as mad, disturbed, or disruptive
or as anxiety and unhappiness that is more extensive than
usual. While the indicators of mental illness often take the
form of behavior that seems inexplicable or unintelligible,
the judgment made is of some pathology of mental func-
tioning. In Madness and Civilization the social theorist
Michel Foucault (1926–1984) argued that unreason is the
defining characteristic of madness, although whether this
applies to the full range of mental disorders that are now
identified, which extends well beyond the narrower cate-
gory of madness, is contested. In severe cases, mental ill-
ness impairs the individual’s capacity to carry out some
ordinary tasks of living, although symptoms are often
episodic. Mental illness can also generate behavior danger-
ous to self or others, which may be used to justify legal
powers of detention on the grounds of the person’s lack of
reason and the perceived threat to his or her own safety or
that of the public. In less severe cases, it can lead to dis-
tress and suffering and difficulties with certain aspects of

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 83

Mental Health



daily living. Consequently satisfactory performance of
normal tasks of living often becomes a key indicator of
mental health.

CHANGING UNDERSTANDINGS

The use of the language of health and illness reflects the
role doctors have played in offering care and treatment for
psychological problems. In European and North
American societies medical understandings, which draw
on a range of scientific ideas, tend to be dominant and
inform much lay discourse, especially about mental ill-
ness. However, in many contexts the term mental disorder,
which has fewer medical connotations, is used. The
impact of scientific ideas, as well as the ideas themselves,
has varied historically and cross-culturally, and there have
been times and places when the understandings have been
magical or religious rather than scientific. Magical or reli-
gious ideas relating to mental illness have not entirely dis-
appeared from lay understandings, such as when people
think a mental or physical illness is a judgment of God or
that health is a matter of luck and good fortune.

Modern-day medical ideas about mental illness have
largely been developed in psychiatry, a medical specialty
that emerged as a profession in the mid-nineteenth century
from the associations of doctors working in charitable and
public asylums that catered for “lunatics” and had powers
of detention. In Europe a few institutions for lunatics were
set up in the medieval period; these were followed first by
small private madhouses in the sixteenth and seventeenth
centuries and then, from the beginning of the nineteenth
century, by charitable and public asylums. As the century
progressed asylums became increasingly large-scale. They
were mainly staffed by untrained attendants, with doctors
usually the key figure of authority.

In the twentieth century asylum attendants were
transformed into mental health nurses, and a range of
other professionals (e.g., mental health social workers,
psychotherapists, and clinical and health psychologists)
started to contribute to the care and treatment of those
with mental health problems and to understandings about
mental health and illness. Mental health practice outside
the asylum also expanded in the twentieth century. In the
mid-twentieth century there was a move toward “commu-
nity care,” which is the provision of services within com-
munity settings, even for those with more severe disorders,
with far fewer mentally ill admitted to a psychiatric bed
(where compulsory powers of detention are frequently
used). The extent and quality of community services have
often been questioned.

The types of mental illness identified by psychiatrists
are diverse, ranging from the relatively severe and less
common, such as schizophrenia, to the less severe and far
more common, such as mild forms of depression and anx-

iety. Classifications have varied enormously over time, and
during the second half of the twentieth century there were
major attempts to systematize and standardize mental ill-
nesses in order to improve the reliability of psychiatric
diagnosis. In the twenty-first century two major classifica-
tions were developed: the American Diagnostic and
Statistical Manual of Mental Disorders (DSM) and the list-
ing of mental disorders in The International Classification
of Diseases. The two classifications do not group mental
disorders in the same way.

An earlier distinction widely used in the early postwar
decades was between psychoses and neuroses, a contrast
between more and less severe disorders that linked to
symptom differences and ideas about causation. Psychoses
were held to be primarily disorders of thought (i.e.,
Foucault’s unreason) and caused by biological factors.
Psychoses were typified by the delusions and hallucina-
tions of schizophrenia, the archetypical madness, associ-
ated with disturbed and sometimes difficult behavior.
Bipolar disorder (formerly referred to as manic depres-
sion) is also placed in this category, as are usually disorders
where there is clear brain pathology, such as the senile
dementias. Neuroses, such as anxiety states and phobias,
were considered primarily disorders of emotion (usually
called “affect” or “mood” by psychiatrists) rather than
thought and were held to have psychological causes.
However, in its third edition in 1980, the DSM decided
(not entirely successfully) to eschew etiology as a basis for
classification shifting to a symptomatological categoriza-
tion and excluding the term neurosis. Official classifica-
tions also include a range of conduct or personality
disorders in which the main symptoms relate to behavior,
such as “antisocial personality disorder,” anorexia nervosa,
and substance use disorders, including alcoholism and
drug addiction. Comparison of the different editions of
the DSM is salutary. According to Allan V. Horwitz, the
number of mental disorders listed in the 1918 edition of
the DSM was 22, whereas by the fourth edition in 1995
it was nearly 400. Such increases necessarily broaden the
boundaries of mental disorder and narrow those of men-
tal health.

PHYSICAL AND PSYCHOLOGICAL
VIEWS

Consistent with medicine’s interest in the body, psychia-
try has developed a “biomedical” model of mental illness.
The biomedical model focuses on physical causes and the
provision of physical treatments, although psychiatrists
often deploy a wider range of understandings in their
practice. The search for physical causes has concentrated
on inheritance, brain pathology, and biochemistry. While
there is strong evidence of a genetic tendency for more
severe mental disorders, there can be no doubt that envi-
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ronmental factors play a part in causation, even with
severe disorders, and are important to mental health. For
instance, the evidence from a range of studies has shown
that genetic factors play a role in the etiology of schizo-
phrenia, but there is also evidence of environmental fac-
tors having a role. Biochemical processes in the brain have
been shown to underpin some mental illnesses, most obvi-
ously conditions such as Alzheimer’s disease. However,
significantly data also indicate that social and behavioral
factors, such as exercise (physical and mental) as well as
diet and obesity, play a part in the complex etiology of
Alzheimer’s disease.

Biochemical changes in the brain are associated with
other mental disorders. There is evidence, for instance,
that serotonin levels play a role in depression. But in con-
trast to Alzheimer’s, it is not clear that brain pathology is
the cause of depression. The build up of serotonin may be
a consequence of social and psychological experiences that
are themselves better viewed as the cause of the depres-
sion. Such examples indicate that the causes of any men-
tal illness are multifactorial and are not the same for one
disorder as for another. They also indicate that debates
about causation that have so vexed discussions of mental
illness depend in part on the choice of which causes to
examine. Psychiatrists have tended to focus on physical
causes and to give them primacy, downplaying social and
psychological factors.

Evidence of the importance of social and psychologi-
cal factors to mental health comes from a range of studies.
Many studies show that early childhood experiences affect
mental health and that external stresses (stressful life
events or ongoing difficulties, whether in childhood or
later) can lead to mental disorder, although some would
argue that in some disorders stress is more a precipitating
factor than a cause. Data on the distribution of mental
disorders across populations also display a marked social
patterning. International studies show that a condition
similar to schizophrenia is common across a wide range of
societies. However, within any given society data indicate
that schizophrenia is more common among groups with
lower socioeconomic status and that this difference can-
not be adequately accounted for by individuals with schiz-
ophrenia drifting down the socioeconomic scale. The link
between socioeconomic status and mental illness applies
to other disorders, such as depression. It has been argued
that depression is due not only to the frequency of adverse
life events but also to difficult circumstances and low lev-
els of social support, which affect coping and its adverse
vulnerability. There is also a marked patterning by gender.
Whereas levels of schizophrenia are roughly the same for
men and women, depression and anxiety are far more
common in women than men, and personality and con-
duct disorders are more common in men. Part of this dif-
ference appears to be due to gender socialization and

differing expectations as to appropriate emotions and
behavior. There are also ethnic differences in the pattern-
ing of mental disorder. In the United Kingdom, for
instance, a 1997 study by James Nazroo showed that
schizophrenia is more commonly diagnosed in Afro-
Caribbean men than in other social groups, though the
reasons for this are not entirely clear.

Equally controversial have been related issues around
the validity and boundaries of mental illness. A number of
authors from different theoretical perspectives have
argued that it is only reasonable to talk of illness when
there is a clear physical pathology. For the psychiatrist
Thomas Szasz, who famously argued in 1961 that mental
illness was a myth, this meant recognizing that disorders
such as senile dementia are diseases of the brain. Where
there is no biological pathology, Szasz stated, psychologi-
cal problems should be termed “problems in living” and
not regarded as illnesses at all. From a rather different per-
spective, a range of sociologists has argued that mental ill-
ness, with its overtly behavioral symptoms, is best
understood as a form of deviance (i.e., a behavior that
breaks social norms) and not as illness. This position was
developed by the psychotherapist T. J. Scheff in his well-
known 1966 study Being Mentally Ill. These two positions
reflect a long-standing contest between those who espouse
the biomedical model of mental disorder and wish to
appropriate psychological problems to the domain of
physical illness—a process sociologists term medicaliza-
tion and which is reflected in the expansion of psychiatric
categories—and those who wish to appropriate mental
disorder to the social (or psychological) domain of behav-
ior considered unacceptable or difficult. Horwitz, in
Creating Mental Illness, accepts that the boundaries of
mental health and illness are set by society and tries to
resolve the conflict between the two positions by stating
that a condition is a valid mental illness or disorder if (a)
it involves a psychological dysfunction that is defined as
socially inappropriate, and (b) it is socially useful to define
the dysfunction as a disease.

CARE AND TREATMENT

Given such disputes, not surprisingly a further major area
of controversy concerns care and treatment. When charita-
ble and public asylums were first established, the most
influential therapeutic model was that of “moral treat-
ment.” This was a set of ideas about the importance for
“lunatics” to live in a supportive, well-ordered, and well-
staffed environment that built on the individual’s capacity
for self-control to facilitate his or her return to health.
However, this social model, which was an important com-
ponent of the pro-institutional discourse that underpinned
the establishment of asylums, was resource intensive and
difficult to implement in practice, especially when asylums
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became large-scale. The challenges of asylums were among
the reasons they were increasingly replaced by biomedical
approaches. Treatments in the early twentieth century
included drugs, such as morphine and chloral hydrate, and
various forms of hydro and electrical therapy. In the late
1930s electro-convulsive therapy (ECT) and psy-
chosurgery (which involves the cutting of certain brain tis-
sues) were introduced, and from the mid-1950s a range of
synthesized drugs began to be used starting with chlorpro-
mazine, an antipsychotic. In the beginning of the twenty-
first century psychotropic medications provide the
dominant form of treatment for mental health problems,
from the most to the least severe, although many profes-
sionals accept that the drugs control symptoms rather than
provide cures. Some medications, notably the antipsy-
chotics, have unpleasant side effects, and patients may be
reluctant to take them except by compulsion; they are also
often prescribed on a long-term basis, which increases the
risks to patients. Yet a number of factors encourage the
medical reliance on drugs: efficacy in controlling symp-
toms; the scope of doctors’ expertise with its concentration
on the physical at the expense of the psychological and
social; pressures of time that make more intensive therapies
seem harder to provide; and heavy marketing by the phar-
maceutical industry.

Psychological theories and therapies have, however,
played an important role in ideas about mental health and
the treatment of the less severe forms of mental illness. In
the first half of the twentieth century psychoanalysis had
a major impact, and “talking cures” began to be used by
trained psychoanalysts, especially for private patients (in
the United States psychoanalysis had widespread accept-
ance within psychiatry). Psychological theories also
informed child and educational psychology and the “men-
tal hygiene” movement that flourished in the United
States in the early decades of the twentieth century, in
which the focus was on improving and sustaining mental
health through education, early treatment, and public
health.

However, some psychologists, highly critical of psy-
choanalysis, developed their own therapies based on the
behaviorist ideas that swept academic psychology from the
early decades of the twentieth century. Early behavior
therapy excluded attention to thought and meaning but
was gradually replaced by cognitive behavior therapy
(CBT), which concentrates on the individual’s ways of
thinking and is seen by some as offering a relatively speedy
and effective route to mental health, especially for less
severe disorders. CBT has been influenced by “positive
psychology,” which is a set of ideas that seeks to encour-
age individuals to focus on what can give meaning in life,
especially their strengths. Some also argue that CBT can
be of value in treating psychosis. Yet psychological thera-
pies such as physical remedies mainly concentrate on deal-

ing with mental health problems that have already devel-
oped and not on mental health maintenance and preven-
tion, the area to which social scientists have arguably more
to contribute.

SEE ALSO Cognition; Disease; Emotion; Foucault, Michel;
Intelligence; Madness; Medicine; Mental Illness;
Personality; Personality, Type A/Type B; Psychoanalytic
Theory; Psychotherapy; Stress; Trauma
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Joan Busfield

MENTAL ILLNESS
Mental illness is a global term for disorders of thought,
mood, affect, and behavior that impair normal function-
ing, social relationships, and productivity. Worldwide,
mental illnesses account for four of the ten leading causes
of premature death or of disability in terms of lost years of
healthy life. Major depression is the leading cause of dis-
ability worldwide, as measured by years of living with this
disorder. Mental illnesses, including suicide, account for
over 15 percent of disease burden, more than the burden
from cancers, in established market economies such as the
United States and Europe (National Institute of Mental
Health 2006).

Mental illnesses such as schizophrenia and other psy-
chotic disorders, mood disorders, anxiety disorders, and
adjustment, identity, and personality disorders, are
defined by discrete, clinically meaningful clusters of
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behavioral symptoms. The German psychiatrist Emil
Kraepelin (1856–1926) was the first to develop a unified
classification of the psychoses. His emphasis on precision
and objective behavioral criteria greatly influenced the
current diagnostic system, the American Psychiatric
Association’s periodically updated and revised Diagnostic
and Statistical Manual of Mental Disorders (DSM-IV-TR,
2000). The DSM codes are fully compatible with those in
the mental disorders section of the World Health
Organization’s International Classification of Diseases
(ICD-10, 2005), with worldwide applicability. Patients
are assessed on five axes:

Axis I—clinical disorders and other conditions that
may be a focus of clinical attention;

Axis II—personality disorders and mental
retardation;

Axis III—general medical conditions;

Axis IV—psychosocial and environmental problems;
and

Axis V—global assessment of functioning.

Multiaxial assessment yields multiple domains of
information that indicate possible comorbidities and per-
mit comprehensive treatment planning.

Mental illnesses vary in severity, duration, and degree
of incapacitation. Some specialists distinguish between
acute reactive (brief nonrecurring) and chronic (long-term
episodic) mental illness. The term chronic, disavowed by
consumers (present and former psychiatric patients) as
promoting hopelessness, has largely been replaced by
“severe and persistent mental illness.” This description
typically applies to persons with major Axis I disorders
who manifest long-term disability.

Despite increasing evidence that most major mental
illnesses appear to be biologically based, vulnerability and
prognosis seem highly sensitive to the social environment.
Epidemiologic studies indicate that major mental illnesses
such as schizophrenia, depression, and bipolar or manic-
depressive illness are found in all cultures throughout the
world. However, there is considerable variability based on
immigrant and socioeconomic status, and on urban versus
rural living. Studies in Great Britain have found signifi-
cantly higher prevalence rates for psychotic disorders in
immigrants, city dwellers, and black and ethnic minority
groups than in white British natives (Kirkbride et al.
2006). Incidence rates for schizophrenia drawn from 158
studies of 32 countries were significantly higher for males,
migrants, city dwellers, and individuals born in the winter
months (McGrath 2006), the latter presumably because 
of greater exposure of fetuses and neonates to viral insults
to developing brain structures. Internationally, female
gender and income inequality are major risk factors for

depression (Patel 2001). World Health Organization stud-
ies indicate that although the diagnostic criteria for schiz-
ophrenia are applicable cross-culturally, prognosis and
recovery rates are significantly better in the developing
world than in Western industrialized nations (Jablensky et
al. 1992)

Prolonged hospitalization for mental illness has long
been on the decline in the industrialized world. Most
mental disorders currently are treated on an outpatient
basis, with various forms of individual, group, and family
psychotherapy and in most cases, psychotropic medica-
tions. These include antipsychotic, antidepressant,
antianxiety, and antiobsessional agents, as well as mood
stabilizers and psychostimulants. More disabling disorders
may require brief hospitalizations and rehabilitative inter-
ventions such as supported housing, supported employ-
ment, social-skills training, and combined mental health
and substance abuse treatment. There is increasing
demand for research-supported evidence-based treat-
ments. Among these, psychotropic medications, cognitive
and behavioral psychotherapies, family psychoeducation,
and rehabilitative interventions have yielded the most
empirical validation. However, studies also suggest that
the patient-therapist relationship may be more salient
than particular therapeutic models. Some mental health
systems are promoting the involvement of consumers as
service providers in rehabilitation and in peer counseling.
Persons in recovery are able to share experiences and cop-
ing strategies, provide role models, and help reduce self-
stigmatization.

The concept of mental illness as a biomedical condi-
tion distinct from social context has been subject to exten-
sive criticism by social scientists and by some psychiatrists.
Prominent writers such as Michel Foucault (1926–1984),
R. D. Laing (1927–1989), and Thomas Szasz (b. 1920)
have disputed the validity of a concept based on cultural
definitions of normalcy and often mediated by social and
economic concerns. Every culture has some concept of
“madness,” defined as negatively perceived deviant behav-
iors that are distinguished from merely antisocial behav-
iors because they are incomprehensible within that
cultural idiom. Despite transnational acceptance of ICD
codes, the identification of a behavior or behavioral syn-
drome as denoting mental illness by ordinary citizens, as
opposed to mental health professionals, is still to a consid-
erable extent culture-bound. In certain individuals, reli-
gious delusions or hallucinations may be viewed as
extraordinary gifts rather than symptoms. It is only when
the symptoms impair role functioning and productivity
that the person is labeled as mentally ill. Depression is
sometimes manifested as somatization (diffuse bodily
complaints) in some traditional cultures and is conceptu-
alized by the sufferer as a physical rather than psychologi-
cal condition. Stigmatization of mental illness is
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ubiquitous, yet research shows that social factors may
affect perceptions of deviance and subsequent labeling
and discrimination. In many cultures stigma seems to be
related to chronic dysfunction and dependency, or to
assumed threat, rather than to bizarre behaviors.

There is also a substantial literature on culture-bound
syndromes—seemingly unique patterns of disordered or
psychotic behaviors that are manifested only in particular
cultural settings. Whether or not these are unique syn-
dromes or variant forms of universal diagnostic categories,
the behaviors are locally perceived as mental disturbances
with specific names. The DSM-IV-TR lists twenty-five
culture-bound syndromes found in various parts of the
world, most of which appear as temporary delusional or
dissociative states in which the person acts out in cultur-
ally aberrant and sometimes self-harmful ways. Some cul-
ture-bound syndromes appear as anxiety states with
paranoid ideation about external malevolence or sorcery,
or possession by spirits, accompanied by debilitating
somatic symptoms. Still others are manifested as panic
reactions, sexual fears, or paralyzing phobias. Most cul-
ture-bound syndromes are time-limited and do not seem
to engender stigma. If they prove to be ongoing or poten-
tially life-threatening, remedies are sought primarily 
in traditional healing rituals rather than in Western 
medicine.

Despite local variants, there is compelling evidence of
universality and genetic predisposition in major Axis I and
some Axis II disorders. The literature on schizophrenia
also offers proliferating research findings from neuroradi-
ology, neuropathology, neurochemistry, hematology, and
psychopharmacology, indicating biological parameters of
what was once considered a psychogenic or sociogenic dis-
order. Depression is associated with catecholamine deficits
or excess, and hormonal imbalance. Obsessive-compulsive
disorders have unique neurological substrates. Lesions in
the orbitofrontal cortex have been linked to the impulsiv-
ity and affective instability of borderline personality disor-
der and other disorders of impulse control. Many mental
illnesses show abnormalities in the serotonin neurotrans-
mitter system. The permanent effects of these biological
anomalies is still in question. There is increasing evidence
of recovery from disorders that were once considered life-
time disabilities with a deteriorating course. Three major
long-term outcome studies of formerly hospitalized per-
sons with schizophrenia in Europe and the United States
indicated a recovery or mild impairment rate ranging
from 50 percent to 66 percent (Harding 1988).
Representing a heterogeneous body of behavioral symp-
toms varying widely in severity and potential for remis-
sion, the term mental illness remains a concept in flux and
the subject of ongoing research.
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MENTAL LEXICON
SEE Psycholinguistics.

MENTAL RETARDATION
The U.S. Department of Education defines mental retar-
dation as “significantly subaverage general intellectual
functioning existing concurrently with deficits in adaptive
behavior and manifested during the developmental period
that adversely affects a child’s educational performance”
(34 C.F.R., Sec. 300.7[b][5]). The American Association
on Mental Retardation (AAMR) defines it in a similar
way: “Mental retardation is a disability characterized by
significant limitations both in intellectual functioning and
in adaptive behavior as expressed in conceptual, social,
and practical adaptive skills. This disability originates
before age 18” (AAMR 2002, p. 1). Finally, the Diagnostic
and Statistical Manual of Mental Disorders (DSM-IV) of
the American Psychiatric Association (APA) describes the
disorder as “characterized by significantly subaverage

Mental Lexicon

88 INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION



intellectual functioning (an IQ of approximately 70 or
below) with onset before age 18 years and concurrent with
deficits or impairments in adaptive functioning” (APA
2000, p. 37). Each of the three definitions has the inclu-
sion of an impairment of adaptive functioning in com-
mon, while only the DSM-IV lists a specific intellectual
quotient (IQ) score. Thus, the two major characteristics of
mental retardation are limitations in intellectual function-
ing and limitation in adaptive behavior.

LIMITATIONS IN INTELLECTUAL
FUNCTIONING

Intelligence refers to an individual’s cognitive ability to
think, reason, problem solve, remember information,
learn skills, and generalize knowledge from one setting or
situation to another. This ability level is often described
using an intelligence quotient obtained from assessment
with one or more individually administered standardized
intelligence tests, such as the Wechsler Intelligence Scale
for Children III or the Stanford-Binet Intelligence Scales
(SB5). Significantly subaverage intellectual functioning is
defined as an IQ of 70 or below (approximately two stan-
dard deviations below the mean). Regardless of IQ, indi-
viduals with mental retardation have impaired
functioning in memory (especially short-term memory),
generalization (transferring learned knowledge or behav-
ior from one task to another or from one setting to
another), and decreased motivation (which may result
from repeated failures).

LIMITATIONS IN ADAPTIVE
BEHAVIOR

Adaptive behavior refers to an individual’s ability to per-
form successfully in various environments. Skill limita-
tions occur in three primary domains as defined by
AAMR (2002)—conceptual, social, and practical adaptive
skills. Conceptual skills include self-determination, read-
ing, and writing, while social skills involve taking respon-
sibility and following rules. The individual with mental
retardation will also have difficulty with daily living and
employment skills. Age, cultural expectations, and envi-
ronmental demands will all influence the individual’s
adaptive behavior.

CLASSIFICATIONS

Several classification systems have been developed to more
clearly define the range of mental retardation. Each
method reflects the attempts of a particular discipline
(e.g., education or medicine) to explain the needs of the
individual with mental retardation. Most classification
systems are based on the necessary supports required by
these individuals to function optimally in the home and

community. Severity of condition is characterized in the
DSM-IV (2000) as mild, moderate, severe, and profound,
with mild describing the highest level of performance and
profound describing the lowest level. Separate codes are
provided for each level, as well as for mental retardation,
severity unspecified.

Individuals with mild mental retardation have been
termed educationally as educable in the past, with an IQ
range of 50–55 to approximately 70. This constitutes the
largest segment (about 85 percent) of the group of indi-
viduals with mental retardation.

Individuals with moderate mental retardation have an
IQ range of 35–40 to 50–55, and were once referred to by
the outdated educational term trainable. This term
wrongly implies that these individuals can only be
“trained” and will not benefit from educational program-
ming. Approximately 10 percent of the population of
individuals with mental retardation is classified in this
range.

The group categorized as severe makes up 3 to 4 per-
cent of the population with mental retardation, while
those with profound mental retardation constitute
extremely low numbers of individuals (1–2 percent). The
IQ level for severe mental retardation ranges from 20–25
to 35–40, and the IQ range for profound mental retarda-
tion is below 20–25.

Mental retardation, severity unspecified is used most
often when there is a strong indication of mental retarda-
tion, but the individual’s intelligence is untestable using
standardized assessments. This occurs when individuals
are too impaired or uncooperative for testing.

EDUCATIONAL OPTIONS

Public education for students with mental retardation is a
relatively new concept, particularly for those with the
most significant disabilities. In the past, the emphasis on
academic achievement (i.e., reading, writing, and arith-
metic) in public school programs made access difficult for
these students. With the passage in 1975 of the Education
for All Handicapped Children Act, Public Law 94-142
(now called the Individuals with Disabilities Education
Act, or IDEA), public schools were required to provide
both access and an appropriate education for all students,
including those with mental retardation. The U.S.
Department of Education (2002) indicated that approxi-
mately 94 percent of students with mental retardation
between age six and twenty-one attend general education
school, with 14 percent being served in a regular class at
least 80 percent of the time.

The 1986 amendments to the Education for All
Handicapped Children Act provided services to pre-
school-age children with disabilities, while the 1997
amendments provided for programming for infants and
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toddlers (birth to age two). Children with mild mental
retardation may exhibit developmental delays when com-
pared to their same-age peers. Intervention based on a
developmental milestone approach is provided in either
the natural environment (home-based intervention for
infants and toddlers) or in preschool programs. Education
focuses on assisting young children to develop, remedy, or
adapt the skills appropriate for their chronological age.

Educational programs at the elementary level for chil-
dren with mental retardation focus on decreasing the
child’s dependence on others and teaching adaptation to
the environment. This generally includes facilitating the
development of motor, self-help, social, communication,
and academic skills. Students with mental retardation
benefit from either basic or functional academic pro-
grams. A significant relationship exists between the level
of retardation present and success in both reading and
mathematics. The critical element is the teaching of func-
tional academics that will aid the child’s independence.
For example, Diane Browder and Martha Snell describe
functional academics as “simply the most useful parts of
the three R’s—reading, writing, and arithmetic” (2000, 
p. 497). Useful is defined on an individual basis, and is
determined by that which will support the child’s current
daily routines, predicted future needs, and the priorities of
the family.

The goal of programs for adolescents with mental
retardation is to increase independence, enhance opportu-
nities for participation in the community, prepare for
future employment, and aid in the student’s transition
from school to adult life. Programming includes the
development of skills in personal care and self-help, leisure
activities, and access to community programs and sup-
ports. Employment preparation is undertaken with con-
sideration of both functioning level and preference—the
environment and tasks the individual enjoys.

DETERMINING THE CAUSES OF
MENTAL RETARDATION

There are two categories of causes of mental retardation
according to the American Association on Mental
Retardation (2002, p. 126). One category involves timing,
when the mental retardation occurred, and the other
involves type, what factors were responsible for the mental
retardation.

Timing is determined by onset of the disability—pre-
natal (before birth), perinatal (at birth), or postnatal (after
birth). While research by Marshalyn Yeargin-Allsopp and
colleagues (1997) showed that 12 percent of school-age
children with mental retardation had a prenatal cause, 6
percent had a perinatal cause, and 4 percent had a postna-
tal cause, probable cause could not be determined for 78
percent of the children.

Type of cause is divided into four separate categories.
Biomedical factors relate to biologic processes such as
genetic disorders or nutrition. Down syndrome is a well-
known genetic disorder for which mental retardation is
characteristic. Mark Batshaw and Bruce Shapiro (2002)
describe social factors that involve adverse influences
related to social, behavioral, and educational areas, such as
stimulation and adult responsiveness. Behavioral factors
relate to behaviors with the potential to cause mental
retardation, such as dangerous activities or maternal sub-
stance abuse. Finally, educational factors are related to the
availability of supports that promote mental development.
For example, mothers who lack information about prena-
tal health are more likely to have children with mental
retardation. There is also a strong relationship between
poverty and mental retardation. Of course, many of these
factors evoke the age-old argument of “nature versus nur-
ture” and whether ability is related more to sociocultural
influences or genetics.

SOCIETAL STIGMA AND LABELING

There is considerable controversy about labeling and its
consequences on both the individual and his or her fam-
ily. Labels can be helpful in acquiring services, but the
stigma attached to mental retardation can cause others to
regard the individual as less than what they truly are.
Stereotypical images of mental retardation are extremely
difficult to change. People with mental retardation are at
a higher risk of wrongful convictions for crimes. The label
can also lead to segregation in educational placement,
work, and the community. Because of the stigma attached
to mental retardation, people with this disability often
become adept at hiding it. Focus must be placed on the
supports necessary for independence and success rather
than on the individual’s limitations.

SEE ALSO Disability; Intelligence; Psychometrics; Scales;
Stigma
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MENTORING
Mentors produce mentees, or protégés, who ultimately
become mentors and perpetuate a cycle that has long-term
and lasting effects on generations to come. Flaws and
imperfections as well as strengths in the mentor are often
passed along to future generations by the products of
mentoring, protégés. As such, and as with many other
skills-based human behaviors, it is important to under-
stand the history and process of mentoring to make it
more efficient and produce better and more consistent
human outcomes.

The term mentor describes a person who consciously
and with purpose fosters a relationship between the target
of such efforts, the protégé, and the mentor. Mentors typ-
ically are older or more seasoned and having a level of
experience that allows them to provide guidance, support,
and a frame of comparison for protégés to guide their
behaviors, choices, thoughts, attitudes, and emotions.

It was not until the mid-1980s that social and cul-
tural researchers began formally to study mentoring using
scientific methodology. Research on mentoring has histor-

ically focused on the products of mentoring, or the pro-
tégé. The term protégé refers to the individual receiving
advice and guidance from the more senior participant.

Characteristics such as openness in the protégé are
associated with better outcomes. Much of the research on
mentoring suggests that it has a positive impact on career
development, including salary level, promotion rate, and
job satisfaction. Although the consequences of mentoring
in formal and informal settings are beginning to be under-
stood, much remains to be learned about the process of
mentoring.

It is known, for example, that in the mentor-protégé
relationship the mentor has two primary functions: (1)
goal attainment (academic, career, relationships, and so
forth) and (2) psychosocial support. In the goal-attain-
ment function, the mentor provides advice and models of
success and management to help the protégé facilitate
achievement of professional and personal goals. This func-
tion is designed to produce achievements and help the
protégé focus his or her professional aspirations and attain
targeted outcomes. Notably in this area we know the most
about the outcomes and process of mentoring.

Less well understood is the psychosocial and support-
related function. This function is more personally ori-
ented and is based on such complex factors as friendship,
power, mutual respect, authority, and admiration.
Mentors often provide informal counseling and manage a
wide range of emotional and cognitive sequelae (frustra-
tion, doubt, and the like) in the protégé associated with
both success and failure.

Mentoring is best understood in two forms: informal
and formal. Informal mentoring usually develops sponta-
neously and depends on individuals having some com-
mon interests. The protégé may need short-term guidance
and support for academic, career, and other decisions, to
include personal situations.

Formal mentoring is based on the organizational
structure that dictates the relationship. Formal mentoring
programs were established to compensate and provide
resources to groups that historically have been excluded
from informal mentoring relationships because of their
gender, ethnicity, social status, or sexual orientation. For
example, in corporate situations individuals with powerful
positions are often less than willing or excited to mentor
those who are perceived to be “different.”

There are six primary characteristics of formal men-
toring: (1) formal program objectives, (2) formal selec-
tion of participants, (3) matching of mentors and
protégés, (4) training, (5) guidelines for meeting fre-
quency, and (6) formal goal setting and goal monitoring.
Regardless of the mentoring type, the key component of
a successful mentoring relationship is that it must meet
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the developmental needs, skills, and aspirations of both
the mentor and protégé.

It is often the case that mentors may not be able to
meet all the developmental needs of the protégé, thus
requiring more than one mentor or the establishment of a
mentoring network. This network of mentors can provide
a variety of skills and knowledge and competently provide
for the developmental needs of one or more protégés. In
2006 Tammy D. Allen, Lillian T. Eby, and Elizabeth Lentz
developed a theoretical framework that incorporates a
multimodal conceptualization of successful mentoring
based on two key dimensions.

The first relates to the diversity of the social system.
Individual mentors and networks are most effective when
their characteristics can be matched to that of the protégé.
The more diverse the social system in which mentoring
occurs, the better the chance of getting the correct match.
The second factor relates to the strength of mentoring
relationships. Particularly in a mentoring network, when
a protégé is having multiple contacts with a range of men-
tors, the strength of the relationships can vary greatly. This
conceptualization of mentoring has received significant
recent attention and may become critical as multidiscipli-
nary mentoring becomes more common in business and
academic settings.

Integrating and extending previous knowledge, the
American Psychological Association Centering on
Mentoring Presidential Task Force (2006) identified five
critical stages associated with the mentoring process. The
initiation stage is characterized by the initiation and emer-
gence of the mentor–protégé relationship. During this
stage protégés identify experienced and successful people
to whom they can prove their worth. Ultimately both par-
ties explore and evaluate the appropriateness of the men-
tor-protégé match. Next is the cultivation stage, where
learning and development take place. During this stage
the mentor provides advice and guidance to the protégé.
Both the personal and professional relationship is devel-
oped and intensified during this time, and attainment and
psychosocial goals are achieved. This is usually a positive
stage for both participants and often results in the matu-
ration of a strong friendship. The separation stage generally
refers to the end of the mentoring relationship. This often
signals that protégés want to establish their independence.
At this stage problems may sometimes arise when only
one party wants to terminate the mentoring relationship.
A protégé may sometimes feel unprepared to venture out
independently, or the mentor may feel betrayed when the
protégé no longer seeks guidance and counsel. When both
parties successfully matriculate separation, a redefinition
stage can occur toward the development of a new and
more parsimonious relationship. It is during this stage
that protégés have established themselves as worthy col-

leagues and the focus of the relationship is no longer the
protégé’s development.

A few studies have examined factors that influence
the nature and magnitude of the mentoring relationship
(Ragins and Cotton 1999; Ragins 1997). For example, it
is now known that gender may influence the interac-
tions—and consequently mentoring outcomes—of men-
tors and protégés. Some have suggested that there may be
more perceived similarity, greater identification, and
intensified effects of role modeling in same-gender men-
toring relationships. In partial contrast and certainly less
well understood, both male and female protégés with a
history of male mentors reported greater compensation in
the workplace than those with female mentors (Ragins
and Cotton 1999). Even with this finding, many advocate
for female-female mentor-protégé relationships and sug-
gest that the modeling of success and coping that they
provide exceeds the benefit of increased salary.

Ethnicity is also an important consideration in men-
toring outcomes. The benefits of formal mentoring, partic-
ularly for women and ethnic minorities, are significant and
are often based on the premise of providing an equal
opportunity to advance through perceived and real “glass
ceilings.” However, some sociocultural variables within the
formal mentoring paradigm may ultimately put women
and ethnic minorities at a significant disadvantage.

Lastly, a position of power appears to be an important
variable for mentoring outcomes. The protégé may be
more likely to respect and respond to a person who has
perceived power and who gained that power through a
process that led from where the protégé is currently posi-
tioned to where the mentor is currently positioned.

In conclusion, sufficient evidence supports the
notion that mentoring is a powerful tool for the develop-
ment of the protégé. Successful mentoring can often influ-
ence indicators such as compensation, promotion,
exposure, and visibility. However, these outcomes are
influenced by the strength and effectiveness of the men-
toring relationship and psychosocial and sociocultural
variables. The relationship is dynamic and changes to pro-
vide benefit to the mentor and protégé over time.
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MERCANTILISM
The term mercantilism designates a system of economic
policy as well as an epoch in the development of economic
doctrines, lasting from the sixteenth to the eighteenth
century. It first appeared in print in Marquis de
Mirabeau’s Philosophie rurale in 1763 as système mercantile.
The main popularizer of the “commercial system”—as he
preferred to call it—was Adam Smith. According to him
the core of the mercantile system consisted of the folly of
confusing wealth with money. Despite the practical orien-
tation of the mercantilist writers, they did propose a prin-
ciple: the so-called positive balance of trade theory, which
implied that a country must export more than it
imported. According to Smith, the mercantile system was
put into place by a mercantile special interest that would
be able to profit from duties on imports, tariffs, and 
bounties.

From Smith onward, the view of the mercantile sys-
tem, or simply mercantilism, as state dirigism and protec-
tionism serving a special interest through the maintenance
of positive balances of trade was developed further by clas-
sical political economy. During the nineteenth century
this viewpoint was contested by the German historical
school, which preferred to define mercantilism as state-
making in a general sense. According to its view mercan-
tilism as a system of theory was the rational expression of
nation-building during the early modern period. An
attempt to combine these two interpretations was made
by the Swedish economic historian Eli Heckscher in his
Mercantilism ([1935] 1994). A response to Heckscher’s
wide definition of mercantilism was to altogether reject
the notion of a particular mercantilist system.

This latter position goes too far, however. It is cer-
tainly correct that mercantilism was not a finished system
or coherent doctrine in the nineteenth- and twentieth-
century sense. It is better described as a literature of pam-
phlets and books that mainly dealt with practical political
economy, published roughly between the late sixteenth

century and 1750. The underlying issue dealt with in this
literature was the question of how to achieve national
wealth and power. This general agenda can be traced in
English, Italian, and French economic texts from the six-
teenth century onward. From this point of view, Italian
writers such as Giovanni Botero (1544–1617) and
Antonio Serra (1580–?), as well as sixteenth-century
Spanish writers such as de Vitorias, de Soto, de
Azpilcueta, and Luis de Ortiz were perhaps the first “mer-
cantilists.” In England, the most well-known mercantilists
in the middle of the seventeenth century were Thomas
Mun (1571–1641) and Edward Misselden (1608–1654).
Later well-known mercantilist writers include Josiah
Child (1630–1699), Nicholas Barbon (1640–1698),
Charles Davenant (1656–1714), Malachy Postlethwayt
(1707–1767), and James Steuart (1713–1780) in England
and Antoine Montchrètien (1575–1621) and Jean
Baptiste Colbert (1619–1683) in France. Most of these
writers shared the view that the increase of trade and man-
ufacture could only be accomplished through state inter-
vention, and that it was not possible to rely only on the
self-equilibrating forces of the marketplace.

From Adam Smith onward the view has been
repeated that the mercantilist writers confused money
with wealth. However, recent research has shown that this
conception of the mercantilists is highly questionable. For
the bulk of seventeenth-century writers on economic and
trade issues, the quantity theory of money was a standard
presupposition. Moreover, there were very few price infla-
tionists among the mercantilists. Instead, a majority
agreed that high prices would cause lower exports—that
is, they argued that the effect of elasticity of demand was
considerable on most export markets. However, Mun as
well as many others during this period seems to have
feared that without a steady inflow of money origi-
nating from a favorable balance of trade, trade and 
industry would stagnate and the price of land would 
fall. To counter this shortage of bullion in circulation, 
a steady inflow of money through a net trade surplus was
necessary.

However, most writers had abandoned the favorable
balance of trade theory in its simple form by the end of
the seventeenth century. Some argued that the principle
was impractical as a policy goal, as it was impossible to
account for a trade surplus in quantitative terms. Others
found problems on more theoretical grounds—that is,
they directly or indirectly admitted to the argument later
known as the specie-flow argument. Instead, from the
1690s writers such as Josiah Child (1630–1699), Charles
Davenant (1656–1714), and Nicholas Barbon
(1640–1698) developed a new idea that alternatively has
been called the theory of foreign-paid incomes, the labor
balance of trade theory, or the export of work theory.
Instead of holding on to the dogma that a country should
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receive an inflow of bullion through the balance of trade,
these authors stressed that a country should export prod-
ucts with as much value-added content as possible and
import as little of such products as they could. The profit
would come from the fact that the buyer—Spain,
Portugal, or other countries—would not only pay
England for its raw materials, but also for its laborers.

Hence, what makes it legitimate to speak of a specific
“mercantile system” was its proponents’ preoccupation
with the question of how a nation could become rich, and
thus also achieve greater national power and glory. In the
broader sense of an ideology promoting economic protec-
tion in order to achieve domestic growth, the term mer-
cantilism is not applicable only to the period before Adam
Smith. Mercantilist ideas can also be found in modern
forms of protectionism that have appeared since the nine-
teenth century. For example, the period between World
Wars I and II was characterized by protectionism and eco-
nomic nationalism; it was this that led to Heckscher’s syn-
thesis, which he intended as advocacy in favor of liberal
and free-trade ideas. Despite Heckscher’s insistence that
mercantilism was a false ideology—free trade, he argued,
was better for economic growth, at least in the long run—
mercantilism was hailed as a form of popular economics
of common sense. As such, it still exists to some degree,
though it has reappeared most clearly during periods of
economic crisis, such as the 1920s and 1930s. Mercantilist
theory has found only a very few proponents among more
modern schools of economics. Some economists inspired
by institutional economics have referred sympathetically
to mercantilist doctrines concerning population growth
(for example Joseph J. Spengler), as have others inspired
by radical development economics (for example, Cosimo
Perrotta).

After World War II, mercantilist ideas have instead
largely recurred in the form of neomercantilism and
strategic-trade theory. From the end of the 1970s, strate-
gic-trade theorists such as Lester Thurow, James Brander,
Barbara Spencer, and Paul Krugman sought to replace the
theory of comparative advantages with a theory of “com-
petitive advantage.” Their argument is that the pattern of
international trade cannot be explained on the basis of
comparative advantage or with the help of the simple
Heckscher-Ohlin theorem. Instead, the flow of interna-
tional trade is a consequence of scale and scope, economic
muscle, and increasing returns to scale. The political
implications of this were straightforward: Governmental
support is appropriate when used to bring about a com-
petitive advantage for an industry that would benefit its
nation in the long term. Certainly, this was another way
to defend the infant-industry argument, with clear impli-
cations for trade policy.

SEE ALSO Beggar-Thy-Neighbor; Postlethwayt, Malachy;
Smith, Adam; Zero-sum Game
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MERGERS AND
ACQUISITIONS
SEE Corporate Strategies.

MERIT
At its most general level, merit is a value system that delin-
eates qualities that are recognized and rewarded by soci-
eties. The most specific and significant reward under
consideration in this system is the selection for public
office on the basis of ability and character, rather than on
the basis of class, caste, patronage, patrimony, ideology, or
wealth. Such reward has profound implications for the
structure of society and for the functioning of polities.

DEFINITIONS

The essential meaning of merit is generally underdefined,
raising continuing questions about its content. In most
political and administrative literature, merit is frequently
discussed primarily in terms of its implementing mecha-
nisms. Principles of merit are reasonably well documented
and understood to include competitive examinations,
protection from political influence, equal opportunity to
compete for appointment, and fairness and equity in the
treatment of civil servants.

In some recent literature, the term meritocracy is used
as a synonym for the broader merit concept in its instru-
mental social and political connotations. Meritocracy was
originally a pejorative term coined by Michael Young
(1915–2002) in 1958 as a satirical indictment of a
utopian system of rule governed by test results and devoid
of human political impulse. More recently, the term has
entered common discourse to denote any public or private
employment system that makes job-related decisions on
some calculation of character, ability, and potential.

Mergers and Acquisitions
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A universal definition of merit is complicated by its
apparent dependence on the mores, values, and accepted
ethical standards in differing temporal, social, political,
and cultural settings (Riccucci 1991, p. 88). Despite the
relativistic argument, an approach to a universal defini-
tion may be found in the literature of philosophy, where
merit is dually associated with concepts of ethics, moral-
ity, and justice, as well as with judgments regarding com-
petent performance.

In the moral and ethical aspects of merit, Immanuel
Kant (1724–1804) emphasized the importance of moral
goodness, as stated in his lectures on ethics in 1793 and
1794: “[To] make myself worthy of honor … the dutiful-
ness of action must be supplemented by moral good-
ness.… Toward men we realize more morality than is
incumbent on us, and in this, therefore, lies at the same
time the merit of our actions” (quoted in Guyer 2000, p.
328). This formulation gives no hint as to how moral
goodness is to be measured as a basis for societal reward.
The answer, deriving from Plato’s Republic (c. 400 BCE)
and practiced in many civil service systems throughout the
world, has been through careful and comprehensive educa-
tion and indoctrination in the regime values of the polity.
This answer, however, raises questions regarding the eligi-
bility of individuals from all strata of society. John Rawls
(1921–2002) relates merit to justice only if every member
of society has the opportunity and means to attain the req-
uisite knowledge and abilities (1999, pp. 91-93).

Gregory Vlastos (1907–1991) identifies merit as a
grading concept with judgment based on the measure-
ment of valued qualities and performances (1969). The
introduction of measurement and grading sharpens the
definition. Vlastos, however, offers no help in defining the
qualities and performances. Nor does he speculate on how
measurement could be achieved. The conventional answer
to this last question is found in the development and
implementation of testing and performance appraisal
processes; however, these processes raise serious questions
as to their validity and effects (Cronbach 1980; Lemann
1999; Riccucci 1991).

A significant differentiation between two forms of
merit has been provided by Amartya Sen. He identifies an
internal conflict within the concept of merit, described as
the tension between: “(1) the inclination to see merit in
fixed and absolute terms, and (2) the ultimately instru-
mental character of merit—its dependence on the concept
of ‘the good’ in the relevant society” (2000, p. 5). This dif-
ferentiation is echoed by Hugh Heclo in his analysis of
“substantive” and “instrumental” merit (2000).

The instrumental “good” is defined within every soci-
ety primarily by historical and intellectual influences as
interpreted and reinforced by the elite opinion makers of
the society. The fixed and absolute idea of merit can be a

subversive influence on established patterns of social and
political hierarchy and status. The substantive concept of
merit logically leads to the advocacy of an open society
and some degree of democratic governance; however, it
must be recognized that merit is not in itself a democratic
concept. Its base is aristocratic in the Jeffersonian sense of
being grounded in virtue and talent. The connection to
democracy applies by linkage to the substantive, moral
aspect of merit. Conversely, instrumental merit is a useful
tool for achieving competence in government regardless of
type of regime.

Societal definitions of merit through much of
recorded history have been restrictive in terms of class and
status and thus inimical to social movement. Since the lat-
ter part of the twentieth century, this has led to an antag-
onistic relationship of equal opportunity to merit-based
employment systems because such systems are frequently
viewed as discriminating against less-advantaged segments
of society. If such discrimination does occur, then the
opportunity that is implicit in merit theory is in fact not
equal (Roemer 2000).

Nonetheless, the basic philosophical premise of merit
is recognition of ability wherever found in the society.
This is potentially regime changing and socially revolu-
tionary as demonstrated by the development of merit-
based systems in the United States, Great Britain, and
France in the nineteenth century, and in Japan in the early
twentieth century. The socially restrictive aspects of merit-
based systems are due not to the basic premise of merit
but, rather, to the hierarchical structure of societies and
the rigidity and exclusionary nature of the implementing
mechanisms.

ORIGINS AND EVOLUTION OF THE
MERIT CONCEPT

The origin of the concept of merit in both Eastern and
Western culture has ancient roots, preceding its dynamic
emergence in the nineteenth century as a significant polit-
ical and social force. In Asia, the origin of the merit con-
cept is found in the Analects of Confucius (c. 551–479
BCE), and the subsequent interpretation of Confucian
doctrine through centuries of dynastic change in China.
Merit became institutionalized in traditional Chinese and
Korean political cultures by the creation and implementa-
tion of rigorous examination processes for the selection of
entrants into official positions; however, in practice, suc-
cess in the examinations was almost entirely limited to
upper-class candidates. Since 1950, the Peoples Republic
of China has alternatively weakened and then strength-
ened the use of examinations for appointment to office.
The turmoil has fostered a greater degree of political influ-
ence and greater inclusion of individuals with worker and
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peasant backgrounds in the appointment process
(Klitgaard 1986, pp. 10–32).

In Tokugawa, Japan (1603–1868), the Confucian
merit concept was recognized, but access to official posi-
tions was confined to the samurai class. Within a few years
after the Meiji restoration in 1868, the merit principle was
instituted as the basis for office, and access to a competi-
tive process was substantially broadened (Koh 1989). The
erosion of social and economic barriers was a necessary
component of Japan’s successful impulse to modernization
and industrialization.

In Western culture, the origin of the merit concept is
found in pre-Socratic Greece with the early identification
of valued virtues and excellences (arete) (Adkins 1960).
The ideal of merit found expression in, among other texts,
the funeral oration of the statesman Pericles (c. 495–429
BCE) as related by Thucydides (d. c. 401 BCE), in Plato’s
Republic and Gorgias, and in Aristotle’s (384–322 BCE)
Politics. The normative power of the concept was assumed
by the Roman Republic and ultimately defined by Cicero
(106–43 BCE) in his De Officiis, ironically as the republic
was dissolving in chaos.

After the fall of the Roman Republic, merit as a pri-
mary political value declined and virtually disappeared for
seventeen centuries. The values that predominated for
government service became those of servitude and obedi-
ence to the ruler, as outlined by Niccolò Machiavelli
(1469–1527) in The Prince (1513, chap. 22) and Thomas
Hobbes (1588–1679) in Leviathan (1651, chap. 23). To
be sure, ability remained a factor, but subservient to obe-
dience. For example, Oliver Cromwell’s (1599–1658)
brief English Republic (1649–1660) did not change the
royal practice of awarding office on the basis of the
“unholy three P’s—Patrimony, Patronage, and Purchase”
(Aylmer 1973, p. 61). This practice continued in Britain
until the mid-nineteenth century.

Beginning in the late eighteenth century, the merit
concept reemerged and developed both as a moral imper-
ative and as a practical necessity. The philosophy of the
Enlightenment and the new production systems of the
Industrial Revolution demanded rationalism in the
staffing of governmental enterprise by demonstrably com-
petent people. No longer would nepotism and patronage
suffice. The endorsement and application of merit as a
primary value in staffing governmental positions became
a necessary condition for national modernization and
commercial and social progress. By the mid-twentieth
century, the merit concept, with its implementing
processes, was dominant in developed societies around the
world.

In recent years, the definition of merit has changed to
meet current societal and political trends. In a new time of
postmodernism and postindustrialism, the established

value and practices of merit have been altered as political
leadership in democracies around the world has attempted
to secure greater control over public bureaucracies
through politicization of the appointment process (Peters
and Pierre 2004). In many ways, this is a regression to ear-
lier formulations of the primacy of political obedience
over the rationality and morality that is inherent in the
concept of merit-based civil service. Once again, respon-
siveness and obedience have become primary values.
Merit practices have remained viable in their instrumental
meaning as continuing emphasis is placed on performance
measurement; however, substantive merit is in decline
(Heclo 2000; Lane and Woodard 2001). In the long view,
these developments are not unprecedented, nor do they
alter the fact that the merit concept is an enduring value
grounded in the very origins of both Eastern and Western
civilization.

SEE ALSO Affirmative Action; Discrimination;
Meritocracy; Stratification
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Larry M. Lane

MERIT GOODS
The concept of merit wants or merit goods was first pro-
posed by Richard A. Musgrave (1910–2007) in 1957 in
an article on budget determination in FinanzArchiv ; he
revisited the concept in his Theory of Public Finance in
1959. For Musgrave, merit goods are goods that are “con-
sidered so meritorious that their satisfaction is provided
for through the public budget, over and above what is
provided for through the market and paid for by private
buyers” (1959, p. 13; Musgrave 1998). Musgrave identi-
fied education, free school lunches, low-cost housing, and
health care as important and common examples of merit
goods.

While Musgrave coined the term merit goods, he was
by no means the first to propose a role for the government
in the provision of education. Adam Smith (1723–1790)
was concerned in the Wealth of Nations (1776) with the
dulling effect of the deepening division of labor on the
intellectual faculties of the common people, and he pro-
moted public provision of education as a remedy to the
situation (Smith [1776] 1937, p. 737). Later, in the mid-
dle of the nineteenth century, John Stuart Mill
(1806–1873) argued that:

Any well-intentioned and tolerably civilized gov-
ernment may think, without presumption, that it
does or ought to possess a degree of cultivation
above the average of the community which it
rules, and that it should therefore be capable of
offering better education and better instruction to
the people, than the greater number of them
would spontaneously demand.… The case is one
to which the reasons of the non-interference prin-
ciple do not necessarily or universally extend.
(Mill [1848] 1970, p. 318)

While seeking to justify government provision of
education, Mill at the same time denied the legitimacy of
government monopoly in education (Mill [1848] 1970, 
p. 320).

Merit goods have had a somewhat contested position
in economics, but perhaps less so in policy practice. The
traditional economic view of governmental tasks involv-
ing public good provision (later resource allocation),
redistribution, and stabilization did not leave an easy
niche for the provision of merit goods. Merit goods are
“private goods” in the sense that their consumption is rival
and exclusion from them is easy. Therefore, merit goods
can be and often are privately provided on the market,
which for many raises the question of why they should be
provided publicly. The provision of merit goods also over-
rules consumer preferences and thus bypasses consumer
sovereignty as a normative cornerstone of economic pol-
icy (McClure 1968). But this view sanctifies markets as
the way to generate a social welfare function: Other ways
to do so include collective decisions in representative
democratic decision-making arenas.

One argument for the involvement of the govern-
ment in the provision of merit goods is based on the view
that, due to imperfect information, irrationality, or other
reasons, people’s preferences regarding merit goods can be
ill-informed to serve their own best interests (Head 1966).
In this light, overriding the preferences of, for example,
deprived groups in the society may benefit them. A sec-
ond argument treats the provision of merit goods as in-
kind redistribution that expands the transfer recipients’
consumption of goods that are identified as important by
those who are funding the transfers. A third argument rec-
onciles the notion of merit goods with standard welfare
economics. It suggests that the consumption of certain
goods involves positive (or negative) externalities, which
justifies their subsidized (or taxed) provision in the name
of maximization of social welfare (Culyer 1971). Yet
another explanation, albeit not necessarily a justification,
of merit goods is that their provision may enhance the
utility of those who impose their “nosy” preferences on
others.

A common criticism of public provision of merit
goods is that they are inefficient public substitutes for
goods that could be provided more efficiently privately.
However, on this issue the jury seems to be out. Some
studies have concluded that public provision of merit
goods is substitutive (diminishing) of private provision of
the same goods, while other studies have found that pub-
lic and private provision are complementary (Fiorito and
Kollintzas 2004). This means that public provision of
merit goods increases the consumption of privately pro-
vided goods. Merit good provision accounts for a signifi-
cant proportion of the gross domestic product (GDP) and
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government expenditure in developed countries that have
substantial welfare states. Many European countries spent
about 9 to 15 percent of their GDP on the provision of
merit goods in the 1990s. Merit good provision made up
about two-thirds of government consumption, an element
of government expenditure that excludes transfers, pub-
lic investments, and interest payments (Fiorito and
Kollintzas 2004). The rest was used to provide public
goods. Education and health care are the most significant
merit goods from an expenditure point of view. However,
their public provision does not necessarily mean public
production: Public provision can be based on private pro-
duction. For example, nonprofit organizations such as the
Church of England offer free primary education with state
support in the United Kingdom. Similarly, in a number of
countries, national health-insurance schemes rely in part
on private health-care service producers.

SEE ALSO Education, USA; Externality; Markets; Mill,
John Stuart; Public Goods; Social Welfare Functions;
Welfare Economics
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Jouni Paavola

MERITOCRACY
Meritocracy refers to a social system in which individuals
advance and earn rewards in direct proportion to their
individual abilities and efforts. The term meritocracy was
coined by British sociologist Michael Young (1915–2002)

in his book, The Rise of the Meritocracy, 1870–2033: An
Essay on Education and Equality (1958). The book is a
satirical novel about a futuristic society in which elites and
leaders ascend to positions of dominance and authority
based on their scores on intelligence and effort tests (I + E
= M, where I = intelligence, E = effort, and M = merit). In
this imagined society, tests have been devised that accu-
rately and precisely identify the most capable and compe-
tent individuals within the total population. Young’s
portrayal of a meritocracy is necessarily futuristic, because
no such society has been realized anywhere in practice. In
every known human society, nonmeritocratic factors such
as seniority, inheritance, nepotism, favoritism, discrimina-
tion, and sheer randomness either wholly or partially
determine who is in charge.

The neologism, meritocracy, created for Young an
implicit juxtaposition with the term aristocracy. While
aristocracy characterizes a system in which statuses are
ascribed, meritocracy characterizes a system in which sta-
tuses are achieved. As societies industrialize, there is a
gradual shift away from ascription toward achievement,
however incomplete. Merit is widely seen as inherently
fair, because under such a system individuals get what they
deserve based on their contributions to society. Such a sys-
tem is also seen as inherently efficient because it results in
an optimum match between the collective tasks in society
that need to get done and the available pool of talent
needed to perform them.

While seemingly fair on the surface, Young portrays a
system of meritocracy that ultimately degenerates into an
oppressive regime. In Young’s future meritocracy, elites
become arrogant and ruthless in the pursuit of their own
ends while remaining callous or indifferent toward the
needs and suffering of those they dominate. Self-assured
in their own sense of inherent superiority, the elite feel
smugly justified in their subjugation of the masses.

In a later reflection in 1998, Young noted that he
wrote The Rise of the Meritocracy based on the model of
Aldous Huxley’s Brave New World. Brave New World
(1932) depicts a future eugenic “World State” in which
individuals are bred into one of five castes that, in turn,
are assigned tasks consistent with their programmed
capacities. The World State functions in essence as a mer-
itocracy, albeit a biologically engineered one. In this futur-
istic world order, war, poverty, and other social ills have
been eliminated. With nothing to fight over or worry
about, individuals are free to derive pleasure from promis-
cuous sex and recreational drug use. Doped and duped
into submission and complacency, however, individuals
are systematically deprived of both individual freedom
and intellectual curiosity. As with Young’s imagined meri-
tocracy, there is a devastating price to pay for life in
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Huxley’s Brave New World—giving both novels an ironi-
cally dystopian quality.

EMPIRICAL DEBATE

These novels have drawn attention to the empirical debate
about whether or not or to what extent meritocracy has
been realized in advanced industrial societies. Several
prominent books have since made the case for a rising
meritocracy. In The Coming of Post-Industrial Society: A
Venture in Social Forecasting (1976), Daniel Bell contends
that advanced industrial countries are moving beyond an
industrial to a postindustrial stage of development.
Postindustrial societies are characterized by a shift from
goods production to service production, with an increas-
ing premium on scientific and technical knowledge. Bell
posits that a new knowledge class centered in universities
is gradually replacing business and propertied elites that
dominated in the industrial era. Similarly, in The Bell
Curve: Intelligence and Class Structure in American Life
(1994), Richard Herrnstein and Charles Murray suggest
that barriers to mobility based on innate talent in
advanced societies such as the United States have mostly
been eliminated and that a new cognitive elite is emerg-
ing. Herrnstein and Murray argue further that intelligence
is largely genetically inherited and differences in intelli-
gence are principally responsible for differences in socio-
economic status. Others, such as Paul Kamolnick (2005)
and Peter Saunders (1996), have made similar arguments.

Some critics (Arrow, Bowles, and Durlauf 2000;
Breen and Goldthorpe 1999, 2002; McNamee and Miller
2004; Oliver and Shapiro 1995), however, have countered
that nonmerit factors still largely determine social out-
comes. These nonmerit factors include the influence of
family background and economic inheritance, social net-
works, discrimination, the number and types of jobs avail-
able in society as a whole, and random luck. Economic
inheritance, broadly defined as initial social class place-
ment, is chief among these nonmerit factors. Nonmerit
advantages are passed on in varying degrees to children
from families with more relatively privileged backgrounds.
Parents with the most resources can invest the most in
securing their children’s futures. To the extent that parents
are successful in advancing the futures of their children
through educational and other investments, meritocracy
does not exist.

Discrimination in its varying forms is also antitheti-
cal to meritocracy. In an attempt to redress the effects of
past and present forms of discrimination, various affirma-
tive action initiatives have been adopted in advanced
industrial societies. These measures, however, have them-
selves been labeled as reverse discrimination, to the extent
that they are perceived as giving preferential treatment to

so-called protected classes, especially women and racial
minorities.

Central to this empirical debate is what is meant by
merit and the extent to which merit factors are genetically
innate or culturally acquired. It is generally acknowledged,
for instance, that intelligence as measured by intelligence
quotient (IQ) tests, reflects an interplay of both innate
intellectual capacities and learned experiences. Beyond
intelligence, other talents such as artistic creativity or ath-
letic prowess are also probably the result of combinations
of innate capacity and learned experience. Whatever
innate talents or capacities that individuals have are of no
use unless put into effect. And as Young initially noted,
effort, apart from capacity, is also relevant to merit. In
addition, social skills might in some circumstances be
considered individually meritorious. Other acquired
skills, knowledge, or experience could also be considered
meritorious, even though the opportunity to acquire such
traits is typically not equally available to all. Finally, merit
has also been associated with particular attitudes or values
such as diligence, perseverance, and willingness to take
risks and defer gratification. It is not always clear, how-
ever, how these attitudes are acquired, how they might be
causally linked to achievement, or how they interact with
other factors in predicting outcomes.

The weight of the evidence suggests that both merit
and nonmerit factors influence social and economic out-
comes in advanced industrial societies. On the one hand,
broad historical trends in industrialized societies toward a
decline in overt discrimination and wider access to educa-
tion have no doubt contributed to greater individual
opportunity and prospects for mobility. On the other
hand, the persistent and substantial influence of family
background and economic inheritance, the effects of past
and continued discrimination, social networks, random-
ness, and other structural barriers to individual mobil-
ity means that meritocracy is still far from being fully 
realized.

SEE ALSO Affirmative Action; Discrimination; Equality;
Meritocracy, Multiracial; Social Status
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Stephen McNamee

MERITOCRACY,
MULTIRACIAL
Singapore is unusual among developed capitalist countries
because its social system and its system of governance rest
on the twin principles of multiracialism and meritocracy.

Multiracialism in this context is not the same as mul-
ticulturalism as it is usually understood. In Singapore,
multiracialism refers to the conceptual division of society
into discrete communal groups and the conviction that
the only way to ensure peace, stability, and fairness
between and among these groups is through close govern-
ment management of communal relations and affairs. It is
presumed that without heavy-handed interference the
Chinese (76.8% of the population) would oppress the
minority Malays (13.6%), Indians (8.7%), and others
(2.1%), and that the minorities—especially the Muslim
community (14.9%, mostly Malays)—would be a dis-
turbing, if not a seditious, influence. Concerns about
racial harmony are reinforced by the undisputed existence
of a racial hierarchy in educational, professional, and
financial achievement, in which Chinese lead, followed by
Indians and then Malays.

R. Quinn Moore argued in 2000 that the operation
of multiracialism has itself perpetuated and reinforced the

communal divides by insisting that people see themselves
and operate as members of their ethnic communities. This
is achieved through the operation of race-and-religion-
based self-help groups, race-based quotas in public hous-
ing estates, and language-cum-race-based allocation of
resources and places in education (with Chinese receiving
most resources). Michael D. Barr and Jevon Low went
further in 2005, arguing that since the beginning of the
1980s the operation of multiracialism has acted as a cover
for a deliberate policy of privileging the Chinese majority.
They also argued that since about 1978 the nation-build-
ing mythology has been increasingly based on a Chinese-
centered ethno-nationalism that the minorities can only
mimic from the sidelines, and that this has replaced
racially blind civic nationalism as the social foundation of
the country.

Multiracialism operates in close harmony with meri-
tocracy, between them assuring the minority communities
that the system is fair to all regardless of race, religion, lan-
guage, or socioeconomic background. The Singapore sys-
tem of “meritocracy” rewards people on the basis of their
academic performance in school. The government claims
that selection into the economic, administrative, and
political elites in adulthood is based on a level, “merito-
cratic” playing field, but these claims do not withstand
close scrutiny. The socioeconomic status of one’s parents
is of tremendous importance in determining success in
school, and scholars such as Lily Rahim (1998) have
demonstrated unequivocally that there is no level playing
field across ethnic boundaries, with Chinese children
enjoying immense advantages.

It would be misleading, however, to suggest that this
program sets out to create an economic or social under-
class of minority races. Alongside discrimination in favor
of the majority Chinese, the minorities are cajoled and
coaxed to become more “like the Chinese” and so to share
more fully in the fruits of this prosperous society. They are
not under pressure to adopt the outward manifestations of
being Chinese (diet, religion, language), but they are pres-
sured to adopt a set of supposedly superior values that are
routinely identified with Singapore’s Chinese population:
being materialistic, concerned with education as measured
by grades and certificates, obsessively concerned with
social mobility and, above all, being kiasu—a Chinese
word meaning “afraid to lose.” Children are pressured to
immerse themselves in these values from nursery and
kindergarten onward. Indian and Malay children who
succeed under the system of meritocracy and who are suc-
cessfully assimilated are appointed in adulthood as leaders
of their communities, ensuring that the minorities are led
by people who have a stake in maintaining the status quo.

Yet the irony is that even members of minority com-
munities who immerse themselves in these values still suf-
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fer discrimination and marginalization because of their
race, sometimes because of their ethnic dress (especially
Muslim women wearing headscarves), and—most com-
monly—their language. Language is highly significant
because this element arises as a direct result of the opera-
tion of multiracialism itself, whereby members of minor-
ity communities are generally not given an opportunity to
learn Mandarin (the language of the dominant majority)
in school and are forced to learn their racially ascribed
mother tongue in an effort to reinforce their communal
identities. These minority languages (Tamil and Malay)
are of little economic value and make Indians and Malays
vulnerable to social and economic exclusion from main-
stream society (though the effects of this policy are diluted
by the promotion of English as a lingua franca across the
communal divide). Prime Minister Lee Hsien Loong, who
took office in 2004, hoped to discourage discrimination
in the workplace on the basis of race, dress, or language,
but he was unwilling to consider an end to the language
policies and the celebration of “Chinese values” that gen-
erated the problem in the first instance.

The Singapore example indicates how policies of
assimilation and discrimination against ethnic minorities
can be pursued in a modern capitalist society without
either lapsing into overt persecution or provoking destabi-
lizing reactions.
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MERRIAM, CHARLES
EDWARD, JR.
1874–1953

Charles E. Merriam Jr. was a key figure in the develop-
ment of the political science profession. He combined
groundbreaking analytic, systematic, and objective social

science approaches to research concerning pragmatic
national and community problems. Merriam was profes-
sor of political science at the University of Chicago from
1900 to 1940, and emeritus after, and his chairmanship of
that department from the early 1920s to 1940 laid the
foundation for the behavioral movement in political sci-
ence. This movement developed theoretical approaches
based on principles of observation, hypothesis testing, and
measurement to study individual and group political
activities. Further, these systematic approaches to gov-
ernment activities led to an enhanced study of public
administration. Both of these political science research
areas—behavioral movement and public administra-
tion—remain prominent in political science studies.

He held many leadership roles in the political science
profession, including president of the American Political
Science Association (1925), cofounder and president of
the Social Science Research Council (1924–1927), and
cofounder of the Public Administration Clearinghouse in
the first quarter of the twentieth century. The latter two
organizations brought together a wide range of public and
private experts to address critical societal issues.

Merriam argued that political science research should
connect academic and practical matters to solve problems
stemming from democratic political systems. His initial
foray was in the realm of political thought through a study
of the theory of sovereignty since Jean-Jacques Rousseau
and studies in the development of U.S. political thought.
Merriam focused on dimensions of political power rang-
ing from political party leaders to public and private gov-
erning systems. These ideas led him to promote and
conduct research on progressive ideas during the
post–World War I era, such as reforming urban political
machines, urban and regional planning, and democracy
based upon citizen participation. His focus on and partic-
ipation in urban politics, especially the rough-and-tumble
politics of Chicago, enhanced his research in several areas
of political science, such as political parties in the United
States, the role of politics in social change, and public
administration. His systematic understanding of politics
and political change, based on new developing social sci-
ence methodologies, was the basis of his research and
often led to progressive prescriptions for civic reform and
social change.

Merriam was a regular participant in public affairs,
both in Chicago and in key national commissions during
the Hoover, Franklin Roosevelt, and Truman presidencies.
In Chicago he was an alderman and served on several
investigating commissions that attempted to develop
responsible governmental approaches to social programs
that would replace corrupt government practices.
Merriam relied on his progressive politics in an attempt to
become mayor of Chicago, but he was defeated in the
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1919 Republican mayoral primary. He applied these par-
ticipatory experiences to understand complex interactions
in the political process, especially how public administra-
tion practices affect governmental outcomes. Merriam’s
national prominence was enhanced by his service on
President Hoover’s Research Committee on Social Trends,
President Franklin Roosevelt’s National Resources
Planning Board, and President Truman’s Committee on
Administrative Management (the Brownlow Commis-
sion). The latter commission held key debates concerning
executive office reorganization. This national commission
service allowed Merriam to apply political science research
to central national issues and social change. He also
sought to connect university research to public adminis-
tration practices.

Merriam conducted a career that combined the devel-
opment of an academic political science discipline, active
citizen involvement, and proposals to reform of municipal
and national government. In 1975 the American Political
Science Association awarded its first Merriam Award, for
“a person whose work and career represent a significant
contribution to the art of government and social science
research.”

SEE ALSO Chicago School
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MERTON, ROBERT K.
1910–2003

Robert K. Merton was the founder of the sociology of sci-
ence and one of the twentieth century’s most influential
sociological theorists. Born Meyer R. Schkolnick to poor
Jewish immigrants in South Philadelphia, Merton was
part of an extraordinary generation of sociologists whose

work shaped the basic contours of the discipline in the
mid-twentieth century.

Merton eschewed the building of grand theoretical
systems in favor of what he called “middle-range theories,”
explanations that transcend mere hypotheses, are designed
to guide and be improved by empirical inquiry, and are
potentially compatible with multiple larger theoretical
systems. Thus, extending the idea of reference groups, he
showed restricted interpersonal comparisons to be basic to
judgments on a variety of matters from job satisfaction to
educational choices, and to be no more specific to func-
tional analysis than to Marxism. Likewise, the theory of
bureaucracy originally introduced by Weber could be
advanced by either structural or functional analysis.
Merton emphasized the distinction between “manifest”
and “latent” functions to clarify the contrast between ana-
lyzing intentions and consequences and to make func-
tional analysis more precise. He also integrated analysis of
social conflict into structural-functionalist analysis.

As a student at Harvard, Merton joined Talcott
Parsons’s first sociology seminar and participated along-
side Parsons (and George C. Homans, Joseph
Schumpeter, Crane Brinton, and Elton Mayo) in
Lawrence J. Henderson’s famed Pareto reading group.
Pareto’s idea of “motivating sentiments” was an enduring
influence. Merton’s main mentors, however, were Pitirim
Sorokin and George Sarton. Under their tutelage, he
helped found the sociology of science.

Merton argued that science is misunderstood as the
product of individual geniuses able to break free from
conventions and norms. Instead, he stressed the “ethos of
science,” the normative structure specific to the field that
encouraged productivity, critical thinking, and pursuit of
continually improved understanding. His dissertation,
published as Science, Technology and Society in Seventeenth
Century England (1938a), also introduced the famous
“Merton thesis.” Narrowly, this was that “Puritanism, and
ascetic Protestantism generally, emerges as an emotionally
consistent system of beliefs, sentiments and action which
played no small part in arousing a sustained interest in sci-
ence” (Merton 1938a, p. 495). More broadly, Merton
argued that social and cultural factors (including religion,
economics, and military pursuits) shaped interest in sci-
ence, scientific problem choice, and the public reception
and influence of science. He resisted, however, the rela-
tivist conclusion that such external influences so shaped
the internal content of science as to undermine its truth
value.

Working with his Columbia colleague Paul F.
Lazarsfeld, Merton studied a range of policy questions
from housing integration to medical education. He also
carried out studies of propaganda and mass communica-
tions during World War II and wrote the classic Mass
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Persuasion (1946). Merton and Lazarsfeld also played cru-
cial institutional roles, training generations of students at
Columbia and helping found the Center for Advanced
Study in the Social and Behavioral Sciences.

Merton’s contributions shaped not only the sociology
of science and the general perspective of structural-func-
tionalism but also a range of specific empirical fields,
including the analysis of bureaucracy, deviance, and social
psychology. He showed how social structure produced
anomic responses in individuals whom the social structure
deprived of resources for more normatively approved
action and analyzed deviance as the pursuit of normative
objectives by normatively disapproved means. In the
course of his simultaneously theoretical and empirical
analyses, Merton coined such now common phrases as
“self-fulfilling prophecy,” “role model,” and “the unantic-
ipated consequences of purposive social action” (1968,
1936).

Merton not only coined but studied memorable
phrases and the patterns of association and evocation in
which they were passed on—not least as they informed
scholarly reference and the development of reputations.
One of his most famous books traced the sentence “If I
have seen farther it is by standing on the shoulders of
giants” through centuries of use. The phrase was most
commonly associated with Sir Isaac Newton, but what
Merton showed with dazzling erudition and more than a
few entertaining digressions was that the aphorism origi-
nated with Bernard of Chartres in the twelfth century.
This corrected not only those who cited merely Newton
but those who credited the phrase to ancient authors,
including apparently nonexistent ancient authors, perhaps
thinking thereby to accord it greater dignity and impress
readers with their Latin references.

Merton continued to address the relationship
between the first appearances of ideas and the occasions
when they begin to have more serious influence, noting
how many basic scientific advances were anticipated by
“prediscoveries” that failed to change the way scientists
thought. The role of chance connections—serendipity—
in scientific breakthroughs became another enduring
focus for Merton’s boundless curiosity and careful scholar-
ship (Merton and Barber 2004). But Merton was ambiva-
lent about the many offspring of one of his own most
famous innovations. With Marjorie Fiske and Patricia
Kendall (1956), he invented the “focused group inter-
view” that gave rise to the now ubiquitous and not always
systematic focus groups of political and market research.

From the 1970s, the sociology of science turned in
large part away from the study of institutions and toward
microsociology of scientific practice. Many in the field
were critical of Merton’s emphasis on the norms of science
because they saw these often violated. More generally,

structural-functionalism was challenged by a variety of
perspectives placing greater stress on self-interest and con-
flict. Merton’s work was often cited as emblematic of the
now diverted “mainstream,” though this was somewhat
ironic because among leading functionalists he was partic-
ularly attentive to dysfunction, historical change, and con-
flict. Late in his life he worried that the approach of many
in science studies was one-sidedly focused on debunking
and sufficiently relativist that it made it hard to see the
importance of the relative autonomy of science as a social
institution.

SEE ALSO Deviance; Functionalism; Lazarsfeld, Paul
Felix; Pareto, Vilfredo; Parsons, Talcott; Persuasion;
Propaganda; Role Models; Science; Social Science;
Sociology
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SEE Psychotherapy.
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MESTIZO/MESTIZAJE
SEE Blackness; Identification, Racial; Racial Classification.

META-ANALYSIS
The American educational psychologist Gene V. Glass
(1976) coined the term meta-analysis to stand for a
method of statistically combining the results of multiple
studies in order to arrive at a quantitative conclusion
about a body of literature. The English statistician Karl
Pearson (1857–1936) conducted what is believed to be
one of the first statistical syntheses of results from a collec-
tion of studies when he gathered data from eleven studies
on the effect of a vaccine against typhoid fever (1904). For
each study, Pearson calculated a new statistic called the
correlation coefficient. He then averaged the correlations
across the studies and concluded that other vaccines were
more effective than the new one.

Early work on quantitative procedures for integrating
results of independent studies was ignored for decades.
Instead, scholars typically carried out narrative reviews.
These reviews often involved short summaries of studies
considered “relevant,” with the operational definition of
that term usually based on arbitrary and unspecified crite-
ria. Scholars would then arrive at an impressionistic con-
clusion regarding the overall findings of those studies,
usually based largely on the statistical significance of the
findings in the individual studies. This latter aspect of nar-
rative reviews is especially problematic. Given that the
findings from individual studies are based on samples, it is
expected that they will vary from one another even if the
studies are estimating the same underlying population
parameter. Often, however, scholars misinterpreted
expected sampling variability as evidence that the results
of studies were “mixed” and therefore inconclusive. In
addition, scholars generally did not think to account for
the power of the statistical tests in their studies. In the
social sciences, statistical power is often not high, result-
ing in an unacceptably high rate of Type II errors (i.e., the
failure to reject a false null hypothesis). In a collection of
studies with typical statistical power characteristics, ignor-
ing power can lead to the appearance that the intervention
has no effect even if it really does.

Further, narrative reviews were usually not conducted
with the same level of explicitness as is required in primary
studies. For example, scholars were rarely explicit about
either the decision rules invoked in a review or the pattern
of results across studies that would be used to accept or
reject a hypothesis. In addition, narrative literature reviews
typically could not impart a defensible sense of the magni-
tude of the overall relations they investigated, nor did they

adequately account for potential factors that might influ-
ence the direction or magnitude of the relations.

The explosion of research in the social and medical
sciences that occurred in the 1960s and 1970s created
conditions that highlighted another of the difficulties
associated with narrative reviews, specifically that it is vir-
tually impossible for humans to make sense out of a body
of literature when it is large. Robert Rosenthal and
Donald Rubin (1978), for example, were interested in
research on the effects of interpersonal expectancies on
behavior and found over three hundred studies. Glass and
Mary L. Smith (1979) found over seven hundred esti-
mates of the relation between class size and academic
achievement. Jack Hunter and his colleagues (1979)
uncovered more than eight hundred comparisons of the
differential validity of employment tests. It is not reason-
able to expect that these scholars could have examined all
of the evidence they uncovered and made decisions about
what that evidence said in an unbiased and efficient 
manner.

Meta-analysis addresses the problem of how to com-
bine and weight evidence from independent studies by
relying on effect sizes and on statistical procedures for
weighting research evidence. Effect sizes are statistics that
express how much impact an intervention had (e.g., the
average increase on an achievement test), and as such, they
give reviewers a way to quantify both the findings from
individual studies and the findings aggregated across a
body of studies. Effect sizes can also be standardized to
allow for comparisons between measures of the same out-
come with different scaling properties (e.g., two different
math achievement tests).

Effect sizes with known distribution properties can be
weighted to arrive at a better estimate of the population
parameter when they are combined. The most common
method involves weighting each effect size by the inverse
of its squared standard error. Using this method, larger
studies contribute more to the analysis than do smaller
studies. As such, a study with one hundred participants
contributes more to the overall analysis than a study with
ten participants. The rationale for this procedure is that
the study with one hundred participants estimates the
population effect more precisely (i.e., has less random
variability) and is therefore a better estimate of that pop-
ulation effect.

To carry out a meta-analysis, an average of the
weighted effect sizes is computed. A confidence interval
can be placed around the weighted average effect size; if
the confidence interval does not include zero, then the
null hypothesis that the population effect size is zero can
be rejected at the given level of confidence. In addition,
scholars usually conduct a statistical test to assess the plau-
sibility that the observed effect sizes appear to be drawn
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from the same population. If the null hypothesis of effect
size homogeneity is rejected, then the reviewer has reason-
able cause to conduct follow-up tests that attempt to
localize the sources of variation. Generally, these correla-
tional analyses attempt to relate variability in study out-
comes to characteristics of interventions (e.g., intensity),
as well as to study design, sampling, and measurement
characteristics.

Finally, representing study results as weighted effect
sizes allows scholars to conduct tests of the plausibility of
publication bias on study results. Publication bias is the
tendency for studies lacking a statistically significant effect
not to appear in published literature. Therefore, these
studies are more difficult to uncover during a literature
search. All else being equal, studies that do not result in a
rejection of the null hypothesis have smaller effects than
those that do reject the null hypothesis. As such, failing to
locate these studies at a rate similar to that of published
studies means that the overall estimate arising from a body
of studies might be positively biased. Several statistical
methods (e.g., the trim-and-fill analysis) are available to
help scholars assess the potential impact of publication
bias on their conclusions.

SEE ALSO Methods, Quantitative
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METAPHOR
SEE Symbols.

METAPHYSICS
SEE Philosophy; Reality.

METHOD VARIANCE
SEE Self-Report Method.

METHOD OF
MOMENTS
Both the method of moments and its generalization,
namely the generalized method of moments (GMM),
have taken a prominent place in statistical inference in the
social sciences and have been applied in almost every field
of economics, including asset pricing, business cycle,
commodity market, education, and labor market. The
(standard) method of moments consists of estimating a
parameter β by equating sample moments with popula-
tion moments and solving these equations for β. This
method was introduced at the end of the nineteenth cen-
tury by the British mathematician Karl Pearson and was
partly abandoned when the British biologist Ronald
Fisher (1890–1962) showed that the maximum likelihood
estimator (MLE) is more efficient than the method of
moments estimator because its variance is smaller. Since
its introduction by Lars Peter Hansen in 1982, however,
GMM has been extremely popular in economics for three
reasons. The first reason is that economic models are often
too complex to be completely specified and an attempt to
describe the full model is likely to yield misspecification
errors. GMM provides a way to estimate partially speci-
fied models. The second reason is that, even if the model
is completely specified, MLE may be too cumbersome to
implement, whereas GMM provides a practical method to
perform inference. Finally, GMM embeds many familiar
estimation techniques as special cases, including the
method of moments, ordinary least squares, instrumental
variables estimation, and even maximum likelihood 
estimation.

THE ESTIMATION METHOD

GMM may be illustrated in a time series context where
observations x1,x2, …, xT are available. Assume that for a
given function g, the moment condition E[g(xt,β)] = 0
holds for a unique solution β. To solve this equation, the
population mean needs to be replaced by the sample mean 

. Two cases are distinguished, 

depending on whether the dimension of g is the same as
or larger than the dimension of β. In the first case (just
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identified), the equation gT(β) = 0 can be solved to obtain
the method of moments estimator of β. In the second case
(overidentified), the previous equation does not have a
solution and the standard method of moments needs to be
modified. The GMM estimator is defined as the solution 

where WT is a positive def-

inite matrix that attaches weights to moments. For any
WT, bT is consistent, that is, it approaches the true value β
as the sample size T grows. Additionally, the GMM esti-
mator has minimal variance if WT is an estimator of the
inverse of the variance of gT(β).

In the overidentified case, gT(bT) is not exactly equal
to zero but should go to zero as T goes to infinity. This
provides the basis for the overidentifying restrictions test.
This test consists of rejecting the hypothesis that the
moment conditions hold in the population if
TgT(bT)'WTgT(bT) is greater than the critical value given by
a chi-square distribution with degrees of freedom equal to
the difference in the dimensions of g and β.

GMM provides a framework that encompasses most
estimation techniques used in economics. Instrumental
variables estimation, although a predecessor to GMM, 
can be recast as a special case of GMM. Consider the
regression

yt = xt'β + εt

where xt is endogenous, that is, correlated with the resid-
ual εt. As a consequence of endogeneity, the ordinary least
squares estimator is not consistent. A consistent estimator,
however, may be obtained by using a vector of so-called
instruments zt. To be a valid instrument, zt must be corre-
lated with xt but not with the error εt. Then, β can be esti-
mated by GMM using g (yt,xt,zt,β) = (yt – xt'β)zt. The
resulting estimator is called the instrumental variables 
estimator.

MLE itself can be interpreted as a GMM estimator
because the expectation of the derivative of the log-likeli-
hood is equal to zero, giving rise to a moment condition.

To overcome computational difficulties, Daniel
McFadden (1989) and Ariel Pakes and David Pollard
(1989) have proposed the method of simulated moments
(MSM), which consists of replacing population moments
with moments computed from simulated data.

MIXED POPULATION EXAMPLE

Consider a population where each subject is equally likely
to be a male or a female. We observe a measure x (for
instance, the weight) but not the sex and we wish to esti-
mate the difference between males and females. This is
particularly relevant in anthropology where most fossil
specimens lack indicators of sex. Assume that observations
are normally independently distributed with mean µF and

variance σ2 if the subject is a female and with mean µM
and the same variance σ2 if the subject is a male. The
method of moments that matches the expectations of x,x2,
and x4 with their sample counterparts permits to estimate
µF, µM, and σ2.

CONSUMPTION-BASED ASSET
PRICING MODEL

Lars Peter Hansen and Kenneth Singleton (1982) explain
how to apply GMM to estimate behavioral parameters of
economic agents in a general equilibrium model, without
having to describe the full economic environment. This
approach may be used to study how agents allocate their
spending. Consider an economy where a representative
agent chooses consumption and investment plans so as to 

maximize , where ct is consumption 

in period t, U is a utility function, δ is a discount factor,
and Ωt is the information at t. Maximization is performed
under a budget constraint ct + ptqt = rtqt – 1 + wt

where wt is the income, qt the quantity of asset 
held at the end of period t, pt the price of this 
asset, and rt its return. The first order condition is 

.

Assume that U(ct) = (ct
r – 1)/γ. The parameter of

interest β = (δ,γ) may be estimated by GMM using 

where zt is a vector of instruments. Any element of Ωt
may be used as instrument, for example the constant and 

.

DISCRETE CHOICE MODEL

Consider a model where each individual has the choice
among J alternatives (for example, occupations or means
of transportation). The individual chooses the alternative
with the greatest value. The value uij of occupation j for
individual i depends on a set of observed variables xij
(such as sex, race, age, and education) so that uij = xij β

j + εij
where εj = (ε1j ,ε2j , …, εnj ) is normally distributed with
mean zero and covariance matrix Σ. We observe that indi-
vidual i chooses alternative j, if uij ≥ uil for l = 1, …, J.
The probability of choosing alternative j, denoted by Pij ,
involves a J– 1 dimensional integral. If J is large, this inte-
gral is cumbersome to compute and hence maximum like-
lihood estimation is intractable. By contrast, Pij can be
estimated using simulations. Let εγ

j , r = 1, …, R be inde-
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pendently drawn from a normal distribution with mean
zero and covariance Σ, and let uγ

ij = xij β
j + εγ

ij . Then, an
estimate æij of Pij is given by the proportion of cases 
where uγ

ij exceeds uγ
il for all l different from j. An MSM

estimator of (β1,β2, …, βJ), is given by the solution to 

where zij is exogenous (equal 

to xij , for instance).

SEE ALSO Inference, Statistical; Instrumental Variables
Regression; Large Sample Properties; Pearson, Karl
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METHODOLOGY
The term methodology may be defined in at least three
ways: (1) a body of rules and postulates that are employed
by researchers in a discipline of study; (2) a particular pro-
cedure or set of procedures; and (3) the analysis of the
principles of procedures of inquiry that are followed by
researchers in a discipline of study. This entry will first dis-
cuss each of these definitions. It will then cover the debate
among philosophers of science about general methodolog-
ical assumptions. Finally, the entry will review some of the
issues pertaining to the quantitative versus qualitative
debate about methods.

A BODY OF RULES AND
POSTULATES

Methodology refers to the behavior of scientists and schol-
ars when examining phenomena relevant to their specific
disciplines. The American Heritage Dictionary offers the
following formal definition for methodology: “the theoret-
ical analysis of the methods appropriate to a field of study
or to the body of methods and principles particular to 
a branch of knowledge” (Pickett 2000, p. 2074).
Methodology in the social sciences is usually characterized

by the following: (1) it defines the information to be ana-
lyzed; (2) it provides the conceptual tools and procedures
necessary to perform an analysis; and (3) it sets forth the
limits of the analysis. Methodology necessarily encom-
passes the three facets of exploration, description, and
explanation (Babbie 2001, p. 91).

When scholars undertake research projects, they usu-
ally follow a well-defined procedure known as the research
process. The research process begins when a researcher
determines his or her research topic and formulates the
research question or questions. For example, the research
question of a social scientist could be: Are minority chil-
dren in the United States more profoundly effected by
poverty than their white counterparts? Once the research
question has been determined, it is necessary to construct
a study design. This is where the researcher decides the
type of research to be undertaken. In the social sciences,
there are two broad types of research: quantitative and
qualitative. The former relies on numerical and statistical
techniques and data garnered through the analysis of large
groups of subjects. The latter often involves in-depth
interviews that are designed to probe and produce exten-
sive information about small numbers of subjects.
Inductive and deductive reasoning also come into play
when the researcher decides to follow a predetermined
framework for the duration of the project (deduction), or
instead formulates the research question and allows the
remainder of the research to unfold as it may (induction).
Once the researcher has decided which method to use, the
next step is to collect the data. Finally, the data are ana-
lyzed, interpreted, and put into a format accessible to 
others.

Many of the social science subfields (e.g., economics,
psychology, sociology, etc.) have developed specific mod-
els for the collection and organization of knowledge.
Economics and psychology were the first to develop math-
ematical models of inquiry. Many subfields have bor-
rowed heavily from one another. Beginning around 1970,
a general system of models for all the social sciences was
developed following guidelines proposed by the Social
Science Research Council (Hekman 1980). The social sci-
ences have also borrowed heavily from statistics, as is evi-
dent in the quantification of information obtained in the
research process.

A PARTICULAR PROCEDURE OR
SET OF PROCEDURES

The social sciences use an assortment of research methods.
These include, but are not limited to, experiments, sur-
veys, field research, content analysis, analysis of existing
data, comparative research, and evaluative research
(Mouton and Marais 1988). Each of these types of analy-
sis needs to be systematized.
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The first and most important step in any methodol-
ogy is the formulation of the research question. It is with
this step that the researcher determines the direction and
approach of analysis. This step involves exploration, is
crucial to understanding the topic, gives an idea of the fea-
sibility of the research, and identifies the methods to be
used (Babbie 2001, p. 92).

Once the researcher determines what the research will
entail, it is then necessary to address the study design.
During this step, the unit of analysis is determined. The
unit of analysis is often an individual or group of individ-
uals that is sampled from the larger population to which
the researcher wishes to generalize his or her findings. For
example, if one’s research were to focus on the above ques-
tion concerning whether American minority children are
more profoundly effected by poverty than white children,
the appropriate unit of analysis would be the child, and a
sample of children would be drawn from the larger popu-
lation of minority and white children. In this example, the
use of quantitative methods would be most appropriate
and would enable the researcher to develop generaliza-
tions about the general population.

However, even if the researcher chooses to use induc-
tive methods, it would still be necessary to address many
of the above issues. The study design portion of the
process would involve determining sample size, who or
what should be studied, and how the study would be con-
ducted. Researchers must create a framework for their
study for a number of reasons, including the need to coor-
dinate the activities of more than one researcher and to
obtain funding, among other things.

The next step in the research process is the collection
of the data. This is accomplished according to the frame-
work that has already been prescribed. In a quantitative
study, researchers will most likely use a survey or some
other type of questionnaire. In qualitative research, a list
of questions would probably be employed, along with
less-structured interviews. An important function of sci-
entific inquiry is description. Qualitative studies in partic-
ular enable the researcher to describe situations and events
in detail.

After the research data have been collected and orga-
nized, it is necessary to undertake the analysis. This may
include statistical analyses of data gathered via quantita-
tive methods, or more straightforward descriptive analyses
of data obtained via qualitative methods. The data are
then interpreted and summarized so the results of the
research will be more accessible and available to others.
Explanation is the natural by-product of research, and
researchers hope that their projects provide information
that answers the original research question.

ANALYSIS OF PRINCIPLES

All methodologies include a system of analysis that is used
as a backdrop for organizing, collecting, and interpreting
data. Data are usually systematized through either induc-
tive and deductive reasoning. In most research projects,
the system of analysis is determined in the first step of the
research process because the researcher must at that point
choose how he or she intends to collect data. Deductive
reasoning begins with the idea that the researcher has a
predetermined framework and uses it as a model to guide
the research (Mouton and Marais 1988; Babbie 2001).
Inductive reasoning, on the other hand, allows the
researcher to begin a project with a general question but
without a clear outline or framework.

METHODOLOGICAL ISSUES IN THE
PHILOSOPHY OF SCIENCE

One of the major issues when conducting social science
research is validity. Some argue that the social sciences do
not deal in empirical fact and as such are not as valid as
the so-called hard sciences. It is believed that researchers
are human and can therefore never be fully objective. Max
Weber (1864–1920) argued for value-free sociology and
urged researchers to contribute information free from sub-
jective opinions (Mouton and Marais 1988; Weber 1962).
This is a central debate in social science research. Many
researchers strive to separate research from value judg-
ments, and the idea behind quantification within the
social sciences is a nod toward value-free judgments. In
fact, the idea of creating a methodology with clear proce-
dures and principles is the embodiment of the necessity to
make the social sciences more objective in the eyes of the
public.

Approaches to methodology in the social sciences
generally fall into three categories: positivist, interpretive,
and critical social science. William Neumann writes that
the positivist approach is the most widespread and is
based on the methods of the natural sciences. In the social
sciences, this approach was first used by Auguste Comte
(1798–1857) and was later expanded by Émile Durkheim
(1858–1917) (Neumann 2003; Smith 1983). The posi-
tivist approach is most strongly linked to the quantitative
realm of social science research and strives for objectivity.
It is argued that only when the social sciences follow the
models prescribed by the natural sciences can the findings
be valid and reliable. According to Neumann, positivism as
it relates to social science can be defined as “an organized
method for combining deductive logic with precise
empirical observations of individual behavior in order to
discover and confirm a set of probabilistic causal laws that
can be used to predict general patterns of human activity”
(2003, p. 71).
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Interpretive social science originated with Max Weber
and is focused on discovering the meaning behind social
action. There are many facets of interpretivism, including
hermeneutics, constructionism, ethnomethodology, and
qualitative sociology. This school of thought argues that
the social sciences cannot be analyzed using the methods
of the natural sciences because they are inadequate for
studying the meaning behind human behavior (Lee
1991). As stated previously, this approach focuses on
meaning. As such, qualitative work is often considered an
interpretive method. Neumann defines the interpretive
approach as “the systematic analysis of socially meaningful
action through the direct detailed observation of people in
natural settings in order to arrive at understandings and
interpretations of how people create and maintain their
social worlds” (2003, p. 77).

Critical social science is associated with Karl Marx
(1818–1883) and Sigmund Freud (1856–1939).
Practitioners of this approach criticize the positivist
approach for its inability to focus on meaning in the
human context, and the interpretive approach for “being
too subjective and relativist”(Neumann 2003, p. 81).
Neumann defines this approach as “a critical process of
inquiry that goes beyond surface illusions to uncover the
real structures in the material world in order to help peo-
ple change conditions and build a better world for them-
selves” (2003, p. 81).

QUANTITATIVE VERSUS
QUALITATIVE ANALYSIS

Quantitative researchers are mostly concerned with meas-
urement and sampling and often use deductive reasoning.
In addition, it is important to identify facts and laws that
can be used as predictive tools. In contrast, qualitative
researchers tend to be more interested in content and use
induction with more frequency (Neumann 2003). In this
case, the meanings associated with human behavior are
taken into consideration. Though quantitative and quali-
tative research differ in many ways, both types of research
make important contributions that benefit the other.
Quantitative research provides data in numerical form
and allows for the manipulation of the data using statisti-
cal procedures. That information can then be combined
with the descriptive data provided through qualitative
research to provide more meaningful results.

Many social science researchers use both methods to
provide fuller and more complete explanations. Indeed,
since the 1980s, there has been a convergence of the two
approaches, and many analyses use both methods (for
examples in demography, see Massey 1987, 1990; and
Knodel et al. 1987). The argument here is that qualitative
research enriches purely quantitative research by filling in
gaps created by the sole use of straightforward statistical

methods. On the other hand, quantitative research can
enhance qualitative work by providing validity in the form
of numbers. And qualitative work can enhance quantita-
tive work by providing detail in the explanation of certain
trends that is not possible through a strict analysis of the
numerical data.

Qualitative methods examine social data without
quantifying the data. Qualitative researchers often exam-
ine the links between theory and analysis and seek to dis-
cover general patterns among and between their variables.
Some of the methods involved in qualitative research
include grounded theory, semiotics, and conversation
analysis (Mouton and Marais 1988). Qualitative
researchers more frequently use an interpretive or critical
approach and are interested in allowing the meaning of
their work to develop as they conduct more research. They
are further interested in using their research to explain and
predict. Their data usually take the form of words, rather
than numbers, and such researchers most often reason via
induction (Neumann 2003).

In contrast, researchers using quantitative methods
seek to transform the collected data numerically so the
data can then be analyzed using statistical methods.
Quantitative researchers most often use a positivist
approach because accuracy is an important requirement.
The data are first described using measures of central ten-
dency, such as the mean, median, and mode. In most
cases, the quantitative researcher next moves to multivari-
ate analyses that examine several variables simultaneously.
Quantitative research begins with the formulation of a
research question and then a hypothesis or hypotheses.
The researcher then identifies and operationalizes the
desired variables, creates a standardized data set, defines
procedures with which to analyze the data, and finally
undertakes analysis using the statistical methods described
above.

SEE ALSO Quantification; Scientific Method

B I B L I O G R A P H Y

Babbie, Earl. 2001. The Practice of Social Research. 9th ed.
Belmont, CA: Wadsworth/Thomson Learning. 10th ed.,
2004.

Hekman, Susan. 1980. Phenomenology, Ordinary Language,
and the Methodology of the Social Sciences. Western Political
Quarterly 33 (3): 341–356.

Knodel, John, Aphichat Chamratrithirong, and Nibhon
Debavalya. 1987. Thailand’s Reproductive Revolution: Rapid
Fertility Decline in a Third-world Setting. Madison: University
of Wisconsin Press.

Lee, Allen S. 1991. Integrating Positivist and Interpretive
Approaches to Organizational Research. Organization Science
2 (4): 342–365.

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 109

Methodology



Massey, Douglas S. 1987. The Ethnosurvey in Theory and
Practice. International Migration Review 21: 1498–1522.

Massey, Douglas S. 1990. Social Structure, Household Strategies,
and the Cumulative Causation of Migration. Population
Index 56: 3–26.

Mouton, Johann, and H. C. Marais. 1988. Basic Concepts in the
Methodology of the Social Sciences. Trans. K. F. Mauer.
Pretoria, South Africa: Human Sciences Research Council.

Neumann, William Lawrence. 2003. Social Research Methods:
Qualitative and Quantitative Approaches. 5th ed. Boston:
Allyn and Bacon.

Pickett, Joseph P., ed. 2000. The American Heritage Dictionary of
the English Language. 4th ed. Boston: Houghton Mifflin.

Smith, John K. 1983. Quantitative versus Qualitative Research:
An Attempt to Clarify the Issue. Educational Researcher 12
(30): 6–13.

Weber, Max. 1962. Basic Concepts in Sociology. Trans. H. P.
Secher. New York: Citadel.

Ginny E. Garcia
Dudley L. Poston Jr.

METHODS,
QUALITATIVE
Qualitative methodology is used by social scientists in the
study of human behavior. This methodology may be used
in addition to or in place of quantitative methods. The use
of qualitative methods by social scientists allows the
researcher to obtain a rich set of data that is not easily
obtainable with the use of quantitative methods.
Qualitative methods encompass a variety of methodolo-
gies, including observation, interviewing, document
analysis, and archival document analysis.

OBSERVATION AND INTERVIEWING

Two key methods used in the social sciences are observa-
tion and interviewing. Observation involves the examina-
tion of research subjects in the natural social environment,
with particular attention paid to the subject’s behavior
and actions. These observations are made firsthand by the
researcher. An important element of observation is to
study the subject’s unmodified, natural behavior.
Observational methods include several types of examina-
tion. Unobtrusive observation is one in which the
researcher does not directly participate in the activities
that are being observed. Unobtrusive measures are often
used to prevent researcher influence on the subject’s
behavior. Participant observation allows the researcher to
take part in the activities that are being observed and to
gain familiarity with the subject’s experiences. Researchers
can become fully involved in the activities being observed

or they may observe activities they are involved in them-
selves.

Adrian Holliday, in “What Counts as Data” (2002),
creates a schema of the different types of data that may be
collected and the methods in which they are collected.
Data may include description of (1) behaviors, in which
the researcher describes the subject’s behaviors and verbal-
izations; (2) events, in which the researcher or the subject
involved in the event describes the behaviors observed; (3)
institutions, in which the researcher describes the rules,
regulations, or rituals of the institution; (4) appearance, in
which the researcher describes how the environment or
the subjects in the environment appear; (5) research
events, in which the researcher describes what subjects say
or how they behave in the research setting, such as those
occurring in interviews; and (6) settings, in which the
researcher describes what is actually occurring in a partic-
ular setting. These types of data can be obtained through
observation notes, research diaries, photographs, or video
recordings.

The use of observation as a method of research is
valuable for several reasons. Observation allows the inves-
tigator to study human behavior as it naturally occurs,
with or without the researcher’s influence on the behavior.
In other words, human activity is observed without the fil-
tering effects of the subject’s interpretation of their inter-
actions.

Interviewing involves direct interaction between the
investigator and the research subject. The investigator
speaks directly with the subject asking questions related to
a specific topical area. Interviews are generally recorded
utilizing audiotapes, videotapes, or written notations.
Interviewing may take the form of structured or semi-
structured interviews.

Andrea Fonatna and James H. Frey, in “The
Interview: From Structured Questions to Negotiated
Text” (2000), note that structured interviewing allows the
researcher to ask targeted questions of the research sub-
jects. This form of interviewing consists of a prepared
series of questions asked of all subjects. The subjects’
responses are limited, leaving little room for variation
among the answers. The questions are directed at obtain-
ing answers to specific topics of interest for the researcher.
Semi-structured interviewing, by contrast, allows for more
freedom of discussion with the subject and aims for a
greater understanding of the subject. Questions are pre-
pared to prompt topical areas of dialogue. The goal of
these questions is to allow the subject to expand upon the
question and reveal information that cannot be achieved
with a structured interview.

Interviews have several benefits to research. They
allow the researcher to discover the meanings of experi-
ence that subjects create in relation to the research topics.
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Interviews provide richer understandings of human
behavior by providing real-life examples.

METHODS OF ANALYSIS

Document analysis and archival document analysis are
two additional methods utilized in qualitative analysis.
Document analysis entails the study of photographs,
diaries, newspapers, government documents, books,
memorandums, and other written documents. Archival
document analysis involves the study of historical docu-
ments, including historical examples of those listed above.
Importance is placed on analysis of original documents, as
opposed to photocopies or other reproductions. While
this method allows access to difficult study subjects such
as historical figures or societal elites, the study of docu-
ments does not allow the investigator to speak to the indi-
vidual who has created the document. This may lead the
investigator to theorize the meanings of the documents
and the motivations underlying their creation. These
types of studies require the researcher to hypothesize the
relationship of the document to the social environment of
the time.

The analysis of qualitative data includes a variety of
methods, including grounded theory, narrative analysis,
and computer-based approaches. As Kathy Charmaz notes
in “Grounded Theory: Objectivist and Constructivist
Methods” (2000), grounded theory involves an ongoing
analysis of the data as it is collected. The data are coded as
they are collected and categories begin to emerge. With
these categories, theories begin to develop related to the
data. These then guide further data collection.

Narrative analysis focuses on the narratives, or stories
and experiences, of subjects. Through narrative analysis
the researcher endeavors to understand the meaning
attached to the experiences of the subject. The researcher
may also analyze the specific words employed to describe
these experiences.

Computer-based analytic approaches look to the bur-
geoning World Wide Web for new research subjects.
Innovative research is being conducted on subjects found
in a variety of Internet communities and through a variety
of methods, including online chat rooms, online or e-mail
based interviews, and document-type analysis of Web
sites. These approaches allow the investigator to contact
communities of individuals with similar interests and
individuals located outside the investigator’s region or
around the world.

RESEARCH VALIDITY, RELIABILITY,
AND ETHICS

The use of qualitative methods, however, can be challeng-
ing in several respects. As Valerie Janesick notes in “The

Choreography of Qualitative Research Design” (2000),
qualitative researchers have struggled to address issues of
validity and reliability. These terms are used primarily in
the interpretation of quantitative data, yet qualitative
researchers too are called upon to adhere to these stan-
dards of research.

For research to be considered valid it must actually
measure what it proposes to measure, and the results
should reflect the activity being studied. In other words,
the data should accurately reflect the topic being studied.
The notion of validity as it relates to qualitative method-
ology differs from its understanding in quantitative
methodology. As Janesick contends, validity in qualitative
research asks whether the description and the explanation
fit. In an effort to achieve qualitative validity, researchers
may permit participants to review the data for accuracy or
ask a fellow researcher to do so.

For research to be considered reliable it must yield
similar results in subsequent tests. Quantitative reliability
is achieved when results are found to be consistent in sub-
sequent tests. Unlike qualitative studies, quantitative reli-
ability is determined through the use of mathematical
equations to determine reliability, such as the determina-
tion of alpha. Qualitative tests are considered reliable
when similar findings are achieved in subsequent tests.
However, some debate exists as to whether reliability is
pertinent in conducting qualitative studies, particularly
since qualitative studies target the meanings and interpre-
tations of experience by the subject and may involve
investigator bias. One argument made by some
researchers, including Caroline Stenbacka, is that, owing
to the nature of qualitative studies and their aim at under-
standing rather than explaining human experience, the
reliability of qualitative research is difficult to assess.
Other researchers, such as James F. Davis, Robert
Hagedorn, Morton B. King, Jerome Kirk and Marc L.
Miller argue that a form of reliability is achievable in qual-
itative research.

Ethical issues are a concern when using qualitative
methods. The protection of the research subject is of the
highest priority. Ethical concerns include whether or not
the subjects should know they are being observed, how
investigator involvement may influence the behaviors
under study, how the investigator-interviewee relationship
may influence research results, and the bias involved in
interpreting qualitative data, as well as protection of sub-
jects’ identities.

In particular, the influence of the investigator on
responses given by a subject in interview has been an
ongoing concern. Subjects may provide answers they
believe the interviewer prefers rather than providing their
own unique answers. Subjects may construct answers due
to a lack of knowledge of the topical area. Interviewers
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may unintentionally influence the subject’s answers
through their body language, facial gestures, or other
responses. As well as the information garnered from inter-
views is information that has been filtered and interpreted
by both the subject and the researcher, calling into ques-
tion the validity or reliability of the data obtained.

SEE ALSO Ethnography; Methodology; Methods, Research
(in Sociology)
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METHODS,
QUANTITATIVE
In the social sciences, quantitative research can be defined
as any research that uses numbers as the basis for making

inferences about the phenomenon under study. The hall-
marks of quantitative research are control over extraneous
influences (often involving experimental manipulation)
and, more generally, statistical approaches to sampling,
measurement, and data analysis. However, the simplicity
of this general definition does not do justice to the full
range of methodologies and data-analysis strategies that
fall under the umbrella of quantitative research.

The goals of research represent a convenient way 
to discuss different types of quantitative research.
Researchers employ a descriptive research strategy when
they are interested in a numerical description of an object,
event, or situation. For example, if a scholar were inter-
ested in the average class size of elementary schools in
Spain, he or she might design a survey asking about the
number of students and the number of classrooms (possi-
bly among other variables) and send that survey to every
elementary school in Spain. That researcher might also be
interested in describing patterns of class sizes across differ-
ent countries and parts of the world. Researchers employ
a relational research strategy when they are interested in
the extent to which two or more variables tend to co-
occur. For instance, the scholar interested in class sizes
may also be interested in the relationship between class
size and the socioeconomic status of the neighborhood
from which the students are drawn. One way to answer
this question would be to survey schools and determine
their average class size and the socioeconomic status of the
surrounding neighborhood. The researcher could then
compute a correlation coefficient that describes the mag-
nitude of this relationship. Researchers employ an experi-
mental research strategy when they are interested in causal
relations. For example, a scholar might be interested in
whether or not reducing class sizes will increase student
achievement. One way to answer this question would be
to randomly assign classrooms to be rather small or rather
large, then measure student achievement after an appro-
priate interval of time. The performance of students in the
smaller classes can then be compared to the performance
of students in the larger classes.

A second useful distinction implied by the discussion
above is between experimental and nonexperimental quan-
titative research. Experimental research is typified by the
manipulation of a variable. For most questions that inter-
est social scientists, the best way to explore the effects of
manipulating a variable involves randomly assigning study
participants to different levels of the variable, such as by
randomly assigning a teacher to have a relatively large or a
relatively small number of students. Nonexperimental
research lacks this essential feature (and may not even
involve a group comparison at all). In the social sciences, a
common type of study known as a quasi-experiment
bridges these two categories. The quasi-experiment shares
many features with an experiment yet does not involve ran-
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dom assignment of study participants. In the class size
example, teachers may choose to teach smaller or larger
classes, school principals may choose which teachers teach
which classes, and so on.

A final distinction evident in quantitative research is
between cross-sectional and longitudinal research. Cross-
sectional research involves participants at one point in
time (e.g., immediately before a political election).
Longitudinal research involves participants at multiple
points in time. An example of cross-sectional research is
the political poll in which voters are surveyed for their
preferences one time. In a longitudinal approach,
researchers assess participants at multiple points in time.
For example, researchers might identify likely voters one
year before an election and track their expressed prefer-
ences one time a week until the election occurs. Cross-sec-
tional research, therefore, provides a snapshot of
participants at a single point in time, while longitudinal
research allows for an analysis of change over time.

The branch of mathematics known as statistics is
widely employed in quantitative research. Statistics is rele-
vant to quantitative approaches to social science in three
major ways. First, researchers rarely work with entire pop-
ulations (e.g., all elementary students in a country), as
these are generally too large to study. Instead, researchers
work with samples, and statistics provides a way of quan-
tifying the expected range of differences between a ran-
domly drawn sample and the population. This is best
illustrated in political polling, for example, when
researchers telephone a random sample of households to
assess voting intentions. Results are then reported in terms
of the percentage of respondents who endorsed each can-
didate. They are accompanied by a “margin of error” that
expresses the expected range of the differences between
the actual sample of respondents and the population from
which the sample was drawn.

A second major use of statistics in quantitative
research is in group comparisons. In the effects of class size
on academic achievement example above, the academic
performance of students in small classrooms would be
compared to the academic performance of students in
larger classrooms. A statistical test (such as a t-test or an
analysis of variance) could be conducted to assess whether
the group averages differ more than would be expected if
the groups differ only because of chance (that is, if class
size does not affect student achievement).

A third major use of statistics in quantitative research
involves statistical modeling of the interrelationships
between variables. For instance, a clinical psychologist
might be interested in how client personality, therapist
personality and skill, and the quality of the relationship
between the client and the therapist all work to affect the
client’s mental health. The psychologist might postulate a

theoretical model involving these variables. Then, the psy-
chologist would collect data on these variables and use
techniques (such as structural equation modeling) to
determine if the observed pattern of interrelations fits the
theoretical model.

Quantitative research is often contrasted with quali-
tative research. The latter overlaps somewhat with descrip-
tive approaches to quantitative research, but instead of
resulting in numerical and statistical descriptions, qualita-
tive research often is presented in narrative form.
Historically, the distinction between qualitative and quan-
titative research created a rift among social scientists. At
the extremes, quantitative social scientists have argued
that a question is not truly scientific unless it can be for-
mulated in mathematical or statistical terms, while quali-
tative social scientists have argued that quantitative
approaches are too crude and can therefore never result in
valid knowledge. Neither of these extreme views reflects
the practice of scientists in other scientific disciplines
(such as biology), and most modern social scientists
believe that qualitative and quantitative methods can
complement one another (Kuhn 1961). This recognition
is reflected in the growing use of so-called “mixed method
research,” in which both qualitative and quantitative
methods are employed in the same research study (see
Tashakkori and Teddlie 2003).

SEE ALSO Data; Data, Longitudinal; Experiments;
Methodology; Methods, Qualitative; Methods, Research
(in Sociology); Polling; Polls, Opinion; Regression;
Regression Analysis; Social Science; Statistics;
Structural Equation Models; Survey; Test Statistics
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METHODS, RESEARCH
(IN SOCIOLOGY)
Various sociological methodologies are used when design-
ing and executing research. Each of these methods,
including comparative-historical sociology, ethnometho-
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dology, ethnography, evaluation research, qualitative
methods, and survey research, has strengths and weak-
nesses. While debate surrounds qualitative versus quanti-
tative methods, the best sociological research often
integrates both kinds of methods to test hypotheses.

COMPARATIVE-HISTORICAL
SOCIOLOGY

Most nineteenth-century social scientists, including Emile
Durkheim, Herbert Spencer, and Karl Marx, engaged in
analyses of historical data and made cross-cultural com-
parisons in their studies of human society. The work of
these early historical sociologists was guided by the belief
that societies were evolving and that the western European
societies were the most advanced. The premise was that
societies progressed via evolution and that progress was
good. Comparisons were used as a tool for the develop-
ment of social facts based on cross-cultural and/or histor-
ical data. In modern times cross-cultural comparisons
serve to provide a better understanding of the structures
and institutions of different societies.

The primary strength of comparative-historical
research is its use of an interdisciplinary approach. If the
scope conditions are clear and the criteria are specified and
defined, then this approach is an important method for
obtaining “social facts.”

Data available for cross-cultural and historical analy-
ses face multiple hurdles. To illustrate, one must remem-
ber that information from a culture is embedded in the
language, status sets, and expectations for the use of the
data, as well as the time and place where the data were col-
lected. There is always the issue of making sure that data
sets are comparable and that the variables are equivalent.
One primary limitation noted by Etienne Van de Walle
(2005) is that although historical demographers have
access to volumes of information, they are frequently lim-
ited by only including information on elite male popula-
tions with little or no information about females or the
common man.

QUALITATIVE METHODS AND
ETHNOGRAPHY

The primary qualitative methods sociologists use are
ethnography interviews and direct observations.
Interviews with research participants may range from
open-ended interviews with flexible content directed by
the interviewer to more structured questions asked by
multiple researchers; in the latter case there is an obvious
requirement for internal consistency so that all interview-
ers ask the same questions in the same way, and hopefully
obtain comparable data. Researchers engaged in direct
observations may have varying levels of participation,
ranging from covert observation to participant observa-

tion where the researcher becomes an active member of
the group.

Many ethnographers agree that to fully understand a
complex social situation, one must enter into an unbiased
observation or interaction with the society being studied.
William Foote Whyte (1955) argued in his classic Street
Corner Society: The Social Structure of an Italian Slum, that
the only way to describe a society is to live in it, learn to
speak the language, and participate in its social events and
everyday life. Some of the most well known ethnographies
have been guided by similar principles, for example,
Elliott Liebow’s Tally’s Corner (1967), Margery Wolf ’s The
House of Lim (1968), and Laud Humphrey’s Tearoom
Trade (1975), to mention only a few. A quantitative
counting using preconceived survey questions only pro-
vides answers to the questions and could well be biased by
the selection process as well as by the perceived social
desirability of the responses by the researcher. In contrast,
a qualitative analysis provides detailed description and
information and new perspectives necessary for hypothe-
sis development. An issue that should be addressed is the
role of the researcher in the ethnographic research and
whether or not an external observer can really study the
internal workings of a society without bias. Also, a weak-
ness of ethnographic field studies is generalization. But
this weakness is often resolved by integrating the qualita-
tive results of the fieldwork with quantitative results
obtained in research in which a large population is system-
atically and randomly sampled and surveyed (see the work
of Knodel, Chamratrithirong, and Debavalya [1987] as an
example of such integration).

ETHNOMETHODOLOGY

The term ethnomethodology was first used in the 1960s by
Harold Garfinkel (1967) in research determining how
people make sense of their worlds. Garfinkel noted that
for interactions to be smooth, everyday communication
and interpersonal interactions have to be based on prior
assumptions. Ethnomethodologists commonly study the
normal through the use of techniques such as conversa-
tion analysis and breaching experiments, which force an
examination of the usual, accepted, and unquestioned.
The documented reactions of others to these experiments
confirm which behaviors are normative (Cohen 2006).

The strength of ethnomethodology is that it permits
the researcher to analyze the normal. For example, Allen
Smith and Sherry Kleinman (1989) use narratives to
demonstrate the patterns of discourse in conversations,
which can be used to train medical personnel in the deliv-
ery of bad news and desexualizing gynecological exams.
The weakness is that assumptions about what is normal
and what is expected are in continual flux so that general-
izability is sometimes limited.
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EVALUATION RESEARCH

Organizational sociologists, following a long-standing pos-
itivistic agenda, often use evaluation research to determine
whether the programs and routines of such groups as cor-
porate organizations, social agencies, and educational insti-
tutions actually perform as planned. Evaluation research
techniques involve formative research; setting the agenda,
goals, and strategies for the organization; determining how
these can be quantified and hence evaluated; and summa-
tive evaluation, determining if these quantifiable outcomes
of both the steps and the goals meet the predetermined
standards. Evaluation researchers usually use multiple tech-
niques, including ethnography and survey instruments (see
Rossi, Lipsey, and Freeman 2003). The strength of evalua-
tion research is that it is used to minimize expenses while
improving the quality of the accepted standards set by
formative research. One weakness is that organizations
have multiple systems and the research may not target the
critical part of the systems. Organizations are in continual
flux so that their evaluations must be ongoing and easily
modifiable to respond to changing conditions.

SURVEY RESEARCH

Survey research involves the “systematic gathering of
information on a defined social group” (Rapley and
Hansen 2006, p. 616). The group is typically sampled
from a larger population; information is obtained by ask-
ing standard questions about previously operationalized
variables. One reason for the use of survey research is its
simplicity; if one wants to know information, ask.
Questions may be either closed-ended or open-ended.
The strengths of the analysis and the generalizations from
the findings are determined in part by the sample size and
selection. Samples may range from small convenience
samples to large randomized representative samples.
Surveys may be administered via interviews, mailed ques-
tionnaires, telephone calls or online. Don Dillman (2000)
argues that mail surveys using the “tailored design
method,” a detailed methodology of multiple contacts
ensuring compliance, often have the greatest likelihood of
being understood, completed, and returned; these are all
characteristics necessary for the survey results to be truly
representative of the population.

Surveys are usually used after one has developed
hypotheses to be tested quantitatively. The best-known
surveys have an efficient methodology and obtain accurate
and current information about the population. Examples
include the U.S. Current Population Survey, the World
Fertility Surveys, and the U.S. National Surveys of Family
Growth.

A strength of survey research, if done correctly, is its
potential for strong and generalizable statistical analysis.
However, the best surveys require randomization, ade-

quate sample size, and a high completion rate. It must be
remembered, however, that survey methods provide only
a “partial description of complex social issues.… They are
but one tool, of many, in the [social scientist’s] armamen-
tarium” (Rapley and Hansen 2006, p. 617).

SEE ALSO Chicago School; Communication;
Conversational Analysis; Discourse; Ethnography;
Ethnomethodology; Hypothesis and Hypothesis Testing;
Methods, Qualitative; Methods, Quantitative;
Observation, Participant; Positivism; Sampling;
Sociology; Survey; Tally’s Corner
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METHODS, SURVEY
A survey is a data collection instrument that generates
data through the responses provided by respondents to
survey questions. Some researchers connect the term sam-
ple with the term survey, arguing that the primary use of
surveys is to draw inferences about a population from
whom a sample of respondents have been surveyed.
Surveys administered to relatively small, random samples
permit the drawing of inferences about large populations.

HISTORY

According to Jean Converse’s Survey Research in the
United States (1987), historians generally believe the first
surveys were used by governments in order to know who
to tax and who to draft into military service. Later surveys
were used to document conditions of poverty, using open-
ended questions and convenience samples. In the early
twentieth century, opinion polls were conducted by news-
paper organizations; again convenience samples were
employed.

As interest developed in measuring opinions and
other subjective states, surveyors became interested in
question wording. Since the 1930s, systematic efforts have
been made to develop questions and answer choices on
questionnaires that are relevant, understandable, and
unambiguous.

Types of data collected by sample surveys include, for
example: beliefs, attitudes, values, resource possession,
socioeconomic status, time use, characteristics of mem-
bers of social networks, and self-reports of behavior.
Surveys frequently contain scales of items designed to
measure concepts that are multidimensional. Many of
these scales have been validated in prior research and have
a solid track record in terms of reliability. Survey data also
lend themselves to sophisticated types of statistical 
analyses.

All surveys, however, contain a certain amount of
error. The term measurement error refers to those errors
directly associated with the questions in the questionnaire.
Two types of measurement error exist: systematic error
(the respondent falsely reports drinking alcohol infre-
quently) and random error (a fatigued respondent mistak-
enly checks the wrong answer to a question).

TYPES OF SURVEYS

The variety of survey modes include: (1) self-administered
questionnaires; (2) telephone and other communication-
assisted interviewing surveys; and (3) personal or face-to-
face interviews. These types differ in terms of the amount
of motivation a respondent must have in order complete
a given survey, cost, research staff requirements, and
length and complexity. Personal interviews, for example,

can be longer and more complex than self-administered
questionnaires. Additional complexity is added to this pic-
ture by means of technological intermediary delivery
devices, such Internet/Web site surveys and computer-
assisted interviewing. In addition, mixed mode surveys,
which use two or more survey types, are used to increase
response rates across differing subpopulations and across
differing data collection needs. Thus some respondents fill
out questionnaires while others are interviewed by tele-
phone or in person. Mixed modes can be used with the
same respondents in which, for example, subjects are
interviewed about their health and other topics and then
those subjects are asked to maintain a time diary over a
several-day period. Optical scanning technology permits
wider-scale distribution of surveys because of the labor
savings this type of survey represents.

The type of survey employed depends on factors such
as: (1) cost; (2) goals of the survey; (3) length and com-
plexity of the instrument; and (4) accessibility of the pop-
ulation (related to cost). Personal interviews require
trained, well-paid interviewers. Such skilled labor is rela-
tively expensive when compared with minimum wages
offered student workers on college campuses, a frequent
source of interviews for university surveys.

Surveys are conducted by individuals and research
teams; often these surveys are conducted with a small sam-
ple, limiting generalization to larger populations. At the
same time, federally funded national surveys have
increased in number since the mid-twentieth century;
these surveys are conducted across multiple points in time
making possible longitudinal studies and panel studies.
The General Social Survey (GSS) has provided data on
key social issues since 1972. The Current Population
Survey (CPS), an excellent data source regarding employ-
ment issues, has collected data each quarter of every year
since 1937. A time expenditure recall has been added to
the CPS in order to study trends in time use. Other sur-
veys provide data on crime victimization (National Crime
Victimization Survey), families (National Survey of
Families and Households), and health (National Health
Interview; National Health and Nutrition Examination
Survey).

OPEN-ENDED QUESTIONS VERSUS
CLOSE-ENDED QUESTIONS

Researchers are often unsure as to what answer choices to
a given question provide the full range of possible valid
answers. In addition, the provision of such answers by the
researchers is thought by some to bias the answer chosen
by respondents. Under such circumstances, open-ended
questions are utilized. Such questions inquire but provide
no guidance as to what the researcher considers an accept-
able answer. The weaknesses associated with open-ended
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questions include: respondents must be highly motivated
in order to fully access their thoughts; and respondents
may ask for assistance in order for them to provide an
answer. At this point the interviewer is trained in probing,
a technique designed to guide the respondent toward an
answer. However, if the probing comes across in a direc-
tive manner, the respondent may be biased toward provid-
ing an answer that does not represent his or her answer.
There is also debate over the issue of standardized inter-
viewing, during which the interviewer is required to stick
to the “survey text” as written, versus flexible interviewing,
which permits the interviewer to diverge from the survey
text and reword the question when respondents are unable
to understand a given question.

LIMITATIONS

Early-twenty-first-century criticism observes that respon-
dent attitudes often conflict with societal norms. One of
the issues is the discrepancy between the liberal attitudes
that respondents frequently express toward ethnic groups
and the behavior shown by, for example, whites toward
blacks. Social desirability bias may lead to this discrep-
ancy. Equally plausible is the observation from social psy-
chology that norms may conflict with attitudes unless
those norms result from membership in a salient in-group,
according to Katherine White and her colleagues in their
2002 study. Eduardo Bonilla-Silva, in his work Racism
without Racists (2003), suggests the most important rea-
son is that while it is less socially acceptable to express
“prejudicial attitudes,” whites discriminate against minor-
ity groups when their material interests are threatened.
Other problems relate to cognitive issues such as memory;
respondents typically have difficulty remembering details
regarding mundane activities such as eating and remem-
bering activities that have taken place over longer time
periods. Much experimental work is taking place in uni-
versities and other research settings in order to reduce sur-
vey error, including enhancing memory and reducing
social desirability bias. Other problems have to do with
response rates: people are less willing than in the past to
participate in survey research.

THE ISSUE OF CAUSALITY

Social scientists, including those who test hypotheses
using survey data, are frequently accused of making causal
claims inappropriately. Surveys are most often used in a
cross-sectional setting; that is data is collected from the
respondent at one point in time. In his research published
in 2004, Andrew Abbott describes this in terms of “vision
of causality quite dominant in U.S. quantitative research
… arrays causes by their impact on that outcome, explic-
itly separating the immediate from the distant both in
social time and social space” (Abbott 2004, p. 398). At the

same time, survey data can be collected over time, which
allows the study of change over time. A number of large-
scale surveys, including the General Social Survey and the
Current Population Survey, permit such studies.

Time (temporal process) and context are frequently
not captured by survey instruments. However, certain
aspects of time can be captured by having respondents
maintain time diaries. The Current Population Survey
includes a twenty-four-hour time recall. In addition, sur-
vey data may be supplemented with information from
other data sources (observations made of groups and
neighborhoods; secondary data sources such as the Census
of Population) that describe the group, neighborhood,
and societal context, as multilevel statistical models have
demonstrated.

Surveys generally fail to tap issues that may be salient
to the researcher’s goals, but are not captured in the sur-
vey’s questions. Qualitative methods including participant
observation and open-ended interviewing offer a means
for capturing those issues. In some studies, researchers
begin with open-ended interviews and then use informa-
tion (respondents’ word choices; issues that are important
to respondents) to construct a survey instrument. Surveys
also fail to capture historical context. To some degree this
problem can be alleviated by use of historical materials
(including census and other surveys done in the past) to
place survey findings in a broader context.

THE FUTURE OF SURVEYS

With the development of new national surveys designed
to study socioeconomic circumstances and other aspects
of society, the prospects for the availability of national
level data, collected given time periods, are good. Survey
methodology continues to reduce survey error, as Robert
M. Groves and Don Dillman describe in their works.
Other trends suggest problems for survey researchers:
refusal rates to traditional types of surveys have increased
over time. The technology-assisted techniques, while
offering new avenues for obtaining data from hard-to-
reach respondents, appear to have a poor track record in
terms of response rate.

SEE ALSO Data; Methods, Qualitative; Methods, Research
(in Sociology); Survey
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METHUEN TREATY
SEE Corn Laws.

METONYM
SEE Symbols.

METROPOLIS
The term metropolis refers to a giant city, an urban center
that supersedes its more provincial counterparts in popu-
lation, economic strength, and political influence. One
remarkable ancient model was Megalopolis, built in
Arcadia between 371 and 368 BCE. The giant city, both as
an urban form and an idea, runs through much of
recorded history. The Babylon metaphor—known from
the Old Testament and frequently applied to the “New
Babylons” of the nineteenth and twentieth centuries—
describes a place of total chaos and disorder. The persis-
tence of the image indicates the relevance of the negative
connotation attached to the notion of a metropolis; it is a
“parasitic city,” a dangerous entity that rules society with-
out contributing to its wealth and stability. At the same
time, throughout its historical existence the giant city has
had an enormous—and beneficial—impact on the
national or imperial area surrounding it. Often three,
four, or even ten times larger than the second largest city
in the state or empire, the geographers’ “primate city”
invariably becomes the driving force behind economic
and cultural innovation. The European metropolises of
the early modern and modern era in particular may end
up exercising the same positive influence as did London in

the sixteenth and seventeenth, Paris in the nineteenth, and
Los Angeles in the twentieth centuries—by effectively
shaping aesthetic taste and mass consumption patterns
worldwide. This is precisely what happened when an
urban center such as New York City after the Civil War
became, in the words of Lewis Mumford, “an imperial
metropolis, sucking into its own whirlpool the wealth and
the wreckage of the rest of the country, and of the lands
beyond the sea” (Mumford 1945, p. 28). The global influ-
ence, however, often goes hand in hand with negative con-
sequences. A case in point is again New York, a financial
force capable, in 1929, for example, of threatening the
economic stability of the entire world.

The metropolis as a “primate city” gains its dispro-
portionate size and enhanced importance by sharply sep-
arating itself from, and standing above, all other cities in
the area. However, it maintains close ties with giant cities
whose territories are even more extensive. The metropo-
lises, seeing themselves as “world cities”—the term origi-
nated in nineteenth-century Germany—tend to form
interregional and supranational communication net-
works. The idea of the metropolis as the physical represen-
tation of an entire universe (Jerusalem, Rome) has always
been an important part of the way these centers are per-
ceived and thought about. In the age of the Industrial
Revolution, for example, the term Industrial City was gen-
erally applied to them. In spite of the unambiguous indus-
trialization of many of these cities, they did their best to
define their physical appearance more in opposition to the
industrialization than in terms of its inevitable conse-
quences. That is why the modern metropolis may also be
perceived as a work of art, consciously conveying images
of national or imperial glory. An additional frequent
image is that of the chaotic place represented by American
novelist John Dos Passos in Manhattan Transfer (1925)
and Friedrich Anton Christian Lang’s silent film,
Metropolis (1927). Lang’s science fiction vision, also
inspired by New York City under the influence of German
expressionism, depicts alike the magnificent and the
dreadful sides of modernity. The world of the rulers is
characterized by a cityscape with suspended streets, zig-
zagged buildings, and a bustling city; in contrast is the life
of the repressed, poor people, who live underground and
monotonously run the machines that keep the Metropolis
in working order.

SEE ALSO Architecture; Cities; Modernism; Modernity;
Popular Culture; Urban Renewal; Urban Sprawl;
Urban Studies; Urbanization
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MEXICAN AMERICANS
Mexican Americans (also known as Chicanos and
Chicanas) are one of the oldest population groups in the
United States, and simultaneously one of the newest as a
result of ongoing immigration from Mexico. Indeed, the
immigration of Mexicans into the United States is consid-
ered the longest sustained migration of labor anywhere in
the world. The 2005 mid-decade census counted 42 mil-
lion Hispanics in the United States, representing 14.5 per-
cent of the national population. Mexican Americans
represent 64 percent of the total Hispanic American pop-
ulation, or 27 million people.

The historical background of Mexican Americans is
complex due to the mixed heritage that was forged
through mestizaje, or the process that fused Indians,
Europeans, Africans, and Asians biologically and cultur-
ally during three hundred years of colonialism in the
Americas. The indigenous background of Mexican
Americans includes numerous groups from the Mexica
(Aztecs), Maya, and Tarahumara, as well as many of the
indigenous populations of the American Southwest. Long
before the arrival of Europeans in the Americas in the late
fifteenth and early sixteenth centuries, indigenous groups
created magnificent societies that ranged from the Pueblos
of the Four Corners region of the American Southwest to
the Mayan culture of southern Mexico. This diversity cre-
ated for Mexican Americans a multilayered identity based
primarily on Spanish and indigenous culture.

EUROPEAN INVASION

The region known as Mesoamerica, or that area stretching
from central Mexico to the borders of Central America, has
been inhabited by numerous indigenous groups for thou-
sands of years. Indeed, this region is considered one of the
“cradles” of civilization, and saw the emergence of highly
sophisticated and complex societies, such as the Olmecas,
the Teotihuacán, the Maya, the Toltecs, and the Aztecs.
European contact with the Americas began with the arrival
of Cristóbal Colón (Christopher Columbus, 1451–1506)
in 1492. The Spanish invasion and conquest of what is
now Mexico began with the arrival of Hernán Cortés (c.
1484–1547) in the spring of 1519 in what is today
Veracruz. During this period, the Aztec Empire controlled

large areas of the Valley of Mexico. The Aztecs were under
the control of an indigenous group known as the Mexica,
who had migrated from a homeland known as Aztlán
north of the Valley of Mexico. The arrival of Cortés and his
conquistadores led to the downfall of indigenous control of
the region. Initially, the Aztecs were able to repel the
Spanish invasion, but when the Spaniards regrouped and
returned to Tenochtitlán in 1521, they found the Aztec
capital in the midst of an epidemic of smallpox contracted
from earlier European visitors. The Aztecs’ lack of immu-
nity to European diseases decimated the population of the
capital, and with the help of Indian allies, the Spaniards
were able topple the Aztec Empire in August 1521.

EUROPEAN COLONIZATION

The Mexican American experience can be linked directly
to the colonial period by the process of mestizaje. This
process also included the mixing of Africans with
Europeans and Indians. Mestizaje created not only multi-
ple heritages, it layered the Mexican American experience
with multiple identities. In conjunction with the mixing
of various population groups, the colonial Spaniards
developed racial hierarchies that were based on the con-
cept of whiteness. Thus, those who could claim a so-called
pure European ancestry were accorded special privileges
and access to power. In its most basic form, this hierarchy
had peninsulares (Spaniards born in Spain) at the top, fol-
lowed by criollos (Spaniards born in the Americas), mes-
tizos (those of mixed Indian and European descent), and
indigenous people, with blacks at the bottom. This system
was based on class, race, and stereotypes developed by the
Spaniards about mestizos, Indians, and blacks. These posi-
tions were not static, and the Spanish colonial system
allowed for movement up and down this racial hierarchy.
This movement through the hierarchy occurred over time
by the process of miscegenation where offspring could be
“whitened” or the reverse. There are also recorded
instances where colonial subjects paid officials for docu-
ments authenticating their “whiteness.”

Mexican independence from Spain is connected with
the political turmoil in Europe that emerged in the early
nineteenth century. Although Mexico gained indepen-
dence in 1821, the Republic of Mexico was not born until
1824. At the time, Mexico’s territory stretched from the
Pacific Northwest to northern Central America. As a new-
born republic, Mexico faced many challenges from
European and European American powers that coveted
Mexican territory. Not long after gaining independence,
Mexico found itself fighting for its sovereignty in a civil
war in its northern territories in 1836, followed by a war
against the United States from 1846 to 1848.
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THE TEXAS-MEXICAN WAR AND
THE NORTH AMERICAN
INTERVENTION

With independence, Mexico became concerned with pos-
sible invasion not only by the United States but also by
European powers seeking to colonize regions of what is
now the American West. Another concern for Mexico was
the various indigenous groups who were raiding Mexican
settlements in Texas. During this period most Mexicans
refused to settle in Mexico’s northern territories because of
the hostile environment and only a small population
existed in Texas. Mexico addressed some of these worries
by inviting European Americans to settle in the Texas 
territory in the early 1820s under the premise that an
increase in population would create a buffer against 
the United States and other groups vying for Mexican ter-
ritory. Under conditions of colonization European
Americans that settled in Mexico agreed to become
Mexican citizens and swore an oath of loyalty. U.S. citi-
zens jumped at this opportunity, and by the 1830s more
than twenty thousand Anglo settlers, primarily from the
American South, were living in Mexico’s Texas territory,
along with about five thousand of their slaves. Mexican
citizens in the same region numbered fewer than five
thousand. Before long, Mexico became concerned with
the growing Anglo population, and attempted to stem the
flow by outlawing slavery in the Texas territory in 1829
and repealing the colonization law in 1830. When the
central government of Mexico denied the Texas territory
statehood, Anglos and their Tejano allies opted to fight for
independence from Mexico.

The 1836 Texas-Mexican War lasted a few short
months, but in the end Texas gained its independence
from Mexico and for nine years was an independent
nation. The Texas-Mexican War—in particular the battles
at the Alamo, Goliad, and San Jacinto—led to a lasting
animosity between Mexicans and Anglos. On April 21 at
San Jacinto, Anglo forces crying “Remember the Alamo”
massacred over seven hundred Mexican soldiers in retalia-
tion for the earlier Anglo defeat at the Alamo. The defeat
of the Mexican Army at San Jacinto and Texas’s declara-
tion of independence did not prevent Mexico from con-
tinuing to claim the Texas territory. When the United
States annexed Texas in 1845, Mexico considered it an act
of aggression and intervention.

The American government’s annexation of Texas was
part of a grand design of invasion, conquest, and move-
ment toward the Pacific Ocean. This movement was
imbued with the notion of manifest destiny, in which the
United States and its citizens believed that God had given
the nation a mission to spread democracy throughout
North America. This concept also encompassed ethnocen-
tric views of non-Europeans, and was thus inherently

racist. When Mexico refused to sell California to the
United States during this period, the American govern-
ment, determined to gain this land, used a skirmish
between U.S and Mexican troops along disputed territory
in Texas as a pretext to declare war on Mexico.

The Mexican-American War (1846–1848) left thou-
sands dead on both sides. The United States occupied the
remaining northern territories of Mexico, and U.S. troops
laid siege to Mexico City. The war ended on February 2,
1848, with the Treaty of Guadalupe Hidalgo, which gave
California, Arizona, New Mexico, Colorado, Nevada,
Utah, and parts of Colorado and Wyoming to the United
States. More than 100,000 Mexicans remained in these
conquered territories and became U.S. citizens. The treaty
included a number of articles to protect the liberties of
these new Mexican Americans, but like other treaties
signed by the U.S. government, these provisions were
mostly ignored or circumvented. Article X of the treaty,
which would have protected all titles to land grants issued
by the Spanish and Mexican authorities, was eliminated
by the U.S. Senate. As a result of the war, Mexico lost
approximately half of its territory to the United States,
leaving a legacy of animosity between the two nations.
The Mexican American experience within the confines of
the United States begins during this period.

THE TRANSFORMATION

Between 1848 and 1910, the lives of Mexicans and their
descendants in the conquered territories underwent a pro-
found change. Mexicans lost millions of acres of land to
the U.S. government, land speculators, railroads, industri-
alists, thieves, and squatters, whose efforts were abetted by
the U.S. judicial system. This enormous loss of land cre-
ated a Mexican American population that was displaced
from the small farms where they made a subsistence liv-
ing. By the beginning of the twentieth century, most had
become day laborers.

Structural changes also occurred at the social level. As
more Anglos arrived in the conquered territories, the cul-
ture and customs of Mexicans diminished, while those of
the new Anglo settlers became dominant. Over time, the
majority of Mexican Americans began to lose position in
the social, economic, and political structure of the United
States. However, a small elite class of Mexican Americans
that resided in enclaves in Texas, New Mexico, and south-
ern California was able to maintain its viability at all lev-
els through strong economic interests.

Furthermore, as racial animosity and oppression
increased, many Mexicans in the conquered territories
resorted to resistance, which has often been labeled by
Anglos as banditry. Such individuals as Josefa, who in
1851 became the first woman lynched in California, 
resisted oppression by defending herself against Anglo
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aggressors, killing an attacker. Others, including Turbucio
Vasquez and Juan Cortina and a group known as Las
Gorras Blancas (“The White Caps”), resorted to armed
resistance and rebellion to challenge Anglo hegemony in
the conquered areas. State and territorial governments
reacted by unleashing such units as the Texas Rangers to
indiscriminately round up and kill Mexicans. Similar
organizations were raised in Arizona and California.
Anglo hegemony of the region included not only political
control, but also an ideological philosophy that viewed all
non-Europeans as inferior. The Mexican American experi-
ence in the second half of the nineteenth century was
marked by racial strife.

CITIZENSHIP

Although the Treaty of Guadalupe Hidalgo conferred U.S.
citizenship on Mexicans living in the conquered territo-
ries, Mexican Americans were often denied the rights of
citizens. Like American blacks and indigenous groups,
they were relegated to a second-class status. The govern-
ment of California, for example, made attempts in the
early twentieth century to reclassify Mexican Americans as
Indians so they could be denied their legal rights.

It was counter to the prevailing ideology of the period
to grant U.S. citizenship to individuals who were consid-
ered nonwhite. However, there was a question in the
minds of the American public: Were Mexicans “white” or
not? This question plagued Mexicans in the United States
well into the twentieth century. The Mexicans that were
incorporated into the United States in 1848 were not nat-
ural-born citizens of the country, and therefore did not fall
under jus soli, a British common law used by the United
States that stipulated that citizenship is granted to those
born within the nation’s jurisdiction. But this concept did
not include racial minorities for the first one hundred or
more years of U.S history, and jus soli did not become
part of the organic law of the United States until after the
Civil War (1861–1865) and the adoption in 1868 of the
Fourteenth Amendment to the U.S. Constitution. The
“whiteness” of Mexicans became an important legal ques-
tion when Mexican immigrants began to enter the United
States in larger numbers in the late nineteenth century.
The Treaty of Guadalupe Hidalgo, as well as state and ter-
ritorial constitutions, clearly included resident Mexicans
as citizens. What remained unclear was whether or not
Mexicans fit the legal definition of white in accordance
with the 1870 Naturalization Act, which stipulated that a
“white person” and “persons of African nativity, or African
descent” could become naturalized citizens of the United
States, but not others. This question was finally addressed
in 1897 in a Texas federal court.

In the 1897 case, known as In re Rodriguez, Ricardo
Rodriguez, who had resided in San Antonio, Texas, for ten

years, petitioned the court to grant him naturalization.
The court described Rodriguez using language typical of
the day, pointing to various phenotypes to label him
Indian or Asian, but not white. Rodriguez described him-
self as “pure-blooded Mexican,” meaning neither purely
Spanish nor purely Indian. One court brief characterized
him as Asian by referring to the so-called Bering Strait
hypothesis, according to which Indians originated in Asia
and walked across an ice-bridge between present-day
Russia and Alaska tens of thousands of years ago. Since
Indians and Asians were barred from naturalization,
attempts were made to categorize Rodriguez into one of
those groups. In the end, the court relied on legal prece-
dent, treaties that affirmed the citizenship of Mexican
Americans, and various constitutions, such as that of the
Republic of Texas, which conferred citizenship upon
Mexicans in 1836. The court stated, “Citizens of Mexico
are eligible for American naturalization, and may be indi-
vidually naturalized by complying with the provisions of
our laws.” The court did not confer “whiteness” on
Mexicans, but stated “if the strict scientific classification
of the anthropologist should be adopted, he [Rodriguez]
would probably not be classified as white.” Thus, with ref-
erence to Mexicans and naturalization, the courts decided
to use national origin, rather than race. However, despite
the admission of Rodriguez to citizenship, Mexicans in
the United States suffered considerable legal repression in
the decades after the U.S. conquest and well into the
twentieth century.

THE MEXICAN REVOLUTION AND
MEXICAN IMMIGRATION

By the beginning of the twentieth century, the Mexican-
descent population in the United States was estimated at
between 380,000 to 560,000, with the majority living in
the Southwest. The first four decades of the twentieth cen-
tury had a profound effect on Mexican Americans and
Mexican immigrants. The discontent of the Mexican pop-
ulation exploded into the first revolution of the twentieth
century in 1910. By 1911 Mexican president Porfirio
Díaz (1830–1915) was forced into exile and Mexico was
plunged into a violent political struggle among numerous
factions that continued for over a decade.

While Mexico was engaged in civil war, the United
States was developing the Southwest. The impact of the
Mexican Revolution and U.S. economic development of
the Southwest resulted in: (1) more than 500,000
Mexicans immigrating to the United States as war
refugees; (2) U.S. agricultural growers and other indus-
tries drawing Mexican laborers into such states as
California and Arizona; and (3) an increase in the
Mexican population along the border region, leading to
the first large-scale exodus of Mexicans to other parts of
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the United States, including the Midwest, the Rocky
Mountain region, the Pacific Northwest, and as far east as
Pennsylvania and New York.

By the early 1920s the Mexican population in the
United States was estimated by the Census Bureau at
766,000. However, many sources consider this figure to
be an undercount because the census only counted
Mexican immigrants and the first generation of U.S.-born
Mexicans. Overall, Mexicans accounted for roughly 2 per-
cent of all immigrants entering the United States during
the decade leading up to 1920. However, this period also
saw a rise in nativism and the passage of legislation aimed
at curtailing the arrival of “undesirable” immigrants. The
categorization of “undesirability” can be traced to the
eugenics movement of the early twentieth century, when
groups of scientists and such individuals as Charles
Davenport (1866–1944) and Harry Laughlin (1880–
1943) promoted a theory of racial betterment that became
known as scientific racism.

The height of the influence of the eugenics move-
ment came with the passage of the 1924 U.S.
Immigration Act, which essentially halted immigration
from eastern and southern Europe. According to the views
of eugenicists, these groups represented a pollutant to the
gene pool of the United States, and their immigration
needed to be restricted. Immigrants from the countries of
the Western Hemisphere were not included in this legisla-
tion because of the U.S. need for a reliable and temporary
workforce, primarily from Mexico. However, beginning in
1925, Mexican immigration became the next target of
opportunity for exclusion. From this period until the end
of the 1920s, numerous congressional hearings were held
to determine the “desirability” of Mexican immigrants
and whether an immigration quota should be attached to
Mexico. By 1930 the Mexican-origin population in the
United States had grown to approximately 1.5 million.
The Great Depression of the 1930s brought to a tempo-
rary conclusion the discussion on Mexican immigration.

THE DEPORTATIONS OF THE 1930s

Regardless of the rationalization that has been used to
explain the repatriation and deportation of Mexicans in
the 1930s, the fact remains that 360,000 to 500,000 indi-
viduals of Mexican origin were deported or strongly
encouraged to leave the United States. At least half of
those deported or repatriated were U.S. citizens whose
constitutional rights were thus violated. The 1930s were
not an aberration: deportations of Mexicans had begun as
early as the 1920s when the U.S. experienced a recession.
Close to one million Mexicans may have been deported
during the 1920s and 1930s.

Yet, not all Mexicans were victims of these deporta-
tions. In fact, as Mexicans in such cities as Detroit and

Chicago were being deported, Mexican labor was badly
needed to harvest crops in California, Idaho, and else-
where. During the 1930s, Mexican Americans became
heavily involved in U.S. labor issues, as exemplified by the
efforts of activists such as Emma Tenayuca (1916–1999),
who organized a strike in 1938 at the Southern Pecan
Shell Company in Texas. Throughout the country, the
Mexican American community resorted to insulation and
mobilization as protection from the economic fallout of
the Great Depression. The 1940s brought further change
for the Mexican American community.

WORLD WAR II AND THE MEXICAN
AMERICAN GENERATION

The entry of the United States into World War II
(1939–1945) changed the lives of Mexican Americans
dramatically. As the United States mobilized for the war,
more than 500,000 Mexican Americans either were
drafted or volunteered for service. Mexican American men
and women served with distinction, earning the highest
percentage of medals of honor of any minority group.
Mexican nationals known as braceros (“those who work
with their arms”) also served with distinction on the home
front. The Bracero Program was initiated in 1942 to fill a
labor shortage in the United States. Although braceros
came from such places as Puerto Rico, Haiti, and
Newfoundland, the overwhelming numbers were
Mexican nationals. The Mexican braceros worked prima-
rily in the agriculture and railroad industries throughout
the war period. Due to easy access to a supply of labor,
growers petitioned the U.S. government to extend the
bracero program beyond the war years. The U.S. govern-
ment agreed, but after 1947 growers were responsible for
the transportation to and from Mexico. Between 1942
and 1964 approximately five million Mexican braceros
entered the country under contract for six to twelve
months. When their contract expired they were returned
to Mexico. Congress, under pressure from various groups
and unions, allowed the program to expire on December
31, 1964. There is a direct correlation between the con-
clusion of the bracero program and the increase in undoc-
umented immigration from Mexico. However, because
the program brought in a temporary and cheap labor
force, it continued to operate after the war, and lasted
until 1964. In addition, Mexican Americans throughout
the country were mobilized to work for war industries.
Mexican American women were prominent in these
industries, earning the moniker Rosita the Riveter.

However, as Mexican American servicemen and
women were fighting for liberty and democracy, many
Mexican Americans in the United States were not afforded
basic civil liberties. Segregation was rampant and Jim
Crow laws prevented Mexican Americans from entering
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many establishments in the Southwest. During the war,
intense racism against Mexicans became manifest in riots
instigated in Los Angeles, California, between June 3 and
9, 1943 by U.S. military personnel. The primary targets
of these riots were Mexican American youth wearing zoot
suits, whose apparel was seen as not conforming to cul-
tural norms. Large groups of U.S. sailors rampaged
through barrios seeking Mexican American men and
women to assault. When the riots ended on June 9, 1943,
hundreds of Mexican Americans had been violated, but
they were blamed by the police and media for starting 
the riots.

The end of the 1940s brought significant victories
against the segregation of Mexican American schoolchil-
dren. A 1948 district court decision, Delgado v. Bastrop,
made it illegal to segregate children of Mexican descent in
Texas schools. This and other accomplishments of the
1940s, plus the return of Mexican American war veterans,
set the stage for additional civil rights struggles in the next
decade.

THE MEXICAN AMERICAN CIVIL
RIGHTS MOVEMENT

By the 1950s the Mexican population in the United States
had reached approximately 2.2 million. Texas and
California had the largest population of Mexican
Americans, and although Mexican Americans were dis-
persed throughout the United States, the largest concen-
trations continued to reside in the five southwestern
states. The small gains achieved by the Mexican American
community during the 1950s were overshadowed by con-
tinuing residential segregation and a lack of housing,
racism, job discrimination, segregation and disparities in
education, attacks on Mexican American unions, and
poverty.

Despite being oppressed, one of the singular charac-
teristics of the Mexican American community has been its
resiliency. Since the nineteenth century, Mexican
Americans have resisted oppression at every opportunity.
During the twentieth century, such organizations as the
League of United Latin American Citizens (LULAC), La
Confederación de Uniones de Campesinos y Obreros
Mexicanos (the Confederation of Mexican Farmworkers
and Laborers Unions, CUCOM), the American G.I.
Forum, and the United Cannery, Agricultural, Packing,
and Allied Workers of America (UCAPAWA) fought for
the civil rights of Mexican Americans on a variety of
fronts. Dennis Chávez Jr. (1888–1962) was elected a U.S.
senator from New Mexico in 1936 and held the seat until
his death in 1962. In California, Edward R. Roybal
(1916–2005) became an influential politician at the grass-
roots level, and rose to national prominence when he was
elected to Congress in 1962.

For a small segment of U.S. society, the 1950s repre-
sented a period of conformity, upward mobility, and secu-
rity. But for others, including most Mexican Americans,
the 1950s was characterized by government attacks 
on unions. Luisa Moreno (1907–1992), a Latina labor
activist, was deported by the U.S. government in the
1950s for alleged ties to the Communist Party and so-
called un-American activities. Furthermore, as civil liber-
ties were diminished and “witch hunts” for suspected
communists curtailed activism, Mexican immigrants were
again rounded up and deported under a military action
dubbed Operation Wetback. Despite the landmark court
case of Brown v. Board of Education (1954), which called
for the desegregation of educational institutions nation-
ally, Mexican Americans continued to find themselves
marginalized. In 1950 the average median education for
Mexican Americans was 6.1 years, compared to 11.8 for
European Americans.

In reaction to widespread racial discrimination, some
Mexican Americans demanded to be classified as white. A
number of civil rights organizations, however, sought legal
relief from racial discrimination by petitioning the courts
to classify Mexicans and Mexican Americans as ethnically
and linguistically distinct and nonwhite (Martinez 2001,
p. 76). The landmark case of Hernández v. Texas (1954)
officially classified Mexican Americans as a distinct ethnic
group, opening the way for lawsuits fighting racial dis-
crimination under the Fourteenth Amendment.

Labor issues were another major concern for Mexican
Americans during the 1950s, but gains were few.
However, the 1950–1951 “Salt of the Earth” strike by the
International Union of Mine, Mill, and Smelter Workers
against Empire Zinc Company of Silver City, New
Mexico, was a significant victory during a decade of union
busting by the government. Mexican American political
activists also became more visible during this decade.
Groups such as La Alianza Hispano-Americana (the
Hispanic-American Alliance), the Community Service
Organization (CSO), LULAC, the American G.I. Forum,
and an umbrella organization called the National Spanish-
Speaking Council all continued to develop grassroots
movements to bring about change within and outside of
the Mexican American community.

According to the 1960 U.S. Census, there were
approximately 3.5 million Spanish-surnamed persons in
the United States, residing primarily in the Southwest.
The per capita annual income for Mexican Americans at
this time was $968, compared to $2,047 for European
Americans. The median educational attainment for
Mexicans was 8.1 years of education, compared to 12.0
for European Americans. Mexican Americans also had
higher unemployment rates, higher poverty, and less
access to adequate housing. The 1960s also saw discontent
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among Mexican Americans with the increasing involve-
ment of the United States in Vietnam and continued ne-
glect at all levels of education. In addition, social and 
economic inequality continued unabated, and Mexican
Americans struggled to make their voices heard in
national politics.

It was during this period that a significant portion of
the Mexican American community emerged to challenge
the status quo. Along with a new approach to the issues
faced by Mexican Americans, the labels of Chicano and
Chicana were adopted when Mexican Americans sought
to embrace their indigenous background. The Chicano
civil rights movement that developed in the 1960s had its
roots primarily in the early twentieth century. The 1960s
represented a continuation of the struggle that had been
fought for generations. Yet this decade also represented a
different approach to the economic, social, and political
issues facing Chicanos. This approach has been charac-
terized as militant and confrontational as Mexican
Americans began to assert their rights and demand equal
treatment. Additionally, the Chicano movement con-
tained strong elements of cultural nationalism as Mexican
Americans began to embrace their indigenous past.

The movement included a variety of organizations
and issues. The ending of the Bracero Program in 1964
had two effects: (1) an increase in the number of Mexicans
entering the United States outside of proper channels; and
(2) a lack of a steady form of cheap Mexican labor that
enabled César Chávez (1927–1993) and Dolores Huerta
to establish the National Farm Workers Association
(NFWA) in 1962. With the help of Filipino workers and
the Agricultural Organizing Committee (AWOC) Chávez
and Huerta organized the first major strike in 1965
known as the Delano Grape Strike, which lasted five years.
This organization championed the rights of agricultural
workers throughout many regions of the United States. In
1966, the NFWA and AWOC merged to become the
United Farm Workers and the symbol for the Chicano
movement.

Reies López Tijerina founded La Alianza Federal de
Mercedes (the Federal Alliance of Autonomous Land
Grants) in 1962. Tijerina’s objective was to reclaim land
grants that were stolen by a variety of groups, organiza-
tions, and institutions in New Mexico after 1848. La
Alianza used a variety of tactics that included occupying
Carson National Forest in northern New Mexico, arrest-
ing game wardens, and confronting authorities who
attempted to impede these actions. Tijerina was eventually
arrested for inciting a riot and sentenced to three years in
prison. However, his efforts in New Mexico brought
national exposure to the Chicano movement, and other
organizations emerged as a result.

Two other interrelated groups that emerged in the late
1960s had a profound influence on the Mexican American
experience. In 1969 the Crusade for Justice, an organiza-
tion established by Rodolfo “Corky” Gonzales
(1928–2005), held the First National Chicano Youth
Liberation Conference in Denver, Colorado. From this
meeting came an important manifesto for self-determina-
tion, El Plan Espiritual de Aztlán (the spiritual plan of
Aztlan), which described the American Southwest as the
symbolic homeland of Mexican Americans. The manifesto
took its name from the Mexica place of origin, Aztlán, and
adopted the term Chicano as a symbol of resistance.
During this period, La Raza Unida Party (LRUP) was
established by Luz Gutiérrez and José Angel Gutiérrez in
Crystal City, Texas. LRUP became an important political
party in many regions of the American Southwest, win-
ning a number of local and regional elections.

The Chicano movement reached its height with the
August 1970 moratorium against the Vietnam War
(1957–1975). The disproportionate number of Chicano
casualties resonated throughout the community. Mexican
Americans in the 1960s represented only 8 percent of the
population of the Southwest, yet accounted for 20 percent
of all casualties in Vietnam. Thousands of Chicanos and
Chicanas from throughout the country marched in Los
Angeles demanding policy changes ranging from a reduc-
tion in the number of Chicanos serving in Vietnam to the
opening of higher education to more Mexican Americans.
The moratorium, like the military riots of the 1940s,
turned into chaos when police officers attacked the peace-
ful marchers. In the end, many Chicanos and Chicanas
were injured, and Los Angeles Times reporter Rubén
Salazar (1928–1970) was killed when Los Angeles Sheriff
deputies fired a tear gas canister into a crowded bar hitting
Salazar in the head. The brutality of the police left many
of the marchers further disillusioned.

Overall, the Chicano movement had a lasting impact.
Mexican Americans realized that the community could be
mobilized, and important organizations, such as the stu-
dent group El Movimiento Estudantil Chicano de Aztlán
(the Chicano Student Movement of Aztlán), were created.
Mexican American culture and history became more open
and prevalent throughout the country. The UFW remains
vital to agriculture workers in the contemporary period.
LRUP remained relevant until the mid-1970s. The
Crusade for Justice receded to Colorado, but continues its
activism. And Tijerina’s movement spawned lawsuits from
Mexican American families to reclaim their land from the
U.S. government.

THE CONTEMPORARY PERIOD

In 1980 the U.S. Census Bureau began to use the term
Hispanic for Mexican Americans. The 1980 Census

Mexican Americans

124 INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION



counted 8.7 million Mexican Americans in the United
States, and by 1990 that population had risen to 13.5 mil-
lion. Between 1980 and 1990, the overall Hispanic popu-
lation grew by 42 percent, approaching almost 10 percent
of the nation’s population. The unemployment rate for
Hispanics was 11.9 percent in 1990, which was lower
than the 16.5 percentage of 1980 but higher than the
national average of 7.1 percent. According to census
reports, 50 percent of Hispanics over twenty-five years of
age had high school diplomas, compared to 82 percent of
non-Hispanics of the same age. Furthermore, the median
income for Mexican Americans remained lower and
increased less than non-Hispanics during the 1980s.

Geographically, the number of Mexican Americans
increased in regions outside of the American Southwest.
In 1990 Washington state had the tenth-largest Mexican
American population in the United States at 155,864. In
the Midwest, states such as Illinois (623,688) and
Michigan (132,312) had significant clusters of Mexican
Americans. New York (93,244) and Florida (161,499)
also saw sizeable increases in their Mexican American pop-
ulations. These increases were largely the result of a dra-
matic rise in Mexican immigration to the United States
between 1970 and 1990.

The Mexican-origin population in the United States
saw a further surge between 1990 and 2000. By 2005, the
Mexican American population in the United States had
reached twenty-seven million, not including a sizeable
number of undocumented Mexican immigrants, esti-
mated at between ten and twelve million. This increase
has resulted primarily from high immigration rates, but
also from high fertility rates among the young Latino
American population, whose median age is twenty-five
years compared to thirty-six for white Americans.
According to the 2000 U.S. Census this population
increase has made Hispanics the largest minority group in
the country and the second-largest labor force at 13 per-
cent, after whites. However, 36 percent of the Hispanic
labor force lacks a high school diploma, compared to
fewer than 9 percent of non-Hispanic workers. This trans-
lates into Mexican Americans working in low-skilled jobs
in areas such as private household services, construction,
agriculture, forestry and fishing, and manufacturing.

The distribution of the Mexican population has
reached virtually every region of the country. Some of the
largest increases have occurred in the American South,
where economic opportunities have drawn many
Mexicans. States that saw rapid and sizeable increases were
Oregon, Washington, Nevada, Georgia, North Carolina,
Virginia, and Massachusetts. The fast growth of the
Hispanic population has also increased the number of
Hispanic schoolchildren in U.S. schools. By 2005 there
was a noticeable increase in the number of Hispanics

completing high school and enrolling in college; however,
Latinos continue to lag behind white students at all key
milestones of their educational journey (Pew Hispanic
Center 2005, p. 3).

Since a large portion of America’s Mexican-origin
population is made up of either recent arrivals or first-gen-
eration citizens, assimilation is a factor in various eco-
nomic indicators. The process of assimilation, whereby
immigrants and their offspring adopt some of the values,
beliefs, and behaviors more characteristic of mainstream
U.S. culture, is not monolithic, and some individuals
change more than others. Studies completed by the Pew
Hispanic Center (2005) have shown that the attitudes of
Hispanics who speak primarily English are much more
like those held by non-Latinos than are the attitudes of
Spanish-dominant Latinos.

The immigration debate in the United States has
been a major issue since the 1980s, and Mexicans and
Mexican Americans have felt the impact of increasingly
restrictive immigration laws, including the 1986
Immigration Reform and Control Act, California’s 1993
Proposition 187, and the 1996 Illegal Immigration
Reform and Immigrant Responsibility Act. These were
followed by post–September 11 hysteria over immigration
and the 2006 Secure Fence Act. Latinos nationwide
responded to this immigration backlash by holding large
rallies that attracted millions in the spring of 2006, a
demonstration that was dubbed “A Day Without a
Mexican.”

However, the long-established Mexican American
community has made great gains in the political arena,
and Mexican American politicians have become influen-
tial at the local, regional, and national levels. The ability
of the community to mobilize and organize constituents
was vital in electing Mexican Americans to office. There
are 24 members of the 109th Congress of the United
States out of 435 total members. In the House of
Representatives there are nineteen Democrats and five
Republicans of Hispanic origin, and two U.S. Senators of
Hispanic descent (one Democrat, one Republican). In
Texas, Mexican Americans hold 20 percent of state house
seats and 19 percent of all state senate positions in 2007.
In California, Mexican Americans hold over one-fourth of
all Senate seats as of 2007. In the California Assembly,
Mexican Americans hold 25 percent of the seats as of
2007. However, according to the current census figures,
Hispanics comprise 35 percent of California’s total popu-
lation. California also has elected a number of Mexican
American women into the U.S. Congress, including
Loretta Sanchez, first elected in 1997. In 1999 California
voters elected Cruz Bustamante as the first Mexican
American lieutenant governor of the state since 1875, and
in 2005 the city of Los Angeles elected Antonio

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 125

Mexican Americans



Villaraigosa as the first Mexican American mayor since
1872. Most of these politicians ran on Democratic Party
tickets.

Since the 1980s the Republican Party has also made
gains within the Mexican American community.
However, George W. Bush’s presidency, the wars in
Afghanistan and Iraq, and the Republican Party’s position
on immigration has slowed any momentum the party may
have enjoyed shortly after 2000. Overall, it is clear that
people of Mexican origin are becoming a strong demo-
graphic and political force in the United States. The pro-
jected demographics indicate that Latinos will constitute
25 percent of the U.S. population by 2050, a population
growth that should translate into stronger political power.
Simultaneously, Mexican Americans will continue to face
many of the challenges of the previous decades, but they
will confront those challenges with the same resiliency
that carried them through adverse conditions in the past.

SEE ALSO Annexation; Brown v. Board of Education,
1954; Brown v. Board of Education, 1955; Chávez,
César; Colonialism; Hernandez v. Texas;
Immigration; Latinos; Malinchistas; Mexican
Revolution (1910–1920); Politics, Latino; Protest;
Social Movements
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Jerry Garcia

MEXICAN-AMERICAN
WAR
The Mexican-American War commenced on May 13,
1846, after President James Knox Polk (1795–1849) pres-
sured Congress for an immediate declaration of war on
Mexico. The road to war with Mexico represents a com-
plicated period in U.S. history. By late 1845 political
upheaval between the Whigs and the Democrats had
reached a crescendo in Congress. The most pressing polit-
ical issue surrounding war with Mexico had been the
potential expansion of slavery to the U.S. Southwest.
Many prowar congressional leaders favored battle as a
means by which they could increase the influence and
lucrative potential of slavery; meanwhile other hawkish
war supporters understood the conflict to be a moral
struggle for the purpose of spreading freedom and liberty
in the absence of servitude. Former president John
Quincy Adams (1825–1829), an ardent antislavery advo-
cate, became one of the few voices of dissent in the House
of Representatives then dominated by congressmen argu-
ing for war.

By 1803 Texas had become a disputed territory
between the United States and Mexico. Many Americans
loudly proclaimed Texas a part of the Louisiana Purchase
brokered by President Thomas Jefferson on April 30,
1803. In 1821 Mexico achieved independence from
Spanish control. Most of the Spanish leaders, pejoratively
labeled gachupines, were deposed, and in their place native
mestizo rulers assumed control of the government.
(Gachupines were native Spaniards who oppressed,
enslaved, and exploited indigenous Mexicans. This is a
pejorative term referring to Spanish imperialists, similar to
the word gringo.) The mestizos became known as criollos,
most of whom demonstrated ineptitude due to their ini-
tial inexperience at governing, for under Spanish rule few
indigenous citizens had achieved positions of power
(Faulk and Stout 1973, p. xiii). Political turmoil and
chronic factionalism followed the Mexican independence
movement. Approximately thirty-six changes in leader-
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ship occurred between 1833 and 1855. The military
remained dominant in political affairs, a circumstance
that facilitated the rise of Mexican general turned presi-
dent Antonio López de Santa Anna (1794–1876), who
was elected president of Mexico by a majority vote in
1833. Santa Anna began his military career in 1810 as a
cadet under the command of Joaquín de Arredondo.
Mexican historians differ on whether he was vulgar and
corrupt or a brave and skillful leader.

Provoked by the aggressive movements of volunteer
soldiers from Texas in 1836, the fiery Santa Anna set his
sights on attacking Texan forces garrisoned at the Alamo
mission in San Antonio. A bloody battle ensued at the
Alamo. The most popular American interpretation of this
incident depicts a small but death-defying American force
of roughly three hundred soldiers led by Sam Houston
and Davy Crockett pitted against Santa Anna’s roughly
eight thousand bloodthirsty attackers (Mexican historians
present a significantly different version of the battle). The
battle officially lasted for thirteen days, from February 23
to March 6, 1836. There is some debate as to whether the
Mexican general ordered the execution of American forces
surrendering peacefully or if the Americans chose to fight
until the bitter conclusion. The undeniable historical
result of this tragic event is that no Americans were left
alive. Consequently Santa Anna became a virtual public
enemy in the United States.

While the battle raged at the Alamo, a group of sixty
councilmen representing the U.S. citizens of Texas gath-
ered at the “General Convention” in the town of
Washington and unanimously declared independence. All
sixty signatories to the Texas Declaration of Independence
(March 2, 1836), including Sam Houston, declared their
independence from the “evil rulers” who brought “oppres-
sion” and removed even “the semblance of freedom.”

Compassion among U.S. observers of the Texans’
struggle further developed because of Mexico’s Goliad
campaign of 1836 (also referred to as the “Goliad mas-
sacre”). This event has taken second place to the Alamo in
American memory. One of Santa Anna’s commanders,
General José de Urrea (1795–1848), succeeded in taking
prisoner 230 American soldiers who surrendered volun-
tarily on March 20, 1846. Santa Anna betrayed Urrea’s
promise of their safety by ordering the execution of many
of the unarmed Texas fighters. Their deaths were justified
by Santa Anna, who labeled them “foreign pirates” who
had attacked a sovereign government without legal cause
(Faulk and Stout 1973, p. xv).

At the battle of San Jacinto on April 21, 1836, Santa
Anna’s forces suffered defeat at the hands of an outraged
Texan army. Santa Anna sought to avoid capture and pun-
ishment by dressing in plain clothing and hiding in the
fields. Eventually U.S. forces recognized and seized him.

This battle for all intents and purposes secured Texan
independence and halted Santa Anna’s onslaught. In 1836
Anglo-Americans residing in Texas declared indepen-
dence. Mexican leaders immediately recognized the dan-
ger in the United States receiving an unfettered pass to
annex the former Mexican territory. Many feared the U.S.
spirit of expansion would whet the appetite of expansion-
ists in Congress and expedite the annexation movement.

Meanwhile, in order for Mexican leaders to maintain
power, they had to continually promise embittered con-
stituents a reconquest of Texas. Mexico refused to
acknowledge Texas as an independent state and asserted
both its claims to the disputed territory and its willingness
to defend against U.S. violation of its sovereignty.
Nevertheless, the U.S. government did not express an
absolute commitment to sending military forces to defend
Texas against an onslaught. This prompted volunteer sol-
diers, also known as “soldiers of fortune,” to flood into the
disputed region (Haynes 2002, p. 115). Despite promises
to recover San Antonio and other lost territories, Mexico’s
promised assaults failed to materialize. In early 1845 the
voters of Texas approved the Annexation Ordinance,
which prompted a congressional authorization known as
the Joint Resolution to Admit Texas as a State; this was
subsequently signed into effect by President Polk on
December 29, 1845. Northern abolitionists feared that
the admittance of Texas into the Union would encourage
the expansion of slavery and destabilize the nation. John
R. Collins writes that “a small group of Whig abolitionists
… viewed the war as a ‘slavocracy conspiracy’” (Faulk and
Stout 1973, p. 70).

Born in Mecklenburg County, North Carolina, in
1795, Polk became president of the United States in 1844.
His political platform consisted primarily of a belligerent
attitude toward Mexico’s reluctance to relinquish the
southwestern territories and an aggressive stance toward
Great Britain, who refused to budge on the issue of shar-
ing or relinquishing the Oregon Territory. As a candidate
for president, Polk had promised both to reannex Texas
and to occupy Oregon from the California boundary to
the 54'40" latitudinal line. At this time the theory of man-
ifest destiny was on the rise. The term, coined by the
influential Democratic writer and strategist John L.
O’Sullivan, addressed the right of the United States to
spread freedom and liberty across the North American
continent. Supporters of this ideology believed that God,
or divine Providence, had empowered the American peo-
ple with the ability to conquer the continent and thereby
civilize and Christianize the world. Although not com-
pletely materialized by 1844, the spirit of manifest des-
tiny, teamed with Polk’s campaign promises, seemingly
offered a mandate to the incipient president to engage
those who stood in America’s pathway to continental
dominance.
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The United States persisted in its assertion that the
Rio Grande represented the legal southern border of
Texas, despite the obvious lack of evidence to validate the
claim. Polk dispatched minister plenipotentiary John
Slidell (1793–1871) to Mexico with the express purpose
of settling the border dispute in favor of the Rio Grande
rather than the Nueces River, as demanded by the
Mexican government. Slidell was also instructed to pur-
chase New Mexico and California. At least two previous
presidential administrations, those of John Quincy Adams
and Andrew Jackson, had sent negotiators to purchase
Texas and possibly the surrounding territories from
Mexico; their offers were soundly rejected and seemed
only to antagonize Mexican leaders. Polk offered $5 mil-
lion to redraw the boundary of Texas to the Rio Grande
and $25 million for the California Territory. The Mexican
government repudiated Slidell and the offer.
Consequently President Polk decided to station General
Zachary Taylor (1784–1850) with U.S. forces along the
Rio Grande. In turn Mexican general Mariano Arista
(1802–1855) guarded the Mexican side of the river.
Border provocations on April 24 and the refusal of the
Mexican government to negotiate with the president’s
ambassador instigated war. After President Polk delivered
a war message to Congress, the United States officially
declared war on Mexico on May 13, 1846.

Combat had already commenced, with Colonel
Stephen Kearny’s Army of the West traveling to New
Mexico and then to California to secure those territories
for U.S. migration and General Zachary Taylor’s army
crushing the Mexican forces in battles at Palo Alto and
Resaca de Palma. Kearny fully controlled Santa Fe by
August 18, 1846. In California a group of American set-
tlers, along with an exploring party led by John C.
Frémont (1813–1890), joined Kearny in what became
known as the “Bear Flag Revolution” (Brinkley 2003, p.
352). U.S. soldiers experimented with flying artillery at
Palo Alto, and hand-to-hand fighting erupted at Resaca de
Palma. The U.S. Navy seized control of Monterey and Los
Angeles thanks to Commodore John Drake Sloat
(1781–1867). During these tempestuous days of battle,
the former Mexican general Santa Anna returned from
exile to prepare an army of roughly twenty thousand men
with the express purpose of fighting the invaders until any
defense would become untenable. Enthusiasm for war in
the United States led to 200,000 volunteers responding to
the secretary of war’s call to arms (Haynes 2002, p. 155).

U.S. forces entered battle outnumbered in almost
every engagement with Mexico (Eisenhower 1986, p. 35).
The most recognizable casualties of war were “Henry
Clay, Jr., and Archibald Yell, former governor of Arkansas
(both at Buena Vista), and Captain Samuel Walker of the
Texas Rangers, at Huamantia” (Eisenhower 1986, p. 36).
Volunteer forces received only a rudimentary training,

and due to the sporadic popularity of the war, many of the
soldiers, themselves from different states, never trained
together. Many of the volunteers were not supplied with
the bare essentials, and this led to sickness and disease.
Statistically the greatest challenge to the army, and the
most damage inflicted on it, was caused by outbreaks of
disease. Of the approximately 100,182 soldiers who
fought in the war, nearly 10,790 died from disease and
exposure to inclement weather. A much smaller number,
1,548 volunteers, died on the battlefield. Generals George
B. McClellan (1826–1885) and Winfield Scott
(1786–1866) marveled at the destruction wrought on
their forces by rampant diseases. The historian Thomas
Irey asserts that nearly 10 percent of all “noncombat”
deaths were caused by disease and infection (Faulk and
Stout 1973, p. 110). President Polk’s troubled relation-
ships with generals Scott and Taylor further challenged
the U.S. military’s already troubled tactics (Haynes 2002,
p. 152). On November 19, 1846, the president reap-
pointed General Scott commander of the army, displacing
Taylor.

On March 9, 1847, General Scott landed at Veracruz
with ten thousand soldiers, finally entering Mexican terri-
tory to compel surrender. Scott eventually advanced 260
miles across the Mexican National Highway to Mexico
City. This major amphibious assault was the first of its
kind in U.S. history (Brinkley 2003, p. 352). On April 18
Scott’s forces pushed forward at Cerro Gordo, flanking
Santa Anna’s forces and forcing his retreat, embarrassingly
without his artificial leg. Some of the most famous future
Civil War generals planned this mission, including Robert
E. Lee (1807–1870), McClellan, Joseph E. Johnston
(1807–1891), and P. G. T. Beauregard (1818–1893). At
Churubusco on August 20, Scott’s army defeated a
Mexican defensive force of twenty thousand soldiers. The
last major confrontation before Scott’s forces marched on
Mexico City was the battle of Molino del Rey, in which
twelve thousand Mexican soldiers lost the battle and the
overall struggle and Scott took Chapultepec, overlooking
Mexico City. Nevertheless, by September 1847 many
Americans had become frustrated by Mexico’s refusal to
accept terms of surrender (Davis 1999, p. 316).

In the summer of 1847 Mexico received Polk’s special
peace envoy Nicholas P. Trist (1800–1874). In July,
Mexico stalled, then rebuffed the ambassador’s offer.
Although Polk recalled Trist and sought to demand more
from Mexico, on February 2, 1848, the Treaty of
Guadalupe Hidalgo was negotiated by the envoy. The
treaty ceded to the United States 500,000 miles of
Mexican territory that would become the U.S. states of
New Mexico, California, Arizona, Nevada, Wyoming, and
Colorado (Davis 2003, p. 192). Mexico also conceded
that the Rio Grande would become the permanent border
of Texas. The United States compensated Mexico with
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$15 million in exchange for the lost territory and $3.25
million in remuneration. The Senate ratified the treaty by
a vote of 38 to 14 on March 10, 1848 (National Archives
2003, p. 72).

More so than the Mexican-American War itself, the
events that roused the bellicose passions of the American
people have been captured in cinematic history. Walt
Disney produced a three-episode television series about
Davy Crockett that included Davy Crockett at the Alamo
(1955), a romantic story depicting a group of outnum-
bered Americans surrounded by a marauding army wait-
ing to pummel them. There also have been more than
twenty major motion pictures produced about Crockett’s
famous execution after or death in battle at the Alamo. In
1960 John Wayne directed and starred as Crockett in The
Alamo. In 2004 Billy Bob Thornton starred as Crockett in
another film titled The Alamo alongside Dennis Quaid,
who was cast as General Sam Houston. Most of the films
on this subject depict a mythologized version of historical
events.

Many political theorists point to U.S. imperialism
and the insatiable southern drive to further the institution
of slavery as the motivations for war with Mexico.
Utilizing the writings of the then-congressman Abraham
Lincoln, some political scientists assert that Mexican
provocations led to the shedding of American blood to be
sure but on the Mexican side of the border, thus negating
the American claim that Mexico had trespassed on U.S.
soil illegally, prompting the U.S. declaration of war. More
traditional historians assert that the Mexican leadership
believed their nation to be omnipotent because of their
enormous success in expelling the Spanish leadership and
that, given Britain’s inclination to stir up trouble in the
region in order to attain California and to retain the
Oregon territories, Mexican leaders felt assured of their
assistance should their own forces suffer serious setbacks.
The British never offered such assistance.

According to the historian Kyle Ward, who examines
changes in the content of textbooks on U.S. history, late-
twentieth-century American political scientists portrayed
the U.S. South in a detestable light, alleging that a plot
existed to encompass all of Mexico’s territory into their
slavocracy (Ward 2006, p. 158). Following this line of
logic, many historians believe that President Polk and his
cohorts would have seized more territory and imposed a
harsher indemnity on Mexico if there had not been such
widespread domestic and congressional opposition to his
policy of expansion. This is why, according to some, Polk
never requested a straightforward yes or no vote on the
war (Silverstone 2004, p. 198). In lieu of an up-or-down
vote, the president asked for reinforcements and war
materials for a war that had already been provoked and

threatened to engulf the U.S. territory if Congress failed
to act quickly and decisively.
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Jonathan A. Jacobs

MEXICAN REVOLUTION
(1910–1920)
Scholars have long debated whether the Mexican
Revolution was a social revolution, a civil war, a national-
ist movement, a struggle for unrealized liberal ideals, or a
meaningless rebellion. The revolution is quite universally
seen as beginning with the 1910 issuance of Francisco
Madero’s Plan of San Luis Potosí, calling for free elections,
but there is no universal agreement on its terminal point.
Many of the revolution’s demands were codified in a pro-
gressive 1917 constitution that for some marks the revo-
lution’s culmination. Those who view revolution as
military warfare rather than ideology often view the cessa-
tion of fighting in 1920 as the endpoint. In either case,
many of the promised social reforms were not realized
until the 1930s, under the Lázaro Cárdenas government.
The entrenchment of a conservative regime in 1940
largely ended revolutionary social policy, though not nec-
essarily its rhetoric. In 1968 the massacre of protesting
students at Tlatelolco in Mexico City demonstrated defin-
itively that Mexico had left its revolutionary heritage
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behind. The defeat of the ruling Institutional Revolu-
tionary Party (PRI) in 2000 brought an end to the 
hegemonic institutional legacy of the early revolutionary
leaders. Nonetheless, some contend that Mexico contin-
ues to be shaped by various legacies of the 1910 popular
uprising against Porfirio Díaz’s dictatorship.

PORFIRIO DÍAZ

General Porfirio Díaz’s entrenched dictatorship, the
Porfiriato, lasted from 1876 to 1911. Díaz rose through
the political ranks as a liberal leader, but in contrast to the
anticlericalism of most nineteenth-century liberals he
developed close relations with the Catholic Church and
relied on conservative and wealthy elites to assure his
political survival. His feared police forces (the rurales)
viciously suppressed dissent, but equally significantly Díaz
used the mechanisms of a large (and expensive) govern-
ment bureaucracy to gain popular support. This dual
strategy of pan o palo (literally, “bread or the club,” or
“carrot or a stick”) successfully eliminated any significant
opposition. As Díaz acquired more power, elections
increasingly became a farce. The result was one of the
longest dictatorships in Latin American history.

FRANCISCO MADERO

In a 1908 interview with a U.S. journalist, James
Creelman, Díaz indicated that Mexico was ready for a
multiparty democratic system and that he would welcome
opposition in the 1910 elections. Apparently the state-
ment was only meant to improve his image abroad, but
local dissidents jumped at the chance to remove Díaz
from power. Francisco Madero, a wealthy landowner from
the northern state of Coahuila who had studied in the
United States and France, emerged as the leading opposi-
tion candidate. Hardly a revolutionary, Madero champi-
oned a liberal democratic ideology and pushed for open,
fair, and transparent elections. Before the June 1910 elec-
tions, Díaz arrested and imprisoned Madero. As in previ-
ous elections, Díaz rigged the vote and won almost
unanimously. The blatant fraud convinced Madero that
the dictator could only be removed through armed 
struggle.

When released from prison after the elections,
Madero fled north to Texas where he drafted his Plan of
San Luis Potosí. The plan made vague references to agrar-
ian and other social reforms, but mostly focused on polit-
ical reforms. Most significantly, Madero declared the 1910
elections null and void, proclaimed himself provisional
president, and called for free elections. With this plan in
place, Madero returned to Mexico to launch a guerrilla
war. After Madero’s forces won decisive victories in May
1911, Díaz resigned the presidency and sailed for Europe.
His reported parting words were, “Madero has unleashed

the tiger; let’s see if he can tame it.” In 1915 the former
dictator died peacefully in Paris at the age of eighty-five,
the only significant figure in the Mexican Revolution not
to meet a violent death.

Once in power, Madero faced pressure from both the
Left and Right. He had stirred the passions of agrarian
rebels who wanted the return of their communal ejido
lands. In Morelos, south of Mexico City, Emiliano Zapata
confiscated estates and distributed land to peasants. In the
north, Francisco (Pancho) Villa also demanded deep social
and political changes. Madero, responding to his elite
class interests, opposed radical reforms and encouraged his
rural supporters to regain their lands through legal and
institutional means. Madero insisted that the guerrillas
disarm, but they refused. In response, in 1911 Zapata
issued his Plan of Ayala, which denounced Madero, called
for agrarian reform, and introduced one of the revolution’s
most noted slogans, Land and Liberty.

VICTORIANO HUERTA

Madero’s legalization of labor unions and inability to con-
fine peasant revolts alienated conservatives. U.S.
Ambassador Henry Lane Wilson, favoring political stabil-
ity and economic development over democracy, threat-
ened to invade to protect U.S. property. With Wilson’s
tactical approval and the support of Mexican conserva-
tives, in February 1913 General Victoriano Huerta
launched a coup against Madero. A ten-day battle (called
the Decena Trágica) heavily damaged Mexico City and
resulted in high civilian casualties, culminating in the
overthrow and assassination of the former leader. Huerta’s
time in office ushered in a period of chaotic and extreme
political violence, with the conflict assuming aspects of a
civil war rather than an ideologically driven revolutionary
struggle. In April 1914 the United States occupied
Mexico’s principal port of Veracruz, an act that drew wide-
spread condemnation. New weapons, including machine
guns, brought an unprecedented level of carnage to the
battlefield. Various armies moved across the country draft-
ing people and stealing food along the way. These great
migrations broke through Mexico’s provincial isolation,
creating for the first time a national identity.

Wealthy landowner and former Madero supporter
Venustiano Carranza merged the forces of Zapata, Villa,
and Alvaro Obregón into a Constitutionalist Army
against the new dictator. Together they defeated Huerta
and forced him to flee the country. With a common
enemy gone, the revolutionaries fought among them-
selves. Carranza felt threatened by his rival Villa, who pro-
posed much more radical social policies. In October 1914
delegates representing Villa and Zapata met at
Aguascalientes to unify their forces and drive Carranza
from power. Under the impression that the United States
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was supporting his enemy Carranza, Villa raided
Columbus, New Mexico. In response, U.S. president
Woodrow Wilson sent General John J. “Black Jack”
Pershing into Mexico to capture Villa. Pershing’s pursuit
was a fiasco and Villa’s popularity increased. Under
Obregón’s military leadership, however, Carranza gained
the upper hand over Villa and Zapata.

1917 MEXICAN CONSTITUTION

Once in power, Carranza convoked a new constitutional
convention that debated many key issues of the revolu-
tion, including the roles of the church and state, property
rights, agrarian reforms, labor reforms, education, foreign
investments, subsoil rights, and the political participation
of Indians and women. Carranza wanted a conservative
document, but delegates drafted a constitution embody-
ing the aspirations of more radical revolutionaries that
attacked large landholders, the church, and foreign capi-
talists. Even though many of its provisions were only
slowly, if ever, implemented, it was a surprisingly progres-
sive document that influenced subsequent social reforms
in other Latin American countries.

The constitution codified much of the revolution’s
nationalist ideology. Article 27 claimed mineral rights for
the state. In a reversal of policies under the Díaz regime,
it tightly restricted foreign and church ownership of prop-
erty and returned ejido lands to rural communities. In
what some view as the high point of the revolution, in
1938 Lázaro Cárdenas used these provisions to national-
ize Standard Oil and establish the state oil company
Petróleos Mexicanos (PEMEX). Article 123 incorporated
a labor code that instituted an eight-hour workday, set a
minimum salary, abolished company stores and debt
peonage, defended the right to organize and strike, out-
lawed child labor, and provided for generous pregnancy
leaves. Article 130 provided for freedom of religion and
separation of church and state. Other articles extended the
constitution’s liberal anticlericalism, including provisions
outlawing religious control over education.

AFTERMATHS

Carranza assumed power under the new constitution as
the first constitutionally elected president since Madero.
In 1919 he rid himself of one of his primary enemies by
killing Zapata. Carranza had moved significantly to the
right by then, and attempted to manipulate the electoral
apparatus to maintain himself in power. In response,
Obregón, who had by then become more liberal, over-
threw Carranza, who was then killed in an ambush. With
Carranza gone, Obregón won the 1920 elections and
made concessions that largely brought the ten years of
fighting to an end. In 1923 Villa, who had retired to a
comfortable estate in the northern state of Chihuahua,

was assassinated in an attack that seemed to trace back to
old feuds between revolutionary leaders. In the first peace-
ful transfer of power since the revolution began, Plutarco
Elías Calles became president in 1924. His time in office
witnessed increased conflict between the government and
the Catholic Church hierarchy, leading to the 1926–1929
Cristero rebellion. In 1928 Obregón was once again
elected president, but was then assassinated a few months
later. Facing endless violence that seemed to be claiming
the lives of all the revolutionary leaders, politicians
devised a system that would assure their continued hold
on power. In 1929 Calles formed the National
Revolutionary Party, the forerunner of the PRI that ruled
Mexico for the next seventy years. This opened the way
for Lázaro Cárdenas (1934–1940), who not only imple-
mented progressive agrarian and social reforms, but also
consolidated control over the country.

By the time Cárdenas handed power to his conserva-
tive successor Manuel Ávila Camacho, the governing
party had developed a corporate state that held more
absolute control than had Díaz. Although the government
introduced successful reforms in education and health
care and created political stability, for many marginalized
peoples the revolution had brought few changes.
Although women participated massively in a variety of
roles in the revolution—most notably as soldaderas who
accompanied their husbands, providing domestic and
other services—they ultimately gained little. Indigenous
peasants were still confronted with authoritarian political
structures and racial discrimination.

SEE ALSO Civil Wars; Communalism; Coup d’Etat;
Guerrilla Warfare; Land Claims; Land Reform;
Partido Revolucionario Institucional; Politics, Gender;
Socialism; Villa, Francisco (Pancho); Zapata, Emiliano
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MICHELS, ROBERT
1876–1936

Robert Michels was a German sociologist born in
Cologne. His major work was Zur Soziologie des
Parteiwesens in der modernen Demokratie (1911), pub-
lished in 1915 in the United States under the name
Political Parties. While Michels wrote hundreds more
works (most of which are obscure articles published by
various socialist groups during the early 1900s), only
Political Parties is still highly regarded today. In this book,
Michels formulated his famous “iron law of oligarchy.”

During his early life, Michels came under the influ-
ence of French culture, which later seems to have had an
impact on his writings. He was educated in Paris, Munich,
Leipzig, and Halle, where he received his PhD. Around
this time, he became involved with the German Social
Democratic Party, which he joined in 1903. Because of his
socialist activities, he was not allowed to teach history in
German universities when he first began his career.
Michels wrote close to two hundred articles between 1901
and 1907, many of which criticize the socialist parties to
which he belonged. Michels argued that these parties were
failing to accomplish the goals of socialism, and, while he
was an active member at various points in his life, he felt
that these shortcomings kept socialists from achieving any
real change in society. Michels is characterized (as were
most of his writings) as a syndicalist. In other words, he
subscribed to the revolutionary idea that workers could
seize both the economy and the government in order to
further their interests. His beliefs were heavily influenced
by Marxism, but also by Max Weber (1864–1920), with
whom he corresponded regularly.

Near the end of his life, Michels became disillusioned
with socialist politics and many of the foundational ideas
upon which his works were written. Having resigned from
both the German and Italian socialist parties by 1907, he
continued to teach at the university level until 1928.
Then, at the invitation of Benito Mussolini (1883–1945),
he moved to Italy where he became an apologist for fas-
cism. He died in 1936, after receiving chairs at the univer-
sities of Perugia and Rome.

Political Parties was first published in German in
1911. Within four years, it had been translated into
French, Italian, and English. Michels’s major theory in the
book, the iron law of oligarchy, caused considerable schol-
arly debate because Michels failed to provide an exact def-
inition of either the theory or the terms oligarchy or
organization. On the most basic level, the theory holds
that as groups begin to formally organize, they move
toward oligarchy as a result of a number of technical and
psychological factors. Oligarchy develops because organi-
zation prevents the masses from participating in decision
making, and creates a need for specialized positions that

not everyone is able to fill, as well as a leadership whose
will and desires are easily fulfilled by the organization
without input from others. Michels contends that this sit-
uation leads to a paradox because, although organization
is necessary to achieve democracy, the organization that is
essential to democracy also creates its antitype, oligarchy.

Political Parties had a significant impact on the research
of social scientists, especially in the United States during the
mid-1900s when Michels’s book experienced a revival
among political scientists. At the same time, however, this
renewed interest outside the context of the original writing
led to much debate over the book’s original intent. Michels’s
writings cannot be divorced from his experiences with the
socialist parties of Italy and Germany and his desire for
them to achieve democracy in those two countries, as well
as his eventual disillusionment with them.

SEE ALSO Fascism; Mussolini, Benito; Oligarchy;
Oligarchy, Iron Law of; Sociology, Political;
Syndicalism
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Thomas K. Bias

MICROANALYSIS
Microanalysis represents not only a distinctive methodol-
ogy, but also a distinctive way of thinking about commu-
nication (Bull 2002). Of particular importance has been
the belief in the value of studying social interaction
through detailed analysis of film, audiotape, and video-
tape recordings. Indeed, the effect of the videorecorder has
been likened to that of the microscope in the biological
sciences. Through the use of recorded data that can
repeatedly be examined and dissected in the finest detail,
interpersonal communication has become an object of
study in its own right.

But microanalysis did not develop simply as a conse-
quence of innovations in technology. It also reflects fun-
damental changes in the way in which we think about
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human communication (Kendon 1982). Microanalytic
research has been conducted in a wide variety of academic
disciplines, most notably social psychology, psychiatry,
anthropology, linguistics, sociology, ethology, and com-
munications. Within these disciplines, a number of dis-
tinctive approaches may be distinguished: in particular,
conversation analysis (e.g., Sacks 1992), discourse analysis
(e.g., Potter and Wetherell 1987), speech act theory
(Austin 1962), ethology (e.g., Fridlund 1997), and the
social skills approach (e.g., Hargie 1997). Despite sub-
stantial disagreements and differences, these approaches
do also share a number of common assumptions. The key
features of the microanalytic approach are:

1. Communication is studied as it actually occurs.

2. Communication can be studied as an activity in its
own right.

3. All features of interaction are potentially significant.

4. Communication has a structure.

5. Conversation can be regarded as a form of action.

6. Communication can be understood in an
evolutionary context.

7. Communication is best studied in naturally
occurring contexts.

8. Communication can be regarded as a form of skill.

9. Communication can be taught like any other skill.

10. Macro issues (such as racism or politics) can be
studied through microanalysis. (Bull 2002)

Not all of these features characterize all microanalytic
research. For example, there are many studies that do not
concern themselves with the evolutionary context of
behavior. But an evolutionary perspective has played an
important part in our understanding of the facial expres-
sions of emotion (e.g., Ekman 2002).

Similarly, not all microanalysts concern themselves
with macro issues. Indeed, microanalysts are open to crit-
icism for ignoring larger structural factors that may influ-
ence behavior. But significant insights into macro issues
can be gained through microanalysis. For example,
according to interaction ritual theory (Collins 2004), it is
social rituals that hold society together as a pattern of
stratified and conflicting groups. Through the micro-
analysis of such rituals in situational context, Randall
Collins argues that we can acquire a deeper understanding
of macro issues such as social stratification and conflict at
the societal or even global level. Again, according to
expectation states theory, beliefs about how men and
women differ in competence affect the emergence and
exercise of social hierarchy and leadership (Ridgeway
2001). But through microanalysis, it may be possible to

identify how those beliefs and expectations are manifest in
behavior and affect social interaction. Thus, microanalysis
is not incompatible with a macro perspective; indeed, our
understanding of macro issues may be enhanced through
the application of a microanalytic approach.

SEE ALSO Individualism; Methodology; Microeconomics;
Reductionism; Sociology
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Peter Bull

MICROECONOMICS
Microeconomics refers to the behavior of individual
actors, using economic reasoning. Economic reasoning
refers to the specification of individuals as purposeful
decision makers. In economics, observed behaviors are
typically interpreted as the outcomes of decision prob-
lems. At this level of abstraction, such a conceptualization
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of individuals is purely tautological. Microeconomic the-
ories have content because of the way in which these deci-
sions are specified; in other words, from the ways in which
individuals are assumed to behave and from the descrip-
tion of the environment in which they function.

BASIC IDEAS

While the behavioral assumptions embodied in theoreti-
cal economic models vary widely, there are common ele-
ments that provide a heuristic description of individual
decisions. First, agents are assumed to have preferences
over the outcomes of their actions. By itself, this is again
tautological until structure is placed on the preferences. In
neoclassical economic theory, where preferences are
defined over different commodity vectors, such as con-
sumer durables to leisure, standard assumptions include:
(1) completeness, the idea that an individual can compare
all possible pairs of commodities and determine that
which he or she prefers; and (2) transitivity, the idea that
if an individual prefers commodity vector a to b and
prefers b to c, then he or she will prefer a to c. These
assumptions on preferences can, with certain technical
assumptions, mean that individuals may be modeled as
possessing utility functions; that is, that an individual acts
“as if ” there is a function that assigns numbers to different
commodity bundles such that higher numbers are always
preferred. While microeconomic environments typically
start with utility functions, the reason for this is not a
belief in their literal existence, but the fact that preference
orderings may be represented by them.

Second, agents are assumed to face constraints.
Simply put, an agent cannot choose the best of all possi-
ble outcomes. In the context of consumption, constraints
are usually represented as a budget constraint, which
requires that the expenditures required for a group of
commodities are affordable. Constraints can be less trans-
parent. In labor economics, when there is imperfect infor-
mation about jobs, an unemployed worker can either
choose among those jobs of which he or she is aware or
alter the constraint by engaging in search.

Third, decisions are affected by an agent’s beliefs. The
preferences that an agent has over outcomes will be medi-
ated by his or her beliefs as to how these outcomes affect
him or her. For example, if an individual is deciding on
whether to attend college or begin work after graduating
high school, this decision will be affected by his or her
beliefs as to the trajectories of earned wages under the two
scenarios. An obvious reason why beliefs and realizations
may differ is time, where decisions are made today before
their future consequences are known. While the baseline
assumptions on beliefs in economics are some form of
consistent beliefs such as rational expectations, recent
research has stressed various forms of learning and adapta-

tion, such as the 2001 work of George Evans and Seppo
Honkapohja.

EQUILIBRIA AND THE PRICE
SYSTEM

Individual decisions are made in larger contexts.
Traditionally the context for microeconomics was that of
markets, in which buyers and sellers transact commodi-
ties. General equilibrium theory represents the apex of the
market-based approach to microeconomics, in which the
individual behaviors of buyers and sellers is simultane-
ously considered. In the classical environment studied by
Kenneth Arrow, Gerard Debreu, and Lionel McKenzie,
the key feature linking these decisions is the presence of a
common price for all buyers and sellers in a given market.
In general equilibrium theory, classic questions include
whether an equilibrium exists (that is, whether there is a
set of prices such that aggregate demand and aggregate
supply are equated in every market) and whether the equi-
librium is Pareto Optimal (that is, whether the allocation
of goods at an equilibrium is efficient in the sense that
there is no other allocation where everyone is equally well
off and at least one person better off ).

In classical general equilibrium theory prices do not
convey information; no one learns from prices. The clas-
sical theory has been extended to include an informational
role for prices. This is of great importance as it addresses
the question of how information is aggregated in a decen-
tralized economy. As Friedrich Hayek wrote in a classic
statement, “How can the combination of fragments of
knowledge bring about results which, if they were to be
brought about deliberately, would require a knowledge on
the part of the directing mind which no single person can
possess?” (Hayek 1948, p. 54). Hayek’s profound sugges-
tion was that the price system aggregates information
across agents in a way to produce collectively efficient
allocations; modern microeconomic theory, pioneered by
Sanford Grossman, has provided both a formalization and
a description of the cases where this aggregation property
does and does not hold. This is especially true for asset
markets, where, as Grossman observed in 1989, a trader
will wish to change his or her demand function for an
asset evaluated at a particular price after observing that
price cleared the market, in contrast to the standard for-
mulation of a demand function in classical Walrasian gen-
eral equilibrium theory.

Grossman’s own work shows that the extension of
classical general equilibrium theory to include the infor-
mational role of prices leads to: (1) results that show how
equilibrium prices aggregate private information held by
individual traders and renders key portions of it publicly
available to all traders; (2) results that help resolve key
information paradoxes in efficient markets theory; and (3)
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results that show key distinctions between synthetic secu-
rities (e.g., those synthetic securities produced by program
trading strategies) and real securities and the policy
importance of this distinction. The importance of prices
as conveyors of information originally arose in the context
of debates, primarily between Hayek and Oskar Lange, on
whether socialist economies could replicate the efficiency
of capitalist ones; economists conjecture they are impor-
tant in thinking about transition by postcommunist
economies today.

In contrast to general equilibrium theory, game the-
ory does not focus on the role of markets in adjudicating
individual decisions or in the transmission of information
in a world where agents take prices as given beyond their
individual control, but rather examines how individuals
choose strategies when others are also choosing strategies.
In such environments, important institutional features
include the specification of whether or not agents can
communicate with one another and form contracts with
one another. Game theory has proven particularly useful
in understanding the consequences of imperfect competi-
tion; that is, cases where individual firms do not act as
passive price takers.

APPLICATIONS

Virtually all forms of economic decisions have been stud-
ied using microeconomics, with particular attention to
their implications for behaviors that are observed in equi-
librium. One example of this is the analysis of decision
making under uncertainty. In order to understand how,
for example, financial markets price risk, it is necessary to
specify how individual agents react to risk as well as the
riskiness of assets that are available. When placed in an
integrated general equilibrium framework that takes into
account the informational role of prices, one has the basis
for the theory of finance, which has provided a complete
theory of how asset returns are interrelated. Celebrated
results such as the capital asset pricing model, which
describes how financial markets price risk and the Black-
Scholes option pricing model, which relates the prices of
a stock option to the price of the stock and the interest
rate on risk free bonds, have proven to have great practi-
cal as well as scholarly value.

Much of the research in microeconomics since the
1970s has focused on the relaxation of the behavioral
assumptions that are traditionally associated with neoclas-
sical economic theory. A particularly important body of
work is often referred to as information economics and
explores the implications for imperfect and differential
information for the functioning of market and nonmarket
interactions. A classic example is George Akerlof ’s 1970
analysis of the market for used cars when some cars are
known by their owners to be lemons. Two ideas that

emerge from this literature that are standard in the study
of insurance and related markets are adverse selection (the
idea that certain market arrangements influence the com-
position of market participants such as individuals who
privately know they are ill being more likely to seek med-
ical insurance but vendors of such insurance are unable to
observe the health of the individual) and moral hazard
(the idea that market arrangements can lead to undesir-
able behaviors, such as an insured person taking more
risks because he or she has the insurance).

The newly influential school of behavioral economics
has challenged many of the rationality assumptions that
agents face. Behavioral economists have attempted both
to document how actual behaviors deviate from tradi-
tional notions of rationality as well as to understand how
these deviations can explain phenomena such as invest-
ment behavior. Recent work on social interactions has
attempted to expand microeconomics to incorporate sub-
stantive sociological perspectives. A recent survey of this
type of work and the related empirical measurement prob-
lems is produced in William Brock and Steven Durlauf ’s
article for the Handbook of Econometrics (2001).

In addition to efforts to expand the behavioral rich-
ness of microeconomics, research has attempted to apply
microeconomic reasoning to new contexts; much of this
was pioneered by Gary Becker. It is standard for econo-
mists to study decisions ranging from childbearing to reli-
gious behavior to crime using microeconomic reasoning.
This work is sometimes regarded as “economic imperial-
ism” but is perhaps better regarded as a recognition that
purposeful decision making is not simply an economic
concept but rather an important element of human
nature. The notion of purposeful decision making that lies
at the heart of microeconomics is compatible with the use
of substantive ideas from psychology and sociology to
enrich the specification of how these decisions are made.

An equally important development concerns the inte-
gration of microeconomics into macroeconomics.
Modern macroeconomic theory, as exemplified in the
work of Robert Lucas, Edward Prescott, and Thomas
Sargent, has to a large extent been defined by the require-
ment that microeconomics provides the basis for macro-
economic modeling relationships. This integration has
been of fundamental importance providing a coherent
view of macroeconomic dynamics, including the role of
expectations and intertemporal decision making in under-
standing the effects of macroeconomic policies. The inte-
gration of microeconomics and macroeconomics is not
complete in the sense that issues of aggregation are typi-
cally ignored, but the importance of microeconomic rea-
soning in conditioning the modeling of macroeconomic
relations is clear.
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Finally, it is important to note that microeconomics
has an extraordinarily active empirical side. Specific micro-
economic theories are constantly being subjected to testing
and evaluation. More generally, microeconomic reasoning
has been used to strengthen the inferences drawn for what
might appear initially as purely statistical questions, such as
the effect of a job-training program on its participants. As
exemplified in the work of James Heckman, microeco-
nomic reasoning is required whenever one is interested in
discussing causal aspects of individual behavior.

FURTHER READING

Neoclassical economic theory is comprehensively sur-
veyed in Andreu Mas-Collel, Michael Whinston, and
Jerry Green’s Microeconomic Theory (1995). J. Darrell
Duffie’s Dynamic Asset Pricing Theory (2001) is a deep
treatment of the modern theory of finance. Becker sur-
veyed his fundamental contributions to the extension of
neoclassical microeconomics to the study of the family
and reproduced them in A Treatise on the Family (1993).
Nancy Stokey, Robert Lucas, and Edward Prescott in
Recursive Methods in Economic Dynamics (1989) and
Thomas Sargent in Dynamic Macroeconomic Theory
(1987) provide full coverage of the contemporary micro-
foundations of macroeconomics. Colin Camerer
described the contemporary behavioral economics and
contrasted it with more traditional approaches in his 2003
work. Heckman’s 2001 article is an overview of his schol-
arship and is in many ways a summary of the achieve-
ments of modern microeconometrics. In their book
Microeconometrics (2005), A. Colin Cameron and Pravin
Trivedi describe many statistical methods that have been
employed to evaluate microeconomic data.
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Microfoundations; Rationality
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MICROELECTRONICS
INDUSTRY
The global Internet economy had its origins in the micro-
electronics industry and the innovation of the microchip
in its various versions. In the stages of optoelectronics, the
use of electrical energy to generate optical energy or vice
versa such as light-emitting diodes (LEDs), the microelec-
tronic chip, as developed by Intel Corporation, assumed
enormous importance for the world of information and
telecommunications.

Since 1970, Moore’s Law concerning the pace of
technological innovation relative to cost gave significance
to the power of the microchip and its contribution to all
technological innovations, from the calculator to the com-
puter, to voice and data over the Internet, and to the
“magical” downloading of pictures from satellites onto the
computer screen. Now known as digital convergence, most
technological innovations in this sector originated from
the microchip. The transformative innovation of the
microchip led to the many innovations that emerged from
Silicon Valley and other centers of technology in the
United States, Europe, and Asia. Specifically, the
microchip enabled computing and telecommunications to
interlock in transforming data and information into dig-
its that can be stored, processed, and transmitted over
long distances instantaneously. The microchip has trans-
formed manufacturing, health-care appliances, gadgets for
domestic use, and tools and machines of every descrip-
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tion. It has led to surges of wealth creation and employ-
ment, and it has transformed the ways in which people
communicate, learn, and integrate across political borders.

Inevitably, the global Internet economy was the out-
come of the transformative technology of the semicon-
ductor. It enables the creation of new technologies in new
sectors of the economy and in the daily activities of the
population. In essence, the microchip is an extremely flex-
ible technology capable of being customized to many dif-
ferent kinds of users and applications. As the United
States witnessed the innovative dynamism generated by
the microchip in the locality of Palo Alto, California,
Sweden did as well near Stockholm, India in Bangalore,
and Taiwan in Taipei.

PRODUCTS AND COMPETITION

The progress of the microchip industry led to the growth
of multimedia services and operations. Due to this
progress, the cost characteristics of the new technologies
changed, and these technologies enhanced new economies
of scope and reduced the economies of scale as miniatur-
ization grew. Borrowing a term from William Gibson’s
novel Neuromancer (1984), cyberspace has changed the
entire world and rendered many of the previously basic
tools of strategy, planning, and information systems 
obsolete.

The newest innovations originated not in corporate
headquarters but in consumer markets in which propri-
etary communication networks were built; these in turn
were overtaken by the power of the Internet and its global
connectivity. New electronic markets were exploding
overnight and technology had become “not the solution,
but the problem” (Downes and Mui 2000). In a process
described by J. A. Schumpeter (1942) as “creative destruc-
tion,” new technologies appearing in a capitalist society
replaced old technologies, leading to the creation of new
economies that added to the accumulation of wealth and
prosperity. This change occurred under competition when
the microchip became a “killer app” (application), and
gave rise to the revolution in information technology and
the transformation of the entire telecommunications
industry.

As computing devices became smaller, less expensive,
and more powerful, digital technology became the most
disruptive force in modern society. Gordon Moore, who
founded Intel, witnessed the decrease in the size of the
product—the microchip—with each succeeding decade.
He realized that as size decreases, power increases geomet-
rically because more circuits can be placed on a single
chip. Moore articulated the theory, which came to be
known as Moore’s Law, that processing power doubles
every eighteen months, while cost holds constant. Moore’s

Law applies to many other aspects of digital technology,
including memory and storage devices.

THE ROLE OF THE
MICROPROCESSOR

Many aspects of the telecommunications industry, such as
bandwidth, the speed at which data can be transmitted,
the use of high-speed fiber optic cable, and satellite and
wireless communications, rely on the microchip in one
way or another. As of 2006, one gigabyte of storage could
fit on a credit card–sized device that cost no more than
$200.

Moore’s Law is supported by Metcalf ’s Law, accord-
ing to which the more users a particular technology draws,
the more valuable the technology becomes. Robert
Metcalf was the founder in 1979 of 3Com Corporation, a
Massachusetts-based manufacturer of computer network-
ing products, and the designer of the Ethernet protocol
for computers. Metcalf calculated that the usefulness of a
network is equal to the square of the number of users, an
insight that led to the explosion of the Internet in the dig-
ital age and the development of multimedia firms and
services.

As a result of the cost characteristics of new technolo-
gies based on greater economies of scope and reduced
economies of scale, it became possible to place greater
reliance on competition, which benefits economic activi-
ties, rather than regulation. In the new information econ-
omy, the rules of market pricing have changed as
transaction costs are reduced and the concept of what
constitutes public goods has changed. The power of infor-
mation as a public good has radically altered its impact on
consumers; information is no longer a proprietary good
due to its availability in cyberspace. In the multimedia
age, “content” is now a public good, but its distribution
costs have an impact on competition and business models.

Although the term multimedia has no single defini-
tion, it covers three trends in communication products.
One is the delivery by a single medium of different types
of content, including text, video, sound, graphics, and
data. The second trend depends on the way in which con-
tent is delivered, because digitization allows more infor-
mation to be stored on the same chip and pushed through
the same channels, either wire line or wireless. The third
trend is determined by telecommunications and media
companies, which are motivated to offer consumers inte-
grated packages from a single vendor. In such a case, trans-
action costs dominate both the supply-side and the
demand-side identities. Multimedia firms have an advan-
tage in market competition in which the basic feature of
their products—the microchip—gains greater power for
both transmission and storage.
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SMART CARDS

As the microelectronics industry advances, companies
have introduced multifunctional smart cards. Such cards
are used for the payment for services, public transporta-
tion, access to health and government services, public tele-
phones, and so on. Using smart cards, electronic
payments are made at point of sale, and through the
Internet and home-banking sessions (Berkvens 1997).
The data on the chip would include general information
to be used by application providers and card acceptors.
Data is stored on the chip, as well as in the back office of
the card-scheme participants. Biometrics makes identifi-
cation of the user on the chip even easier and more 
reliable.

THE ROLE OF THE CHIP IN TRADE

Microprocessor-related trade talks between the United
States and Japan became critical in 1986 when Japan
agreed to open up to 20 percent of its market to foreign
supplies of microprocessors. It was initially difficult to
make inroads into the Japanese market for computer
chips, but by 1996, 80 percent of foreign chips sold in
Japan were made in the United States (Cooper and
Takahashi 1996). Renewal of the 1986 agreement was
sought by the administration of President Bill Clinton ten
years after the initial agreement was signed. By this time,
however, Japanese companies had access to lower-cost
capital and subsidies from the Japanese government, and
they could produce better-quality chips. The American
company Cray Research, then the largest producer of
supercomputers, lost a bid against Japan’s Nippon
Electronic Corporation to build a weather-forecasting
computer for the U.S. National Science Foundation in
1996.

The spread of the production of microprocessors in
Japan, China, and Taiwan, and to some extent India, has
“transformed Asia into a global factory for diverse goods
including microelectronics, which has led to Asia’s emer-
gence as a location for innovation offshoring” (Ernst
2004, p. 3). According to William J. Baumol (2002),
new actors from Asia are entering the global innovations
race, and Taiwan has accumulated a competitive advan-
tage in digital circuit designs. Intel remained the leading
chipmaker in the world as of 2006; its chips direct the
inner workings of most personal computers, and it is
responsible for changing the function of the personal
computer to an entertainment device. Intel began posi-
tioning its platform to provide online entertainment to
the digital living room, and was prepared to expand its
operations in India. Domestic firms in India can benefit
from the rapid growth of the domestic information tech-
nology market.

THE ERA OF MOBILE
COMMUNICATIONS

Wireless technologies, including Wi-Fi (wireless Internet
connectivity), Blue Tooth, and 3G, provide faster and
longer-range transmissions. Competing with them is a
communication technology called near-field system, which
fuses tickets, key cards, and cash with mobile phones. This
device requires different types of microprocessors and may
displace existing wireless technologies. By 2006, it had
become possible to install a “contactless” chip and its
reader into a mobile phone, thereby making possible such
operations as using a screen and connecting to the
Internet with a phone. Devices are in use in Hong Kong
(Octopus cards) and Japan (DoCoMo) that offer wallet
phones with a FeliCa chip. A FeliCa chip is a contactless
card for an electronic wallet developed by Sony. From the
word felicity the card cannot be forged and helps send and
receive data at high speed and security.

These innovations are a consequence of a global pro-
duction system based on vertical specialization in which
many of the functions can be relocated to low-cost and
low-wage regions. Beyond manufacturing, most of the
production innovation in the electronics industry has
given rise to the development of mass-production facilities
in developing Asian countries. The models for chip design
and manufacturing, for example, are developed in Korea,
Taiwan, and Singapore, and then transmitted to other
countries, such as Malaysia and China, as well as such
eastern European countries as Hungary, Poland, and
Romania.

The restructuring of global design chains has created
wide-ranging links across countries, and these can vary
between manufacturing-based innovation, product inno-
vation, and infrastructure (Ernst 2004). Chip design has
become strategically important for telecommunications
and computer networking, mobile handsets and enter-
tainment devices, and automobile electronics. In the past,
chip design and manufacturing was considered the
monopoly of the Japanese microelectronics industry, but
Japan’s innovation prowess failed in the software and
biotechnology arena during the 1990s. Japanese
researchers had better luck with robotics, aerospace tech-
nology, and other burgeoning technologies (Competing
Through Innovation 2005, p. 65).

In order to regain its competitive strength, Japan
aimed to innovate in its microelectronics industry.
Japanese companies also began conducting research in the
robotics sector with robots designed to enter the health-
care industry and search-and-rescue operations. Japan’s
position as a leading innovator in chip design is being
challenged by other Asian countries, especially Taiwan, as
well as countries in eastern Europe. In the early years of
the twenty-first century, Japan continued to lead the
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world in its investment in research and development, with
approximately 3.2 percent of its gross national product
devoted to research and development, compared with 2.6
percent in the United States and 2 percent in the
European Union. Japan also leads other countries in
obtaining patents in the electronics industry, but it lags in
management skills and university research.

At the same time, India and China were racing to
obtain foreign investment for chips manufacturing. In
2005 the California-based company Advanced Micro
Devices (AMD) joined a consortium to build India’s first
semiconductor plant, as well as an assembly and testing
plant in the Chinese city of Chengdu. In 2004 Lenovo,
China’s leading personal computer manufacturer, agreed
to use AMD chips in its desktops. In addition, AMD
agreed to open a chip-testing facility in India, gaining
contracts from India’s railways, schools, and government.

Intel also has a commanding market presence in both
India and China. Intel aimed at developing a low-cost
personal computer to be used in rural multimedia kiosks
found across India. The product could also prove success-
ful in China. Competition between AMD and Intel
would keep down costs for rural applications. In addition,
both India and China were making a push for the faster
spread of broadband with affordable Internet applications
and e-initiatives.

CHIP MANUFACTURE AND HEALTH
CARE

There has been continuing opposition to the use of com-
puting in health care, a prospect that involves far greater
use of computers by the medical profession. Some critics
argue that a systematic use of software to diagnose and
care for patients could be disruptive. However, in tele-
health projects, computing plays a vital role because diag-
noses can be transmitted via the Internet to distant places
through the use of satellites or even microwaves. The goal
of this process is to use software that matches a patient’s
symptoms and health history against a catalogue of com-
puterized medical knowledge. This idea has been sup-
ported and propagated by Dr. Larry Weed, who believes
that doctors need technology to facilitate their absorption
and retention of new medical information. As govern-
ments push for health-care automation, resistance to the
use of information technology could finally crumble.

DISPERSION OF CHIP DESIGN AND
MANUFACTURE

As chip design centers become geographically disbursed,
the links between engineers and markets have to be estab-
lished. Market demand for microelectronic chips is growing
phenomenally because of the wide use of chips in consumer
products and in the entertainment industry. New models of

software development are leading to a new breed of knowl-
edge workers, adding to the complications already inherent
in chip design and innovation. As the number of knowl-
edge workers grows in developing countries, there is a shift
in production in the microelectronics industry, with prod-
uct chains also growing in number and intensity. These
developments have had a major impact on the telecommu-
nications industry, as well as in mobile communications,
automobile production, and the health sector.

The convergence of digital technologies has created a
new environment—cyberspace—for transacting business,
providing entertainment, forming links with customers,
and creating and distributing wealth. The development of
digital technology has been fueled by the conditions
expressed in Moore’s Law and Metcalf ’s Law, as well as the
economic effects of the Schumpeterian process of creative
destruction. As a consequence, the microelectronics
industry has touched all lives, both real and virtual. A new
generation of knowledge workers is entering cyberspace
armed with the Internet and the ability to change the 
economic dynamics of the business world and markets
worldwide. The ability to reach new frontiers in micro-
electronics research is no longer determined by geography,
but by free computing power, free bandwidth, free soft-
ware, and a society that values such an environment for its
business interests and its livelihood.

SEE ALSO Bubbles; Industry; Internet; Technology,
Adoption of
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MICROFINANCE
Microfinance, also termed microcredit, refers primarily to
small, development-oriented loans made to low-income
borrowers with the aim of helping them to develop com-
mercial activities or start businesses.

The concept of microcredit originated with the econ-
omist Muhammad Yunus. He made a small loan to a
woman in Chittagong, Bangladesh, who used it to
increase her family’s income by making and selling bam-
boo furniture. Established formal-sector banks were not
interested in making loans of such small amounts, espe-
cially to borrowers who were highly risky because they
lacked both collateral and business experience. Yunus
founded the Grameen Bank in 1976 as a lending institu-
tion that specialized in loans of this type.

The Grameen Bank organized potential borrowers
into small groups, and put them through a training pro-
gram emphasizing both personal habits and enterprise-
related skills. All members of the group made regular
deposits; one member of the group would be selected to
receive a loan. The next loan would be made to a group
member only when the outstanding loan was repaid. In
effect, the social pressure of the borrower group provided
a form of collateral.

Pooling savings to facilitate rotating borrowing for in-
group members is not unique to Grameen Bank; migrants
and co-ethnics, in particular, often make such arrange-
ments. What is distinctive about the Grameen approach is
that these pooled savings are used to facilitate entrepre-
neurial activity, and that women are targeted. Indeed, this
bank’s design highlighted the problem of the exclusion of
women from participation in markets, and the potential
economic-development impact of fully engaging the
resources, energy, and initiative of women once these
women were freed to create their own enterprises.

Grameen’s loan program quickly became well known
and found global imitators and adaptors. Economic theo-
rists have been fascinated by the Grameen Bank, as the
design of its lending-saving mechanism has interesting
aspects from the perspectives of game theory and informa-
tion theory. And as the Grameen model spread to other
nations, a critical academic discussion has ensued about
the potential and limitations of this model. One debate,
summarized by Dale Adams and J. D. Von Pischke in
1992, involves whether microcredit represents a new ele-
ment in developing economies, and can serve as a stand-
alone poverty-alleviation program. A related debate,
expressed by Anne Marie Goetz and Rina Sen Gupta in
1996, discusses the net impact of Grameen-type programs
on women, primarily because women-centered micro-
credit programs may have complex and unintended effects
on gender relations, and specifically on intra-household
power relations and resource and debt allocations.

These controversies notwithstanding, microcredit has
been broadly embraced by many development agencies
and governments. The United Nations (UN) declared
2005 the Year of Microcredit, recognizing and initiating
microcredit programs in more than ninety countries. The
World Bank set a goal of reaching “100 million of the
world’s poorest families by 2005.” Microcredit programs
have received strong support from national governments:
for example, the Community Development Financial
Institution program in the United States, initiated in
1996, channels money to microcredit; in 2003, Brazil’s
federal government began requiring all banks to set aside
2 percent of their assets for use in funding microcredit
activities.

Microcredit has become a central element in the
efforts of global, national, and local organizations to
increase self-employment prospects for low-income peo-
ple, and for providing access to credit. In October 2005,
UN secretary general Kofi Annan stated that microfinance
has “an untapped opportunity to create markets, bring
people in from the margin, and give them the tools with
which to help themselves.” He called for “scaling up”
microcredit practices “without losing sight of the poorest
and most vulnerable members of our society” (States
News Service 2005).

With this growing government and agency attention,
and these shifting expectations about what microcredit
can do, most contemporary microcredit programs have
only a partial resemblance to Grameen’s original program:
the focus on female borrowers, on the very poor, and on
extensive training of participants often disappears.

The combination of financial deregulation, prolifer-
ating publicly sponsored programs, and public officials’
shifting expectations has blurred the line between micro-
credit and other financial markets for lower-income peo-
ple. Microcredit sometimes denotes small-denomination
loans made to very small businesses, or to businesses oper-
ating in informally settled areas such as Brazil’s favelas
(slums or shantytowns). In this usage, microcredit sup-
ports working-capital needs, not business creation as in
the Grameen model. And in some nations, such as South
Africa, the term microcredit refers generally to loan mar-
kets in which non-bank lenders provide credit to borrow-
ers in unregulated or high-risk, low-sum credit markets.
This multiplication of usages has led to the creation of 
a distinction between productive and nonproductive
microcredit.
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Gary Dymski

MICROFOUNDATIONS
Microfoundations refers to a concept in economics associ-
ated with a research program that developed in the 1940s
and which apparently became uninteresting to economists
by the 1980s. If macroeconomics is associated with aggre-
gate economic models, and microeconomics is associated
with the individual behavior of households and firms,
microfoundations was taken to be the demand that
macroeconomic models have microeconomic founda-
tions. That is, no macroeconomic model was to be
deemed acceptable if it could not be derived from under-
lying individual choice behavior.

Though this seems unobjectionable, it in fact carried
some intellectual baggage. In the 1940s, there were two
strands of economics that vied for the attention of theo-
rists: the first was the economics of John Maynard Keynes,
associated with managing the economy as a whole. The
second was general equilibrium theory, a view of the econ-
omy as built on the optimizing behavior of individuals
and firms, which investigated whether all their indepen-
dent decisions could possibly lead, as Adam Smith had
suggested, to coherent social outcomes. General equilib-
rium analysis was part of the tradition of the Cowles
Commission, then located at the University of Chicago.
For Cowles’s economists, Keynesian macroeconomic the-
ory needed to be derived from the foundational work in
general equilibrium theory else it would be an ad hoc the-
ory. The neoclassical synthesis, the marriage of neoclassi-
cal general equilibrium with Keynesian macroeconomics,
begun with Oscar Lange’s Price Flexibility and
Unemployment (1944) was further developed in Lawrence
Klein’s The Keynesian Revolution (1947), and was com-

pleted by Don Patinkin’s Money, Interest, and Prices
(1956). Keynesian models “fell out” as special cases of
aggregated general equilibrium models with money.

In the 1950s and 1960s many Keynesians were
opposed to general equilibrium analysis out of a belief that
Keynesian economics was not a special case of rigidities
and market failures in those models, and for them micro-
foundations became the code word for a desire to 
reconstruct microeconomics to support Keynesian macro-
economics. At the same time, anti-Keynesians like mone-
tarist Milton Friedman began constructing equilibrium
expectations models that ruled out the idea of the Phillips
Curve trade-off between unemployment and inflation
that then played a role in standard Keynesian models.

Microfoundations thus became part of the monetarists
versus Keynesians debate of the 1960s, with the Keynesians
asking for disequilibrium or Marshallian partial equilib-
rium microfoundations to be developed, and the mone-
tarists asking that Keynesian analysis be reconstructed to
accommodate rational expectations equilibrium models.

As is the case for most controversies in economics
whose bases are oversimplifications of complex analytic
positions, neither perspective on the microfoundations of
macroeconomics made contact with much of what was
actually going on in economic analysis. In the first decade
of the twenty-first century, economists do not produce
arguments about microfoundations as such. The recon-
struction of macroeconomic analysis in the post–Robert
Lucas period has resulted in the general acceptability,
indeed general requirement, that macroeconomic models
be based on optimizing behavior by (perhaps representa-
tive) economic agents. Microfoundations now gives only
a residual hint of earlier foundationalist thinking, and
merely suggests that the choice structure of any particular
economic model be clear and well specified. To the degree
that the term microfoundations has a meaning today, it is
that agents’ decisions and choices should not be based on
ad hoc specifications.

SEE ALSO Macroeconomics; Macrofoundations;
Microeconomics
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MICROSOFT
The spread of computerization in the late twentieth cen-
tury ushered in a new, third, industrial revolution, which
redefined the environment and relationships of industrial
capitalism. The computer hardware and software indus-
tries have been among the most dynamic and rapidly
developing of any industries. The origins of the micro-
computer industry are typically acknowledged as dating to
1975 with the release of the MITS/Altair in specialist
hobby magazine Popular Electronics. It was for this com-
puter that William (Bill) Gates, while still a student at
Harvard, succeeded in writing an operating system
(Langlois and Robertson 1985). Formed in 1975 by Gates
and Paul Allen, with Steve Ballmer joining later, Microsoft
Corporation became the world’s largest computer operat-
ing system and software company. Annual turnover
increased from $140 million in 1985 to over $2.7 billion
by 1992 and more than $44 billion by 2006. Pretax rev-
enue as a percentage of turnover was 37 percent in 2006
(Microsoft 2006). By the early 1990s, the firm had gained
a dominant position in the market for computer software
with 44 percent of sales (Wallace and Erickson 1992). The
U.S. Department of Justice, however, brought an antitrust
case in October 1998, arguing that Microsoft had suc-
ceeded in achieving a monopolistic position in the supply
of computer operating systems with a market share of over
90 percent of Intel-based PC (personal computer) operat-
ing systems (U.S. Department of Justice 1999).

ORGANIZATIONAL CULTURE AND
BILL GATES

The culture and organization of the company was synony-
mous with informality and openness to top management,
despite its being an organization of over 76,000 employ-
ees. From the beginning, casual dress, group working, and
a lack of hierarchy were its trademarks. The corporation’s
offices in Redmond, Washington, are arranged in a cam-
pus style, imitating a university where staff would feel a
sense of familiarity and “belonging.” The company
actively sought to recruit bright and ambitious program-
mers and graduates from leading universities. This flat
managerial structure and openness is, however, only one
side of the coin. Microsoft employees were expected to
work extremely long hours. Strong pressure existed to
ensure employees were focused solely on the work they
did for the company. More draconically, the company
used a biannual peer review process whose result was the
sacking of the worst performing 5 percent of staff in each
review.

Gates’s entrepreneurship, often discussed in
Schumpeterian terms, highlights the importance of social
networks and social capital. Born in Seattle in 1955 into

a wealthy family with a father who was a successful lawyer,
Gates attended Lakeside School, a prestigious private
school, and later Harvard University with the aim of
becoming a lawyer like his father. Gates was thus not sim-
ply an exceedingly bright student, he was also well con-
nected. He was able, through his father, to gain contacts
with leading lawyers and raise capital through venture
capitalists.

COMPETITIVE ADVANTAGE:
LICENSING IN OPERATING
SYSTEMS AND SOFTWARE

Microsoft released its first disk operating system, called
Microsoft Disk Operating System (MS-DOS), in 1981.
The decision of IBM to adopt MS-DOS as its operating
system for preinstallation on IBM computers proved cru-
cial in allowing Microsoft to establish MS-DOS as the
industry standard. MS-DOS was not the most techno-
logically advanced product available in the early 1980s. 
Icon-based interfaces (using a graphical user interface),
developed at the Xerox research labs and adopted by
Apple Computer, Inc., were not matched by Microsoft
until the release of Microsoft Windows in 1985.
However, the superiority of the icon-based system
encouraged Apple to maintain close proprietorial control
over its operating system, resulting in the Apple operat-
ing system being only available on Apple Mac machines.
Unlike Apple, Microsoft saw in licensing a commercial
mechanism for the establishment of an industry standard,
as well as a strategy and competitive advantage based
upon the creation of positive externalities and the net-
working effects deriving from the establishment of an
industry standard (Langlois and Robertson 1985, pp.
68–101). Thus the licensing and success of Microsoft
Windows was such that by 1990 Microsoft had achieved
a dominant position in the supply of operating systems
running on Intel-based PCs.

Microsoft also found competitive advantage in
closely monitoring and responding to new developments
in the software industry. As a result, however, Microsoft
has been continually accused—as with the antitrust case
described above and in a lawsuit brought by Apple in
1988—of anti-competitive practices, copying and even
stealing new developments. Microsoft developed close
contacts with small innovative firms, only to release alter-
native versions of the small firms’ software. Intuit, a pro-
ducer of a money-management software package, claimed
that after its software began outselling rivals by six to one,
Microsoft approached the company in early 1990 to dis-
cuss a possible takeover or joint venture whereby
Microsoft would produce the software, licensing the

Microsoft
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Intuit brand name. However, by the end of 1990,
Microsoft had abandoned all negotiations and announced
the release of its own finance product, Microsoft Money.

Microsoft’s practice of licensing software, and increas-
ing the price to manufacturers for older versions of
Microsoft software and operating systems, has been effec-
tive at encouraging the spread of the newest versions of its
software, thereby reinforcing its market position.
Microsoft’s success brought it into conflict with the
antitrust authorities in both the United States and
Europe, where its monopoly power was subject to exten-
sive government investigation. In the European case,
Microsoft was fined †280.5 million in 1996, with
another †497 million levied in 2004. European authori-
ties also restricted Microsoft’s ability to bundle software
(Tran 2006).

As of 2007, the company is organized into three divi-
sions—Microsoft Platforms and Services, Microsoft
Business, and Microsoft Entertainment and Devices—
reflecting the evolution of the company from its initial
development of operating systems and software toward
the provision of Internet, media, and entertainment ser-
vices. By 2007 Microsoft had expanded its operations into
ninety countries. However, this expansion has brought
new regulatory problems, notably the Chinese govern-
ment’s demands that the company restrict access to
Internet services and news. Thus Microsoft’s expansion
worldwide and into new markets is, almost uniquely,
inherently interlinked with regulatory and competitive
interaction between the company and host governments.

SEE ALSO Computers: Science and Society; Digital
Divide; Entrepreneurship; Globalization, Social and
Economic Aspects of; Information, Economics of;
Internet; Management; Networks; Organizations;
Social Capital; Venture Capital
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Carlo Morelli

MIDDLE CLASS
Class is perhaps the most crucial concept in the social sci-
ences; class location affects everyone’s life, and class strug-
gles are at the core of social dynamics in all societies. Class
can be viewed as a dichotomous system in which each
class presupposes the other (e.g., there can be no masters
without slaves and vice versa) or as a gradational system
with a continuous ordering or ranking of people, from
low to high, on the basis of income, skill levels, occupa-
tion, education, and so on (Ossowski 1963). The middle
class can be identified on a purely descriptive, ad hoc
basis, using a gradational approach to divide the popula-
tion into aggregates sharing similar characteristics. The
“middle class” is, then, the population aggregate that falls
in the middle of the income, educational, and occupa-
tional profiles of a research sample, a given community, a
region, or a nation-state. This descriptive approach yields
only a superficial picture of the middle class, however.
Theoretical analysis is required to identify the basis for the
location of the middle class in the social and economic
structures that, in turn, affect its economic, social, and
political behavior and ideological commitments. Karl
Marx (1818–1883) and Max Weber (1864–1920) set the
foundations for the analysis of class. A discussion of their
main ideas must precede consideration of more recent
theories about the middle class.

MARX AND WEBER ON CLASS

Marx identifies two main classes in capitalist societies: the
bourgeoisie or capitalist class (owners of the means of pro-
duction), and the proletariat or working class (owners
only of labor power or the capacity to work). Prior to cap-
italism, there was a “manifold gradation of social rank”
(e.g., feudal lords, apprentices, serfs, etc.), and within each
of these ranks there were “subordinate gradations” (Marx
and Engels [1848] 1998, p. 2). In reply to the question,
“What makes wage-laborers, capitalists, and landlords
constitute the great social classes?” Marx offers a prelimi-
nary answer: “the identity of revenues and sources of rev-
enues.” He rejects this conclusion because it would lead to
defining as a class any group whose income has the same
origin. Marx gives the example of physicians and officials
and ends by stating, “the same would also be true of the
infinite fragmentation of interest and rank into which the
division of labor splits laborers as well as capitalists and
landlords” (Marx [1894] 1967, pp. 885–886). For Marx,
a social class is not an income group, but a necessary and
unequal relationship between people, mediated or shaped
by their relationship to the means of production. The rela-
tionship between capitalists and workers is necessary (they
presuppose each other), it is exploitative (capitalists
appropriate the surplus value produced by the workers),
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and it places the capitalist class in a position of power over
the working class.

When examining capitalism theoretically, Marx uses
a dichotomous concept of class. Empirically, he observed,
classes do not appear in “pure form”; in England, for
example, they were fragmented by the division of labor
into “middle and intermediate strata” (Marx [1894] 1967,
p. 885). The middle class, Marx’s writings suggest, is a
descriptive concept that refers to an empirically variable,
heterogeneous set of strata located in an intermediate
position between workers and capitalists.

Weber’s concept of class is neither relational nor cen-
tered on exploitation. Weber’s focus is the effect of class
situation on life chances, that is, on an individual’s eco-
nomic and social opportunities. Classes are aggregates of
individuals who, because they bring similar resources to
the market (e.g., ownership of different kinds of property,
different skills, etc.), they share similar life chances. “The
term ‘class’ refers to any group of people that is found in
the same class situation” (Gerth and Mills [1946] 1973, p.
181). In market exchanges, ownership of property gives
power to owners over nonowners, that is, those who must
sell their labor or goods made with their labor in order to
survive. This is why “ ‘property’ and ‘lack of property’ are
… the basic categories of all class situations” (Gerth and
Mills [1946] 1973, pp. 181–182). These categories, how-
ever, are extremely differentiated according to the kinds
and quantity of property and the type of skills individuals
bring to the market. Weber provides an elaborate taxon-
omy of propertied, commercial, and social classes. The
middle classes are located between the “positively” and
“negatively” privileged propertied and commercial
classes—for example, small property owners, craftsmen,
self-employed farmers, public officials, professionals, and
credentialed and highly skilled workers (Weber 1978, pp.
302–307).

Weber theorized about classes at the level of what
Marx called “the Eden of the innate rights of man” (Marx
[1867] 1967, p. 176), meaning the market, where capital-
ists and workers meet freely as buyers and sellers of com-
modities. Marx focused on the level of production, where
capitalists exploit workers. Both levels of analysis are
important for the study of class.

TWENTIETH-CENTURY THINKING
ABOUT THE MIDDLE CLASS

As capitalism developed in western Europe and the
United States, it brought not only an increase in the size
of the working class, but, especially during the first half of
the twentieth century, a relatively greater increase in the
number of nonmanual waged and salaried employees.
Some of these “white-collar” workers were highly edu-
cated, well paid, and in positions of authority; others were

poorly paid and differed from manual “blue-collar” work-
ers mainly in the kind of work they did. Sociologist C.
Wright Mills (1916–1962) referred to these workers as a
“new” middle class, different in its dependent status and
source of income (salaried work) from the economically
self-reliant “old” middle class prevalent in the nineteenth
century, composed of independent professionals, small
farmers, small entrepreneurs, and property owners (Mills
1951). This new and growing intermediate strata or mid-
dle class, because of its heterogeneity in terms of occupa-
tion, education, income, and authority in the workplace,
is difficult to categorize and identify.

Among Marxist analysts, the most important work
has been done by Erik Olin Wright, who introduced com-
plexity into the two-class schema by examining, in the
context of concrete capitalist societies, variations in the
extent to which the three dimensions of capitalist
power—ownership and control over money capital, phys-
ical capital, and labor—coincide or not to form different
kinds of class locations. There are, in light of this analysis,
three “pure” classes: capitalists, the working class, and the
petty bourgeoisie or owners of means of production who
do not employ labor (Wright 2001, pp. 112–113). The
middle classes are propertyless employees whose levels of
skill and knowledge, and position in the authority struc-
ture, place them in “contradictory” class locations. As
well-paid managers or experts, they are in a “privileged
location within relations of exploitation” (Wright 1997, p.
22); they are exploited (as workers), while simultaneously
sharing capitalist privileges that vary with their degree of
authority and expertise.

A different criterion for separating the working class
from the middle class is whether or not workers engage in
productive labor, that is, whether they produce exchange
values and, therefore, surplus value. Arguing that only
productive workers are members of the working class,
Nicos Poulantzas (1936–1979) considers all other wage
and salary earners, those who only contribute to the circu-
lation and realization of surplus value (i.e., those
employed in banking, commerce, research, advertising,
services, etc.), as unproductive workers: the middle classes
are composed of such workers (Poulantzas 1973, pp.
30–31).

Today’s neo-Weberian analysis of class has to focus on
the relationship between class or market situation and life
chances. Given the exceedingly large number of possible
market situations, social scientists have to identify clusters
of those positions that could be considered classes (Breen
2005, p. 35). Aage Sørensen, for example, defines classes
as “sets of structural positions. Social relationships within
markets, especially within labor markets, and within firms
define these positions” (Sørensen 1991, p. 72; cited in
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Breen 2005, p. 35). The nature of those positions and the
number of classes that can be constructed vary.

POLITICS AND THE MIDDLE CLASS

Class location objectively determines people’s economic
and political interests and influences, not their subjectiv-
ity, political consciousness, beliefs, behavior, and so forth.
But classes, as Weber observed, are not communities; they
are not groups whose members share a sense of belonging
and a set of objectives. Classes are aggregates of people in
the same “class situation,” and they become mobilized and
politicized only under certain circumstances, such as, for
example, interclass confrontations or rapid economic and
technological change that undermines their life chances.
The middle classes, like all classes in “contradictory” 
class locations, can vary in their political allegiances.
Simultaneously placed in relations of subordination, dom-
ination, and relative autonomy, they are more likely to be
motivated by ideological political commitments, values,
beliefs, religion, and so on than by “objective” interests.

The paradoxical behavior of American voters who,
despite their economic vulnerability, vote for a party that
protects the interests of the capitalist class, illustrates the
weight of politics, culture, and religion in shaping the
political behavior of the middle classes (see, for example,
Frank 2004). As long as the ruling classes continue to con-
trol the media and the production and dissemination of
ideologies in harmony with the value commitments of the
middle strata, these sectors of the population will most
likely be swayed towards conservatism unless a sudden
economic crisis, like the Great Depression of the 1930s,
undermines their understanding of their real conditions of
existence.

SEE ALSO Autonomy; Black Middle Class; Blue Collar
and White Collar; Bourgeoisie, Petty; Class; Gramsci,
Antonio; Hegemony; Jacobinism; Managerial Class;
Marx, Karl; Middleman Minorities; Middlemen
Minorities; Poulantzas, Nicos; Professionalization;
Professionals; Stratification; Voting; Voting Patterns;
Weber, Max; Working Class
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Martha Gimenez

MIDDLE CLASS, BLACK
SEE Black Middle Class.

MIDDLE WAY
Within the religio-philosophical traditions of Asia, the
term middle way is associated with both Confucian and
Buddhist teachings. In Confucianism, the Doctrine of the
Mean (Zhongyong) advanced a vision of the goodness of
human nature in terms of its “centeredness” (zhong) prior
to the arousal of the feelings, and its harmoniousness
(yong) when balanced after the feelings are aroused.
Through “sincerity” (cheng) in thought and deed, the cen-
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trality of this original state is preserved in a harmonious
relationship to all things, making possible a mystic unity
with everything between heaven and earth. However, the
Doctrine of the Mean only came to be emphasized as a
canonical text with the appearance of neo-Confucianism,
a post-Buddhist development, during the Song dynasty
(960–1279). Though the “mean” as the course of moder-
ation and balance had been a part of the teachings of
Confucius (551–479 BCE), the importance assigned to the
Doctrine of the Mean can be viewed as an indication of the
extent to which neo-Confucians felt compelled to respond
to themes that had been more emphasized by the
Buddhists. Mention of the “middle way” first and fore-
most brings to mind the teachings of Siddhártha Gautama
(563–483 BCE), the historical Buddha, and later
Maháyána Buddhist philosophers such as Nágárjuna (c.
150–250).

After having been raised in luxury, as the son of the
king of the Shakya tribe, Siddhártha Gautama left his
family and embarked on a search for the meaning of life,
one that involved him in a prolonged period of ascetic
practice. Icons representing the extent to which
Siddhártha pursued this course depict him as an emaci-
ated figure, sitting in meditation, with a taut layer of flesh
binding his pronounced skeleton. Ultimately, however,
Siddhártha accepted a small portion of rice-milk from a
goatherd, Sumedha. Though he continued his search for
meaning, Siddhártha abandoned extreme asceticism, as he
had earlier abandoned his life of luxury, in favor of a “mid-
dle way,” or a search for understanding and liberation
based on balance and moderation.

Not long after taking up this middle course,
Siddhártha achieved enlightenment. In his first sermon,
Siddhártha praised the middle way as superior to both the
life of luxury and that of asceticism. He then related his
realization of the Four Noble Truths: that life is suffering;
that there is a cause of suffering, desire and attachment;
that there is a cure, elimination of attachment; and that
the path to such elimination is the Eightfold Noble Path.
The latter can be summarized as a way of life that flows
from the practitioner’s realization that there is no self (the
absence of self is referred to as anátman), that all things
lack self-nature, and that everything is transitory. With
these insights into the meaning of life, Siddhártha was
able to achieve nirvána, or liberation from the cycle of
reincarnation through the “putting out of the flame” of
existence. He thus became known as “the awakened one,”
or “the Buddha.” The implication of the Buddha begin-
ning his first sermon with praise for the middle way is that
the entirety of his teachings should be understood as an
expression of the course that steers clear of extreme prac-
tices that lead to rebirth and continued suffering. More
particularly, however, the middle way, lauded as the source

of wisdom, peace, and nirvána, was identified with the
practical way of the Eightfold Path.

The philosopher Nágárjuna made the teaching of the
middle way virtually identical with Maháyána Buddhism
as it came to be understood metaphysically. Nágárjuna’s
most famous work, the Múlamadhyamaka káriká, or
Treatise on the Middle Way, explained “the middle way”
(mádhyamaka) in terms of an eightfold process of nega-
tion systematically denying all theses and their antitheses.
Nágárjuna viewed both thesis and antithesis as extreme
positions that could be mediated only by denial of both.
Furthermore, he insisted that the denial of both thesis and
antithesis be denied, as well as the affirmation of both the-
sis and antithesis. Ultimately, Nágárjuna affirms the mid-
dle way as súnyatá, or emptiness, the state of all aspects of
existence that is midway between independent, self-sus-
taining existence and utter nonexistence. Súnyatá properly
understood is neither absolute existence nor absolute
nonexistence, but instead the middle way that recognizes
the dependent nature of any aspect of existence in relation
to all other aspects of existence. Rather than being a nega-
tion of reality, súnyatá makes possible the phenomenal
world as we know it. Nágárjuna’s metaphysical interpreta-
tion of the middle way as applied to all categories and
things—including time, space, causality, suffering, the
self, samsára, the Buddha, the Four Noble Truths, the
Eightfold Noble Path, nirvána, and so on—comple-
mented the earlier practical interpretation of the middle
path as an existential course of moderation, one avoiding
the extremes of indulgence in luxury or excessive asceti-
cism. Followers of Nágárjuna’s “middle way” teachings,
known as Mádhyamikas, found comfort especially in
knowing that suffering and samsára are empty in the sense
that they have no independent existence. Alternatively,
they have found in the emptiness of the self, the Buddha,
and nirvána an absence of obstacles that might otherwise
hinder their unity with them.

SEE ALSO Buddha; Buddhism; Religion
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MIDDLEMAN
MINORITIES
The term middleman minorities, coined by Hubert
Blalock (1967), refers to minority entrepreneurs who
mediate between the dominant and subordinate groups.
Their customers are typically members of marginalized
racial or ethnic groups that are segregated from the major-
ity group.

EARLY DEVELOPMENT OF
MIDDLEMAN MINORITIES

Edna Bonacich’s article “A Theory of Middleman
Minorities” (1973) remains the seminal work on the
topic. Bonacich offers an explanation for the development
and persistence of middleman minorities as minority
groups serving an intermediary position between the
majority group and other segregated minority groups. She
notes several commonalities among various middleman
groups (e.g., Armenians, Indians, Chinese, Japanese, and
Jews) in selected occupations (e.g., bankers, barbers, bro-
kers, launderers, and restaurateurs). A key characteristic
for Bonacich is the tendency of middleman minorities to
be sojourners—people who intend to return to their
country of origin.

Because they are sojourners and their migration is
economically driven, middleman minorities are thrifty
while amassing capital. Moreover, they maintain strong
ties with their compatriots in the host and origin countries
while remaining detached from the host society. In short,
middleman minorities have little incentive to develop 
ties to the host society. Furthermore, they tend toward
businesses in which assets are quickly accumulated and
liquidated.

Due to their sojourner status and their strong in-
group ties, middleman minorities develop a competitive
business edge. In particular, these entrepreneurs minimize
their labor costs through their reliance on family members
and fellow ethnic workers willing to work long hours for
little pay. These circumstances allow middleman minori-
ties to establish positions of economic dominance.

Their success places middleman minorities in conflict
with different sectors of the host society. Entrepreneurs
from other groups cannot readily compete with the mid-
dleman minorities’ cheap labor. Also, workers in the

mainstream labor force view the workforce of middleman
minorities as a threat to their own ability to negotiate
higher wages and better working conditions. Finally, the
minority clientele of middleman minorities resent them
for not hiring members of their group and for not being
vested in their communities.

Consequently, their success as entrepreneurs creates a
paradox. Middleman minorities sometimes abandon their
intentions to return to their country of origin, transition-
ing from sojourners to settlers. As settlers, they tend to
become more integrated into the host society, a fate of
many Jews, Chinese, Indians, and Japanese in the United
States (Bonacich 1973). However, due to continued
antagonism from the host society some middleman
minority groups remain perpetual middlemen, maintain-
ing their sojourner intentions and residential separation
(Blalock 1967).

CULTURE, BLOCKED
OPPORTUNITIES, AND
MIDDLEMAN MINORITIES

Bonacich (1973) posits that the culture of the country of
origin is important in the development of middleman
minority. She asserts that the cultures of some groups tend
to predispose them to the role of middleman minorities,
regardless of location. Similarly, Thomas Sowell (1996)
highlights the role that culture plays in the entrepreneur-
ial activities of middleman minorities such as Chinese 
and Jews.

While culture may be an important ingredient in the
formation of middleman minorities, blocked access to
opportunity structures represents an equally—if not
more—important component in the making of middle-
man minorities. Traditional middleman minorities have
experienced discrimination and hostility in different parts
of the world. For example, during the “coolie” period in
the United States, segregation laws during the nineteenth
century hindered Chinese immigrants from learning
English and the dominant group’s culture and norms
(Wang 1991; Ha 1998). Sowell (1996) also describes the
discrimination and violence directed against Chinese in
gold rush communities. Chinese were also barred from
immigrating to the United States and from becoming cit-
izens. Due to virulent anti-Asian sentiment, Chinese clus-
tered in enclaves where they fended for their survival.
Even today, Asians fail to receive appropriate returns to
their educational levels in the labor market, with many
opting to become entrepreneurs, increasingly in black
neighborhoods (Min 2002).
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RECENT DEVELOPMENTS
REGARDING MIDDLEMAN
MINORITIES

The conceptualization of middleman minorities has some
shortcomings today. For example, the term generally
describes the experiences of certain immigrant groups his-
torically. The extent to which the perspective can be fully
applied to immigrant groups now is open to debate.
Furthermore, the emphasis on sojourning requires some
adaptation, as many middleman minorities in the United
States have settled or intend to settle in this country while
others are transnational migrants, maintaining ties in the
countries of origin and destination.

Since the appearance of Bonacich’s 1973 article, there
have been shifts in immigration patterns to the United
States, with some groups especially likely to become entre-
preneurs (e.g., Cubans and Koreans). Due to the diverse
experiences of such groups, other terms have emerged to
capture their varying realities. For instance, ethnic enclave
describes a geographic setting where ethnic groups are
concentrated (see Portes and Rumbaut 1990). The term
captures the economic, social, cultural, and language
activities associated with ethnic concentrations. With
respect to ethnic entrepreneurial activities, the main dis-
tinction between “ethnic enclave” and “middleman
minorities” concerns the ethnic background of the clien-
tele and the residence of ethnic entrepreneurs. Middleman
minorities share neither an ethnicity nor a residential area
with their clientele: they typically live outside of the
neighborhoods where their segregated minority clientele
live. In contrast, ethnic entrepreneurs in ethnic enclaves
share an ethnicity and residential area with their clientele.
Thus, ethnic entrepreneurs are members of the neighbor-
hoods where their businesses reside. Two groups illustrate
these concepts. Korean business owners serving predomi-
nantly African American areas in Los Angeles exemplify
middleman minorities. Cuban business owners in pre-
dominantly Cuban areas in Miami illustrate ethnic entre-
preneurs in ethnic enclaves. For further discussion
regarding these terms see Feagin and Feagin (2003).

In sum, despite the changing nature of immigration
and the context in which immigrants exist in the host
society, the term middleman minority endures. An analysis
of the entries in Sociological Abstracts suggests a general
increasing usage of the term since its inception (1960–
1969, 0.3 average annual entries; 1970–1979, 1.4;
1980–1989, 2.9; 1990–1999, 3.9; and 2000–2005, 2.8).
The continued changing nature of immigration and
racial/ethnic relations is likely to result in future modifica-
tions to the conceptualization of middleman minorities.

SEE ALSO Ethnic Enclave
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MIDDLETOWN
SEE Community Power Studies; Lynd, Robert and Helen.

MIDLIFE CRISIS
Psychologist Elliot Jaques has been given credit for coin-
ing the term midlife crisis, now heavily embedded in psy-
chodynamic theory, in a 1965 article entitled “Death and
the Midlife Crisis,” written for the International Journal of
Psychoanalysis. Jaques suggested that midlife, analogous to
the top of the “hill” in the common saying “over the hill,”
is a time when adults retrospectively analyze their lives,
project future autonomy, functionality, and life
expectancy, and realize their mortality as an intimate 
reality.

This initial conceptualization highlighted two impor-
tant implied points. The first was that a midlife crisis is
part of a continuing developmental process of maturation
and adaptation that characterizes aging. This suggests that
the factors that precede, precipitate, and follow a midlife
crisis may reoccur. The second point is that perceived
proximity to decreasing functionality or mortality may be
a more salient initiator of retrospective analysis than age
alone. For example, there is evidence among populations

Middletown
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where lifespan is truncated by disease that factors associ-
ated with a midlife crisis may occur much earlier in life.

Carl Jung (1875–1961), in his extensive writings,
identified five stages associated with an innate, normal,
and expected midlife transition: accommodation, separa-
tion, liminality, reintegration, and individuation. In
accommodation, a pretransition stage, individuals present
adaptive characteristics (personae) that are based on envi-
ronmental demands and expectations, and acquire defini-
tions of self based on what is most adaptive. Using
enormous mental energy, individuals engage in a contin-
ual attempt to balance their persona with fundamental
preferences and desires. This stage is typically characteris-
tic of younger years, when the expectations of others are a
more significant influence on preferences and behavior.

For many, what is needed to be functional in a spe-
cific environmental context is in significant conflict with
fundamental preferences. During a period of reevaluation,
often occurring around midlife, individuals begin to chal-
lenge and slowly disassemble the persona and order their
lives based on fundamental preferences. This process,
known as separation, is filled with questions about under-
lying preferences and how closely they align with what has
been presented to the world for the sake of adaptation.
The greater the distance is between these innate motives
and the external persona, the greater the tendency for this
period to be defined as a “crisis” and for dramatic changes
in overt behavior and preferences to occur.

In liminality, the next stage in cases where there is
substantial distance between the adaptive persona and
personal preferences, the previously adaptive persona is
fully rejected, if only for a short period, and certain socie-
tal and cultural demands are largely ignored. Individuals
often question their essence, lack a sense of self, and are
much more reliant on new external sources—both prop-
erty and people—for the definition of who they are, as
they work toward the establishment of a new persona.

It is notable that the stages of separation and liminal-
ity are most associated with the modern era and with the
developed countries. Symptoms of midlife crises in
Western cultures may include increased boredom and self-
doubt, compulsivity, major changes in the libido and sex-
ual preferences, a change in the people, places, and things
that define personal success, increased insecurity,
increased rumination about past relationships and per-
sonal/professional decisions, restlessness, and an intense
desire to make change without a clear sense of direction.
For those with closely aligned persona and personal pref-
erences, moderate changes in perception, priorities, and
behavior may not necessarily be negative and can be asso-
ciated with a productive realignment of resources and
behavior congruent with age.

During the stage of reintegration, individuals adopt a
new persona. For some, the new persona is congruent
with previous roles and responsibilities; for others, it is in
conflict. Uncertainty about self is reduced, but not always
eliminated, and confidence about the direction of life is
established. Individuals frequently achieve a new level of
stability and functioning that is reflective of a better bal-
ance between the persona and personal preferences.

In the final stage of a midlife transition, known as
individuation, individuals become increasingly re-aware of
societal and cultural demands, and come to a clearer
understanding of their recent choices. It is often during
this stage that the financial, interpersonal, personal, and
professional consequences of the previous stages are real-
ized. This stage is also characterized by new attempts to
maintain minimal distance between the persona and fun-
damental preferences.

There appears to be tremendous individual variability
in the incidence and sequence of stages associated with
midlife crisis. Jung’s five-stage schema provides a concep-
tual context for understanding midlife transitions but
does not imply a definitive sequence or timing of events.
Individuals, as a function of a range of internal and exter-
nal, environmental factors, may move back and forth
from separation to liminality over a long period of time.
Furthermore, successful movement through a stage does
not preclude revisiting previous stages based on subse-
quent events. For example, introspection brought on by a
job promotion or change in career may precipitate a
sequence of separation, liminality, and finally individua-
tion over a period of no more than a few days. In contrast,
the death of a spouse or close friend may bring about a
return to separation and liminality lasting months or even
years. In other cases, sequential life changes can result in a
healthy and painless reevaluation of priorities and
resources, and a quick and successful movement to a new
functional and a well-integrated persona.

Since the early psychodynamic attempts to grapple
with midlife transitions, and certainly after Elliot Jacques’s
introduction of the concept of midlife crisis, several other
conceptualizations have been put forth. For example, the
midlife crisis has been conceptualized by more cognitively
oriented professionals as an emotional state characterized
by intense self-doubt and anxiety, occurring usually
between the ages of thirty and forty years old. The crisis is
either thought to occur naturally or to be precipitated by
sudden and major change in status or life circumstance
(job promotion, grandchildren, etc.) or a period of exten-
sive introspection (brought on by loss of a job, shrinking
interpersonal network as the result of morbidities or mor-
tality, etc.). Other factors thought to precipitate crises
include financial problems, the death of a spouse, parent,
sibling, or friend, and diagnoses of potentially life-threat-
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ening or lifestyle-altering age-related morbidities (sexual
impotence, hypertension, obesity, diabetes, etc.).

Not all cultures respond to the midlife transition as a
crisis, in part because of their more positive perceptions of
aging. For example, in many Eastern cultures where
advanced age is equated with experience and wisdom and
aging increases status in the family and society, midlife
transitions are thought of as a time of celebration, not cri-
sis. In contrast, in Western cultures senior status is often
equated with disability and lack of autonomy—hence it is
no surprise that the midlife crisis appears to be much
more prevalent in the West. In addition to differences in
perceptions of aging, it has been suggested that cultural
variations in the epidemiology of the midlife crisis may
also reflect the greater distance between the persona and
fundamental preferences in Western cultures.

Although the midlife crisis is frequently associated
primarily with men, both men and women experience
potentially difficult midlife transitions. For those men and
women for whom transition rises to the level of crisis, the
process lasts from approximately three to ten years among
men and two to five years among women. The women
who appear to be most likely to experience a midlife crisis
are Westerners of childbearing age who are heavily
engaged in their careers, and who have presented a per-
sona for many years that is inconsistent with their funda-
mental preferences. In these cases, and sometimes in
others initiated by menopause or a change in reproductive
status, women often experience boredom and engage in a
process of self-reflection through which professional and
personal achievements are reevaluated and new priorities
are established. Women may suddenly prefer younger sex-
ual and interpersonal partners, may devalue established
and ongoing personal and professional relationships, pur-
sue changes in their career, experience increased affective
disturbance, pursue substantial modifications to their
appearance including plastic and cosmetic surgeries
(breast implants, face-lifts, changes in makeup, etc.), or
experience a sudden onset of maternal instincts including
the desire to have a child.

The midlife crisis in men is most frequently charac-
terized by a difficult and intense transition process involv-
ing the reassessment of expected longevity, the realization
of death as intimate and an inevitable future event, the
reevaluation of life priorities, values, and goals, and
attempts to project future functionality and the quality of
the second half of life. Onset is most often caused by
decreased libido or work-related issues. Men may become
concerned about their physical appearance and initiate a
program of exercise and dieting; they may consider hair
implantation if balding and hair coloring if graying; they
may abuse alcohol and illicit substances, or engage in
domestic violence, or seek the attention of younger

friends, coworkers, and sexual partners to confirm their
vitality and youth. Because men often define themselves
through their career, and until recently mostly pursued
only one career throughout their lifetime, feelings of being
stuck in a single career with limited prospects for advance-
ment frequently precipitates midlife crisis. One can only
speculate what impact recent increases in the number of
lifetime careers an employee is expected to have prior to
retirement will have on the incidence of midlife crisis in
the United States.

There is evidence that only between 8 and 25 percent
of Americans over the age of thirty-five experience a
midlife crisis, which suggests at the very least that the
midlife crisis is not an inevitable and natural process.
Indeed, some researchers suggest that the midlife crisis is
a chimera, and occurs for self-serving reasons and not
because it is a genuine crisis. It gives white middle class
people in North America and Europe, who value leisure
time, prosperity, and self-indulgence, permission to act
out, ignore traditions, and pursue new self-indulgent
directions later in life. Experiencing a midlife crisis allows
them to sidestep societal expectations about age-appropri-
ate behavior and life stages.

For the minority of individuals who experience a
midlife crisis—“real” or not, and whatever the causes—
managing behavioral symptoms and distress becomes
important. This can be achieved through a process of
introspection—alone or with the aid of friends or rela-
tives—but in more extreme cases, the aid of mental health
specialists and other professional care providers may be
necessary.

In summary, the midlife crisis is perhaps best viewed
as a special manifestation of a developmentally normal
midlife transition that provides individuals a time to
reevaluate expectations and make age-appropriate adjust-
ments to roles and resources. For many, this transition is
very productive and leads to needed decisions and
changes, and to a focus on the value of interpersonal and
intimate relationships. It can also be an opportunity to
move beyond previously accepted boundaries and societal
constraints.

SEE ALSO Developmental Psychology; Jung, Carl;
Maturation; Psychotherapy; Social Psychology
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MIDWIFERY
Midwife, an Anglo-Saxon term meaning “with woman,”
aptly describes the role that women have long assumed as
birth attendants. Throughout history and across cultures,
women have traditionally provided direct assistance and
support during childbirth; men were generally excluded.
Attendance at birth has been suggested to be essential in
facilitating mother-child survival as the physiology of
birth changed during human evolutionary history. The
upright stance necessary for bipedal locomotion made
human birth more complicated than the births of other
higher primates, whose quadrupedal locomotion allows a
pelvis aligned for the direct descent of the fetal head,
whereas the human infant must rotate as it descends
through the pelvis, causing pain to the laboring woman.
Immediately after birth primate babies can climb onto
their mothers’ backs and cling; human infants, born ear-
lier in their developmental cycle because of their larger
brains, are relatively helpless at birth and require immedi-
ate nurturance. These factors encouraged the evolution of
birth as a highly social process; in few societies do women
give birth alone and unaided. Indeed it is reasonable to
assume that midwifery must have evolved right along with
Homo sapien birth. The presence of other females would
have enhanced the success of the birth process as they
acquired such skills as turning the baby in utero, provid-
ing emotional support to the mother through the pain of
labor, assisting rotation of the head and shoulders at birth,
massaging the mother’s uterus, and administering herbs to

stop postpartum bleeding. Such skills typify the tradi-
tional midwifery of thousands of cultures throughout
human history.

The birth attendant is not always a specialist, and
some cultures do not have specifically delineated roles for
midwives; in Nepal and Bangladesh, for example, family
members are often the ones to care for the birthing
mother. But thousands of traditional societies, and the
vast majority of industrialized societies, do have a specific
category of career that translates into English as midwife.
Broadly speaking, a midwife is defined as a skilled practi-
tioner who cares for the mother during pregnancy, birth,
and the postpartum period and is recognized by her gov-
ernment or her community as such. In traditional soci-
eties midwives often serve additional roles as community
healers, and in industrialized societies as specialists in pri-
mary health care, gynecological well-woman care, and
sometimes also in complementary therapies such as home-
opathy, herbalism, and nutrition.

According to the International Definition of a
Midwife endorsed by the International Confederation of
Midwives (ICM) and various development agencies, the
midwife’s sphere of practice generally includes supervi-
sion, care, and advice to the pregnant woman; attending
births on her own responsibility; caring for the newborn
and mother after birth; identifying risks or abnormalities;
taking preventive measures; procuring medical assistance
when necessary; and dealing with emergencies in the
absence of medical help. She also takes an active role in
counseling and education not only for women but also for
families and communities. She may practice in hospitals,
clinics, health units, freestanding birth centers, homes, or
any place her services are needed. Her government, her
community, insurance companies, or individuals may pay
for her services; traditional midwives often barter for their
care, accepting whatever the family might offer.

OBSTETRICS AND MIDWIFERY

Throughout the world, during the nineteenth and twen-
tieth centuries, biomedical obstetrics took over much of
the care and “management” of pregnancy and birth.
Biomedical personnel tend to attribute the dramatic
decline in maternal and infant mortality of the twentieth
century, especially in developed countries, to medical and
technological advances. Yet public health experts insist
that much of this decline is due to public health measures
such as improvements in sanitation and hygiene, better
nutrition, higher education, and better working condi-
tions for women. They note that in the developing world,
clean water would do far more to promote maternal
health than the expensive high-tech hospital.
Nevertheless, biomedicalization equates to moderniza-
tion, so such hospitals continue to be built in moderniz-
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ing countries, and governments continue to encourage or
insist that women give birth in them.

One direct result is that the rates of obstetrical inter-
vention in birth are rising worldwide. For example,
national cesarean rates in Taiwan, China, Brazil,
Argentina, Chile, Mexico, and Puerto Rico are between
40 and 50 percent. In the United States, the cesarean rate
has risen since the early 2000s from 23 percent to 29.1
percent; most European countries, Canada, and Australia
have cesarean rates in the mid-20 percent range. Although
professional midwives attend the majority of births in
some of these countries, they are biomedically socialized
and often overworked, and have been unable to stem the
rising cesarean tide, which is largely obstetrician-driven.
The exceptions include the Scandinavian/Nordic coun-
tries and Japan, where cesarean rates range from 12 to 17
percent; in those countries, both midwives and obste-
tricians have worked hard to preserve normal vaginal 
delivery.

Obstetrical dominance over birthing represents not a
neutral substitution of one care provider by another, but
rather a fundamentally different and opposing philosoph-
ical approach to birthing care—one that takes a mechanis-
tic approach to birth, treating the laboring body as a
dysfunctional machine unable to work properly without
technological intervention. The high rates of unnecessary
intervention in birth and the resultant iatrogenic damage
to mother and child have spurred professional midwives
around the world to develop, articulate, and practice a
“midwifery model of care”—a woman-centered, humanis-
tic, and physiological approach to birth based on respect
and compassion for the woman, and on the large body of
scientific evidence that demonstrates the much better out-
comes that result when the woman is encouraged to birth
in the place of her choice, to move about freely, eat and
drink at will during labor, and give birth in upright posi-
tions. Application of this model has been shown in multi-
ple studies to result in far less technological intervention
in birth, greater maternal satisfaction, higher rates of
breast-feeding after birth, and low rates of cesarean section
and perinatal mortality.

In Europe and Australia, midwives have always been
and continue to be the primary attendants at the majority
of births, yet during the 1900s their education became
heavily medicalized and their practices moved almost
entirely into the hospital. In Canada and the United
States, the obstetrical takeover of birth in the early 1900s
resulted in the near-elimination of midwifery. In all these
countries, home birth has become rare (around 1% of all
births) in spite of much evidence demonstrating planned,
midwife-attended home birth to be as safe as, or safer
than, hospital birth for women without serious complica-
tions. Many professional midwives are engaged in a

process of self-examination, attempting to reclaim the
autonomy they lost with the obstetrical takeover of birth
in the nineteenth and twentieth centuries, to return to
attending out-of-hospital births at homes and in birth
centers, and to work in nonhierarchical collaborative rela-
tionships with obstetricians.

NURSE- AND DIRECT-ENTRY
MIDWIFERY

The early British combination of nursing and midwifery
has long been the model for the profession of nurse-mid-
wifery in many developed and developing nations, but
many have come to critique this model because education
in nursing first tends to heavily socialize midwives into the
hierarchical, interventionist biomedical model of birth.
Such critics have worked to generate or regenerate direct-
entry midwifery, in which midwives are not first educated
in nursing, but instead are educationally grounded in the
midwifery model of care. The best-known example of this
kind of midwifery comes from the Netherlands, where for
centuries midwives have been trained in their own mid-
wifery schools and have enjoyed full integration into the
health care system as autonomous practitioners, maintain-
ing in the 2000s a 30 percent home birth rate in their
country. Since the 1970s midwives in Canada, the United
States, Australia, New Zealand, Mexico, and other coun-
tries, inspired in part by the Dutch model, have developed
new models of direct-entry education and autonomous
practice for midwives based on the midwifery model of
care. This reclaiming and revitalization of midwifery has
resulted from alliances between activist consumers, mid-
wives, public health officials, and many others working to
humanize birth.

TRADITIONAL AND PROFESSIONAL
MIDWIVES

There is a sharp distinction made in international litera-
ture and discourse between professional midwives and tra-
ditional birth attendants (TBAs). The definition created
by the professional midwives of the ICM stresses the com-
pletion of prescribed course(s) of studies in midwifery and
registration and/or legal licensing to practice midwifery.

Professional midwives who meet these criteria,
including both nurse- and direct-entry midwives, are usu-
ally fully incorporated into health care systems.
Traditional midwives, who still attend the majority of
births in many developing countries, have no such formal
education; they suffer multiple forms of discrimination
within biomedical systems. The World Health
Organization (WHO) does not recognize the traditional
midwife as a midwife, but rather as a TBA—“the term
TBA refers only to traditional, independent (of the health
system), non-formally trained and community-based
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providers of care during pregnancy, childbirth, and the
postnatal period” (WHO 2004, p. 8). WHO suggests that
TBAs are stopgap measures until more “qualified” person-
nel are available (and indeed, traditional midwives have
been largely eliminated or greatly reduced in number and
scope of practice in, for example, Thailand, Costa Rica,
Venezuela, Argentina, Chile, and Brazil, with the excep-
tion of the Amazon region). Health authorities tend to
accept this distinction, while social scientists reject or con-
test it, examining the social roles of definitions as tools of
power to determine insiders and outsiders, and studying
and documenting the vital roles traditional midwives still
play in many societies.

Since the mid-twentieth century nongovernmental
organizations, multilaterals, and bilaterals have invested
heavily in professional midwife and TBA training in their
efforts to reduce maternal and perinatal mortality in the
third world. The social science of midwifery grew out of
this trend, and reflects social scientists’ roles in analyzing
training programs for development organizations and the
impact of new models on both quality of care and health
outcomes. Social scientists find that women trained as
professional midwives are usually young and have borne
no children themselves. In developing countries, they are
educated in an urban environment, usually in two-year
programs, then sent out to serve in a rural village, where
they wear the white coat and expect respect from the
townspeople for their professional, educated status. They
usually work in underfunded and understaffed govern-
ment-built clinics, but for an extra sum of money will
sometimes attend a home birth if they are called.
Workloads and stress levels in such clinics are high, often
resulting in maltreatment of women and early burnout on
the part of the professional midwife.

Thus even though the governments of almost all
developing countries have embarked on massive programs
to bring birth into the clinics and hospitals under the care
of professional midwives and obstetricians, many rural
women resist because of inadequate and impersonal care.
For example, women are forced to birth flat on their backs
in very exposed positions, usually receiving an episiotomy
to widen the vaginal outlet and speed the birth. To the
apparent bewilderment of governments and biomedical
personnel, many women in developing countries prefer
the more nurturing and culturally appropriate care pro-
vided by the local traditional midwife/TBA, usually an
older woman who has given birth several times and has
earned the respect and trust of her community through
years of midwifery practice.

Training courses intended to educate TBAs in how to
identify risks and to improve their prenatal and maternity
care have been strongly criticized. Designed by biomedical
personnel, course content is often inappropriate to local

circumstances and realities. Courses often assume access
to material resources that are lacking locally, are taught in
a style inappropriate to the literacy skills and learning
styles of midwives, and fail to provide TBAs a respected
and effective place within an integrated system of medi-
cine. Additionally, TBA trainings emphasize transporting
the woman to a hospital for a large number of risk factors,
in places where transport is often unavailable and hos-
pital care is inadequate. Traditional midwives take such
courses to seek additional skills to cope with emergencies;
in many countries, traditional midwives are very aware
that their community-based care is the only viable alterna-
tive to an unnecessary cesarean and an unpleasant hospi-
tal experience.

In some places, professional midwives and physicians
scorn and denigrate TBAs, treating them and their clients
disrespectfully when they transport to a hospital or clinic.
But sometimes professional midwives make a sincere
effort to learn about and honor local customs and tradi-
tions, approach local people with an attitude of respect,
and cooperate with traditional midwives; in such situa-
tions of mutual accommodation between the biomedical
and traditional systems, TBAs and their clients are more
willing to transport to the hospital in case of need, and
birth outcomes improve.

It is important not to romanticize or demonize pro-
fessional or traditional midwives. Both work under dis-
criminatory biomedical systems and both usually try to
give skilled and considerate care and remain, in many
parts of the world, the only viable option for millions of
women. Social scientists question the wisdom of dividing
professional midwives and TBAs in a hierarchical manner
that allows government agencies and development plan-
ners to support one group while trying to exterminate the
other, suggesting that a “real midwife” may be recognized
either by her government or her community as such, and
that all midwives should have access to adequate, scientif-
ically based, and culturally appropriate training.

Changes in midwifery in the developing world are
intimately linked to debates over midwifery in the devel-
oped world, where professional midwives provide care for
the majority of pregnant women. Their education is gen-
erally university-based and often postgraduate, giving
them skills in research and publication unavailable to
midwives in the developing world. They practice in hos-
pitals that are usually well staffed, well funded, and replete
with medical technologies. Their major dilemmas are ide-
ological: they struggle both in thought and in practice
with the tension between what they themselves call the
“medical” and the “midwifery” models of care. Many pro-
fessional midwives are working to support and sustain tra-
ditional midwifery and its future development. Many
weave elements of traditional midwifery knowledge, such
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as the use of herbs for aiding labor or stopping a postpar-
tum hemorrhage, manual techniques for turning breech
babies and facilitating the delivery of “stuck” babies, and
upright positions for birth, into their practices.

In general, midwives spend more time than physi-
cians with women during pregnancy, answering their
questions and providing emotional reassurance, and know
more about how to facilitate normal labor and birth with-
out drugs or surgery than obstetricians. The vast body of
epidemiological evidence demonstrating the benefits of
midwifery care in many countries will prove key to mid-
wives’ maintenance of their roles and their identities as
being “with women” in the new millennium.

SEE ALSO Medicine; Natural Childbirth
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MIGRANT LABOR
During the Dust Bowl migration, more than half a mil-
lion people left the American Plains and migrated to the
western United States. John Steinbeck’s (1902–1968)
novel The Grapes of Wrath (1939) describes vividly the

large migration of poor whites from Oklahoma to
California during the 1930s. His book captures how indi-
viduals were affected by dramatic changes in agriculture.
“Now farming was an industry.… They imported slaves
although they did not call them slaves: Chinese, Japanese,
Mexicans, and Filipinos” (Steinbeck 1939, p. 298). This
quotation from Steinbeck’s novel points out that farming
had changed. Industrialization in the United States in the
late nineteenth century set the stage for changes in agri-
culture during the early twentieth century. Farm sizes
grew across the United States, and farming became mech-
anized. Crops that previously required hand labor for har-
vesting, like cotton and beans, were being harvested by
machines, which resulted in fewer jobs. These new mech-
anized farms were described as “factories in the fields.” At
the same time, the need for hand labor became increas-
ingly seasonal, creating a high demand for migrant labor
that could follow specialty crops, like berries and grapes.

Steinbeck’s quotation also captures the racial and eth-
nic changes that farming in the United States experienced.
Unlike the racial and ethnic composition of farm labor at
the beginning of the twenty-first century, during the early
twentieth century, farm labor was racially and ethnically
diverse, and included whites and African Americans, as
well as Mexican, Filipino, Japanese, Italian, and West
Indian immigrants. Changes in U.S. laws regarding immi-
gration and the impact of two world wars greatly affected
the racial and ethnic composition of American farm labor.
For instance, as World War I began in 1914 and as the
United States attempted to halt immigration in the 1920s,
the demand for farm laborers increased, and African
American workers filled the need. Similarly, when the
United States entered World War II in 1941, workers
entered defense jobs and shipyards, which created a labor
shortage in the fields. To fill this shortage, the United
States created the Bracero Program, a temporary guest-
worker program to recruit Mexican workers to the fields.
The Bracero Program, instituted in the 1940s and ending
in the 1960s, ensured that a large number of Mexican-ori-
gin people entered the agriculture industry in California
as laborers. It is estimated that four million Mexican farm
laborers began working in the United States during the
program’s twenty-two-year tenure. Even though the
Bracero Program was meant to supply temporary employ-
ment, many braceros settled permanently in the United
States.

In 2007 the majority of migrant laborers in the
United States are of Mexican descent. Their poor treat-
ment is compounded by racial/ethnic discrimination and
xenophobic attitudes. Migrant workers are viewed by
some as a drain on social services, even though they often
do not use these services. At the same time, the demand
for low-skilled labor has legislators ready to implement
another guest-worker program. In March 2007,
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Representatives Luis V. Gutierrez (D-Ill.) and Jeff Flake
(R-Ariz.) introduced an immigrant worker visa bill in the
U.S. House of Representatives, which allows foreigners to
enter the United States legally to temporarily fill low-skill
jobs, including agriculture and seasonal jobs. Guest-
worker programs provide temporary labor without offer-
ing citizenship rights to workers. In essence, workers are
expected to work and not create families or settle in the
United States, but return home when their work visa ends.
However, service workers, who work in hotels and restau-
rants, are not included in this provision, leaving them no
way to work legally in the United States. The fear of
another wave of settlement leaves undocumented immi-
gration as the main alternative for workers, which ensures
the denial of citizenship rights and makes them more vul-
nerable to exploitation.

Migrant farmworkers and their families are among
the most vulnerable groups in society. Migrant workers
face dangerous and poor working conditions. Basic neces-
sities, like adequate drinking water, are not provided by
employers, even though laborers may work in extreme
heat. Many are forced to work without access to toilet or
hand-washing facilities, even though washing hands regu-
larly is important to avoid pesticide poisoning. Living
conditions are also difficult for migrant farmworkers.
Wages for farmwork have not kept up with inflation; con-
sequently, it is difficult for families to afford basic necessi-
ties like housing, food, health care, and education for their
children. In 2006 the United States Department of Labor
findings from the National Farmworker Survey (collected
in 1994 and 1995) reported that farmworkers have low
individual earnings; the median annual income is between
$2,500 and $5,000, and about three-fourths of all work-
ers earn less than $10,000 annually.

The children of farmworkers are often found working
with family members, despite laws outlawing child labor.
Human Rights Watch (a nonprofit civil rights organiza-
tion) estimates that there are between 300,000 and
800,000 child farmworkers in the United States. Children
work an average of twelve hours a day, and during peak
seasons as much as fourteen hours a day. Children report
having difficulty getting paid minimum wages; some earn
as little as $2 an hour. Children are routinely exposed to
harmful pesticides, and report experiencing rashes,
headaches, dizziness, nausea, and vomiting. In addition to
the demanding physical conditions, the children of
migrant laborers lack access to education. When children
work in the fields, it is nearly impossible for them to
attend school. Children who do not work but migrate
with their families have their education disrupted because
of the constant need to relocate.

For many years, farmworkers sought to form a union.
The creation of United Farm Workers by César Chávez

(1927–1993) and Dolores Huerta was the result of a long
struggle to unionize farmworkers. The Agricultural
Workers Organizing Committee (AWOC), founded by
Huerta, and the National Farm Workers Association
(NFWA), founded by Chávez, were the first groups that
attempted to organize farmworkers. By 1965 both were
successful in obtaining wage increases after staging strikes
and walkouts, but the organizations had not received
union recognition from growers. In the summer of 1965,
AWOC led Filipino farmworkers on a strike in Delano,
California. They approached the NFWA and asked the
mainly Chicano workers to join the strike. The NFWA
agreed, and with the new strength in membership they
launched a strike, with several thousand workers leaving
the field. The growers offered to raise wages, but the
organizations also wanted a union. To aid the effort,
Chávez called on the American public to boycott grapes
without union labels. Millions of Americans responded
and stopped buying grapes. The workers won the long
strike and established a union-run hiring hall, a health
clinic and health plan, a credit union, a community cen-
ter, and a cooperative gas station, as well as higher wages.
The two unions merged into the United Farm Workers
Organizing Committee in 1966.

In 2004, the International Labor Office (ILO) esti-
mated that eighty-six million migrant and refugee adults
work across the globe. Migration affects countries around
the world because nearly every country serves as either a
place of origin, destination, transit, or sometimes all of
these at once. Each country struggles with the govern-
ment’s role in regulating migrant workers and with the
social and economic incorporation of such workers.
Guest-worker programs are often used to attract and reg-
ulate low-skilled and high-skilled workers. But there are
concerns about the social and economic consequences of
migrant labor. Migrant laborers leave families behind in
their home countries, creating fragmented families and
communities. In addition, men and women face differing
labor opportunities, with women sometimes limited to
factory or domestic labor. The economic consequences of
migration are severe in developing countries. Nearly
400,000 scientists and engineers from developing coun-
tries are employed in research and development jobs in
industrial countries. This migration of highly skilled
workers creates a “brain drain,” leaving developing coun-
tries without highly skilled workers. Migrant workers face
a risk to their human rights and fundamental freedoms,
but this does not deter their migration; the hope of a bet-
ter life ensures a steady flow of migrant laborers.

SEE ALSO Agricultural Industry; Bracero Program; Brain
Drain; Chávez, César; Citizenship; Labor; Migration
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MIGRATION
Migration is a demographic process that has played an
increasingly important role in the changing populations
of many countries around the world. Much of the geo-
graphic shift in populations occurs from rural areas to
urban areas, as well as from less developed countries to
more developed countries. Since the mid-twentieth cen-
tury, an expanding literature has been developed to under-
stand migration. In particular, many scholars have focused
not only on the forces encouraging people to migrate, but
also on the impact that this migration has had on the
migrants themselves and on their places of origin and des-
tination. This interest in the topic of migration emerges
not only from the increasing prevalence of people migrat-
ing, but also the relevance of migration in shaping 
demographic, social, economic, and political spheres
worldwide.

DEFINING MIGRATION

Migration has been defined generally as a “permanent or
semi permanent change of residence” (Lee 1966, p. 49).
This definition places no restriction “upon the distance of
the move or upon the voluntary or involuntary nature of
the act, and no distinction is made between external and
internal migration” (Lee 1966, p. 49). However, such a
broad definition obscures the heterogeneous types of
movements that exist based on geographical distance, as
well as the factors involved in the different types of move-
ments. For example, some people move within a commu-
nity, others move across counties within the same state,
others move across states, and others move across interna-
tional boundaries. The U.S. Census Bureau collects infor-
mation on the migration activities of people using the
five-year migration question (location of present residence
and location of residence five years earlier). Furthermore,
the U.S. Census Bureau defines movers as those who lived
in a different house but within the same county in the
five-year period, migrants as those that moved at least
across counties within the country during the period, and
international migrants as those that were living outside of
the United States five years earlier. The five-year migration
question has numerous shortcomings, most notably that
it is based on only two points in time. For instance, per-
sons living in the same county in 1995 and 2000 but who
lived in another county in the interim are classified as
nonmigrants.

The process of accounting for the continuous move-
ment of people has become complicated by technological
advances in the areas of transportation and communica-
tions. For example, immigrants increasingly engage in
transnational migration, which involves the continuous
movement between the community of origin in the home
country and the community of destination in the host
country (Levitt 1998). This type of movement has impor-
tant implications beyond the migrant’s experience because
it produces a variety of changes for both the sending and
the receiving community.

THEORETICAL DEVELOPMENTS

The theorizing of explanations for the movement of peo-
ple extends back to the late nineteenth century with geog-
rapher E. G. Ravenstein’s (1834–1913) article “The Laws
of Migration” (1885). Interest in the development of the-
oretical perspectives to explain migration resurfaced
between the 1950s and 1970s with important works by
William Petersen (1958), Everett Lee (1966), and P. N.
Ritchey (1976). However, the changing nature of migra-
tion—especially the increasing prevalence of international
migration—has seen the development of theoretical per-
spectives that place greater attention on immigration since
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the 1960s (see Massey et al. 1993). This entry describes
some of the most prominent perspectives.

World-Systems Perspective The world-system perspective
is a structural-macrolevel perspective developed by sociol-
ogist Immanuel Wallerstein. This perspective views inter-
national migration as the result of the expansion of the
market economy throughout the world, as capitalists from
core countries make inroads into peripheral and semipe-
ripheral countries (Brettell 2000; Massey and Espinosa
1997; Portes 1998; Sassen 2001; Wallerstein 1974).
Accordingly, the flow of capital into peripheral and semi-
peripheral countries, such as Mexico, results in a counter-
movement of labor from such countries to core countries,
such as the United States (Massey and Espinosa 1997).
This perspective highlights the links between the move-
ment of capital and the countermovement of labor. To a
large extent, emigrants from periphery countries migrate
to “global cities” (Sassen 2001), which are urban centers in
which “banking, finance, administration, professional
services, and high-tech production tend to be concen-
trated” (Massey et al. 1993, p. 447). However, by focus-
ing exclusively on the macrolevel, the world-systems
perspective ignores the microlevel factors that encourage
people to migrate, while also neglecting the role of politics
and the state in social and economic change (Brettell
2000).

Dual Labor-Market Perspective The dual labor-market
perspective emphasizes the demands of advanced indus-
trial countries for low-skilled and low-wage labor (Massey
et al. 1993). This perspective suggests that immigrants fill
jobs that natives shun due to low wages, lack of mobility
ladders, lack of benefits, and the arduous and dangerous
nature of such jobs. The dual labor-market perspective
asserts that the movement of immigrants from less devel-
oped to more developed countries is driven by the con-
stant demand for cheap labor in developed countries.

Neoclassical Economics Perspective The neoclassical eco-
nomics perspective is characterized by attention to both
the macrolevel and the microlevel. At the macrolevel, this
perspective suggests that migration occurs as a response to
a disequilibrium between labor supply and labor demand.
Thus, some labor markets have a surplus of labor, which
results in high levels of unemployment and low wages.
Other labor markets have greater labor demands than the
existing labor pool can supply, which results in low levels
of unemployment and high wages. This perspective sug-
gests that workers gravitate from labor markets with a
greater surplus of labor toward those with a greater
demand for labor.

In contrast, the microlevel form of the neoclassical
economics perspective focuses on the cost-benefit calcula-
tions that individuals undertake when making decisions
regarding migration. This perspective treats individuals as
utility maximizers who attempt to obtain the highest
wages in relation to investments. In considering migra-
tion, people weigh the costs of relocation against the ben-
efits that they are likely to receive from moving. People are
expected to migrate when the benefits outweigh the costs,
whereas they are presumed to remain stable when costs
outweigh benefits.

The New Economics-of-Migration Perspective The new
economics-of-migration perspective shifts the context to
the household and focuses on how such units organize
themselves to maximize economic returns while minimiz-
ing risks (see Massey et al. 1993). In settings without read-
ily accessible unemployment benefits, bank loans, and
insurance to protect against potential failure (e.g., loss of
crops due to weather), households are especially vulnera-
ble to a variety of economic and physical calamities. The
new economics-of-migration perspective suggests that
household members are deployed to undertake a wide
variety of employment activities to ensure that the house-
hold generates economic resources while minimizing
risks. Thus, some household members may remain at
home to conduct subsistence agricultural activities, while
other household members work locally in the private sec-
tor, others migrate to urban areas within the country, and
still others move abroad and send remittances to the
household. Essentially, the new economics-of-migration
perspective proposes that households diversify their
investment portfolios to protect themselves against risks
and uncertainties.

Social-Network Perspective The social-network perspec-
tive emphasizes the interpersonal ties linking potential
migrants and former migrants, as well as the migrants’
communities of origin and destination. In particular, the
social-network perspective focuses on social relations that
exist among family or community members, with special
attention to social capital. Alejandro Portes notes that
social capital is made up of “those expectations for action
within a collectivity that affect economic goals and goal-
seeking behavior of its members, even if these expectations
are not oriented to the economic sphere” (1993, p. 1322).
This perspective places primary importance on the social
networks that potential migrants have with people who
have previously migrated as the most important factor
influencing people’s decision to migrate (Massey and
Espinosa 1997). Hence, social networks affect the deci-
sion of individuals to migrate based on interpersonal ties.
Migration is facilitated by sharing information about des-
tination communities, reducing the expected costs and
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risks of migration, and increasing the expected benefits of
migration (Rivero Fuentes 2003). In contrast to the neo-
classical economics perspective, the social-network per-
spective recognizes the nonrational elements involved in
people’s migration decision. However, sociologists have
also been careful to recognize the shortcomings of this
perspective. For example, social capital may prevent the
creation of new networks by excluding outsiders, restrict-
ing individual freedom, and promoting downward level-
ing norms (Portes 1998).

Cumulative Migration (or the Migration Syndrome)
Perspective Closely connected to the social-network per-
spective is the cumulative migration (or migration syn-
drome) perspective. According to this perspective,
originating from the social-movements framework, every
act of immigration has the potential to facilitate the
migration of other people by decreasing the cost of immi-
gration (Massey et al. 1993). Carried to its fullest, migra-
tion becomes cumulative and natural when it becomes
embedded in the culture of sending communities. In such
instances, it is completely expected that certain segments
of the population (e.g., the young in many parts of
Mexico, especially males) will emigrate. In the case of
Mexico, for example, many communities have relatively
few working-age men because they have followed the trek
of friends and relatives to the United States.

IMPLICATIONS OF MIGRATION
FOR SENDING AND RECEIVING
AREAS

While migration represents an important life-changing
event for migrants, it also poses important demographic,
social, economic, and political implications for sending
and receiving communities. In demographic terms, inter-
national migration is responsible for changing the racial
and ethnic composition of the communities of destina-
tion. For example, the American Latino and Asian popu-
lations have expanded tremendously through immigration
into the United States since the 1960s (Alba 1999). In
addition, with respect to the social implications of immi-
gration, much discussion has focused on issues such as
language and racial and ethnic boundaries as examined
through the assimilation and multiculturalism models
(Alba 1999).

Furthermore, migration has tremendous economic
implications for communities, states, and countries
around the globe. For example, Peggy Levitt and Rafael de
la Dehesa (2003) have pointed out that much public pol-
icy on immigration is due to the recognition of migrants
and their remittances as crucial elements in the state’s
economy. Because of this, many states are reinventing
themselves by expanding the boundaries of citizenship

and nationality, granting migrants the right to vote, estab-
lishing bureaucratic reforms, and making investments that
allow states to become more efficient in aiding migrants
within and across their own borders.

FUTURE TRENDS

As noted earlier, and as predicted by contemporary theo-
retical perspectives on migration, people generally move
from less developed to more developed countries. The
future points increasingly to this scenario. Of the 2.8 bil-
lion people that are projected to be added to the world’s
population between 2005 and 2050, nearly all (98.6%)
are expected to be added to the populations of develop-
ing countries (Population Reference Bureau 2005).
Developed countries, with increasingly aging populations
and low fertility rates, are projected to account for only
1.4 percent of the world’s population growth between
2005 and 2050. Given continued economic disparities
across the developed and developing worlds, increasing
global population shifts are likely.

SEE ALSO Immigrants to North America; Migrant Labor

B I B L I O G R A P H Y

Alba, Richard. 1999. Immigration and the American Realities of
Assimilation and Multiculturalism. Sociological Forum 14 (1):
3–25.

Brettell, Caroline B., and James F. Hollifield. 2000. Migration
Theory: Talking across Disciplines. In Migration Theory:
Talking across Disciplines, eds. Caroline B. Brettell and James
F. Hollifield, 1–26. New York: Routledge.

Brown, David L. 2002. Migration and Community: Social
Networks in a Multilevel World. Rural Sociology 67 (1):
1–23.

Conway, Karen Smith, and Andrew J. Houtenville. 1998. Do
the Elderly “Vote with Their Feet?” Public Choice 97:
663–685.

De Jong, Gordon F., Rex H. Warland, and Brenda Davis Root.
1998. Family Interaction and Migration Decision Making.
Research in Rural Sociology and Development 7: 155–167.

Lee, Everett S. 1966. A Theory of Migration. Demography 3:
47–57.

Levitt, Peggy. 1998. Social Remittances: Migration Driven
Local-Level Forms of Cultural Diffusion. International
Migration Review 32 (4): 926–948.

Levitt, Peggy, and Rafael de la Dehesa. 2003. Transnational
Migration and the Redefinition of the State: Variations and
Explanations. Ethnic and Racial Studies 26 (4): 587–611.

Massey, Douglas S., and Kristin Espinosa. 1997. What’s Driving
Mexico-U.S. Migration? A Theoretical, Empirical, and Policy
Analysis. American Journal of Sociology 4 (102): 939–999.

Massey, Douglas S., et al. 1993. Theories of International
Migration: A Review and Appraisal. Population and
Development Review 19 (3): 431–466.

Migration

158 INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION



Petersen, William. 1958. A General Typology of Migration.
American Sociological Review 23 (3): 256–266.

Plane, David A., and Peter A. Rogerson. 1994. The Geographical
Analysis of Population with Applications to Planning and
Business. New York: Wiley.

Population Reference Bureau. 2005. 2005 World Population
Data Sheet. Washington, DC: Author.
http://www.prb.org/pdf05/05WorldDataSheet_Eng.pdf.

Portes, Alejandro. 1998. Social Capital: Its Origins and
Applications in Modern Sociology. Annual Review of
Sociology 24: 1–24.

Portes, Alejandro, and Julia Sensenbrenner. 1993. Embeddedness
and Immigration: Notes on the Social Determinants of
Economic Action. American Journal of Sociology 98(6):
1320–1350.

Portes, Alejandro, and Min Zhou. 1993. The New Second
Generation: Segmented Assimilation and Its Variants. Annals
of the American Academy of Political and Social Sciences 530:
74–96.

Ravenstein, E. G. 1885. The Laws of Migration. Journal of the
Statistical Society 48 (2): 167–235.

Ritchey, P. N. 1976. Explanations of Migration. Annual Review
of Sociology 2: 363–404.

Rivero Fuentes, Estela. 2003. Engendering Migrant Networks:
The Case of Mexican Migration. Demography 40 (2):
289–307.

Sassen, Saskia. 2001. The Global City: New York, London, Tokyo.
2nd ed. Princeton, NJ: Princeton University Press.

Wallerstein, Immanuel. 1974. The Modern World-System.
Capitalist Agriculture and the Origins of the European World
Economy in the Sixteenth Century. New York: Academic Press.

Rogelio Saenz
Maria Isabel Ayala

MIGRATION, RURAL TO
URBAN
Rural to urban migration has historically been the most
classic pattern of human migration. This form of migra-
tion began in preindustrial times and persists into the
mid-2000s. Nevertheless, despite the movement of people
to urban areas, there have been periodic exceptions over
the last several decades.

Gideon Sjoberg (1960) provides an exceptional
account of the formation of cities extending back to prein-
dustrial times. He argues that such cities emerged because
of an ecological base favorable to the development of agri-
culture, improved technology, and a complex social orga-
nization. Cities at this time represented the hub of social,
economic, political, religious, educational, communica-
tion, and family activity. Sjoberg notes that preindustrial

cities depended heavily on rural–urban migration for their
growth.

Similarly, E. G. Ravenstein’s (1885) laws of migra-
tion, drawn from analyses of the 1871 U.K. census, iden-
tify the prevalence of rural-to-urban migration and the
influence of technology and economic factors on this
movement. His laws of migration include the following:
(1) migration takes place in steps, in short distance from
remote areas toward the city; (2) long-distance migrants
move to the centers of commerce and industry; and (3)
urban inhabitants are less migratory than their rural 
counterparts.

CONTEMPORARY URBANIZATION

The movement of people from rural to urban areas has
been re-created throughout the world beginning at vary-
ing periods alongside industrialization and economic
development. Over the period from 1950 to 2005, the
percentage of the world’s inhabitants living in urban areas
increased from 29 percent to 49 percent (United Nations
2006). Yet there is great variation in the degree of urban-
ization, with 74 percent of people in more developed
regions (MDRs) living in urban locations in 2005 com-
pared to only 43 percent of those in less developed regions
(LDRs) and still fewer (27 percent) people in the least
developed countries (LDCs) (United Nations 2004). As a
whole, the most urbanized countries are located in the fol-
lowing regions: Australia/New Zealand (88 percent),
northern Europe (84 percent), South America (82 per-
cent), North America (81 percent), and western Europe
(77 percent) (United Nations 2004).

The massive growth of urban areas has been associ-
ated with a variety of problems ranging from overcrowd-
ing, pressures on the environment (e.g., demand from
natural resources, noise pollution, air pollution, and sani-
tation problems), lack of housing, and increasing inequal-
ity between different segments of the population. In
addition, rural areas often lack social and economic infra-
structures to support their dwindling populations.

THE RURAL TURNAROUND

Throughout most of the twentieth century the United
States consistently witnessed the net movement of people
from rural to urban areas. However, demographers and
rural sociologists were surprised in the 1970s when this
trend reversed. Indeed, during this period, rural areas were
net importers of migrants while urban areas were net
exporters (Brown and Wardwell 1980). Terms such as rural
renaissance and rural turnaround were used to describe this
unprecedented phenomenon. While the 1980s returned to
historic migration patterns, the 1990s witnessed a new non-
metropolitan migration “rebound” with renewed migration
gains in these areas (Johnson 2003).
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Many explanations have been proposed to account
for this anomaly (Fuguitt et al. 1998). Frey and Speare
(1992) group these explanations into three main cate-
gories: period effects, regional restructuring, and decon-
centration explanations. Common to these explanations
are two types of underlying causes: restructuring of
employment opportunities and changes in residential
preferences. The most important cause of the rural turn-
around appears to be the restructuring of industries, espe-
cially manufacturing, which brought jobs to rural areas
during the 1970s (Hawley and Mazie 1981). The develop-
ment of infrastructure and narrowing wage differences
between rural and urban areas facilitated migration to
rural areas during this period.

Furthermore, the rural turnaround also seems to be
associated with people’s continued romantic attachments
to bucolic settings. It has been suggested that the over-
crowding of large cities and concomitant social problems
during the 1960s and 1970s drove people out of central
cities, especially when transportation and communication
technologies made it possible for them to realize their res-
idential preferences (Campbell and Garkovich 1984).
Moreover, migrants have consistently been attracted to
rural communities in scenic areas, such as those located
near mountains and bodies of water.

More recently, rural communities in the South and
the Midwest have experienced significant growth associ-
ated with the movement of Latino immigrants. Jobs in
such industries as meat processing and construction have
attracted these newcomers to new destinations for Latinos
(Millard and Chapa 2004; Saenz et al. 2003; Zuñiga and
Hernández-León 2005).

TRENDS IN LITERATURE

There is a major and expanding literature on rural-urban
migration. We conducted a literature search using the fol-
lowing combination of terms in Sociological Abstracts:
“rural” or “nonmetropolitan” or “nonmetro”; “urban” or
“metropolitan” or “metro”; and “migration.” We identi-
fied 1,542 entries (based on journal articles, book chap-
ters, dissertations, papers presented at professional
meetings, and a few books) between 1950 and 2005. Yet,
the first entry that we identified was published in 1934—
an article titled “Rural-Urban Migration in the Tennessee
Valley Beyond 1920 and 1930,” which appeared in Social
Forces (Hamilton 1934).

Interest in rural–urban migration increased signifi-
cantly in the 1975–1979 period, reflecting the rural-turn-
around era, when the number of entries (145) nearly
tripled compared to those (54) in the 1970–1974 period.
The overall upward trend in interest on the topic can be
seen by examining the average number of entries across
five-year periods (6 in the case of the 2000–2005 interval)

beginning in 1950: 1950–1954, 4.2; 1955–1959, 11.8;
1960–1964, 6.0; 1965–1969, 10.2; 1970–1974, 
10.8; 1975–1979, 29.0; 1980–1984, 19.0; 1985–1989,
32.0; 1990–1994, 40.8; 1995–1999, 58.2; and
2000–2005, 72.0. Two trends emerge from this literature
review. First, nearly half (47%) of all entries appeared
since 1995. Second, there has been a shift from works
based almost exclusively on the United States toward a
greater representation of international settings.

Economists have also made important contributions
to the understanding of rural–urban migration. For exam-
ple, Harris and Todaro (1970) developed a model—the
Harris-Todaro model—to understand the flow of workers
in tropical Africa from rural to urban locales. This move-
ment challenged traditional thinking in economics
because it involved the movement of rural workers to
urban areas in light of the existence of employment in
agriculture in rural settings and relatively high levels of
unemployment in urban areas. The Harris-Todaro model
points out that such migrants are behaving rationally
because the expected wages in urban area—even in the
presence of high unemployment—are higher than in rural
areas. While the Harris-Todaro model focuses on individ-
uals maximizing their utility without taking into account
other members of their households, other economists
have pointed out that migration is a household, rather
than individual, decision. For example, in their study of
rural-to-urban migration in Kenya, Agesa and Kim
(2001) focus on the household unit maximizing its utility
through various forms of migration. They observe that
because of large households, including numerous depen-
dents, the majority of rural-to-urban migrants engage in
split migration. In this form of movement, the husband
typically moves to an urban area initially without his fam-
ily. The rest of the household joins him only after he has
accumulated enough money to afford the move

SEE ALSO Cities; Harris-Todaro Model; Migration;
Urbanization
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MILGRAM, STANLEY
1933–1984

Stanley Milgram was born on August 15, 1933, in the
Bronx, New York, the second of three children of Samuel
and Adele Milgram, who had both emigrated from
Eastern Europe around the time of World War I. Samuel
was a baker and cake decorator, and Adele assisted him in
the bakery, in addition to being a homemaker.

Stanley’s superior intelligence was already discernible
in elementary school, and he graduated from James
Monroe High School in only three years. While there, one
of his extracurricular activities was working on stage-
craft—an experience that helped him infuse his experi-
ments with the dramatic elements that made them
powerfully realistic experiences for his subjects. He
obtained his BA in political science from Queens College.
He continued his graduate education in the Department
of Social Relations at Harvard University, where Gordon
Allport (1897–1967), a leading figure in personality and
social psychology, became his mentor and, later, the chair-
man of his doctoral dissertation, beginning a lifetime rela-
tionship of mutual admiration.

During the 1955 to 1956 academic year, Solomon
Asch (1907–1996), a social psychologist who was already
well known for his groundbreaking research on conform-
ity, came to Harvard as a visiting lecturer, and Allport
assigned Milgram to be Asch’s teaching and research assis-
tant. Several years later, in 1959 to 1960, Milgram worked
for Asch again, helping him edit a book on conformity at
the Institute for Advanced Study in Princeton. As a result
of these repeated contacts with Asch, Milgram came to
regard him as his main scientific influence.

Milgram was awarded his PhD in social psychology
in the spring of 1960, and in the fall began his academic
career as an assistant professor in the Department of
Psychology at Yale University. It was there that he con-
ducted his very first and most important experimental
work—a series of experiments on obedience to authority.

Although a secular Jew, throughout his lifetime
Milgram maintained a strong sense of connectedness to
Judaism, which included an identification with the mil-
lions of his fellow Jews murdered by the Nazis during
World War II. In the speech he wrote and gave at his bar
mitzvah celebration in 1946, a year after the end of the
war, he said: “As I come of age and find happiness in join-
ing the ranks of Israel, the knowledge of the tragic suffer-
ing of my fellow Jews throughout war-torn Europe makes
this also a solemn event and an occasion to reflect upon
the heritage of my people” (quoted in Blass 2004, p. 8).
Milgram’s obedience experiments were clearly motivated
by an attempt to shed new light on the horrors of the
Holocaust.

In these experiments, conducted from August 1961
to April 1962, subjects were to teach another subject a list
of adjective-noun pairs by punishing him with electric
shocks of increasing voltage every time he made a mistake,
by pressing one of thirty switches on a “shock machine.”
Each subsequent switch represented a 15-volt increase in
shock intensity—ranging from 15 to 450 volts. What the
volunteer subject did not know was that the realistic-look-
ing shock apparatus was merely a prop that did not deliver
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shocks, that the learner was an accomplice who gave right
and wrong answers according to a predetermined sched-
ule, and that the increasingly pitiful screams of the learner
were actually scripted, prerecorded complaints. The result:
more than 60 percent of the subjects went to the end of
the shock scale—that is, ended up fully obedient to the
experimenter’s commands to keep increasing the punish-
ment—even after the learner fell silent and, perhaps, lost
consciousness. This was the central revelatory finding of
the obedience studies—the extreme willingness of indi-
viduals to obey an authority who had no coercive means
to enforce his commands, to commit acts that were in
conflict with their moral principles. A secondary but also
important finding was that the amount of obedience var-
ied as a function of changes in the social situation. For
example, in one set of experimental variations, Milgram
gradually reduced the distance between teacher and
learner, which resulted in a corresponding decrease in 
subjects’ obedience. Altogether, Milgram carried out 
more than twenty different variations of the obedience 
experiment.

The results of the Yale experiments led Milgram to
conclude that it was unnecessary to invoke sadism or psy-
chopathology to explain the barbaric behavior of Nazi
perpetrators and their allies during the Holocaust. They
showed, he argued, that “ordinary people, simply doing
their jobs, and without any particular hostility on their
part, can become agents in a terrible destructive
process.… A substantial proportion of people do what
they are told to do, irrespective of the content of the act
and without limitations of conscience as long as they per-
ceive that the command comes from a legitimate author-
ity” (Milgram 1974, pp. 6, 189).

Milgram’s obedience experiments, whose conse-
quences are still with us today, provoked a controversy
that revolved around the ethical aspects of his research
methods. Some critics questioned Milgram’s right to
expose his subjects to an intensive, stressful experience
that they had not anticipated, and to deceive them into
believing that they had inflicted painful shocks to, and
perhaps had harmed, an innocent victim. In his defense,
one can note that Milgram operated in an ethical vacuum;
at the time, there were no formal rules about what was
permissible in research with human subjects. Also, some
months after their participation, Milgram sent his subjects
a postexperimental questionnaire that included a question
inquiring about their well-being, something which is
rarely done in social-psychological research. About 84 per-
cent of his respondents indicated that they were glad to
have been in the experiment, and only 1.3 percent said
that they were sorry to have participated (see Milgram
1974, p. 195). Nonetheless, during the experiment itself,
as Milgram himself noted, “in a large number of cases the
degree of tension reached extremes that are rarely seen in

sociopsychological laboratory studies” (Milgram 1963, p.
375). The safeguards we have in place today to ensure the
welfare of human research subjects, as embodied in the
American Psychological Association’s guidelines and fed-
eral regulations, can be traced to the concerns evoked by
Milgram’s obedience experiments, together with a handful
of other ethically questionable studies from the same era.

In the fall of 1963 Milgram returned as an assistant
professor to Harvard, where he became involved in two
new areas of research. One, already begun at Yale, was the
lost-letter technique, which became the most widely used
unobtrusive measure of attitudes. The second was the cre-
ation of the small-world method (now commonly termed
“six degrees of separation”), in which a group of “starters”
in one part of the United States were asked to send mail-
ings to a designated stranger in another part of the coun-
try, via a chain of acquaintances. Among the completed
chains it took a surprisingly small number of intermedi-
aries—about six—to reach the target.

In 1966 Milgram came up for tenure, and—after
some lengthy and contentious deliberations by the com-
mittee evaluating him—he was turned down. Some com-
mittee members still held the ethical indiscretions of the
obedience experiments against him. In the fall of 1967
Milgram accepted an offer to head a newly developing
doctoral program in social psychology at the Graduate
Center of the City University of New York (CUNY).
There he turned his attention to the systematic study of
city life, in particular the norms—the intangible, unspo-
ken rules—that guide everyday social interactions.
Among the studies he conducted was one that investigated
subway riders’ willingness to give up their seats when
asked to (more than 50% did). Another set of studies
compared city and small-town residents’ willingness to
help strangers.

With the urban environment now Milgram’s “labora-
tory,” the field experiment became his primary research
tool at CUNY, and he contributed to the growth of field
experimentation in social psychology by demonstrating
how a wide diversity of everyday phenomena could be
studied—even within the structural confines of the exper-
imental method. Milgram died of heart failure at the age
of 51 on December 20, 1984.

SEE ALSO Authority; Conformity; Ethics in
Experimentation; Experiments, Human; Experiments,
Shock

B I B L I O G R A P H Y

Blass, Thomas. 2004. The Man Who Shocked the World: The Life
and Legacy of Stanley Milgram. New York: Basic Books.

Blass, Thomas, ed. 2000. Obedience to Authority: Current
Perspectives on the Milgram Paradigm. Mahwah, NJ: Erlbaum.

Milgram, Stanley

162 INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION



Milgram, Stanley, 1963. Behavioral Study of Obedience. Journal
of Abnormal and Social Psychology 67: 371–378.

Milgram, Stanley, 1974. Obedience to Authority: An Experimental
View. New York: Harper and Row.

Milgram, Stanley, 1992. The Individual in a Social World: Essays
and Experiments. 2nd ed. Ed. John Sabini and Maury Silver.
New York: McGraw-Hill.

Thomas Blass

MILITANTS
Militant, in contemporary academic, activist, and journal-
istic interpretations, refers to an individual (as a noun) or
to a party, a struggle or a state (as an adjective), engaged
in aggressive forms of social and political resistance. This
aggression is demonstrated in a range of behavior: from
oral abuse, to the threat of violence, to physical attacks on
people and property. The word has its origin in the fif-
teenth-century Latin word militare, the latter signifying
civilians acting as soldiers during war, conflict, famine,
and other periods of crises. Militant was used in the
English language to represent public activism, as an asser-
tion of speech, ideas, and self-determination (for example,
human rights activism, militant environmentalism); but
the moderate meaning of the term has undergone sub-
stantial change. In popular usage, militants are described
as people with an ideology who are forceful, energetic, and
dynamic supporters of their collective principles. This ide-
ology may be personal or political. The individual mili-
tant, however, is increasingly lost in the clamor of rising
global violence.

More recent understanding of militants implies 
that they are forced or voluntary recruits in an organiza-
tion/militia. Their methods of action rarely have similar
patterns. Some militants may be rigorously trained for
serving a particular cause, and may easily employ force as
a form of offense. For example, the Liberation Tigers of
the Tamil Eelam (LTTE), a militant secessionist move-
ment in the north of Sri Lanka, help their recruits to
acquire skills in guerrilla warfare against the state (Daniel
1996). Other militant groups may use the display of arms
or antagonistic body language to sustain their movement.
A depleted police force and rise in crime has given birth
to militant citizens’ organizations in urban Nicaragua.
This form of vigilantism, endorsed by Nicaraguan youth,
involves armed patrolling of neighborhoods at night
(Rodgers 2006). This is an example of how militants
manipulate notions of counterviolence and retaliation in
pursuit of their cause, organizing their activities around
the mere promise of violent action. Thus, militancy can

also be a performance to contest the vast indeterminacies
of everyday social life.

The definition of militant raises some vital questions.
Do militants always rationalize overt or covert violence?
Gandhi’s resistance to colonial rule in India was described
as militant nonviolence by scholars and administrators
alike. So militancy may involve promoting intolerance,
but the task of militants may be to collect in preordained
spaces and take part peacefully in civil disobedience.
Buddhist nationalism in Southeast Asia is also an example
of passive resistance to oppressive state rule. Do militants
remain within movements for ideological reasons? Many
men within militant movements remain committed, not
to the ideology, but to “violence as sport” (Tambiah
1996). Several scholars exploring the worlds of militant
outfits show how the members get pleasure from
indulging in violence for voyeurism, entertainment, and
excitement. Further, loyalty to militant philosophies is
usually a reflection of masculinity, especially in conflict-
riddled societies where membership of warring factions is
a rite of passage into manhood. In this context of gen-
dered identity politics, who is the woman militant?
During the moderate use of the term, feminist activists,
right-wing and left-wing demonstrators, and campaigners
for women’s rights were known to be militant women.
However, research into the changing nature of female mil-
itancy has shown that women are the new recruits into
self-styled militia. Often entering the movement due to a
shortage in manpower, women can even offer militant
leadership. Statistics from United Nations (UN) surveys
show that 40 percent of suicide bombers are women, affil-
iated with various national and international militant
organizations (UN Report on Suicide Bombers, 2006).
Most women militants can enter public places without
raising suspicion, and their engagement in violence stems
from a determination to display their equality with male
counterparts. The final goal of all militants, however, is to
assert or establish their own social and political worldview,
whether by influencing state policies or taking over a gov-
ernment through force or passive resistance.

Changing alliances between world leaders and
chaotic political events are transforming the flexible defi-
nition of the term militant. Before the attack on the twin
towers of the World Trade Center in New York
(September 11, 2001), terrorists were characterized as
having covert collective missions, and they carried out
indiscriminate, violent attacks on civilian targets. They
could be placed across a broad spectrum of faiths and con-
victions, from white xenophobia to radical fundamental-
ism. However, the media nowadays readily use the label
militant as synonymous with terrorist, suggesting that mil-
itancy in the modern world necessarily involves extreme
forms of political action. The term militant is intricately
tied to notions of international law, the Geneva
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Convention, the human rights discourse and, of course,
Islam. “The militant Muslim” is the new label being
attached to nationalistic activities especially in Palestine,
Iraq, and Afghanistan. While militancy could earlier be
used to describe subversive activities by marginalized
groups and “a weapon of the weak,” to use Scott’s cele-
brated phrase (1985), it has now developed a negative
connotation in being reinterpreted in the context of the
War on Terror. Sadly, this adherence to a static meaning
relegates the broader concept to the fringes of scholarly
debate.

SEE ALSO Black Panthers; Black Power; Civil
Disobedience; Liberation; Liberation Movements;
Palestine Liberation Organization (PLO); Passive
Resistance; Performance; Protest; Resistance;
Revolution; Social Movements; Suicide Bombers;
Terror; Violence; Women’s Liberation; Women’s
Movement
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Atreyee Sen

MILITARISM
Traditionally, militarism is a behavior or condition in
which states resort quickly to the use of their armed forces
in response to international or domestic threats or go to
great lengths to mobilize people and resources for war.
Militarism is also the belief that military responses are
usually the best ones, and that the military is the most
important institution in the state. However, militarism has
different connotations depending on the era and field of
scholarship. The traditional meaning of militarism is com-
mon in much of the standard international-relations liter-
ature and histories of Great Power wars. In feminist
analyses, intellectual and cultural histories, or “bottom-
up” historical accounts, militarism is a factor of inequality
or an aspect of cultural hegemony. In the comparative pol-

itics field, militarism usually refers to interventionism in
politics.

War has been the object of criticism since the time of
the ancient Chinese, Hebrews, and Greeks, yet the term
militarism did not come into common usage in the West
until the latter half of the nineteenth century. As war-mak-
ing became industrialized, and as states took on more and
more nonmilitary functions, such as building economic
infrastructure or providing social services, a growing cho-
rus of political leaders and intellectuals began attributing
war and social ills to militarism. These critics, often from a
liberal or Marxist perspective, considered a state militaris-
tic if its leaders dedicated a great deal of the government
budget to the armed forces, employed a large proportion of
the populace in the military or in military-related indus-
tries, and encouraged a martial spirit among its subjects.
These antimilitarists worried that training so many in the
methods of organized violence, along with arms races and
naval competition, only increased the likelihood of war. All
of those resources and people used up in the armed forces
only meant less for dealing with the challenges and victims
of drastic economic and social change. Moreover, given its
authoritarian structure, a powerful military may be inimi-
cal to democracy. Militarism, then, from the start has been
a pejorative term.

Twentieth-century Germany and Japan are oft-cited
cases of militarism. Germany twice attempted to gain
regional hegemony over Europe by force of arms—from
1914 to 1919 under the kaiser and the military, and from
1939 to 1945 under Adolf Hitler’s (1889–1945) fascist
regime. Japan’s military government made a bloody bid
for empire in Asia from 1931 to 1945. To attempt ambi-
tious expansion, these two countries harnessed their
economies and citizens to war-making, as well as the
resources and peoples of captured lands. In doing so they
wreaked staggering, irreparable harm on millions of peo-
ple. Hence, for those who attribute—rightly or wrongly—
these wars to militarism, the term is not just a pejorative,
it is a pathology. For those averse to war on principle, such
as strict pacifists, states are inherently militaristic.

When states mobilize for war, they depend on taxa-
tion, recruitment, and coercion to get enough resources
and people to pay for and staff their armed forces. States
must also convince their subjects of the necessity of
preparing for or actually going to war. This is an aspect of
state militarism particularly important in democracies.
Watching the German Weimar republic crumble in the
1930s, or the U.S. government expand its security powers
as it geared up for the cold war, or the impact of constant
war or preparation for war on Israel’s democracy, social
scientists have long worried that war-making and accom-
panying militarism might weaken democratic govern-
ment. Some scholars have envisioned a grim “garrison
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state” in which experts on violence have more power than
elected officials, and in which national security becomes
more important than the safety, liberties, and rights of cit-
izens. U.S. president Dwight Eisenhower (1890–1969)
worried about this possibility. Just before leaving office in
1961, this former general warned the nation to “guard
against the acquisition of unwarranted influence, whether
sought or unsought, by the military-industrial complex,”
oddly anticipating the critique of American and European
antiwar and student movements of the late 1960s and
early 1970s, or the later “nuclear freeze” movement in the
1980s. Other scholars have debated this thesis, arguing
that democracy by its nature has hindered militarism and
prevented the rise of garrison states, even in places with
large militaries, such as the United States.

President Woodrow Wilson (1856–1924) was not
worried about garrison states, but he did blame war on
militarism. In his famous Fourteen Points speech before
the U.S. Congress in 1918, he argued that only through
transparent diplomacy, mutual security agreements, and
disarmament could the world hope to diminish the causes
of war. Others have since then kept this liberal banner fly-
ing. Since 1957, for example, the interdisciplinary Journal
of Conflict Resolution has been publishing research on mil-
itary affairs and international relations, theorizing the
conditions of war and peace. Other groups have compiled
data on military employment and spending, armament
levels, and the number and scope of armed conflicts to
measure levels of militarism. Scholars in Sweden estab-
lished the Stockholm International Peace Research
Institute in 1966 and began publishing its annual year-
book on armaments, disarmament, and international
security in 1969. A similar series, World Military and
Social Expenditures, has been published since 1974.

Reactions to militaristic behavior or ideology are also
easily found in literature and other arts. Erich Maria
Remarque’s (1898–1970) novel All Quiet on the Western
Front (1929) remains a trenchant account of World War I
(1914–1918) and of the militaristic creed underlying the
violence. Pablo Picasso’s (1881–1974) painting Guernica
(1937) was an angry reaction to the Nazi German bomb-
ing of the city of Guernica during the Spanish Civil War
(1936–1939), and it attributed the tragedy in part to mil-
itaristic elements in Spanish culture. The painting later
became a symbolic reference for movements against U.S.
involvement in the Vietnam War (1957–1975) and the
U.S. war in Iraq that began in 2003. In the Stanley
Kubrick (1928–1999) films Dr. Strangelove (1964) and
Full Metal Jacket (1987), the military is but a step away
from fascism. Kubrick’s soldiers and officers, in facing
dehumanizing treatment or the dehumanization of the
enemy, run the risk of psychosis, if they are not already
psychotic.

Not all studies link militarism to the state and war-
making. Some see a predominant military and martial
spirit as products of civil society or culture, or of particu-
lar social groups. The indicators of militarism, or “milita-
rization” some insist, are the same, but its cause lies more
in socialization or cultural institutions than in state offi-
cials. In short, civilians are to blame for militarism, not
the state or its soldiers.

With postmodernism and the cultural turn in the
social sciences, another variant of militarism has appeared.
In some scholarship, militarism is not about war-making
per se, but the replication of military organization and val-
ues in the society at large—not just to increase the capac-
ity to wage war, but for some ulterior purpose, such as to
maintain social order, promote economic development, or
further national integration. This “social” militarism may
be said to exist in nations in which the military is the pri-
mary institution responsible for integrating diverse ethnic
populations, for training workers, or for spearheading col-
onization and other development projects. Some scholars
also employ this definition to argue that the spread of mil-
itary organization and values into society contributes to
patriarchy, elitism, or other forms of social inequality.

A fourth kind of militarism appears in the field of
comparative politics in the developing world. Militarism
in this field often means military interventionism in poli-
tics, and social scientists are typically concerned with the
amount of independence the armed forces has from civil-
ian rule, the level of socioeconomic segregation (that is,
how many more material benefits and privileges the mili-
tary receives in comparison to civilians), and the number
of responsibilities the armed forces have beyond national
defense. As the military’s independence, benefits, and
responsibilities increase, so too does the likelihood of mil-
itaristic behavior or attitudes. The greater the military’s
stake in politics, the greater its willingness and ability to
intervene in politics, whether through backroom pressure
or a dramatic coup.

SEE ALSO Authoritarianism; Civil-Military Relation;
Culture; Fascism; Imperialism; Industrialization;
League of Nations; Liberalism; Masculinity; Military;
Military Regimes; Nationalism and Nationality;
Patriarchy; Patriotism; Politics, Comparative;
Postmodernism; United Nations; War; War and Peace;
Wilson, Woodrow
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Andrew J. Schlewitz

MILITARY
Scholars and practitioners in the social and behavioral sci-
ences have studied military systems for over a century.
Archaeologists and anthropologists have offered insights
into the war making of prehistoric humankind as well as
modern primary group dynamics (the ways soldiers
develop their own methods of making sense of and
appraising what they do) and the ways modern societies
celebrate and memorialize warriors (Keeley 1996; Divale
1973; Mosse 1990; Ben-Ari 1998). Historians have
explored the relationships between the social, economic,
and geographic contexts of ancient and modern states and
the military institutions they generated as well as the rela-
tionship between technological changes in weaponry and
changes or the absence of change in the ways states and
their military leaders prepare for and wage war (Mumford
1961; Mann 1986; Vagts 1959; Lynn 1984). Political sci-
entists have delved into the relationships between political
and military elites and the presence or absence of military
coup making. (Finer 1988; Huntington 1957; Stepan
1971; Peri 1983; Karsten 1997; Feaver and Kohn 2001).
Sociologists and social psychologists have asked how sol-
diers are recruited, trained, and motivated; how racial and

gender integration is achieved; how morale is sustained or
lost; what combat does to those who experience it; and
how military institutions and personnel interact with the
rest of society (Andrzejewski 1954; Janowitz 1960;
Moskos et al. 2000; Stouffer 1949; Kindsvatter 2003; Gal
and Mangelsdorff 1991; Cronin 1998). Geographers and
economists have attempted to measure the costs and ben-
efits of military institutions and warfare on regions, with
their attendant impacts on domestic economies (Nef
1950; Melman 1985; Knorr 1956; Russett 1970; Rockoff
2005; Kirby 1992). Cultural studies/literary history schol-
ars have mined the memoirs, poems, and novels of veter-
ans (Wilson 1962; Fussell 1975; Fussell 1989; Lewis
1985).

THE MILITARY-SOCIETY SYMBIOSIS

For millennia organization for warfare has been one of the
central activities of humankind. Military institutions,
however simple they were in prehistoric times, were
among the first social institutions. Bands of hunter-gath-
erers employed simple weapons and tactics in fights with
other hunter-gatherers. The kinship-centered, cooperative
propensities of earlier humankind coupled with the effec-
tive use of verbal communication offer better explanations
of the combat effectiveness of early human communities
than do studies relying solely on theories of aggressiveness
(Bigelow 1969; Dawson 1986).

Simple, subsistence-level societies did not all wage
war in the same manner. Resource availability and cultural
differences among those societies were important factors
in war making. The decision of some communities to
house new couples in the wife’s mother’s community
(matrilocality) as opposed to the husband’s father’s com-
munity (patrilocality) has been found to be associated
strongly with a low level of local conflict as a result of the
constant breaking up of extremely localistic war bands and
a higher degree of effectiveness in longer-range warfare as
a result of the creation of more cosmopolitan intercom-
munity trust and affiliation (Divale 1973).

Simple settled agricultural communities defended
their fields with every-man-a-warrior militias. The first
city-states tended to emerge in fertile alluvial valleys,
where warlords dominated and fortified central market
towns that had a surplus large enough to enable them to
retain a professional military retinue. Those warlords cen-
tralized the acquisition and distribution of weapons,
attacked and held nearby towns and cities, and extended
their power into the pastoral hinterland. Virtually the
entire budget of the first known warlord, Sargon of
Akkad, the conqueror of Sumer, went to his army, but his
military “pacification” also produced secure trade routes,
law courts, uniform weights and measures, and a common
coinage. (In later periods up to 70 percent of the budget
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would go to the military, as in the cases of the Roman
Empire, Charlemagne, Edward III, and Louis XIV.) In the
process those warlords developed symbiotic relations with
agrarian and mercantile elites. “Civilization” had arrived
(O’Connell 1995; Mumford 1961).

In the Middle Ages the armies of city-states and
monarchies served elites who in several areas ruled rela-
tively decentralized feudal communities dominated by
aristocratic lords with their own armed retinues.
Eventually most of the nominal kingly leaders of those
feudal states, utilizing new military technologies and
“standing armies” paid for in innovative ways, defeated
their aristocratic rivals and claimed a monopoly on mili-
tary violence. Many of those monarchic rulers later
yielded to revolutionary forces employing conscript
armies. Most of those military forces reverted in time to
the modern model of “all-volunteer” forces, and the more
affluent of those states developed increasingly sophisti-
cated weapons, strategic planners, and logistic systems
(Redlich 1964–1965; Black 1998; Tilly 1992; McNeill
1982).

The early modern state emerged in areas where mon-
archs were able to overcome the medieval constitutional
traditions of sharing their power with a parliament com-
posed of the gentry and the aristocracy. As commerce,
riches from the New World, and more efficient European
farming techniques generated economic surpluses, those
resources were taxed for military purposes. Intendants
loyal to the French monarchy slowly bled power from the
nobility to fuel royal ambitions throughout the seven-
teenth century. King Gustavus Adolphus successfully con-
scripted Swedes for the seven armies he threw against the
Hapsburgs in the second quarter of that century, paying
for the effort with the sale of war bonds and monopolies,
the appropriation of farms, the rationing of food, and the
debasement of the currency, all accomplished by a ruthless
bureaucracy. As Charles Tilly put it, “War made the State,
and the State made war” (Tilly 1992, p. 213).

In the Netherlands sixteenth-century Calvinist wool
manufacturers and merchants organized the first modern
professional army. The forces of their Spanish foe had
been raised in the venture-capitalism fashion of most early
modern forces: The crown paid a fixed sum to profes-
sional military entrepreneurs to raise regiments. However,
the primary remuneration for those men in the course of
the campaign was understood to be booty under the
maxim bellum se ipsum alet (“war should feed itself ”). The
Dutch force was conceived differently. Its mission was
defensive and of indefinite tenure. Its commanders tried
to avoid the chaotic behavior characteristic of looting sol-
diers in order to maintain discipline. Hence its men were
paid regular salaries and enjoyed the benefits of a fledgling
commissariat. Its employers included some of the world’s

first assembly-line (woolen clothing) manufacturers. Thus
it is not surprising that Dutch infantrymen were trained
to present the enemy with a continuous and lethal series
of musket volleys through the use of training manuals that
offered a recruit dozens of by-the-number engravings of
the steps that all the ranks of musketeers were to take
simultaneously in a load-and-fire countermarch (Feld
1975).

THE ROLE OF TECHNOLOGY

Some technological innovations transformed both mili-
tary methods and social and political structures. Bronze
weapons were expensive. Thus Bronze Age armies were
aristocratic, and their states were oligarchies. The advent
of cheaper iron weapons meant that men of more modest
means could bear arms. In ancient Greece this eventually
resulted in more democratic polities. The stirrup enabled
armored men to fight more effectively from horseback,
but armor and large horses were expensive. Only an oli-
garchy could afford to field that type of force in Europe,
Asia, or Africa.

By 1350, however, pikemen and crossbowmen had
dealt the armored cavalry of feudalism devastating blows,
and although the landed nobles resisted, their role as cav-
alry in military systems began to decline. The introduc-
tion of firearms into western Africa and Maori New
Zealand significantly transformed the social and political
structures of those peoples. In Europe and the Middle
East firearms grew in significance as the rate and rainproof
reliability of fire increased tenfold between the early six-
teenth century and the late seventeenth century. By 1600
the ratio of infantry to cavalry in Europe had risen to
almost 8 to 1. Military demands continued to influence
and be aided by developments in the clothing industry,
the metals trades, nautical technology, land transporta-
tion, and high finance (Vasillopulos 1995; Nef 1950; Van
Creveld 1983).

The evolution and growth of military institutions
appears to some to have followed a steady linear path from
the simple to the sophisticated, but there were many
exceptions. Indeed the European feudal and nineteenth-
century Chinese warlord military systems were retrogres-
sions from the more complex and effective armies of the
Roman and Chinese imperial states that preceded them.
Technological advances in warfare were not adopted read-
ily by many military elites (Goldman 2006). Eighteenth-
century and early nineteenth-century Mameluke warriors
in Egypt clung to swordsmanship, sixteenth-century
Japanese shoguns embraced firearms with great success
but then abandoned and suppressed their use out of
respect for the ethos of the elite class of samurai swords-
men, and medieval European aristocrats disdained
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improvements in infantry weapons and tactics for similar
reasons (Stone 2004).

Armies grew in size as well as complexity over the
course of several centuries, but those increases were not
driven by technological breakthroughs. They came about
only when political leaderships decided that such increases
were appropriate. Empire builders such as Louis XIV and
Phillip II increased the size of their armies, whereas lead-
ers in Poland, Britain, and the United States held back.
The leadership of the fledgling state of Israel produced a
military with a high participation ratio because of its sense
that Israel was beleaguered. Revolutionaries such as those
in the French Committee of Public Safety and the
Chinese Kuomintang and the Chinese Communists
opted for mass armies for political purposes. Political lead-
ers decide to add weapons and manpower at times of
opportunity or threat; they also decide to reduce their
expenditures and forces when that seems to be the right
course. Examples include the Swedish decision in the
eighteenth century to reduce the national military and the
decision by the Chinese Empire in the sixteenth century
to withdraw its massive navy from the Indian Ocean
(Lynn 1990; Stone 2004; Vagts 1959; Perrin 1979).

Conscription of Frenchmen in the 1790s for the rev-
olutionary infantry advanced the role of the common sol-
dier. The conscription act called on those with new rights
to satisfy new obligations. However, that massive and
recurring mobilization did not lead to greater democracy.
The musket had not “made the democrat,” in J. F. C.
Fuller’s formulation (Fuller 1961, p. 33), in revolutionary
France any more than it had in early modern Japan,
Russia, or Prussia. Although it ended the battlefield
supremacy of the samurai and the knight, they reemerged
as the officer corps of the new standing armies.

Although the intensity of warfare and the military
participation rates of male citizens both increased
throughout the nineteenth and twentieth centuries, the
share of both the gross national product and the resources
of the state devoted to military expenditures began to
decline in the late twentieth century. Social welfare and
other nonmilitary lobbies grew more effective at the
expense of the military-industrial complex. Civilian
experts and technicians provided an increasing number of
services to military institutions as the “tooth to tail” ratio
of support personnel to combatants grew. Those in tech-
nical military specialties became increasingly vital to the
maintenance and functioning of increasingly sophisti-
cated military equipment (Wool 1968). Private contrac-
tors began to replace some military personnel. The ratio of
American contract personnel to military personnel in the
Gulf War was 1 to 60; by late 2006 in the war in Iraq it
was virtually 1 to 1 (Hemingway 2006).

THE RECRUITMENT PROCESS

Military personnel have been recruited as volunteers or
conscripted by the state. At different times and in differ-
ent places volunteers have had a variety of reasons for
offering themselves for service, and nations have
employed a number of philosophical and technical
approaches to the recruitment process, ranging from a
total reliance on volunteerism to the most brutal sort of
compulsion, with a host of intermediate formulas (Levi
1996).

In the absence of conscription, individuals have cho-
sen to serve for monetary rewards or economic security,
adventure or glory, and religious or political idealism. The
soldiers of ancient Greece and Rome, those of medieval
and early modern magnates, and those of more modern
armies of empire were motivated largely by economic con-
siderations; in fact some were foreign mercenaries.
However, those economic motives could be intermingled
with more culture-driven ones. Many Irish, Sikhs, and
Gurkhas in the service of the nineteenth-century and early
twentieth-century British armed forces, for example, con-
ceived of themselves as people with a warrior tradition, a
self-image that was not lost on British recruiters (Karsten
1983; Enloe 1980). Similarly the Crow, Pawnee, and
Shoshoni braves who volunteered to serve as scouts for the
U.S. Army in the 1870s felt both the push of tribal need
and the pull of a warrior tradition (Dunlay 1982). Some
members of the untouchable caste (harijan) were recruited
for British military service in India after the mutiny of
elite Indian troops in the Bombay army in 1857.
Untouchables saw military service as a vehicle for social
mobility, and the thought of being used against Brahmins
might have been appealing to some (Cohen 1990). Black
Americans first volunteered largely for ideological reasons
during the Civil War. Later many found military service to
be a clear avenue for economic and social mobility,
though they faced disappointment at the hands of racist
recruiters and commanders until the second half of the
twentieth century.

Within socioethnic communities that do not see
themselves as warlike and in subcultures and families that
are not impoverished, the individual act of volunteering in
peacetime cannot be explained as easily. The first surge of
wartime patriotic fervor in modern nation-states has led
millions to enlist, but patriotic behavior also has been
inspired by other motives. Many colonial New England
recruits during the French and Indian War were younger
sons who had not inherited land. Their response to offers
of enlistment bounties consequently was informed by
their desire to acquire a nest egg and personal indepen-
dence from parental control. Most of those who served in
the Continental army were more interested in the size of
the bounty offered than in “the Cause” (Anderson 1984;
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Lender 1986). Conversely, many Confederate volunteers
who rode with the guerrilla commander William
Quantrill in western Missouri and Kansas during the Civil
War were the eldest sons of substantial slave owners,
defending their world against what they perceived to be a
serious threat to its survival (Bowen 1977).

In any event patriotism alone does not explain why
many have selected the military calling in peacetime in a
host of historical periods. The spirit of adventure and the
martial spirit notwithstanding, economic security clearly
has been the primary motive for peacetime enlistments in
voluntary military institutions (with the exception of offi-
cer candidate academies) (Karsten 1982).

When the question of recruitment is approached
from the perspective of the recruiter, there are clear corre-
lations between policy and sociopolitical structure.
Mercantilist reasoning led several early modern European
states to seek foreign paid volunteers (mercenaries) to
keep their subjects employed productively on their farms
and at their trades. Machiavelli argued for a militia drawn
from both the propertied classes and the masses to defend
the liberty of a city-state, but that reasoning did not
impress most seventeenth- and eighteenth-century rulers
and their bureaucracies. Thus in 1776 Adam Smith main-
tained in his Wealth of Nations that militias were ineffi-
cient. Such a system drew people from their fields and
trades to train and failed to bring them up to the stan-
dards of professional soldiers (Smith 1937, pp. 653–668).
The solution was the creation of a professional military.

The modern nation-state rediscovered the power of
local and regional loyalties in recruiting volunteers. Great
Britain reorganized its regiments in 1873 by basing one of
its two battalions permanently in locales with which they
thereafter would be identified. The usefulness of that step
for both recruitment and morale was proved quickly, and
in the first two years of World War I the massive British
volunteer army was raised largely through the private
actions of committees and individuals drawing on “local
pride,” the “taproot of English nationality” (Simkins
1988, pp. 82, 97, 186). The National Guard Association
of the United States, created in the 1870s, lobbied for vol-
unteer units of the various states seeking resources from
Congress. The regular U.S. Army, recognizing the recruit-
ing and political power of the guard’s local roots, drew on
the same source in the local basing of its army reserve
units in the twentieth century. Early twentieth-century
Japanese military planners used the strong social bonds of
village life to reinforce motivation in organizing army
reserve units (Smethurst 1974).

Volunteerism was not always sufficient for raising
military forces. Consequently Britain was subjected to a
conscription of sorts during the Seven Years’ War and the
wars of the French Revolution and Empire. However, the

English Militia Act of 1757 and its later English and Irish
counterparts of the 1790s, like the American Union army
drafts of 1863 and 1864, were designed essentially to spur
enlistment by coaxing either service or the purchase of
insurance to provide the required “commutation fee” or
pay for a substitute. The conscription policies of other
eighteenth- and nineteenth-century nations offered fewer
options. The peasants of Russia, Hesse-Damstadt, Prussia,
and some Latin American dictatorships were subjected to
long terms of service.

Black Americans conscripted for segregated service in
World Wars I and II faced both the fear and anger of
southern whites and the distrust of white officers who
regarded blacks as irresponsible and panicky. However, on
the basis of their reading of massive surveys of the opin-
ions of World War II soldiers, social psychologists advis-
ing the American military in the 1940s recommended the
integration of black and white units to boost morale and
improve performance levels. They were supported by
white officer combat veterans who had developed respect
for their men and had become confident in their ability, a
phenomenon reminiscent of the experience of many white
officers and their black troops in the Civil War. The inte-
gration of the services during the Korean War proved suc-
cessful (Dalfiume 1969; Mandelbaum 1952). In the early
1960s the John F. Kennedy administration took the next
step, requiring the desegregation of housing for military
families near bases throughout the South.

WOMEN COMBATANTS

On rare occasions women have been used as combatants,
as in nineteenth-century Benin and early modern Japan,
and as guerrillas by the Soviet Union in World War II.
More often they have served as auxiliaries in support, cler-
ical, and nursing roles. In the late twentieth century and
the early twenty-first century the armed services in the
United States have recruited women more aggressively for
a wider range of tasks, including combat support.
Simultaneously women have been admitted to the nation’s
federal and state service academies. There was consider-
able resistance to this change, but academy leadership
later began to crack down on sexual harassment and selec-
tive hazing (Alpern 1998; Sherrow 1996; Gelfand 2006).

TRAINING AND SOCIALIZATION

The process of socializing military inductees into the ser-
vice’s norms and mores while preparing them to perform
their new duties always has had two dimensions: the goals
and practices of the military and the impact of the process
on the inductees. Certain features of the first dimension
have been persistent and unmistakable. Discipline, collec-
tive action, the transmission of unit traditions, physical
conditioning, and the acquisition of specific military skills
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always have been objectives of those responsible for the
integration of recruits into military forces.

Modern boot camps are assumed by some social psy-
chologists to be sophisticated versions of this process of
reorienting individuals into the regimen and mores of the
warrior culture with its male bonding. However, a study
of U.S. Marine Corps basic training at Parris Island,
South Carolina, in the 1940s and 1950s established the
fact that marine officers for generations had felt it best to
leave the process entirely in the hands of drill instructor
sergeants (DIs), who trained the next generation of DIs
without formal manuals or officer-led instruction. As one
officer put it: “Probably it’s a good thing we don’t know
how it’s done. If we knew, we might fiddlebitch and tin-
ker with the process until we ruined it” (Fleming 1990,
pp. 24–25; see also pp. 140–155).

The military always has reinforced training with dis-
ciplinary codes and leadership methods to ensure that
missions are accomplished. Those codes and methods
sometimes change, reflecting changes in the value system
of the larger society or new demands within the military.
The patterns of organizational authority in the modern
military have changed since World War II. As the military
became more technologically sophisticated, employing
more specialists, the need to reenlist those specialists grew,
but the specialists were often averse to arbitrary authority.
Many former specialists indicated in the 1950s and 1960s
that they had left the military because of its coercive ways
(Wool 1968). Simultaneously soldier resistance move-
ments, some developing into military unions, grew in the
technologically advanced Western states in the 1960s and
1970s (Cortright and Watts 1991). Hence out of need,
military elites slowly devised and provided less coercive
forms of leadership than had prevailed before. The move-
ment from coercion to persuasion accelerated in the
United States when the draft was abolished in 1973 and
the services had to rely entirely on volunteers.

MORALE AND MOTIVATION

From the time when the first group of hunters drew on
their supportive habits to collaborate in a successful war-
band raid on their neighbors or in the defense of their vil-
lage, the small-group camaraderie in military units has
influenced the effectiveness of skirmishes, naval engage-
ments, and pitched battles. Anything that disrupted that
camaraderie was suspected of damaging military effective-
ness. French revolutionary leaders in the Committee of
Public Safety knew how to organize small squads of about
fifteen men. When those men received their portions of
stew in the evening, they often were provided with revo-
lutionary broadsides or songs that they were expected to
learn by the evening campfire. French revolutionaries
understood the importance of patriotic fervor as well as

what modern sociologists call the primary group (Lynn
1990). That induced bonding generally was successful. “A
new comradeship and unity blossomed in our young
lives,” Emlyn Davies recalled of his early days in the
Seventeenth Royal Welsh Fusiliers in 1914 (Simkins
1988, p. 302). The Canadian major George Pearkes wrote
home in 1917 that “it always seems to me that I’m not
fighting for King and Country but just for [my] company,
which seems to be everything to me these days” (Pearkes).

In the 1950s U.S. Army researchers concluded that in
battles between German and American units in World
War II the German units generally appeared to have
bested comparable American groups. In 1983 Martin van
Creveld argued that this was the case in part because
American policies with regard to unit formation and casu-
alty replacement practices resulted in a fighting force with
lower small group cohesion and trust than German units,
in which cohesion was the conscious objective of com-
manders. Other research offers an additional explanation
for German morale: the strength and depth of Nazi ideol-
ogy and indoctrination (Van Creveld 1983; Bartov 1991).

Many Americans entered Vietnam with confidence in
the rightness of their cause and the effectiveness of their
weapons and leaders. That confidence often was reduced
after months of heavy combat in steaming-hot terrain to
what one veteran called “a war waged for survival in which
each soldier fought for his own life and the lives of the
men beside him, not caring who we killed … or how
many or in what manner” (Lewis 1985, p. 118). Their
plight was made more perilous by the high command’s
practice of cycling career officers through brief combat
command tours of duty.

THE CONSEQUENCES OF MILITARY
SERVICE

As the rate, range, and lethality of fire and the duration of
exposure to it rose over five centuries, combatants experi-
enced increasing stress (Keegan 1976). After prolonged
periods of combat, the din of battle and the sight of dying
friends produced “the shakes” and other symptoms of
mental distress in many soldiers. In World War I their
reaction was called shell shock; in World War II, battle
fatigue. This phenomenon appears to have affected men
in the American Civil War as well (Dean 1997).

The increasing lethality of combat might have been
expected to lead to greater unwillingness to respond to
orders under fire. However, although there is clear evi-
dence of this among French forces in World War I (Smith
1994) and some evidence in other armies in the twentieth
century, most troops have obeyed orders that placed them
in “the killing zone.” Most mutinies involve matters of
pay or living and working conditions (Bushnell 1985;
Rose 1982). Many combat veterans who suffered post-
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traumatic stress disorder (PTSD) long after their years of
service owed their distress to the trauma of combat, but
not every veteran of heavy combat became a victim of
PTSD (Card 1985).

Military service has both temporary and long-term
effects. Some who appear to have been transformed by the
experience are better understood to have possessed those
propensities before entering the service or to have entered
the service with traits or personalities that made them
especially prone to experience the change. West German
recruits who were given an “authoritarianism” question-
naire before entering basic training, again after complet-
ing eighteen months of service, and again two years after
the completion of their service were found to have under-
gone a decline in their level of authoritarianism while
experiencing it firsthand in the Bundeswehr. However,
they then drifted back to the original higher level after
they had put that experience behind them (Roghmann
and Sodeur 1972). The process of self-selection into
American airborne training and Green Beret service as a
result of already possessed values proved to be more
important than the training or duty assignments after-
ward in explaining post-training or post-service attitudes
and values (Cockerham 1973; Mantell 1975). Thus the
impact of training and efforts on transforming attitudes
can be overstated. Militarization, if and when it occurs,
often has been confused with the reinforcement of estab-
lished values.

In some modern cases mobility opportunities in sub-
sequent occupations improved as a result of military serv-
ice, as was the case for minorities in the U.S. military in
the 1950s and afterward (Browning, Lopreato, and
Poston 1973). One’s perspective on the world could be
altered as well. Certain American Revolutionary War sol-
diers seem to have experienced a change in political per-
spective. Officers who served outside their own states
tended to adopt more cosmopolitan political positions
after the Revolution, as did some enlisted men. Others
who had not left their state but were similar in age, nativ-
ity, religion, social class, and county affiliation (the sum
total of these characteristics constitutes “background”) to
those who had left their state exhibited no such change.
One group had seen more of the Confederation and its
plight and had seen the need for stronger bonds in the
form of a new Constitution (Benton 1964; Burrows
1974). Similarly French soldiers who had served in
America during the war were more actively involved than
others in attacks on the homes and records of French
nobility during the early stages of their revolution
(McDonald 1951). Service in the Prussian/German
armies and navies appears to have made militarists of
many veterans (Ward and Diehl 1975). In analyzing the
interactions of the military and society, future scholars will
continue to ask how military service may have affected

those who served as well as how some military institutions
have affected the societies they belonged to whereas oth-
ers simply have reflected those societies.

SEE ALSO American Revolution; Civil-Military Relation;
Democracy; Feudalism; French Revolution; Gulf War
of 1991; Iraq-U.S. War; Militarism; Military
Regimes; Military-Industrial Complex; Monarchy;
Motivation; Nationalism and Nationality; Nation-
State; Nazism; Patriotism; Personality, Cult of; Post-
Traumatic Stress; Selective Service; State, The;
Subsistence Agriculture; Technological Progress,
Economic Growth; Technological Progress, Skill Bias;
Volunteerism; War; Weapons Industry; World War I;
World War II
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Peter Karsten

MILITARY-INDUSTRIAL
COMPLEX
In his January 17, 1961, farewell address to the nation,
departing president Dwight D. Eisenhower warned his
fellow Americans of what he termed the “military-indus-
trial complex.” According to historian Stephen E.
Ambrose, Malcolm Moos, a speechwriter for Eisenhower,
invented the term when he helped the president prepare
his speech. In the middle of his televised speech,
Eisenhower stated, “In the councils of government, we
must guard against the acquisition of unwarranted influ-
ence, whether sought or unsought, by the military-indus-
trial complex. The potential for the disastrous rise of
misplaced power exists and will persist.”

During his presidency from 1953 to 1961,
Eisenhower was irritated and troubled by the increasingly
strident demands of Democrats in Congress that he
approve higher defense spending, especially for bomber
planes, missiles, and nuclear submarines after the Soviets
launched their Sputnik satellite in 1957. Eisenhower
believed that these Democratic demands were politically
motivated, fiscally irresponsible, and unnecessary for a
strong national defense in the days of the cold war. Some
of the most outspoken Democratic advocates of higher
defense spending represented states that especially
depended on defense spending for their economies. One
of them was Senator Stuart Symington of Missouri, a state
that included McDonnell-Douglas, a major airplane 
manufacturer. Symington unsuccessfully sought the
Democratic presidential nomination of 1960. Another
was Senator Henry “Scoop” Jackson of Washington, a
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state that included Boeing, an aerospace manufacturer.
Both Symington and Jackson were seriously considered
for the vice presidential nomination of 1960.

As the 1960 presidential campaign progressed,
Eisenhower was angered by Democratic presidential nom-
inee John F. Kennedy’s frequent contention that a “missile
gap” existed to the advantage of the Soviet Union and that
the Republican president had allowed this missile gap to
develop. According to Kennedy’s rhetoric, the missile gap
was the most serious example of how the United States
had fallen dangerously behind the Soviet Union in the
cold war struggle during the Eisenhower administration.
For Eisenhower and his supporters, it was unfair and
absurd that liberal Democrats implied that a Republican
president who was a retired general was weak on defense
and oblivious to the military threat of the Soviet Union.
Actually, it was Eisenhower who had previously empha-
sized nuclear deterrence, commonly known as “a bigger
bang for the buck,” as a way to reduce the size and expense
of conventional military forces and the possibility of
future “limited wars” like the Korean War.

The concept of a military-industrial complex was not
commonly used until the late 1960s. By then, liberal and
New Left opponents of the Vietnam War claimed that
since World War II the United States had developed and
become dependent on a warfare state, a permanent war
economy, or a national security state. According to this
perspective, both major political parties, every president,
Congress, labor unions, corporations, Wall Street, the
Pentagon, and elite research universities benefited from
high defense spending and justified it by emphasizing mil-
itant anti-Communism in foreign policy, violating civil
liberties in the name of national security, and supporting
regular “limited wars” like those in Korea and Vietnam.
These left-wing critics presented a more sinister, conspir-
atorial portrayal of the military-industrial complex than
that conveyed by Eisenhower.

The idea of a military-industrial complex ruthlessly
determined to permanently control American politics,
government, economics, and foreign policy has also influ-
enced American popular culture, especially political dra-
mas in films and novels. In the novel and 1964 film Seven
Days in May, an American president prepares to sign a
nuclear disarmament treaty with the Soviet Union. After
the economy plunges into a recession because of the
expected drop in defense spending, the president becomes
unpopular and controversial. A famous, right-wing gen-
eral organizes a conspiracy to overthrow the president in
order to reject the treaty. The 1991 film JFK, a fictional
movie about John F. Kennedy’s assassination in 1963,
implies that Vice President Lyndon B. Johnson conspired
with the Central Intelligence Agency and the Joint Chiefs
of Staff to assassinate Kennedy so that Johnson as the new

president could expand the American military effort in
Vietnam.

In analyzing sharp increases in defense spending dur-
ing the presidency of Ronald W. Reagan (1981–1989),
journalist Hedrick Smith explained the existence of “iron
triangles.” For every new weapons system, such as the B-
1 bomber and Divad anti-aircraft gun, there was a symbi-
otic, three-way relationship of Pentagon officials, defense
contracts, and members of Congress who supported its
development, authorization, and funding. Regardless of
how excessively expensive, unnecessary, or ineffective a
weapons system was, it was continued because of the eco-
nomic, political, and career interests of the participants in
each iron triangle.

The military-industrial complex perspective was
updated and revived for the post–cold war era by critics
and opponents of President George W. Bush’s foreign and
defense policies in Afghanistan and Iraq. They claim that
long before the terrorist attacks of September 11, 2001,
the Bush administration was planning to invade Iraq and
overthrow its dictator, Saddam Hussein, partially for the
purpose of protecting American oil interests in the Middle
East, and was seeking a pretext for doing this. They also
contend that it was no coincidence that Halliburton and
other corporations associated with Bush administration
officials, especially Vice President Richard Cheney,
received major government contracts in Bush’s global war
on terrorism. These criticisms and perceptions of Bush’s
foreign and defense policies based on the assumption of a
military-industrial complex are evident in the documen-
taries Fahrenheit 9/11 (2004) and Why We Fight (2005).
Like the fictional movie JFK, Why We Fight includes film
footage of Eisenhower’s farewell address.
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MILITARY REGIMES
The study of military regimes rose to prominence within
the social sciences during the latter half of the twentieth
century, thanks in part to the presence during the 1960s,

Military Regimes
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1970s, and 1980s of a large number of military regimes
around the globe. In 1979, fourteen military regimes held
power in sub-Saharan Africa, nine in Latin America, five
in the Arab states and North Africa, three in Southeast
Asia, one in South Asia, and one in East Asia. No single
social science discipline dominated the research into mili-
tary regimes. Political scientists, economists, sociologists,
and historians all devoted much time and energy to study-
ing this form of government.

A military regime is a form of government wherein
the political power resides with the armed forces. The mil-
itary is the legitimate power-holding group that central-
izes political and legal authority. Military regimes,
however, cannot simply be classified as governments dom-
inated by the military, because they are seldom purely mil-
itary in composition. Civilian bureaucrats and politicians
generally play a role in the government, but the military
always has the final say. The presence of civilians in mili-
tary governments shows that military elites do not neces-
sarily organize military regimes. Nevertheless, a military
regime is always governed by a military officer, active or
retired, with the support of the military establishment,
and the political structure includes routine mechanisms
for high-level military officers to influence policy and
political appointments.

Military regimes are generally held together by their
egalitarian belief in equal political, economic, social, and
civil rights for all people. Thus, military regimes emerge
most often as products of political, economic, and socie-
tal crises to replace weak executives and governments. The
most popular mechanism used to achieve this is the mili-
tary coup d’état, wherein members of the armed forces
remove a state’s chief executive through the use or threat
of force. Once the military regime is firmly in place, char-
acteristic features of this form of government include an
intact military hierarchy, and a militarily controlled secu-
rity apparatus. Military regimes also include features that
would characterize governments more generally. These
include institutions for deciding questions of succession,
and routine consultation between the leader and the rest
of the officer corps.

Despite the fact that military regimes are generally
egalitarian, historically a variety of ideologies have held
them together. Military regimes have practiced authoritar-
ianism and free market liberalism, for example, in the mil-
itary government of Augusto Pinochet in Chile from 1973
to 1990. Avowedly socialist military regimes held power
in Haiti from 1957 to 1994 and also in Peru for a short
period. These variations can occur because military rule is
fundamentally undemocratic. Democracies require self-
expression and the questioning of authority. Thus, the
ideology that holds democracies together is inherently
antiauthoritarian. However, military regimes are

grounded in the military model of giving and taking
orders and absolute obedience. Therefore, depending on
the ideology of the armed forces, variations among mili-
tary regimes are inevitable.

Military regimes require unquestioned obedience to
the leadership, which holds absolute power, to stabilize
the government. This makes military regimes both
authoritarian and autocratic, but the degree of authoritar-
ianism varies from regime to regime. Once power is estab-
lished, variations abound. Military regimes are shaped by
a mixture of variables derived from specific conditions
peculiar to particular countries, which complicates con-
ceptualization even further. In the Middle East and Africa,
for example, military regimes have often been autocracies
led by a single military officer, whereas Latin American
military regimes have frequently been ruled by a junta, a
committee composed of several officers.

Despite these differences, however, most military
regimes are variations on one of four basic types, described
by Christopher Clapham and George Philip in The
Political Dilemmas of Military Regimes (1985). The first is
known as a veto regime, which pits the military against
strongly organized civilian political structures. Veto
regimes support the existing social order and their aim is
to defend it. Consequently, these regimes are highly
repressive. The second type, the breakthrough regime,
seeks to attack a social order that threatens its plans for
modernization. Breakthrough regimes attempt to radically
reform government. As with veto regimes, a high degree of
repression is likely.

A third type is the moderator regime. Highly profes-
sional militaries make up these regimes, which aim to
clean up the mess made by civilian governments and then
return power to the civilians. Found in societies at varying
levels of social and economic development, moderator
regimes tend to be highly unstable due to internal disputes
over exactly when to relinquish power. Moderator regimes
are not particularly authoritarian or repressive. The fourth
type, factional regimes, are formed when military officers
align themselves with civilian political actors and groups
based on shared traits such as ethnicity or ideology. Like
moderator regimes, factional regimes tend to be highly
unstable and are not particularly repressive.

THE EMERGENCE OF MILITARY
REGIMES

Although military regimes certainly existed prior to World
War II, the modern military regime is distinctly and ana-
lytically a new phenomenon restricted to the developing
and modernizing world. The impetus for military regimes
is found in the changing nature of the military itself and
in its role in the development and modernization of the
society within which it exists. Protection against commu-
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nist or revolutionary takeover was historically the most
common objective of military regimes, especially during
the 1960s and 1970s.

The early 1960s saw a rapid rise in military regimes,
which led many scholars to conduct theoretical analyses of
the phenomenon. These studies focused on military inter-
vention in politics as an exceptional and negative depar-
ture from the norm of an elected civilian government.
Analysts had previously assumed that economic and social
modernization in developing countries would lead mili-
taries to become more professional and modern. The hope
was that this would prevent them from meddling in poli-
tics in favor of defending their countries against internal
and external attack.

In practice, however, as John Johnson argued in The
Military and Society in Latin America (1964), the military
was frequently the most modernized and technically
advanced sector of the middle class, which allowed it to
make a special contribution to development, and espe-
cially democratization. His theory was validated by the
mid-1960s, when militaries overthrew one government
after another, especially where decolonization was in
progress in Africa and Latin America. The research argues
that in turbulent modernizing societies the armed forces
are best suited to promote order, making them highly
likely to intervene in politics.

Marxism heavily influenced a second set of analyses
that emerged during this period. Scholars in this camp
utilized dependency theory, which suggests that the
wealthy nations of the world need a peripheral group of
poorer states in order to remain wealthy. These scholars
argued that that the dependency of poor states on wealth-
ier states led to close ties between their militaries. This led
to the premise that the armed forces were willing instru-
ments of capitalism and its domestic class allies. In turn,
the militaries of poorer states would do as wealthier states
pleased. Consequently, wealthier nations advocated mili-
tary intervention to safeguard their control over essential
economic materials.

The theory of bureaucratic authoritarianism was also
used to explain the abundance of military takeovers dur-
ing the 1960s. This highly influential theory combines
elements of modernization, dependency, and Marxist the-
ory to argue that military takeovers may occur as one of
the stages of industrialization. The theory posits that pop-
ulist democracy initially fosters urbanization, popular par-
ticipation in government, and trade union development.
This is followed by a stage in which industrialization
needs to deepen, and governmental control over the pop-
ular sector is seen as the way to maintain order and pur-
sue policies that will attract foreign investors. Military
takeover can be an efficient way to achieve this.

THE DECLINE OF MILITARY
REGIMES

Beginning in the mid-1970s, many military regimes
started to hand power back to civilians. In turn, theoreti-
cal analyses of military regimes began to ask why. In The
Military and the State in Latin America (1987), Alain
Rouquié argues that the military’s lack of legitimacy due
to unfulfilled promises of democratization precipitated
the change. The disillusionment of the economic elite and
the middle class due to the repressiveness and economic
incompetence of military regimes was another contribut-
ing factor.

Policy performance also helps explain why military
regimes declined in number. Early research failed to find
lower levels of economic development or performance in
countries with military regimes compared to countries
with other forms of government; these studies, however,
failed to establish any strong relationship between regime
type and public policy performance. Karen Remmer, in
her Military Rule in Latin America (1989), convincingly
shows that the military is in fact not generally very suc-
cessful as modernizers or as promoters of economic devel-
opment. As far as social policy goes, the principle
difference between military and civilian regimes is that the
military spends more money on weapons and the civilians
spend more money on social welfare. This inhibits public
support for military regimes and ultimately forces them to
turn power back over to civilians.

The number of military regimes around the globe
decreased dramatically beginning in the 1990s. Their lack
of international legitimacy and inability to rule success-
fully even when they were robust were the prominent fac-
tors in their decline. The end of the cold war and the
collapse of the Soviet Union also made it more difficult
for military regimes to use the threat of communism as a
justification for their actions. Nevertheless, military
regimes continue to hold power around the globe.
Military regimes came into power in countries such as Fiji,
Thailand, and Mauritania at the beginning of the twenty-
first century. Military regimes in Libya and Myanmar,
which came to power during the 1960s, are still thriving.
In the end, although the number of military regimes has
decreased dramatically around the globe, it appears
unlikely that they will become extinct anytime soon.
Understanding why is the challenge that social scientists
now face.

SEE ALSO Authoritarianism; Coup d’Etat;
Democratization; Militarism; Military
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MILL, JAMES
1773–1836

James Mill was a British political philosopher, economist,
and historian. Born in Scotland, he was educated at the
University of Edinburgh through the patronage of Sir
John Stuart, where he attended the lectures of the philoso-
pher Dugald Stewart (1753–1828) and specialized in phi-
losophy, according to Alexander Bain’s 1882 James Mill: A
Biography. Mill moved to London in 1802 to pursue a
career as a journalist, writing for several periodicals. He
became closely associated with Jeremy Bentham
(1748–1832) and was an ardent advocate of utilitarianism
and of the Benthamite objective of achieving “the greatest
happiness of the greater number” (Stephen [1900] 1968).
The group of radicals around Bentham and Mill shared a
set of policy objectives that included the abolition of
Britain’s Poor and Corn Laws, the extension of the fran-
chise, and religious tolerance.

Mill wrote a pamphlet in 1804 in which he reviewed
the history of the Corn Laws, calling for the removal of all
export bounties and import duties on grains and criticiz-
ing Thomas Robert Malthus (1766–1834), among others,
for defending them. As noted in Thomas Sowell’s Say’s
Law: An Historical Analysis (1972), Mill’s Commerce
Defended (1808) reiterated his arguments against the
Corn Laws and is credited with providing the first version
in English of Jean-Baptiste Say’s (1767–1832) law of mar-
kets, which states that “supply creates its own demand.” In
1977 William Baumol pointed out that, for Mill, Say’s law
was not fundamentally about the impossibility of overpro-
duction, but rather about the notion that productive con-

sumption (investment), rather than consumption of luxu-
ries, was the effective means to promote growth. David
Ricardo (1772–1823), who became Mill’s close friend,
adopted Say’s law in part as a result of Mill’s 
influence.

Mill extended the utility principle to the science of
politics in his essay titled “On Government” ([1820]
1967). For Mill, the aim of government was to increase
human happiness, and only individuals could make the
utilitarian calculation of pleasure and pain. Thus, Mill
concluded that only representative democracy was com-
patible with the principle of utility, since it would prevent
those in power from acting for their own advantage.
According to Murray Milgate and Shannon Stimson, in a
1993 article in the American Political Science Review, the
requirement for voting was the capacity to judge one’s
own interest; that is, knowledge, rather than birth or
property, was at the center of Mill’s political theory. In his
History of British India (1817), which helped him secure a
permanent position with the East India Company, Mill
defended British rule in India, contradicting his own the-
ory of political representation. In addition, his
Eurocentric views on colonial rule reveal contempt for
other cultures and societies.

Mill’s 1821 book, Elements of Political Economy—
written as lessons for his son John Stuart Mill (1806–
1873)—were central in popularizing a certain version of
Ricardian economics that included elements like the
“wage fund” theory, which were extraneous to Ricardo’s
ideas, according to a 2004 article in European Journal of
the History of Economic Thought by Sergio Cremaschi. Neil
De Marchi (1983) contrasts the dogmatic Mill of the
Elements, which simplifies and deduces everything from
first principles, with the more open-minded thinker of
previous works. Mill’s defense of Ricardian economics and
his commitment to utilitarianism led to a confluence of
both strands of his thought, which would eventually come
together within the marginalist school.
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MILL, JOHN STUART
1806–1873

Defining the social sciences as encompassing “mental or
cultural sciences that deal with the activities of the indi-
vidual as a member or group” (“Social Science,” Merriam-
Webster’s Medical Dictionary 2007) provides space for
interpreting which subjects are appropriate for social sci-
entific inquiry. However, in the case of John Stuart Mill,
the British economist, moral and political philosopher,
and administrator, it is difficult to argue that he is not the
quintessential social scientist. Additionally he is someone
others attempt to emulate in their intellectual work and
philosophical beliefs.

During the early nineteenth century, Mill sought
philosophical enlightenment, focusing on the common
person. His investigations of moral and ethical thought
began early, although they were published later in his life.
Some believe that Mill did not fully explore some of his
more radical beliefs, yet he left an indelible mark on
democracy and law, economic trade, feminism and
women’s rights, labor theory, mathematics, political the-
ory, poverty and welfare concerns, psychology, religion
and theology, and scientific method and empiricism.

It is clear that Mill influenced African American
economists, such as Abram Lincoln Harris Jr. (1899–
1963). Harris, who chaired Howard University’s
Economics Department (1936–1945) and also served on
the University of Chicago faculty (1946–1963), began as
a Marxist but was influenced during the Great Depression

by the moderately socialist—or at the very least liberal—
writings of Mill. Harris finds his beliefs at home with Mill
because both men believed that “justice would come from
a class-based solution generated by social science objectiv-
ity and expertise” (Holloway 2002, p. xiv).

Harris suggested that a unified militant worker effort,
organized along racial lines, could alleviate African
American social and economic inequality. The racially and
economically entrenched working class had historical and
social reasons for continued divisive operations, but
Harris and Sterling Spero, in The Black Worker (1931),
argued that the problems were solvable through time and
higher academic achievement by the next generation of
African Americans. The historical basis for worker prob-
lems spawned from slavery and the fact that many African
Americans led agrarian lifestyles prior to moving to urban,
industrialized areas meant that they were unfamiliar with
unions and organized worker movements. In addition the
leadership of groups such as the National Urban League
proffered an antiunion sentiment that appealed to many
African Americans but led to additional racial stratifica-
tion for the working class. Harris’s book The Negro as
Capitalist (1936) launches a savage attack on the impact
of African American business people on the African
American masses.

As a child John Stuart Mill, who was born in the
London suburb of Pentonville, the eldest son of James
Mill and Harriet Barrow, flourished and delved into clas-
sical writings. He was educated only by his father, who
served as a leading member of philosophical radicals
strongly linked to the utilitarian teachings of Jeremy
Bentham (1748–1832). Though James Mill served as an
East India Company administrator, he used Bentham’s
associationalist psychology to educate his eldest son, who
knew both Greek and Latin by the time he was eight years
old. Learning these languages allowed John Stuart Mill to
read most of the classics by the age of fourteen. In addi-
tion he had a wide understanding of history, logic, math-
ematics, and economic theory.

Influenced by his reading of the philosophical radi-
cals, Mill began to think of himself as a person seeking to
improve the human condition but at the same time focus-
ing on the interest of the individual. In 1826 Mill suffered
a lengthy depression, which perhaps strengthened and ele-
vated his philosophical convictions. He found some solace
for his feelings in the poetry of William Wordsworth
(1770–1850).

After his recovery, Mill began to question and revise
his utilitarian views. Originally he worked from three
defining characteristics of Bentham’s teachings: the great-
est happiness principle, universal egoism, and the artificial
identification of one’s interests with those of others. In
1828 he met Gustave d’Eichtahl (1804–1882), a follower
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of Henri de Saint-Simon (1760–1825), and began to con-
sider how social and cultural institutions shaped history
and overall human development. Influenced by thinkers
such as Auguste Comte (1798–1857) and Samuel Taylor
Coleridge (1772–1834), Mill came to believe that British
society was on the cusp of an organic period, when soci-
ety would replace inefficient and bureaucratic institutions
with better organizations. He also believed that British
society needed him as a catalyst for change; otherwise
society would stagnate.

Exploring Wordsworth’s poetry was crucial also in
Mill’s relationship with Harriet Taylor (1807–1858),
whom he met in 1830. Though Taylor was married at the
time, Mill and Taylor formed a close friendship. In 1851,
two years after the death of Taylor’s husband, Mill and
Taylor married, against the wishes of Mill’s family, espe-
cially his father. James Mill supported Epicurean princi-
ples but practiced Scots Calvinism. In this sense Mill
surpasses his father to have a richer understanding of the
role of pleasure in human development and attributes that
philosophical growth to Harriet Taylor. She convinced
Mill that individuals were not maximizing the benefits in
their lives and that a new theory of the human condition
was necessary. Taylor died in 1858; however, one can see
her influence over Mill’s later works.

Although Mill still believed in utility and positivism,
his position on how to present and implement social
change differed from that of most of Bentham’s followers.
For Mill, new philosophical proclamations that
demanded quick modifications must be avoided, and
slow, gradual delivery of new thoughts were necessary for
acceptance and integration with existing values. Examples
of how Mill introduced new ideas slowly come from On
Liberty (1859) and The Subjection of Women (1869). In
On Liberty, Mill examined government formation and
proclaimed that the success of government organization
depends on “utility in the largest sense, grounded on the
permanent interest of man as a progressive being” (Mill
2005 [1859], p. 224). A sharp criticism of government
came from Mill in The Subjection of Women, where he
stated: “Stupidity is much the same the world over. A stu-
pid person’s notions and feelings may confidently be
inferred from those which prevail in the circle by which
the person is surrounded. Not so those whose opinions
and feelings are emanations from their own nature and
faculties” (Mill 2004 [1869], p. 273). Each individual is
responsible for his or her own happiness, but government
is responsible for helping each person develop a path to
happiness. Thus in his fight for suffrage rights for women,
Mill felt that the Conservative Party was foolish in not
responding to the will of the people in a manner that
improved utility.

Mill reached beyond his roots in conventional poli-
tics to comment on the connection between logic and
economic theory and political and social life. After declin-
ing to study at Oxford or Cambridge University, he
worked for the British East India Company until 1858,
then he was an independent member of Parliament from
1865 to 1868 and served as the lord rector of the
University of St. Andrews during the same period. Trade
and growth theory received particular attention from
Mill, who at an early age had read the complete works of
Thomas Malthus (1766–1834), David Ricardo
(1772–1823), and Adam Smith (1723–1790). Much
influenced by Ricardo and his father, Mill investigated
taxation, wages and profit, competition, and the division
of factors of production. In Analysis of the Phenomena of
the Human Mind, published in 1869, Mill, accepting the
human mind’s importance to good decision making,
revised and corrected his father’s work, Analysis of the
Phaenomena of the Human Mind (1829). James Mill
believed that one derives an idea, no matter how complex,
from its associated parts. Mill took his father’s association-
ism conception one step forward and proposed that when
considering pleasure one can have lower levels of pleasure
that make up higher levels of pleasure. As a person builds
pleasure upon pleasure, a new whole comes into being.

In political economy, researchers attribute social sci-
entific investigative methodology to Mill. In later revi-
sions of his text Principles of Political Economy (1848), Mill
argued, rather radically, that progressive taxation was bad
and akin to stealing, that the wage system needed to be
abolished because it lacked equality, and that production
was closely linked to social networks, thus making compe-
tition difficult. Maximizing human development and
pleasure required freedom for the person to grow.
Freedom in the economic marketplace, laissez faire eco-
nomic policies and principles, framed only one part of the
picture. Individuals must also have political freedom. His
text is still used at Oxford University in the early twenti-
eth century and continues to influence thought. For
example, John Rawls, Robert Nozick, Bertrand Russell,
Karl Popper, and Peter Singer have produced controversial
yet honest social commentary similar to Mill’s.
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MILLER, WARREN
1924–1999

Warren Edward Miller was a pioneering survey researcher
and institution builder who helped transform the study of
elections in political science.

Miller, who earned his doctorate at Syracuse
University in New York in 1954, taught at the University
of California, Berkeley, before arriving at the University of
Michigan at Ann Arbor in 1956. At Michigan, Miller
founded the Center for Political Studies (CPS) at the
Institute for Social Research. The CPS’s biennial election
surveys, which began in 1948, created the first longitudi-
nal source of scientific data on public opinion. In 1960
Miller published The American Voter, written with social
scientists Angus Campbell (1910–1980), Philip Converse,
and Donald Stokes (1927–1997), an instant classic that
drew on CPS data to offer the first systematic analysis of
electoral behavior. Miller and his coauthors then pro-
duced an acclaimed follow-up titled Elections and the
Political Order (1966).

In 1962 Miller founded and began serving as director
of the Inter-University Consortium for Political and
Social Research (ICPSR), which was created in part to
meet demand for scholarly access to CPS data. ICPSR
subsequently became a central archive for quantitative
social science data and methodological training, helping
to further transform political science and its sister disci-
plines. Miller later served as director of CPS (1970–1981)
and helped secure long-term support from the National
Science Foundation for the biennial CPS election survey,
which was renamed the National Election Studies (NES)
in 1977.

During the 1960s and 1970s, Miller lent his exper-
tise to the television networks as a consultant for their
election coverage. He also served as president of both the
American Political Science Association (1979–1980) and
the Social Science History Association (1979). In 1982
Miller moved to Arizona State University in Tempe, where
he continued to publish scholarly books and articles until
late in his life, including The New American Voter (1996),
cowritten with J. Miller Shanks.

Miller’s work on the CPS/NES helped launch the
“behavioral revolution” in political science, a movement
that revolutionized the field. By creating the first nation-
ally representative survey datasets, Miller and his col-
leagues allowed researchers to study the correlates of vote
choice and political opinion. In addition, by repeating a
common set of questions in each study, they made it pos-
sible for researchers to study changes in public opinion
and voting behavior over time. A vast literature quickly
emerged on both topics.

Millennium Development Goals
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Over time, however, this approach to voting research
faced criticism for its theoretical and methodological
weaknesses. Its proposed model of voting behavior, which
was known as the “funnel of causality,” fell apart as
researchers realized that the variables that were thought to
influence vote choice were themselves affected by voter’s
preferences toward candidates—a problem known as
endogeneity. As a result, political scientists later shifted
toward mathematical models and experiments, two tech-
niques that many think provide additional leverage for
understanding political behavior.

Nonetheless, Miller will be remembered as a trendset-
ting quantitative researcher who revolutionized the field
of election studies. In the introduction to their 1994
edited volume in his honor, M. Kent Jennings and
Thomas E. Mann write, “Warren Miller and the study of
elections are synonymous. It is impossible to account for
the institutional and intellectual developments that have
shaped post-World War II scholarship on voting without
acknowledging his crucial role” (p. 3).

SEE ALSO American National Election Studies (ANES);
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Base; Money; Money, Demand for; Policy, Monetary

B I B L I O G R A P H Y

Campbell, Angus, Philip Converse, Warren Miller, and Donald
Stokes. 1960. The American Voter. New York: Wiley.

Jennings, M. Kent, and Thomas E. Mann. 1994. Warren Miller
and the Study of Elections. In Elections at Home and Abroad:
Essays in Honor of Warren E. Miller, eds. M. Kent Jennings
and Thomas E. Mann, 3–13. Ann Arbor: University of
Michigan Press.

Traugott, Michael. 1999. In Memoriam: Warren E. Miller,
1924–1999. Public Opinion Quarterly 63 (4): 590–591.

The University Record (University of Michigan News Service).
1999. Obituary: Warren E. Miller. 54 (18): February 8.

Brendan Nyhan

MILLER, WILLIAM
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MILLS, C. WRIGHT
1916–1963

The American sociologist Charles Wright Mills wrote
about the growth in the size and scope of bureaucracies in
the modern era. The resulting concentration of authority,
he maintained, has dramatic effects upon such institutions

as family, democratic government, science, education, and
the economy. It also profoundly affects individuals, both
those who wield the power and those who are subject to
it. Mills forcefully chastised his colleagues about the
proper role of social science in exploring and clarifying
these and other central issues of the time.

EARLY LIFE AND EDUCATION

Mills was born on August 28, 1916, in Waco, Texas. His
father was an insurance salesman and his mother a home-
maker. From the age of seven the family began moving
around Texas, and Mills experienced what he later
described as a childhood of loneliness and isolation. He
attended Texas A&M University in 1934–1935, but
found the required regimentation and demands for defer-
ence toward professors and upperclassmen to be intolera-
ble. In later years, Mills reflected on how these childhood
and adolescent experiences caused him to focus on work
as his “salvation,” taught him to demand intellectual and
social independence, and gave him both a tolerance and a
preference for being a loner.

After a disastrous freshman year Mills transferred to
the University of Texas, where he received a bachelor’s
degree in sociology and a master’s degree in philosophy in
1939. He then went on to the University of Wisconsin,
where he received his doctorate in sociology. By all
accounts he was a brilliant though difficult student. His
relations with his professors were often stormy; he was
looked upon as arrogant and exceedingly ambitious.
When defending his dissertation he refused to make revi-
sions demanded by his committee; the dissertation was
later quietly accepted without formal committee approval.

In 1941 Mills accepted his first academic appoint-
ment at the University of Maryland. It was here that Mills
finished his dissertation on American pragmatism and
collaborated with Hans Gerth, one of his professors at
Wisconsin, on From Max Weber: Essays in Sociology
(1946). This book has since become a classic, interpreting
the German sociologist Max Weber as far more of a radi-
cal conflict theorist than the prevailing American view of
the time. In 1945 Mills joined Columbia University
where he taught and wrote for the remainder of his career.

In all of his writings, Mills interpreted the world
through a theoretical perspective very much influenced by
Weber. Like Weber, Mills’s vision comprised a holistic
view of entire sociocultural systems. His main body of
work centers upon the theme of rationalization, the prac-
tical application of knowledge to achieve a desired end.
Rationalization is a method of thought focused on total
coordination and control over processes needed to attain
whatever goal the individual or organization has set. It is
the thought process behind the application of science,
observation, and reason in the development of technology
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to manipulate the environment. It is the thought process
behind bureaucracy, social organizations specifically
designed for the attainment of goals. It was Mills’s con-
tention that rationalization was increasing with moder-
nity. Mills believed that because the social system is
interdependent, the rationalization process has profound
effects on human behavior, values, and thought.

WHITE COLLAR

Mills’s first breakthrough came with the publication of
White Collar: The American Middle Classes in 1951.
According to Mills, the rise of white-collar work was due
to the era’s growth in bureaucracy caused by technological
change and the increasing need to market the goods and
services of an industrial society. The central characteristic
of white-collar workers is that they are unorganized and
dependent upon large bureaucracies for their existence. By
their mass existence and dependence, Mills maintained,
they have changed the character and feel of American life.

With the automation of the office and the increase in
the division of labor, the number of routine jobs is
increased, while authority and job autonomy become
attributes of only the top positions. There is an ever
greater distinction made in terms of power, prestige, and
income between managers and staff. The routinized
worker is discouraged from using his or her own inde-
pendent judgment; decision making is in accordance with
strict rules handed down by others. Job performance and
promotion become based on following the bureaucratic
rules and dictates of others, not on critical intelligence.
The aim of schooling shifts from the creation of the “good
citizen” to one of creating the “successful specialist.”

In white collar society there is also a shift of social
power from force and coercion to authority and manipu-
lation. This form of power is founded upon the ever more
sophisticated methods of control given elites by mass
communication and the social sciences. This shift is from
the overt to the covert, from the obvious to the subtle.
Exploitation becomes the rule, depriving the oppressed
from identifying the oppressor. This form of power effec-
tively removes the check of reason and conscience of the
ruled on the ruler.

THE POWER ELITE

In The Power Elite (1956) Mills demonstrated that the
bureaucracies of state, corporations, and military have
become enlarged and centralized, and are a means of
power never before equaled in human history. These hier-
archies of power, Mills argued, are the key to understand-
ing modern industrial societies. Major national power
resides almost exclusively at the top of these bureaucracies;
all other institutions have diminished in scope and been

pushed to the side of modern history or made subordinate
to the big three.

The elite who run these organizations are closely
related through intermarriage. Some of their coordination
comes from an interchange of personnel between the three
elite hierarchies, but a good deal of coordination also
comes from a growing structural integration of the domi-
nant institutions. As each of the elite domains becomes
larger, its integration with the other spheres becomes more
pronounced. But the major source of unity of the elite,
Mills stated, is their common background—they are all
from the upper social class, they attended the same
preparatory schools and Ivy League universities, and
belong to the same exclusive clubs and organizations.

The positions of the elite give them access to power
that make their decisions (as well as their failure to act)
extremely consequential. Mills believed these leaders are
acting (or failing to act) with irresponsibility, thus leading
the nation and the world to disaster. But this does not
always need to be so; the enlargement and concentration
of power into so few hands now makes it imperative to
hold these men responsible for the course of events.

SOCIOLOGICAL IMAGINATION

Mills believed it is the task of social scientists to address
how the concentration of power, and the resulting struc-
tural and historical issues, affect human values and behav-
iors. Mills’s Sociological Imagination (1959) was a call to
arms for social scientists to focus upon these substantive
problems, to bring reason to bear on human affairs.

In this work, like Weber before him, Mills cautioned
that a society dominated by rational social organization is
not based on reason, intelligence, and good will toward
all. Further, it is through rational social organization that
modern-day tyrants (as well as more mundane bureau-
cratic managers) exercise their authority and manipula-
tion, often denying the opportunity to their subjects to
exercise their own judgment. One then has “rationality
without reason. Such rationality is not commensurate
with freedom,” Mills said, “but the destroyer of it” (1976,
p. 170).

Because of his abrasive personality, his insistence
upon writing polemics for a broader audience, and his
increasingly strident and critical views of the status quo
and of the work of his colleagues, Mills became increas-
ingly isolated as a sociologist. His personal manners and
dress were far removed from the buttoned-down profes-
sional academics of Columbia. In 1963 Mills died of heart
disease at the age of forty-five, virtually excommunicated
from the mainstream of his profession. However, over the
years his reputation has grown among those who take a
critical view of modernity and its drift.

Mills, C. Wright
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SEE ALSO Blue Collar and White Collar; Bureaucracy;
Bureaucrat; Military-Industrial Complex; Power;
Power Elite
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MILLS, EDWIN
1928–

Edwin Smith Mills is an emeritus professor of real estate
and finance at Northwestern University in Evanston,
Illinois. He was born on June 25, 1928, in Collingswood,
New Jersey. After graduating from Collingswood High
School in 1946, he served two years in the U.S. Army and
was commissioned a second lieutenant in the Corps of
Engineers. After obtaining his undergraduate degree from
Brown University in 1951 and his PhD in 1956 from the
University of Birmingham in England, he held faculty
positions at Massachusetts Institute of Technology, Johns
Hopkins University, Princeton University, and
Northwestern University. Over almost five decades of
teaching and research focused on real estate and urban
economic development, Mills authored fifteen books and
more than one hundred papers, served as an adviser to
numerous domestic and foreign governments, and was a
member of many national committees seeking solutions
to urban and environmental problems.

Mills is best known for his undergraduate textbook
Urban Economics, first published in 1972, as well as for
founding and editing the premier academic journal in
urban economics (Journal of Urban Economics) and for his
research treatise on urban spatial structure (Studies in the
Structure of the Urban Economy). The latter book, which

was published in 1972, is considered to be one of three
classics (the other two are William Alonso’s Location and
Land Use [1964] and Richard Muth’s Cities and Housing
[1969]) that established the core of what today is identi-
fied as the field of urban economics. This core consists of
a model, commonly referred to as the standard urban
land-use model, that explains urban spatial structure and
how this structure has changed over time. Urban spatial
structure refers to the location of alternative land uses
(such as apartments, houses, offices, and manufacturing
plants) within cities, as well as to the locations of alterna-
tive income groups. The usefulness of the model is multi-
fold, providing answers to such questions as why offices
are concentrated within the center of metropolitan areas,
why high-income households tend to live farther from the
center than low-income households, and why many
households and firms have moved from the central city to
the suburbs.

Besides his contributions to the theoretical develop-
ment of the standard urban model, Mills has provided
many of the most important empirical tests of the model.
Within Studies in the Structure of the Urban Economy, he
developed methods for estimating population density gra-
dients, which show how population per square mile
changes as distance increases from the center of the met-
ropolitan area. These techniques were used by Mills in a
series of papers and by other urban economists to study
population suburbanization, which continues to be a
major focus of urban scholars in light of recent concerns
related to urban sprawl. Mills’s research has shown that
suburbanization is the result of both a natural evolution-
ary process resulting from higher real incomes and urban
population growth and a flight from blight, as households
and firms move from the central city to the suburbs to
escape social and fiscal problems that are more severe
within central cities.

While Mills is best known for his development and
testing of the standard urban model, his writings have also
expanded understanding of numerous urban problems
(such as air and water pollution, housing segregation, and
urban decay) and what might be done to solve them. His
policy prescriptions have stressed the importance of allow-
ing markets to work more efficiently without excessive
government intervention.

SEE ALSO Economics, Urban; Pollution; Pollution, Air;
Pollution, Water; Segregation, Residential; Spatial
Theory
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MILOSEVIC, SLOBODAN
1941–2006

Slobodan Milosevic was the president of Serbia from 1989
to 1997, and president of the Federated Republic of
Yugoslavia from 1997 to 2000. Milosevic was born in
Pozarevac, Serbia, the second son of a former Orthodox
priest and a Serbian schoolteacher; both parents later
committed suicide. In high school Milosevic met Mirjana
Markovic, the daughter of prominent Yugoslav Commu-
nist Party members. They married in 1965 and had two
children, Marija and Marko. Milosevic completed college
at the University of Belgrade, studied law, and then
became head of Technogas, the state-owned gas company,
and, later, president of Beobanka, the United Bank of
Belgrade.

In 1984 Milosevic entered politics as leader of the
Belgrade Communist Party. Calling for a centralized fed-
eral political and economic system, Milosevic became a
spokesperson for Serbian nationalist sentiments and the
long-standing desire for the creation of a Serbian republic
throughout former Yugoslavia. In 1987, while in the
Albanian providence of Kosovo, Milosevic assured the
Serbian minority population that Yugoslavia’s non-
Serbian populations would not extract concessions from
the Serbians as they sought greater autonomy from the
once-powerful Yugoslavian confederation. Soon after-
ward, Yugoslavia’s fragile, multiethnic coalitions disinte-
grated into regional enclaves at war. In 1988, in a wave of
Serbian nationalism, Milosevic was elected president of
Serbia. By 1992–1993, Slovenia, Croatia, and Bosnia
sought to secede from Yugoslavia to form autonomous
governments. Milosevic directed the Serbian-dominated
Yugoslav Army to wage war against these movements and
protect the Serbian minority population from its non-
Serbian secessionists. By arming Serbia’s minority popula-
tions in the provinces, the goal of the war changed from a
preservation of the Yugoslav confederation to an ethnic
civil war, taking the lives of more than 250,000 people
and displacing more than 2 million.

In 1995, in its first military operation against a
European nation, the North Atlantic Treaty Organization
(NATO) commenced air strikes against Serb targets in
Croatia, bringing Milosevic into negotiations, which
became known as the Dayton Peace Accord. In 1996
Milosevic was elected president of Yugoslavia and in 1997
Serbia was at war in Kosovo. In 1999 NATO again
bombed targets inside Serbia, including Belgrade, until
Serbian forces withdrew from Kosovo. In 2000 economic
and international isolation created enough popular unrest
in Belgrade to force Milosevic from power. In June 2001
Milosevic was arrested and extradited to The Hague for
trial in the United Nations Criminal Tribunal. Milosevic
was charged with three indictments: for his role in atroci-
ties committed by Serbian forces during the Kosovo cam-
paign, including the murder of more than 600 people and
the deportation of 700,000; for breaches of the Geneva
Conventions in Croatia, including the forced removal of
200,000 non-Serbians; and for crimes against humanity
and genocide in Bosnia, namely the killing of thousands
of Bosnian Muslims and Bosnian Croats.

The court held that as president of the Republic of
Serbia, Milosevic exercised control over the participants in
the conflict. After refusing to enter a plea or accept assis-
tance from lawyers provided by the court, Milosevic
elected to defend himself. The trial lasted five years and,
with less than one month of deliberations remaining,
Milosevic was found dead in his cell at the age of sixty-
four. On March 14, 2006, his trial was officially termi-
nated, without a verdict. Historians regard Milosevic’s war
of nationalism and ethnic cleansing as one of Europe’s
most destructive conflicts and human rights atrocities
since World War II.

SEE ALSO Genocide; Tito (Josip Broz)
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MIMESIS
SEE Representation.

MIND-BODY
DICHOTOMY
SEE Knowledge; Psychoanalytic Theory.

MINIMAX THEOREM
SEE Zero-sum Game.

MINIMIZATION
In his influential 1784 essay “Idea for a Universal History
with a Cosmopolitan Intent,” Immanuel Kant
(1724–1804) defends his third thesis in the following
terms:

Nature does nothing unnecessary and is not
prodigal in the use of means to her ends. Nature
seems here to have taken delight in the greatest
frugality and to have calculated her animal
endowments so closely—so precisely to the most
pressing needs of a primitive existence—that she
seems to have willed that if man should ever work
himself up … he alone would have the entire
credit for it and would have only himself to thank.
(Kant [1784] 1983, p. 31.)

This Leibnizian key to how Nature plans and attains
its ends and objectives—approaches the principal-agent
problem, if not a game, that it is confronted with—had
already been identified by Leonhard Euler (1707–1783)
at least forty years earlier:

Namely, because the shape of the whole universe
is most perfect and, in fact, designed by the wisest
creator, nothing in all of the world will occur in
which no maximum or minimum rule is some-
how shining forth [nihil omnino in mundo con-
tingint, in quo non maximi minimive ratio
quapiam eluciat] (Euler [1744] 1952, p. 411).

It is in Paul Samuelson’s 1947 Foundations of Eco-
nomic Analysis that Lionel Robbins’s (1898–1984) redefi-
nition of economics as the “science which studies human
behavior as a relationship between ends and scarce means
which have alternative uses” (Robbins 1932, p. 16) is
taken and squarely rooted into the “general properties of
minimum systems” (the latter being one of the two sec-
tion headings of Samuelson’s 1964 foreward to the reprint

of his book). The trajectory of the notion of minimization,
and its mirror-image maximization, in the evolution of
economic science and of the social sciences, insofar as they
submit to the analytical lead of the former, is so well
charted that the paired terms do not merit an entry in The
New Palgrave (Eatwell et al. 1987; also see Samuelson
1971). Thus V. M. Tikhomirov begins Stories about
Maxima and Minima with the blasé statement that in
“daily life it is constantly necessary to choose the best pos-
sible (optimal) solution [and] a tremendous number of
such problems arise in economics and in technology”
(Tikhomirov [1986] 1990, p. ix). Pareto-optimal and core
allocations, to take only two solution concepts pertaining
to the collective level, can be seen, respectively, as the out-
comes at the individual level of expenditure-minimization
and of preference maximization problems at some suitably
chosen set of prices. (For the precise definitions and
assumptions underlying these results, see Lange 1942;
Arrow 1951; and Debreu 1959 for the former; and
Edgeworth 1881; Debreu and Scarf 1963; and Aumann
1964 for the latter.)

In conclusion, two points need flagging: an unfortu-
nate tendency to single out calculus as the only key to
problems involving minimization and maximization
(Koopmans 1957; Dorfman et al. 1958; Debreu 1959;
and Niven 1981 are vigorous antidotes) and, more con-
troversially perhaps, a tendency (as in Euler, this entry and
also possibly in Kant) to single out the principle of mini-
mization (and maximization), and the consequent sub-
mission to quantification that it implies, as the only
explanatory key to social science phenomena. A fuller
elaboration of these postmodern demurrals is best left to
longer entries.

SEE ALSO Kant, Immanuel; Mathematical Economics;
Mathematics in the Social Sciences; Maximization;
Methods, Quantitative; Models and Modeling;
Optimizing Behavior; Quantification; Rationality;
Samuelson, Paul A.
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MINIMUM WAGE
Historically, the idea of a minimum wage was to allow a
full-time worker to earn enough to buy the basic necessi-
ties of life. Following the Great Depression of the 1930s
and World War II, watershed legislation established min-
imum wages around the world, most notably the Fair
Labor Standards Act (FALSA) of 1938 in the United
States and the Wage Council Act of 1945 in the United
Kingdom. FALSA, for instance, established a minimum
wage of 25 cents per hour when it was formed; that
became $5.85 in 2007, and will increase to $7.25 by
2009. The value of this minimum, however, declines over
time due to inflation or productivity growth. The prob-
lem with the minimum wage is its interference with the
labor-market mechanism, creating ambiguous influences
on employers, workers, and teenagers (and even more so

on nonwhite teenagers) for whom the market-clearing
wage is lower than the minimum wage. In the case of
extreme poverty, the argument that policy authorities
should pass a legal minimum wage through legislation is
not in dispute, but disagreement over a minimum wage
abounds in the areas of efficient allocation of resources,
full employment, effect on income, and alternative ways
to combat poverty (Stigler 1946).

Economists study the effect of minimum wages rela-
tive to the market equilibrium wages. If the demand for
labor, Nd , is not equal to the supply of labor, Ns , then
wages change. At equilibrium, the change in the wage
rates, w, over time, t, is dw / dt = f (Nd – Ns ) = 0. One
implication of the equilibrium is that a laborer is paid a
wage, w, equal to the marginal product of labor (MPL). If
a minimum wage is binding, such as for the unskilled,
young, less educated, and part-time workers, then the
minimum wage would exceed the equilibrium wage, cre-
ating unemployment. The unemployed may transfer to
industries that are not covered by the minimum wage,
thus decreasing wage and productivity there. One possi-
bility is that employers may then substitute more automa-
tion, or skilled labor for low-skilled labor as wages
increase. Another factor is that competition between the
covered and the uncovered sectors of the labor market
tends to equilibrate the wages between the two sectors.
Thus, the MPL of workers still employed in the covered
industry will tend to rise to where w = MPL (Hicks 1948,
p. 179). As Martin Bronfenbrenner asserts: “If they were
better fed and clothed and housed, and better cheered as
well, by higher wages, their physical efficiency might rise
in the same proportion as the wage rate” (Bronfenbrenner
1943, p. 82).

Economists emphasize empirical work to assess the
net possible effect of minimum wages. Several studies by
David Card and Alan Krueger held that minimum wages
increase the employment in fast-food firms such as Burger
King, KFC, Roy Rogers, and Wendy’s. At the firm level,
Card and Krueger (1994) studied the increase in mini-
mum wages in New Jersey, the highest minimum wage in
the nation as of April 1, 1992, against no change in the
minimum wage in Pennsylvania. They found that
employment increased in New Jersey by 0.6 workers, and
declined in Pennsylvania by 2.1 workers, a difference-in-
differences of 2.7 workers. Similar findings were made for
firm-level data in Texas, and for state data in California
(Card and Krueger 1995). An attempt by David Neumark
and William Wascher (2000) to replicate the Card and
Krueger finding used employment data reported by estab-
lishments rather than survey data. They found that the job
gain in New Jersey could be zero or slightly negative. The
technology of the fast-food firms suggests that employers
may need a fixed number of employees per grill or cash
register, and therefore will not reduce employment when

Minimum Wage
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minimum wages increase, but that they may be discour-
aged from opening new franchises, thus lowering poten-
tial employment.

The analysis of the amount of the unemployment can
be stated in elasticity of demand terms. If the elasticity is
less than one, increase in wages will increase payroll,
enhancing benefits to workers. The elasticity of –1 is the
standard labor market assumption, which leads to the
expectation that unemployment will fall in equal propor-
tion to wage increases. Earlier empirical studies by Charles
Brown, Curtis Gilroy, and Andrew Kohen (1982; 1983)
indicated that the effect of minimum wages on employ-
ment was slightly negative or insignificant, indicating an
elasticity of demand close to zero.

In the Keynesian world, “the customary treatment of
involuntary unemployment and unemployment equilib-
rium frequently is based upon rigidity of money wage
rate” (Darity and Horn 1983, p. 725). The post-
Keynesians are well known for defending the wage-rigid-
ity assumption. John Maynard Keynes’s (1973, p. 54)
correspondence with the classical economist Arthur Cecil
Pigou revealed a rigid labor supply curve, indicating rigid
wages for some level of employment. Keynes, however,
eased up on the wage-rigidity assumption in chapter 
19 of his General Theory of Employment, Interest, and 
Money (1936). According to Axel Leijonhufvud (1968, 
p. 37) the assumption of a minimum wage is main-
tained by Keynesians, who assume competitive condi-
tions make wage rigidity into a special case for this 
model. Don Patinkin (1948, p. 545) argued that rigidity
in the Keynesian system is possible under static modeling
of Keynesian economics, but rigidity is not an essential
Keynesian element in a more dynamic setting.

Modern macroeconomic discussion involves models
dealing with wage-setting, where wages are set as a
markup on expected price, and with price-setting, where
prices are set as a markup on expected wages.
Unemployment then depends on the solution of the joint
equations Price Setter: p – we = β0 – β1u, (β1 ≥ 0), and
Wage Setter: we – p = γ0 – γ1u, (γ1 > 0), where w is money
wage, u is unemployment, p is price, e is expected, and the
Greek letters are parameters to be estimated (Layard,
Neckell, and Jackman 1994, pp. 19–20). When price and
wage expectations materialize, real wages can be analyzed
against employment. Any factors that contribute to wage
push, γ0, such as the minimum wage, raise the unemploy-
ment rate.

SEE ALSO Economics, Labor; Expectations; Markup
Pricing; Poverty; Sticky Wages; Unemployment;
Unemployment Rate; Wages
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MINING INDUSTRY
Mining is a site-specific economic activity creating wealth
from the extraction of nonrenewable resources from land
and sea. The boundaries of the mining industry are impre-
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cise. It conventionally excludes oil, gas, and water, but
coal and uranium are normally included. Bulk construc-
tion materials and stone are extracted in the same fashion
as other minerals, and the volume of their output exceeds
that of most other minerals, but they are usually excluded
from definitions of the industry. The downstream bound-
aries are somewhat indeterminate, depending on
processes, corporate structure and end uses. Mines usually
produce ores that require further processing rather than
finished products and the ores may contain one or several
economic products. The usable materials are often a small
proportion of the ore mined. There are various methods
of mining, each suited to the specific circumstances of
each mineral deposit, and each with different cost struc-
tures. Most minerals are either extracted from open work-
ings in which the overburden is first stripped away to
expose the economic ore, or from underground workings
that access the ore through shafts or tunnels. Substantial
volumes of waste are mined as well as ores, particularly in
open pit mines producing base and precious metals.

GLOBAL FEATURES

Ore deposits are not evenly distributed around the globe,
with different minerals concentrated in specific geological
environments. Typically, deposits located near major cen-
ters of industry and population have been depleted and
mines are increasingly concentrated in more remote
regions. Transport costs are a major determinant of com-
petitiveness, and reductions in shipping costs since the
mid-twentieth century have internationalized the markets
for many products, like coal and iron ore, that formerly
served regional or local markets. The European Union,
Japan, and the United States have become increasingly
dependent on imports, either of mineral raw materials, or
of semi-processed products, to supply their requirements.
The fast developing countries of the Asian Pacific Rim are
also heavily reliant on imports of minerals. Economic
growth in the latter region, combined with rapidly rising
demand from China, is putting renewed pressure on min-
eral supplies. China has by far the world’s largest minerals
industry, accounting for about 12 percent of global min-
erals turnover, excluding coal, and nearly 18 percent,
including coal. Many, but by no means all, of its mines are
antiquated, undercapitalized, small-scale operations with
poor environmental and health and safety records.

Most minerals and their first-stage products are
traded internationally at prices determined in global mar-
kets. Shifts in exchange rates and domestic economic poli-
cies thus influence an individual mine’s ability to
compete. The amount of usable product contained in ore,
its ease of processing, and accessibility are the main
endogenous determinants of competitiveness. Energy is a
large element of costs, so that rising oil prices have an

adverse impact. Economies of scale are important, and the
typical scale of operations has risen considerably over the
past fifteen years. Many small mines have closed down,
and larger mines have expanded, so that the number of
mining operations has contracted. Technical change and
rising productivity have also driven down costs.

Labor costs are relatively unimportant in many
mines, although U.S. companies are often burdened by
large legacy costs. Organized mining accounts for much
less than 1 percent of the world’s workforce—fewer than
15 million people, with a further 11.5 to 13 million peo-
ple working in small-scale mines. According to the
International Labor Office, the total number of people
relying on mining, both large and small, for a living, tak-
ing dependents into account, is about 300 million, of
which up to one-third depend on small-scale mining. The
numbers have fallen markedly since the 1980s with the
closure of many small mines and improving productivity,
especially in China. There is a growing global shortage of
skilled and professional labor, because of a rundown in
mining education and a lack of new entrants.

LABOR CONDITIONS AND STATE
OF THE INDUSTRY

Mines are only located where there are viable ore deposits,
and these are often in physically remote areas, far from
major population centers. The modern tendency is for
workers to commute to mine sites for extended shift peri-
ods of up to a month, from well-established communities
with good infrastructure and social amenities. Before the
development of low-cost air travel such commuting was
seldom possible and dedicated mining camps were often
established to house the workers, not always with their
families. Such communities were natural breeding
grounds for the social ills of alcohol abuse and prostitu-
tion. They also insulated workers from outside influences
and fostered their solidarity. That was enhanced by the
arduous and dangerous nature of mining, particularly
when underground. Even minor grievances, real or imag-
ined, could be blown up out of proportion. The condi-
tions were ideal for periodic labor unrest and trade union
militancy. Moreover, miners in rural areas could live
cheaply, especially in the summer months when there
were alternative agricultural, hunting, or fishing opportu-
nities. That remains true in some regions, such as parts of
Canada.

In practice union membership and militancy have
not been significantly greater in most of the mining indus-
try than in other sectors of economic activity. According
to the Bureau of Labor Statistics, in the United States, for
example, the 8 percent of workers in the mining industry
that belong to a union compare with 7.8 percent for the
private sector as a whole, 13 percent in manufacturing,
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and 36.5 percent in government. When strikes did occur,
however, they were often longer and more acrimonious
than elsewhere. The cyclical nature of most mineral mar-
kets contributed in that regard, as it still does. Workers
naturally seek to increase their earnings when markets are
buoyant, as in 2005 and 2006, and are more prepared to
strike than when markets are depressed. At such periods
employers aim to reduce their labor costs. Today that will
be achieved mainly through agreed redundancies.
Historically, however, wages were cut, with or without
prior consultation with employees. Some of the most bit-
ter and most prolonged strikes resulted from such actions,
for example in the U.S. and U.K. coal industries during
the late 1920s and 1930s. In North America a tradition of
labor contracts covering three- to five-year periods even
today may prompt strikes at their renewal, in the copper
and nickel industries for example. In neither sector has
there been any to compare in recent years with those of
the 1960s. Elsewhere, as in parts of Latin America, strikes
may be used as a political weapon to achieve broad social
and community goals that are more properly within the
purview of governments than of the companies affected.

Mechanization and modern capital-intensive mining
methods, often in open-pit mines, have greatly reduced
the mining industry’s historic need to attract a large pool
of unskilled or semi-skilled workers. That has in turn
altered the nature of the relationship between mining
companies and their employees in many sectors of the
industry. In South Africa the progressive abolition of
apartheid from 1990 greatly enhanced this global process.
Previously racial discrimination was legally enforced in the
mines. Migrant workers, both from neighboring countries
and from within South Africa, were subject to repressive
labor laws. They were unable to live with their families but
were housed in single men’s hostels with their attendant
social problems. Wages for unskilled workers were held
very close to the poverty line. Over the past decade chang-
ing economic conditions have led to the closure of many
mines and a substantial reduction in the numbers
employed. The living standards and opportunities of the
remaining workers have greatly improved. Legislation 
on black empowerment is also fast changing patterns of
ownership.

Mining is a relatively small contributor to global out-
put as well as employment. The world’s minerals produc-
tion was worth some $375 billion ex mine in 2004,
excluding bulk construction materials, but including coal.
This equalled around 0.7 percent of global gross domestic
product (GDP). U.S. minerals output was $40 billion or
0.3 percent of U.S. GDP, with coal making up half the
total. Mining is a much more important source of income
in a few countries and of exports in many more. It pro-
vides over 8 percent of Chile’s GDP, 5.7 percent of
Australia’s, and 1.7 percent of Canada’s. In some small

countries it is the major economic activity. In Namibia,
for example it makes up 15 percent of GDP, and in
Botswana 35 percent. Shares of total output understate
the mining industry’s true importance, as it provides the
essential raw materials for most forms of economic activ-
ity. Mineral-based products include metals, ceramics, con-
struction goods, and many chemicals and plastics. The
total output of the mineral industries is growing, although
many of its prices have been on a declining trend.
Demand moves cyclically with economic activity. Prices,
and to a lesser extent output, are consequently volatile.
Individual mines are depleting even as total output grows.
Different products have experienced different growth
rates.

The industry’s corporate structure has evolved with
global political and economic change. There is a wide
range of different types of organization involved in the
industry. Multinational mining companies are less impor-
tant than is suggested by the attention they receive. The
concentration of ownership varies markedly from product
to product. Foreign-owned mining companies were effec-
tively unable to operate in most developing and centrally
planned economies during much of the period since
World War II. During the 1990s most countries liberal-
ized their mining codes, privatized state-owned mineral
projects, and became receptive to foreign investment.
Some countries, particularly in Latin America, attracted a
wave of foreign investment in export-based mineral proj-
ects. Political risk nonetheless remains high in many min-
eral-rich areas, limiting foreign involvement to high unit
value products like gold and gemstones. In many coun-
tries there remains strong opposition to foreign exploita-
tion of natural resources and this tends to emerge most
strongly at the local level. Mining companies can then
become a focus for popular discontent with national gov-
ernments.

Mining necessarily has an impact on the local envi-
ronment, and some mineral products, like asbestos and
lead, create hazards to human health. Although the stan-
dards of modern large-scale mining are infinitely higher
than those of earlier times, the scars and environmental
blight of historic mining and a few well-publicized lapses
and accidents influence public perceptions. Whereas min-
ing was once universally treated as having a preeminent
claim on land use, that is no longer the case. Tracts of land
have been debarred to mining in many countries, and
increasingly onerous environmental requirements have
been imposed. Larger international companies tend to fol-
low best practice, but the costs of meeting higher stan-
dards have risen. Where capital-intensive large-scale
projects are developed in rural areas they can upset the
social fabric, especially of indigenous peoples. Mines are
no different in that regard from other modern industries,
except that their location is dictated by the availability of
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ore. Preserving good community relations is a major chal-
lenge for all mining companies.

Coal output of roughly 5 billion tonnes accounts for
$105 billion of global turnover, with production for
domestic sale in China, India, the United States and
Russia accounting for the greater part. U.S. output was
almost 1 billion tonnes, with a value approaching $20 bil-
lion. Some mines serve both domestic and export markets,
but world trade is dominated by Australia, Indonesia,
South Africa, Canada, and Colombia. Production for
export from large-scale, mainly open-cast, modern mines
makes up less than 15 percent of total coal output.
Thermal coal for power stations comprises about 60 per-
cent of world trade. The main export markets for coal are
in Europe and Pacific Asia whose domestic output has
become increasingly uncompetitive, and is often only sus-
tained through subsidies and protection.

The value of global turnover of metal mining varies
with prices. The bulk ferrous metals, led by iron ore, made
up one eighth of 2004’s sales. Domestic production in
China and the United States contrasts with large-scale
export-oriented output in countries like Australia and
Brazil. The major nonferrous ores, of which copper is the
most important, account for 15 percent of turnover. As
the metal content of many ores is often low, metal mines
are responsible for a much greater share of the world’s ore
and waste extracted than of turnover. Mines shipping con-
centrates for processing in industrial centers coexist with
mines serving domestic smelters and refineries that pro-
duce metal for export or domestic use. Large international
companies operate alongside state-owned companies like
Chile’s Codelco, and smaller domestic firms. Other metal-
lic products, including uranium, make up 10 percent of
turnover. Often they are produced as by-products of the
major metals, being extracted at the smelting stage.
Precious metals (gold, silver, and platinum group prod-
ucts) contribute one-ninth of turnover, and gem dia-
monds a further one-tenth. Platinum output is highly
concentrated in Russia and South Africa but output of
gold and silver is widely distributed. Large-scale modern
mines, controlled by international companies, coexist
with small-scale operations and artisanal workings. The
bulk of diamonds is extracted by major companies in
Australia, Botswana, Canada, Russia and South Africa,
but small-scale workings persist in many developing coun-
tries. The health and safety and environmental conditions
of the small-scale workings for gold and gems are often
very poor. The remaining one-eighth of turnover comes
from fertilizer and industrial minerals. Many are mined
for domestic markets by local companies, or by companies
from downstream sectors like chemicals or building prod-
ucts. In some instances, where only a few deposits are
known globally, production tends to be dominated by
large international companies.

SEE ALSO Bauxite Industry; Copper Industry; Diamond
Industry; Gold Industry; Industry; Natural Resources,
Nonrenewable; Petroleum Industry; Silver Industry;
Steel Industry
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Phillip Crowson

MINORITIES
The term minority and how it is used and defined has
changed over time. Typically, social scientists use the term
to define a group’s social, political, and economic power in
a society. Historically, in society, the term has also been
used to focus on physical traits such as phenotype in
African Americans and other people of color (Parrillo
2006).

According to Joe Feagin and Clairece Booher Feagin,
Louis Wirth defined minorities as “a group of people who,
because of their physical or cultural characteristics, are sin-
gled out from others in the society in which they live for
differential and unequal treatment and who therefore
regard themselves as objects of collective discrimination”
(Feagin and Feagin 2003, pp. 10–11). Vincent N. Parrillo
explains that not everyone agrees with Wirth’s definition:

Richard Schermerhorn, for example, notes that
this “victimlogical” approach does not adequately
explain the similarities and differences among
groups or analyze relationships between majority
and minority groups. A third attempt to define
minority groups rests on examining relationships
between groups in terms of each group’s position
in the social hierarchy. This approach stresses a
group’s social power, which may vary from one
country to another, as, for example, does that of
the Jews in Russia and in Israel. The emphasis on
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stratification instead of population size explains
situations in which a relatively small group subju-
gates a larger number of people (e.g., the
European colonization of African and Asian pop-
ulations). Schermerhorn adopts a variation on this
viewpoint. He also viewed social power as an
important variable in determining a group’s posi-
tion in the hierarchy, but he believes that other
factors are equally important. Size (a minority
group must be less than half the population), eth-
nicity (as defined by Wirth’s physical and cultural
traits), and group consciousness also help to
define a minority group. (Parrillo 2006, pp.
15–16)

Social scientists hold a variety of views about what it
means to be a minority. The anthropologists Charles
Wagley and Marvin Harris listed five defining characteris-
tics shared by minority groups throughout the world
(Parillo 2006, p. 16):

minority groups receive “unequal treatment”;

they are “easily identifiable because of physical or
cultural characteristics,” as in, for example, the
phenotype of African Americans and other
minorities of color;

they tend to “share a sense of peoplehood—that
each of them shares something in common with
other members”;

“membership in the minority group has an ascribed
status; a person who is considered a member of a
particular minority group is born into it”; and

they have a tendency to marry within their own
minority group, either by choice or by necessity,
because of the social isolation that they
experience in their lives.

The term minority often is used to describe people
who have “less power, are oppressed, or are a subordinate
segment within a political unit” (Myers 2007, p. 42). A
person can be classified as a minority based on his or her
religious affiliation, age, disabilities, sexual orientation, or
gender. And a person can belong to both a minority group
and the majority group. For example, “An American
Roman Catholic who is white belongs to a prominent reli-
gious minority group but also is a member of the racially
dominant group” (Parrillo 2006, p. 17). Women are con-
sidered a minority group based on their gender and
because they have been oppressed and controlled (Myers
2007), and women of color are often considered a minor-
ity within a minority. One can be born a member of a
majority group and later become a member of a minority
group (e.g., the elderly). People can be born with disabil-
ities such as polio, blindness, and missing limbs, or dis-

abilities can occur over the course of a person’s life
(Parrillo 2006).

Contemporary scholars hold that it is not accurate to
classify a group as a minority based on the numerical rep-
resentation of that group. “Scholars today consider it
more accurate to use the term dominant group for the
majority group and the term subordinate group for a
minority group. This usage is appropriate because a
majority group in this sense can be numerically a minor-
ity.… [I]f current trends continue, the white majority, in
population terms, is likely to become a statistical minority
in the United States by the middle of the twenty-first cen-
tury” (Feagin and Feagin 2003, p. 11). But whites will still
constitute the majority based on their economic and
political power.

CIVIL RIGHTS

The struggle for equal rights has been an ongoing chal-
lenge for minority groups, which historically have been
discriminated against in the United States. They have also
been subject to stereotypes that are psychologically harm-
ful and deny a people their humanity. Along with racial
discrimination, the belief in stereotypes can affect the
physical, economic, and life chances of minority groups
(Feagin and Feagin 2003). “Negative stereotypes and
images of African Americans and other Americans of color
are constantly used, refurbished, played with, amended,
and passed along in millions of white kinship and friend-
ship networks, from one community to the next and one
generation to the next” (Feagin 2006, p. 44). These “racial
stereotypes and prejudices are useful for whites in explain-
ing why certain people of color do not have as much or do
as well as whites across multiple areas of the society”
(Feagin and Vera 2001, p. 8). The stereotypes applied to
different minority groups are remarkably similar. African
Americans are depicted as lazy, violent, criminal, untrust-
worthy, and unintelligent. Latinos have been viewed as
inferior, criminal, and uninterested in education or their
families (Suarez-Orozco and Paez 2002). In contrast,
Asian Americans have been stereotyped as the model
minority, a term created by whites as an example of what
other minorities groups should become—hardworking,
intelligent, and docile (Feagin and Feagin 2003). Some
might view this stereotype as positive, but others contend
that “the model minority myth hurts Asian Americans”
(Wu 2002, p. 67). It is a stereotype that pits other minori-
ties and Asian Americans against each other, implying to
African Americans, Latinos, and Native Americans that
they too can have the American dream if they model
themselves after Asian Americans. Native Americans have
struggled for years with the stereotypes and racist images
that portray them as savages; currently they are fighting
the use of racist Native American images that are used for

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 191

Minorities



sports mascots. Since the attacks of September 11th,
2001, Arab Americans have been battling stereotypes that
depict them as terrorists, treacherous, and cruel (Feagin
and Feagin 2003).

Minority groups, specifically African Americans, have
been instrumental in fighting for the equal rights of all cit-
izens in the United States. In the 1960s the Voting Rights
Act and the civil rights movement led the way for minor-
ity groups of all ethnicities to receive equal rights in the
United States. The success of the movement prompted
other movements, such as the women’s rights movement
and, more recently, a movement to secure rights for
undocumented immigrants in the United States.

MINORITIES IN POLITICS

The political voice of minority groups has changed over
time. In the U.S. Senate in 2007 there was one African
American, Barack Obama from Illinois; two Asian
Americans, Daniel K. Inouye and Daniel K. Akaka, both
from Hawaii; three Hispanic Americans, Ken L. Salazar
from Colorado, Melquiades R. Martinez from Florida,
and Robert Menendez from New Jersey; and no Native
Americans (though Ben Nighthorse Campbell from
Colorado served in the Senate from 1993 to 2005). In
2007 sixteen Senate seats were held by women.

In the United States, African Americans, Native
Americans, Asian Americans, and Latino Americans are
all considered minorities in society, based on their eco-
nomic and political standing. Presently, these minority
groups are still underrepresented in politics. However, in
South Africa, black South Africans are the statistical
majority but white South Africans, the statistical minority,
control a majority of the land and much of the economic
power. Some scholars would say that black South Africans
are the minority group because they are the subordinate
group. Furthermore, white South Africans are the major-
ity group in this sense, even though they are numerically
the minority, because they are the dominant group and
control all of the economic power.

WHITES THE NEW MINORITY?

According to Marcelo Suarez-Orozco and Mariela Paez,
“in a widely cited report, scientists at the U.S. Bureau of
the Census concluded that by the year 2050, some 50 per-
cent of the U.S. population would be members of ethnic
minorities” (2002, p. 1). According to Dale Maharidge,
“By 2050 Hispanics will make up about 21 percent of the
American population, blacks 15 percent, and Asians and
Pacific Islanders 10 percent” (Maharidge 1996, p. 13).
According to a May 2007 U.S. Census Bureau press
release, the minority population in the United States sur-
passed the 100 million mark in 2006. The report noted,
“Hispanic remained the largest minority group, with 44.3

million on July 1, 2006—14.8 percent of the total popu-
lation. [African-American] was the second-largest minor-
ity group, totaling 40.2 million. They were followed by
Asian (14.9 million), American Indian and Alaska Native
(4.5 million), and Native Hawaiian and other Pacific
Islander (1 million).… [N]on-Hispanic whites who indi-
cated no other race totaled 198.7 million in 2006.” The
U.S. census report also indicated that the District of
Columbia, California, New Mexico, Hawaii, and Texas
are “majority-minority.” However, unless minorities gain
additional political and economic power, they will remain
minorities.

The report stated that the minority population is
growing, but will this pattern continue as younger genera-
tions of Hispanic groups self-identify as white and racial
boundaries shift? According to Jonathan W. Warren and
France Winddance Twine, “In the 1990 census, more than
half of the Hispanic population racially self-identified as
white … and in 1992 that about 95 percent of Latinos self-
identified as white” (Warren and Twine 1997, p. 213).
According to Clara E. Rodriguez, “what Latinos say they
are in standard U.S. racial terms is not necessarily what
they are perceived to be by others” (Rodriguez 2000, p.
136). Ethnic minorities self-identify as white based on
their age, education, socioeconomic status, citizenship,
length of time in the U.S., and language (Rodriguez 2000).
As immigrants self-identify as white, the white population
will grow and they will most likely remain the dominant
majority numerically, economically, and politically.

SEE ALSO Affirmative Action; Ethnicity; Ethnocentrism;
Intergroup Relations; Jingoism; Majorities; Model
Minority; Nationalism and Nationality; Other, The;
Racism; Subaltern; Whiteness
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MINSKY, HYMAN
1919–1996

A dissenter from mainstream macroeconomics, Hyman
(“Hy”) Minsky became intellectually prepared from the
University of Chicago’s undergraduate teachings of Oscar
Lange, Paul Douglas, Jacob Viner, Frank Knight, and
Henry Simmons rather than the Harvard Keynesians.
Minsky was born in Chicago in 1919 and attended public
schools in Lima, Ohio, Chicago, and New York City
before entering the University of Chicago in 1937 to study
mathematics. He was drawn to economics, his BS degree
in mathematics notwithstanding, after attending the inte-
grated social science sequence course and the seminars
taught by Lange, Knight, and Simmons at Chicago.
Strongly influenced by his working-class family with its
active involvement in the American socialist movement
and his close relationship with Gerhard Meyer at Chicago,
he decided to pursue graduate studies in economics. His
graduate work at Harvard, where he was awarded the MPA
(1947) and PhD (1954), was interrupted by a number of
years in the U.S. Army with assignments in New York City
and overseas during the mid-1940s. The interrelationships
between market structure, financing investment, survival

of firms, aggregate demand, and business cycles, advanced
in his PhD dissertation in 1954 (published in 2005), were
further sharpened and became the focus of his lifelong
research agenda (Papadimitriou 1992).

After an initial appointment to the faculty at Brown
University (1949–1955), Minsky moved to the University
of California at Berkeley (1956–1965) and then to
Washington University in St. Louis, where he remained
until his retirement in 1990. He was then appointed
Distinguished Scholar at the Levy Economics Institute of
Bard College, a post he held until his death in 1996.

Minsky’s earliest writings centered on the endogeneity
of financial innovation that was dependent on profit-seek-
ing behavior, the institutional prerequisites of ceilings and
floors to the multiplier-accelerator model, and the impor-
tance of the initial conditions of financial positions that
would determine the future of the economy—whether sta-
ble or unstable—beginning with robust balance sheets that
over time would become fragile, resulting in economic
conditions that might make a debt deflation such as that of
the 1930s happen again (Minsky 1957a; 1957b; 1959).
Addressing endogenous money, financial innovation that
“stretched liquidity,” behavioral changes induced by gov-
ernment policy, lender-of-last-resort activity, and market-
driven, instability-enhancing behavior over the course of
the business cycle, Minsky broke away from conventional
macroeconomic canons (Papadimitriou and Wray 1998).
These were all issues that occupied his research program
during the 1960s. These issues helped him develop his
financial instability hypothesis and focus on the examina-
tion of the workings of financial markets and institutions.

Minsky’s main contribution in John Maynard Keynes
(1975) is the “financial theory of investment” arising from
the realization that in an advanced capitalist economy,
there are two price levels determined from different rela-
tions and variables—one for “current output,” the second
for “financial and real assets.” The price level of current
output—dependent mainly on labor costs and a
markup—ensures that production and distribution take
place and that costs are recovered. The price level of “cap-
ital assets” is based on demand price—integrating uncer-
tainty and prospective returns from ownership, and
supply price—relating to production and finance costs of
capital goods. In Minsky’s words, expected returns “pre-
sent views about the future, and therefore are prone to
change as views about the future change” (Minsky 1975,
p. 95). Thus, for investment to take place the demand
price must exceed the supply price. Using Keynes’s con-
cepts of “borrower’s risk” and “lender’s risk,” Minsky built
into his model of “Financial Keynesianism” the concept
that the demand price is downwardly adjusted to reflect
the risk to the borrower of exceeding internal funds (bor-
rower’s risk) while the supply price is upwardly adjusted to
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account for the increased risk to the lender (lender’s risk)
as the borrower assumes greater debt. When expectations
are high, the demand price is also high in relation to the
supply price, engendering investment and generating
growth. Undertaking investment, in turn, is the main
determinant of aggregate profit flows that at the end vali-
date the optimistic expectations. Euphoria then sets in,
decreasing lenders’ and borrowers’ risks, bringing about
the lowering of margins of safety until expectations are
revised or fall short. When aggregate investment falls, so
do profit flows, thus invalidating past investment deci-
sions. “A fundamental characteristic of our economy,”
Minsky wrote in 1975, “is that the financial system swings
between robustness and fragility and these swings are an
integral part of the process that generates business cycles.”

Minsky’s Stabilizing an Unstable Economy (1986) sug-
gested a framework within which policy interventions
could ameliorate this inherent instability. His agenda for
policy reform addressed four areas—“big government
(size, spending, and taxing), an employment strategy
(employment of last resort), financial reform, and market
power”(Minsky 1986, p. 295).

Hyman Minsky was an independent thinker, a real-
world economist, and a persuasive policy advocate.

SEE ALSO Bubbles; Business Cycles, Empirical Literature;
Business Cycles, Political; Business Cycles, Real;
Business Cycles, Theories; Casino Capitalism;
Economic Crises; Economics, Post Keynesian; Financial
Instability Hypothesis; Financial Markets; Keynes, John
Maynard; Loan Pushing; Ponzi Scheme
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MINSTRELSY
The twelfth-century term minstrelsy designated a form of
local entertainment originally performed by professionals
paid by European lords. Later, these professionals became
traveling entertainers, and the male roving minstrel con-
noted either a local or an itinerant performer. Minstrels
often were hounded by church officials and town author-
ities during minstrelsy’s heyday in Europe during the
eleventh to fifteenth centuries. Walking from town to
town with a harp or viol on their backs, the minstrels’
brightly colored clothes, dance slippers, nonbearded faces,
and close-shorn hair are said to be vestiges of the Teutonic
bard and the mime of the Roman theater. An integral part
of many gatherings, including those occurring in noble-
men’s halls, marketplaces, and along pilgrim pathways,
minstrels sang stories about the Christian saints, the scrip-
tures, and heroes. They accompanied themselves instru-
mentally and also danced and performed acrobatic stunts
to further the entertainment value.

Some scholars believe medieval minstrels transmuted
Roman theatrical practice into liturgical drama. This
transfer of form and aesthetic occurred primarily in
France. High-born minstrels (trouvères and troubadours)
were said to practice a “gay science,” and their poetry was
considered the product of nobility. With this heightened
social status, minstrels in Paris incorporated themselves,
building their own church and hospital. However, as soon
as the minstrels were economically successful and accepted
by society, they came to be imitated by a lower class of
performers. The low-culture minstrels in the medieval
period imitated the high-culture minstrels through exag-
geration. In the lower-culture version of European min-
strelsy, the traditional bright costumes became garish,
clever lyrics became bawdy, and the music was less lyrical.

Minstrelsy experienced a renaissance in the United
States when, in a northern city around 1828, the white
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actor Thomas Dartmouth Rice (1808–1860) imitated an
African American slave whom he had seen dancing to a
song known as “Jumpin’ Jim Crow.” Rice either bought or
stole the black man’s clothes. He performed the song and
dance as an entr’acte, and legend has it that Rice became
an overnight sensation. Rice performed the Jim Crow
character for the rest of his career. His costume—a tat-
tered coat and too-short pants, oversized shoes, and a felt
hat, along with blackface makeup—became the look of
the early American minstrel until 1840. At that time, the
Virginia Minstrels formed in New York City. Made up of
Dan Emmett, Billy Whitlock, Dick Pelham, and Frank
Brower, the Virginia Minstrels’ costumes and songs,
accompanied by fiddle, tambourine, bones, and banjo,
were more refined than those of Rice. The Virginia
Minstrels began composing songs still familiar to this day,
including “Old Dan Tucker” and “Jimmy Crack Corn.”
Blackface minstrelsy was extremely popular in the Bowery
and the Five Points districts of New York City, particularly
among young, recently urbanized men, and minstrel
troupes began performing primarily in northern cities,
eventually traveling to the West to mining camps and then
into Australia and New Zealand. American blackface min-
strels also traveled east to England, Scotland, Ireland, and
even to parts of Africa.

Blackface minstrelsy in America became embroiled in
local and national politics during the 1850s after perform-
ers found fault with the women’s suffrage and antislavery
movements. It was at this time that the well-known
stereotypes of African Americans were cultivated and
refined: the loud-mouthed plantation mammy, the over-
dressed male dandy, the sexually promiscuous light-
skinned woman, and the compliant Uncle Tom. In the
years after the Civil War (1861–1865), African Americans
flooded the minstrel stage, creating a rivalry between
white men who claimed authenticity as minstrel perform-
ers and black men who stated they were the more “legiti-
mately” black and therefore better performers than the
imitative blacks. Women, both black and white, also
began performing in the 1870s, and they too had rivals
from the ranks of female impersonators who had per-
formed as part of the minstrel shows since the 1840s. By
1890 American minstrelsy became a primarily amateur
activity on the popular stage, though vestiges of minstrelsy
can be easily identified in vaudeville, musical revues, and
American musical theater.

Minstrelsy did continue professionally in the United
States on radio and in early television. The radio show
Amos ’n’ Andy, performed by two white men, Freeman
Gosden (1899–1982) and Charles Correll (1890–1972),
premiered in 1928. Gosden and Correll created two
African American characters that based much of their sit-
uational humor on sketches born in the minstrel shows. In
1951 CBS introduced a television version of Amos ’n’

Andy featuring African American actors—the first of its
kind on American television. Though popular with white
and black audiences, Amos ’n’ Andy’s dependency on min-
strelsy stereotypes and the NAACP’s campaign against
their perpetuation on television led to the canceling of the
show in 1953, though it ran in reruns until 1966.

SEE ALSO Blackface; Entertainment Industry; Jim Crow;
Race; Racism
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MINTZ, SIDNEY W.
1922–

Sidney Mintz earned his bachelor’s degree in psychology
from Brooklyn College in 1943 and his PhD in anthro-
pology from Columbia University in 1951. Starting in
1948 in Puerto Rico on a now-famous collaborative
research project directed by Julian Steward, Mintz’s histor-
ical ethnographic research in the Caribbean laid the foun-
dation for significant contributions in anthropology and
history. His wide-ranging oeuvre addresses and helped to
stimulate research and debate in various topical areas,
including plantation societies, slavery and rural proletari-
anization, race and colonialism, peasantries and internal
market systems, life history, and the anthropology of food
and eating. Writing against the habitual tendency to view
social systems as relatively self-contained and internally
coherent, Mintz’s anthropology—influenced by the
German political philosopher Karl Marx and global in its
implications—underscores the dialectical interconnec-
tions between seemingly distinct regions and peoples in
the modern world; between the rich and the impover-
ished. With ethnographic data from the Caribbean, Mintz
has examined sociocultural dimensions of European colo-
nial capitalist expansion and its consequences for both
regions.

Mintz’s study of sugar plantation agriculture in
Puerto Rico, and the changes brought about by the con-
solidation of family-owned estates into capital-intensive,
corporate-owned latifundia, contributed to shifting
anthropology away from its near-exclusive focus on so-
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called traditional societies and, correspondingly, helped
establish the compelling need for the discipline to attend
to the impact of European and North American power.
One product of this research, Worker in the Cane (1960),
is also celebrated as an early example showing the value of
the life history in ethnographic writing.

Insistently comparative and historical in his
approach, Mintz followed upon his Puerto Rico research
with fieldwork in Jamaica and Haiti in the 1950s and
early 1960s. His studies of rural small farmers and market
women who traded these farmers’ produce in local mar-
ketplaces led to various seminal contributions. Among
them was the notion of the “proto-peasantry,” a term
Mintz coined to characterize the informal agricultural and
marketing economy that grew up in the very teeth of slav-
ery, laying the foundation for vibrant rural communities
that developed after slavery ended in many Caribbean
societies. A few of Mintz’s choicest essays based on
research in Puerto Rico, Jamaica, and Haiti are collected
in his Caribbean Transformations (1974).

A hallmark of Mintz’s scholarship, then, is its rela-
tional quality, that ability to show how seemingly distinct,
sometimes distant, social worlds shape one another. For
example, in The Birth of African American Culture (coau-
thored with Richard Price, 1992), the authors eschew
conventional models prevailing at the time that posit rel-
atively monolithic “African” and “European” cultures
coming into contact, and the primacy of these prior cul-
tural traditions in shaping their descendants’ adaptations
to the New World. Instead, Mintz and Price proposed a
more dynamic model that emphasized the formative role
social conditions in the Americas played in shaping com-
plex processes of amalgamation and change Africans and
Europeans underwent, with their vastly different access to
power. Through their everyday, sometimes intimate inter-
actions, blacks and whites remade each other. This and
others of Mintz’s generative contributions to the study of
New World slavery relied on his grasp of the contradic-
tions in the institution of plantation slavery itself, and his
ethnographic appreciation for the determined inventive-
ness with which slaves exploited those systemic paradoxes
to assert their dignity and humanity.

In his benchmark study, Sweetness and Power (1985),
Mintz provided an expanded view of the complex, cen-
turies-long, fundamentally transforming processes of cap-
italist globalization. There, the view from Caribbean cane
fields that shaped Mintz’s earlier work is joined with a cor-
responding examination of European workers, consumers,
and owners who were mollified by and profited from the
labor of Caribbean plantation workers. As one follows 
the profound changes that the colonial sugar economy
brought about in diet, consumption habits, and social/
cultural meaning in England and the Western world, cus-

tomary antimonies between production and consump-
tion, plantation slaves in the Americas and the European
working class, the “West” and its Caribbean “Others” are
called into question and undermined.

SEE ALSO Anthropology, U.S.; Caribbean, The
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MIRABEAU,
MARQUIS DE
SEE Quesnay, Francois.

MIRACLES
The idea of miracles was not invented by Christians; the
terminology is endemic to theism and has always formed
part of the language of religious discourse, in other reli-
gions and in paganism, meaning the wonder caused in
man by events beyond his understanding. Since the
Gospels contain accounts of miracles, an understanding of
the miraculous is central to Christianity, but because of its
use in other theistic contexts, it has always been a point of
discussion. In the early twenty-first century the word “mir-
acle” is given a limited meaning by dictionaries which gen-
erally describe a “miracle” as: “an event exceeding the
known powers of nature owing to special intervention by a
deity or of some supernatural agency.” This is to stress the
etymology of the English word “miracle,” which derives its
meaning from the Latin mirare, meaning “to wonder.”
Exclusive stress is thereby laid on that which causes won-
der and amazement. Popular use of the word unfortunately
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suggests that the more that is known about the laws of
nature the less room there is for intervention by God.
Miracle is then seen as opposed to nature, in terms of inex-
plicable wonder, but that is not the basic understanding of
miracle within the Christian church. In the ancient world,
the statement “the world is full of miracles” would not have
meant “the constant infraction of the course of this world”
principally because the notion of the law of nature was not
used; it would have meant “everything created is a wonder
issuing from the hand of God.”

The ideas underlying the English word “miracle” are
complex. In the Bible it translates more than one syn-
onym in Hebrew, Greek, and Latin. In the New
Testament, certain words and actions of Christ are called
“miracles,” and the same word is used at times in English
translations of the Old Testament. But in Hebrew the
words translated by “miracle” are mopet (a prodigy), ot (a
sign), and nipla (a marvel), and in Greek these events are
called by other names, such as dunamis (an act of power)
and, most often of all, semeon (a sign). The Latin Bible did
not use miraculum for any of these; they were rendered
mainly as signum, though virtus, mirabilia, prodigia, or
portentum were also used. The word miraculum entered
Christian vocabulary from another source; its root, miror,
“I marvel,” was widely used in classical literature in
describing any event that gave rise to this reaction, but the
main word used both in Scripture and in the writings of
the early church fathers was signa, “a sign,” stressing theo-
logical meaning rather than psychological reaction. For
the early church there is only one miracle, that of creation,
with its corollary of re-creation by the resurrection of
Christ. God, they held, created the world out of nothing
in six days, and within that initial creation he planted all
the possibilities for the future. All creation was, therefore,
both “natural” and “miraculous.” Everyday events—the
birth of children, the growth of plants, rainfall—were all
“daily miracles,” signs of the mysterious creative power of
God at work in the universe. But it was always possible
that people would become so accustomed to these daily
miracles that they would no longer be moved to awe by
them and would need to be provoked to reverence by
unusual manifestations of God’s power. Such events were
also within the original creation, hidden within the nature
and appearance of things, which at times caused “mira-
cles” that seemed to be contrary to nature but were in fact
inherent in it. The most usual channel for these “hidden
causes” to be made manifest was the prayers of the saints,
living and dead, through whom the re-creating work of
Christ was revealed. Events happened in nature or mirac-
ulously, but both were equally the work of God.

To pose only the question “How does this happen?”
to any event need not exclude the older question “Why
does this happen, what does it mean?” The “why” and the
“how” questions about miracles can be equally useful.

Miracles and nature were for centuries put on an equal
footing as signs from God to man. However, in the
twelfth century a distinction was found possible in the
relationship between miracles and events of other kinds.
While miracles were an accepted way in which Christians
were in touch with the supernatural, other modes of
supernatural contact to some extent were distinguished
from miracles. Most of all, a distinction was made
between miracle and magic. The “arts of magic” were con-
sistently forbidden in the Christian church as being a
manipulation and distortion of creation by mankind.
Edicts of church councils and disciplinary directions in
penitentials alike forbade magical practices to Christians
throughout the Middle Ages. The church’s teachings on
magic did not change, nor did the disregard for those
teachings at a popular level decrease. In fact, in the twelfth
century the revival of learning, and the interest in how
things happened rather than why, led to an increase in the
amount of magic practiced, and discussion of the question
of the mechanics of events began to predominate over the
question of their significance.

Modern-day miracles are often connected with the
saints, those who are thought to have most clearly embod-
ied the love and power of God in their lives. Miracles are
recognized as signs that God is able to work uniquely
through those nearest to Him in charity, especially in heal-
ing sickness; such signs of this work of God will be seen
both in the lives of saints and also after their deaths. This
view is connected with the theology of Christ as the Second
Adam, re-creating all the world in a redeemed form so that
a new relationship is set up between redeemed humanity
and God’s mercy. Such a perspective is often seen in the sto-
ries about the new relationship of love and respect between
the saints and the four elements of air, earth, fire, and water;
the life of plants, animals and birds, as well as humans, were
then seen to be miracles in both senses of the word.
Miracles can then be understood as both natural and signif-
icant, as a normal part of redeemed creation.

SEE ALSO Roman Catholic Church
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MIRANDA RIGHTS
SEE Interrogation.

MIRROR
REPRESENTATION
SEE Constituency.

MISANTHROPY
Misanthropy refers to the tendency in people to focus on
others’ negative rather than positive characteristics and
qualities. In social psychology, the tendency is reflected in
people’s inclinations to regard the positive behaviors of
others as being caused by the circumstances a person is in
(e.g., abiding by prosocial norms or as a result of ulterior
motives), but to see others’ negative behaviors as being
caused by an individual’s own personality. Thus, when one
is misanthropic, one credits others for their bad behavior
but explains away and does not credit others for their
good behavior. This also has implications for how much
information one is willing to take in before judging oth-
ers (more for supposed positive qualities).

The word misanthropy has also been used to refer to a
belief that people in general are not to be trusted because
they are driven by selfish motives with little concern for the
group or the greater society. The misanthropic theme can
be seen in related constructs, such as anomie and alien-
ation, in the sociology literature, and it is also reflected in
social science research that deals with the study of negative
attitudes, such as prejudice toward people from different
cultural groups. However, misanthropy is generally used to
refer to a dislike of all humans, not just those who are
members of groups to which one does not belong.

The concept of misanthropy is also reflected in many
classics in political and social philosophy—for example,
Machiavelli (1469–1527) and Thomas Hobbes (1588–
1679)—and in literature. A widely recognized example is
the character Alceste from the comedic play Le
Misanthrope (1666) by the French writer Molière
(1622–1673). In the play, which takes place in seven-
teenth-century Paris, Alceste is disgusted by the corrupt
and socially manipulative nature of human life. The play
provides many details as to how Alceste has arrived at such
attitudes and beliefs—namely, by being embroiled in law-
suits that are not judged in unbiased fashion and by his
romantic interest, Célimène, a young widow who entices
various suitors in addition to Alceste.

In Molière’s play, Alceste’s misanthropic attitude is
the result of his negative life circumstances. In addition to

such precipitating factors, a misanthropic attitude is usu-
ally thought to result from a person’s inadequacies or inse-
curities or his or her negative mood or outlook. For
example, research has shown that people who are tem-
porarily led to feel good about themselves before learning
about a person they do not know, remember more posi-
tive and less negative things about the person. However,
control participants nevertheless display a misanthropic
outlook in their perceptions of others.

Thus, based on recent scientific research in social
cognition, it can be said that misanthropes are not neces-
sarily unusual or rare. In a sense, most people have the
capacity for negative and ungenerous perceptions about
others. What may distinguish this general sense of misan-
thropy from that ascribed to specific, individual misan-
thropes is that misanthropes become known for their
misanthropy. Most people, though, may not want to be
known for having such thoughts or feelings about their
fellow human beings. The question then is, why should
most people have a tendency to be misanthropic?

Social cognition research has provided an answer to
this perplexing question. In modern times, most societies
and the smaller social systems within them are relatively
stable, in that most of the behavior people enact tends to
be neutral or of a prosocial nature. Given that there is a
norm for behavior that supports the group or society,
most people when trying to make sense of others around
them cannot assume that others behave prosocially
because of the type of people they are. Other people might
be behaving as they are because they are conforming to
the established prosocial norm. Consequently, this leaves
people, as social perceivers, with a sense of social uncer-
tainty about others’ motives, thus laying the foundation
for social vigilance and misanthropy. Thus, misanthropy
may be taken to reflect a basic mental framework people
use to make sense of others, with an eye to reducing inter-
personal costs (i.e., assuming others are good and they
turn out not to be). However, it is not impossible to
change such views toward any one individual. People’s
suspicions of another’s motives can be assuaged through
more extended and positive social contact with that per-
son. It might be that part of the basis for friendship rests
in this process through which suspicions eventually give
way to greater trust in others.

SEE ALSO Misogyny
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MISCEGENATION
Miscegenation is generally defined as an intimate sexual
relationship between individuals of different races. In
practice, however, it has mostly referred to relationships
between whites and people of color. Because of its pejora-
tive connotation, the word is not generally used today to
refer to interracial relationships.

While the term miscegenation did not exist until the
late nineteenth century, interracial sexual intimacy was a
matter for concern soon after the first Europeans and
Africans settled permanently in the Americas in the 1500s
and 1600s. In North America, English colonists founded
Jamestown, Virginia, in 1607. It was only seven years later
that Pocahontas and John Rolfe celebrated their marriage,
which was unusual and sensational but not legally ques-
tionable. The growing presence of African slaves, however,
generated significant legal questions about status, family,
and heredity. In 1662, Virginia’s colonial assembly
declared that a child’s status as slave or free was based on
the status of the mother, and in 1691 it passed the first law
against sexual relations between free English or other
white women and nonwhites (including both Native
Americans and “negroes” or “mulattoes”). The 1691
statute also provided for the banishment of any white who
contracted a marriage across the racial line. While Virginia
was the first colony to act comprehensively to bar interra-
cial marriage and control interracial sex, other colonies
followed. Of the thirteen original colonies, nine had laws
against interracial marriage in effect at the time of the
Revolution. Racial categorization in the colonial era and
early history of the United States increasingly moved
toward a black-white dichotomy, and policymakers as well
as the general white populace came to see individuals with
significant African ancestry as black.

Chattel slavery was also prevalent in colonial Latin
America, though Spanish and Portuguese colonies initially
enslaved Native Americans. The use of Native Americans
as slaves, however, was quickly overshadowed by the
importation of Africans, particularly as the Native
American population declined due to intentional extermi-
nation and widespread disease. In the mid-1500s, the

Brazilian economy shifted away from reliance on forced
Native American labor and toward black chattel slavery,
and Portugal began to import slaves to Brazil in 1549. The
Catholic Church opposed interracial marriage and procre-
ation early in the colonial period, and European states
echoed this condemnation in Brazil and elsewhere.
Nonetheless, interracial sexual relations between
Portuguese and Spanish men and African and Native
American women, which was often coerced, took place
extensively in the colonial period and produced a signifi-
cant mixed-race demographic. During the 1700s and
early 1800s, a complex racial hierarchy developed in Latin
America, with mixed-race populations increasingly gain-
ing specific recognition as distinct groups. The cultural
permissiveness toward interracial sexual contact transi-
tioned toward legal and institutional support during these
years as well.

The term miscegenation was coined in 1863 in the
United States in the context of the critical 1864 election.
Editors of a New York-based Democratic newspaper
secretly produced a pamphlet advocating the immediate
legalization of interracial marriage as a natural and proper
implication of emancipating the slaves. They created the
word miscegenation to describe such relationships, com-
bining the Latin words miscere, meaning “to mix,” and
genus, or “race.” Though the Democrats certainly did not
support the idea of interracial marriage, they planned to
lure Republicans into openly agreeing with the ideas in
the pamphlet. Thus, they sent copies of the pamphlet to
prominent Republicans, hoping that some would endorse
it and provide the Democrats with a campaign issue, but
the Republicans ignored the pamphlet. While their gam-
bit failed to link the Republican Party to a controversial
endorsement of racial equality, it did ignite a national dis-
cussion among white elites about the dangers of interracial
procreation. At the height of Reconstruction, a few indi-
viduals challenged emerging criminal prohibitions on
interracial marriage, and they even secured a short-lived
court victory in Alabama. Ultimately, however, the U.S.
Supreme Court allowed the states to regulate freely against
interracial relationships, and most southern and western
states took up the invitation. While the southeastern states
primarily focused on relationships between African
Americans and whites, southwestern and western states
also identified Mexicans, Malays, Hawaiians, Asians, and
Native Americans as unsuitable marriage partners for
whites. In the late nineteenth and early twentieth cen-
turies, blackness increasingly became defined strictly in
legal terms, and several southern states moved toward the
position that any African ancestry rendered an individual
black. Several states actively prosecuted men and women,
both white and nonwhite, for crossing the racial bound-
ary. Legal penalties ranged from defining interracial
cohabitation as a more serious misdemeanor than intra-
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racial cohabitation to Alabama’s two-to-seven year terms
in the state penitentiary for interracial marriage, adultery,
or fornication.

With the exceptions of Brazil and Cuba, most Latin
American nations eliminated slavery in the mid-nine-
teenth century; Brazil and Cuba emancipated their slaves
in the 1880s. Brazil sought to change its national racial
complexion by actively soliciting white immigrants and
banning black immigration in 1890. In conjunction with
this policy, the state endorsed a policy of “whitening” that
actively encouraged individuals of mixed racial ancestry to
intermarry with whites. Social, legal, and cultural incen-
tives led to increasing proportions of the population
choosing to identify themselves as mixed race or white.
While informal and social modes of discrimination per-
sisted, Brazil and other Latin American nations largely
eschewed the legal-formalistic path of racial domination
that the United States embraced, and race was largely
understood more as a continuum than as a binary in for-
mal terms. Even in the United States, however, the emerg-
ing legal binary masked a finer-grained racial hierarchy
based upon the greater social and economic advancements
available to individuals with lighter skin colors, even if
these individuals were not able to “pass” for white.

The first steps to dismantling the modern formal pro-
hibitions against interracial intimacy in the United States
took place in the courts. California’s high court invali-
dated the state’s ban on interracial marriage in Perez v.
Sharp in 1948, claiming that the main state interest that
the ban served was the reinforcement of the illegitimate
doctrine of white supremacy. A few western states
removed their bans through legislative action in the
1950s, but the legal prohibitions in the South remained
until the U.S. Supreme Court first struck down Florida’s
stricter punishments for interracial cohabitation in
McLaughlin v. Florida in 1964. The Court finally invali-
dated Virginia’s antimiscegenation law in Loving v.
Virginia in 1967. Scattered litigation, however, was
required in the late 1960s and 1970s to ensure that
Loving’s rule was respected throughout the nation by jus-
tices of the peace and other governmental officials asked
to provide marriage licenses to mixed-race couples.

Despite these rulings, a core of social opposition to
interracial marriage persists in the United States. As
recently as November 2000, 40 percent of Alabama’s vot-
ers rejected a symbolic amendment to Alabama’s constitu-
tion that removed the ban on interracial marriage, which
had been legally unenforceable since the Supreme Court’s
ruling in Loving. Some evidence also suggests that even in
the contemporary United States, many individuals with
interracial backgrounds conceal or downplay their black
ancestry, despite the emergence of a greater social and
political consciousness among mixed-race people.

Recent studies of Brazil and Cuba have challenged
the myth of racial democracy, a general impression that
racial discrimination was never a core element in either
nation’s political development. In reality, racial hierarchies
remained deeply embedded in Brazilian and Cuban econ-
omy and society throughout the twentieth century. While
interracial relationships did not have to be legitimized as
they did in the United States, mixed-race individuals
remained in subordinated systems supported by govern-
mental institutions that refused to acknowledge the social
and economic meaning of color. In recent years, move-
ments seeking racial solidarity and empowerment have
begun the hard work of dismantling these hierarchies,
with mixed-race individuals and groups playing important
roles in the process.

SEE ALSO Marriage, Interracial; Race Mixing; Race
Relations; Racism
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MISERY INDEX
The Misery Index is a simple objective measure of the eco-
nomic condition obtained by summing the unemploy-
ment rate plus the annual rate of inflation.

Misery Index = Unemployment Rate + Annual Inflation
Rate

This measure, initially known as the Economic
Discomfort Index, was devised by Arthur Okun, who
served as President Lyndon Johnson’s chief economic
adviser. As columnist Richard F. Janssen explained in

Misery Index

200 INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION



introducing the concept to readers of the Wall Street
Journal in 1971:

It is derived by simply lumping together the
unemployment rate and the annual rate of change
in consumer prices—apples and oranges, surely,
but it is those two bitter fruits which feed much of
our economic condition. The higher the index the
greater the discomfort—we’re less pained by infla-
tion if the job market is jumping, and less sensi-
tive to others’ unemployment if a placid price
level is widely enjoyed … (p. 1).

The dramatic way in which the index has fluctuated
since the mid-twentieth century is revealed by Figure 1
(the vertical bands indicate recessions).

Politicians, in particular, have found the index useful.
George McGovern invoked the Economic Discomfort
Index in scorning opponent Richard Nixon’s economic
record during the 1972 presidential campaign. Jimmy
Carter used it in disparaging Gerald Ford in 1976. Ronald
Reagan, who renamed it the Economic Misery Index,
employed it in castigating Carter in 1980. Walter
Mondale invoked the index in deriding Reagan, and Bill
Clinton used it in successfully unseating George H. W.
Bush in 1992. Speech writers drop the term from their
vocabulary when the index is low, as they did during the
Clinton administration.

Although the Misery Index ignores the poverty rate,
the degree of income inequality, and both the government
and the balance of payments deficits, there is evidence
that it captures much of the public’s feelings about the
level of economic wellbeing. As Figure 2 shows, it tracks
fairly closely the path of the University of Michigan’s
Index of Consumer Sentiment, which is based on the
answers provided by telephone respondents to several
questions, including:

“Would you say that you and your family are bet-
ter off or worse off financially than you were a
year ago?”

“Now looking ahead–do you think that a year
from now you will be better off financially, or
worse off, or just about the same as now?”
(University of Michigan Surveys of Consumers
Questionnaire, p. 2)

Note from the graph’s right-hand scale that the Index
of Consumer Sentiment is plotted inversely because a
high level of the index indicates that the public is think-
ing positively about the economy. A casual inspection of
the graph suggests a rather remarkable link between the
two measures, although the survey evidence suggests that
in the early 1980s and 1990s the Consumer Sentiment
declined more dramatically than the Misery Index.

Okun relied on his intuition in deciding that unem-
ployment and inflation would receive equal weight in
constructing his Economic Discomfort Index. The fact
that the correlation between his index and the Index of
Consumer Sentiment is r = –0.74 reveals that his index
does better than he had any right to expect. However, the
following regression suggests that inflation deserves a
somewhat higher weight than unemployment:

Consumer Sentiment = 109 – 2.49 Inflation Rate 
(1.95) (0.17)

– 1.87 Unemployment Rate + e
(0.35)

1953:1 – 2005:4 „2 = 0.607

With the aid of hindsight, this regression implies that
giving a 57% = 2.49/(2.49 + 1.87) weight to inflation and
42% = 1.87/(2.49 + 1.87) to unemployment might pro-
vide a slightly better measure of Economic Misery:
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Economic Misery Revised = 42% Unemployment +
57% inflation

In their 2002 research Michael Lovell and Pao-Lin
Tien provided more detail. It is reasonable to conclude
that Okun’s decision to give equal weight to unemploy-
ment and inflation was remarkably close to matching this
retrospective regression.
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MISES, LUDWIG EDLER
VON
1881–1973

The economist Ludwig Edler von Mises was born in
Lemberg, Austria-Hungary (now L’viv, Ukraine). He
entered the University of Vienna in 1900 and received a
doctoral degree in law and economics in 1906. Appalled
by the rise of more legislation governing capitalist eco-
nomics, and of socialism and Marxism, Mises dedicated
his life to a defense of freedom by integrating his version
of Austrian economic theory into an imposing system of
social philosophy that elucidates classical liberalism,
socialism, and interventionism (a policy steering between
liberalism and socialism).

From 1934 to 1940 in the storm haven of Geneva,
Mises consolidated and added to the ideas in his earlier
publications, producing his treatise Nationalökonomie
(Political Economy) (1940). That year he fled Europe to
New York City, where he revised the treatise, creating in
English his magnum opus, Human Action (1949), and
elaborated upon his system in books and essays until his
death in New York in 1973.

Mises sought to ground his system in an epistemol-
ogy based upon a physical-mental dualism, individualism,
teleology, libertarianism, and subjectivism, and in ration-
ality that flows perfectly into human action supporting a
method able to yield apodictic truth. His method involves
deduction from professedly a priori terms and proposi-

tions; methodological individualism to explain all social
phenomena as unplanned outcomes of autonomous indi-
viduals’ choices; abstraction from causal forces to create
“imaginary constructions” used to explain “a contrario”
the effects of that which has been abstracted; avoidance of
mechanical analogies; and rejection of mathematical tech-
niques. Empirical data, he contended, can neither confirm
nor disconfirm his theory. His arguments that the empir-
ical method and mathematical techniques are inappropri-
ate in the field of social science conflicted with the trend
of beliefs within the economics profession.

Liberalism, socialism, and interventionism agree on
freedom, material prosperity, and peace as ends, differing
only over the means to achieving them, Mises believed.
He began with classical liberalism, reconstructing its
foundations in sociology (which he renamed praxeology)
and in economics (renamed catallactics). Starting with one
isolated, egoistic individual, Mises’s sociology explains
that individuals choose to enter society: it is more prof-
itable due to the greater productivity of division of labor
and exchange, workable only, Mises insisted, given private
ownership of the means of production. Social order arises
because individuals choose to obey moral rules derived
from human nature and the requirements of preserving
social cooperation; named praxeological laws by Mises,
they require private ownership, private contract without
fraud, and pursuit of one’s rational, “rightly-understood,”
long-run self-interest. Because not all people obey such
laws, a state is necessary. Practicing laissez-faire by enact-
ing only juristic laws to enforce the praxeological laws
constitutes the pure, “unhampered,” case of capitalism
(renamed the free market economy).

Upon this sociology, Mises explicitly based his eco-
nomic theory—which is more than a partial social sci-
ence, he held—and his task was to work out the
consequences of the praxeological laws. To construct his
theory he at first abstracted from the influences of barter;
exchange using money; entrepreneurs and the “market
process;” savings, investment and capital accumulation;
money credit, interest, and banking; and international
trade in order to explain the economy of one isolated indi-
vidual. He then built up his theory by restoring seriatim
the influences he had abstracted from at first. His theory
allowed him to reach several conclusions. Transitory
monopoly may rarely arise, but generally no economic
power exists; “financial pressure” occurs in markets, but
not coercion (defined as deliberate human compulsion),
hence freedom in the negative sense of absence of coercion
is maximized, constrained only by juristic laws that
enforce the praxeological laws. Harmony of interests exists
because all interests are subordinated to “consumer sover-
eignty,” effectuated by entrepreneurs (the consumers’ “vir-
tual mandataries”) and by catallactic (not anticompetitive)
competition. Efficiency and material prosperity are maxi-
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mized. Under the gold standard and free banking, only
small self-correcting trade cycles disturb stability. Eternal
peace prevails.

Socialism establishes social ownership of the means of
production, and from 1920 onward Mises defended his
thesis that without private ownership of the means of pro-
duction and without competition, market prices cannot
come about, rendering rational economic calculation
impossible. Socialist planning entails commands over-
riding consumer sovereignty, curtailing freedom and
resulting in a loss of efficiency and material prosperity.
Socialism does not promise peace.

Interventionism signifies a state that formally upholds
private ownership, but intervenes in markets with the aim
of curing short-run economic problems. All such policies,
Mises demonstrated, are counterproductive. For example,
interest rate policies to alleviate unemployment generate
malinvestment and serious trade cycles. Persistent inter-
ventionism over the long run leads to a burgeoning state
that broadens and deepens its controls, inexorably leading
to socialism.

Thus, the only long-run policy alternatives, Mises
concluded, are either laissez-faire liberalism or socialism.
He argued that since the consequences of the former best
satisfy ends sought by all, liberalism and its demands for
private ownership and freedom are justified on utilitarian
grounds.

Mises’s work has stirred controversy over economic
and philosophical issues. How, in precise philosophical
terms, should his epistemology be classified? Can his
method yield empirical truth? Can his praxeological laws
be considered natural laws? Is his economic theory value-
free? Mises’s work remains an imposing system, a defense
of freedom, and a riposte to socialism, Marxism, and
interventionism.
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MISOGYNY
Deriving from the Greek misogynia (antiwoman), misog-
yny is an unreasonable fear or hatred of women. Misogyny
differs from male chauvinism. The latter supports male
political privileges and favors female subjugation in law;
misogyny is an emotional prejudice based on phobia or
dislike. Without specific political ends, misogyny has no
formal ideological position other than to denigrate
females.

Misogyny is by no means limited to modern Western
civilizations. It occurs in many kinds of societies and at all
levels of human social organization, including Stone Age
cultures, and at all times in history. Studies by anthropol-
ogists and historians show that misogyny is, and always
has been, widespread. Some examples of this prejudice
among contemporary preindustrial peoples are described
below.

In the highlands of New Guinea (Langness 1999),
many tribesmen sleep apart from their wives, believing that
women’s bodies are, especially when menstruating, con-
taminating and even poisonous to males. In the Amazon
rain forest of South America, many Native American men
regard women as the work of the devil—not only intellec-
tually inferior to men, but also scheming, destructive, even
demonic (Gregor 1985). In many areas of sub-Saharan
Africa, women’s monthly flow is viewed with horror, and
menstruating women are not allowed to appear in public.
Many East African peoples practice clitoridectomy (surgi-
cal removal of the clitoris), a painful operation specifically
designed to diminish a woman’s sexual pleasure, which is
considered immoral (unlike a man’s).

In ancient Europe, the Greeks displayed an ingrained
misogyny, often describing woman as one of the plagues
inflicted upon man by the gods. Some Attic poets proposed
that women were the source of kakon (evil) in the world.
The ancient world was indeed populated with nefarious
she-demons and sorceresses, such as the sinister Circe, who
turned men into pigs, not to mention the Furies and the
Harpies, foul-smelling half-human hags who persecuted
men and boys. Classical antiquity was full of female mon-
sters: sirens, maenads, nymphs, lamias, and the sea viragoes
Scylla and Charybdis who drowned sailors off the coast of
Sicily. The snake-haired gargoyle Medusa turned men to
stone with a look. One of the earliest Greek poems,
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“Woman” by Semonides (eighth century BCE), reviled
females as being as stubborn as mules, as smelly as pigs, and
as perilous to men as the untamed sea (see Coole 1988).

Many organized religions are highly misogynistic. The
Christian Bible, the Muslim Koran, the Hebrew Torah,
and the sacred Buddhist and Hindu texts frequently criti-
cize women for various moral defects and condemn
woman’s body for the lust it inspires in men. Most religions
blame woman for licentiousness and depravity and for
committing original sin or its theological equivalent. In the
Bible, for example, it is Eve, not Adam, who brings about
the expulsion from paradise. Like the Greek Pandora, it is
a woman who lets evil into the world. Many early
Christian theologians—Thomas Aquinas (c. 1225–1274),
Tertullian (fl. c. 200 CE), and Jerome (c. 347–419/20)—
derided Eve and her descendants, calling woman “the
devil’s gateway” (Bloch 1989). The great writers of
European literature, even William Shakespeare (1564–
1616), bemoan woman’s supposed tendency to gossip, to
be shrewish, to dance with the devil, and to sway men from
righteousness (Dijkstra 1996).

Many misogynists appear to be obsessed with female
sexual anatomy, their fears centering on the vagina. In
many cultures, women are even said to wear sharp teeth or
knives in their sex organs, giving rise to the widespread
motif of vagina dentata, the gnashing vulva. And wherever
people believe in them, witches are primarily women
(Brain 1996), and thousands of innocent women and girls
have been burned at the stake as a result of this near-uni-
versal myth. Cultures throughout the world are full of
pejorative mother-in-law and bad-wife jokes, but negative
humor about fathers-in-law and husbands is rare. The
evil-stepmother is a stock character in folktales around the
world (e.g., Snow White), but evil stepfathers hardly
appear.

As a sexual dogma or prejudice, misogyny appears to
be virtually universal. Oddly, this gratuitous sex hostility
was largely unreciprocated by institutionalized male-
hatred among women until recent fulminations of a few
radical feminists. For example, there is no word in English
to describe female revulsion about men—no lexical
obverse of misogyny. Misanthropy, which would be the
semantic equivalent, simply means a dislike of humanity,
not of males specifically. The one-sidedness of this preju-
dice is no less salient in preliterate cultures, and this fact
in itself poses many questions about why so many men
think so negatively about women in so many places. It
also raises questions about the underlying ambivalence of
male sexual desire, which seems so wedded to shame and
guilt and thus with the need to scapegoat women. There
seems to be something about being a human male that
produces a conundrum in relating to women (as in the
complaint, “can’t live with ’em, can’t live without ’em”).

Misogyny then, is a frequent component of male psychol-
ogy and of subsequent cultural representations, what
might be called a male gender neurosis.

Can we identify the causes of misogyny? There are
numerous theories, none totally convincing, as recent
reviews (Gilmore 2001) show. Many theories rely upon
the psychological concepts of ambivalence (contradictory
love/hate feelings). One theory (Spiro 1997) holds that
men are ambivalent about their own sexual impulses.
They therefore experience mental stress, which is allevi-
ated by denigrating the source of their desire—women. A
second theory argues that men are conflicted about their
powerful nonsexual needs for women (for food, caretak-
ing, comforting, mothering). Thus, many men feel infe-
rior to women and dependent upon them; many men
cannot tolerate such imagined weakness in themselves, so
they attack women as a way of restoring their damaged
self esteem. Yet another theory (see Chodorow 1994)
holds that all people are essentially bisexual and that many
men are deeply disturbed by their own feminine side.
Such conflicted men attack women as a way of denying or
distancing their inner female. In various writings, Freud
explained the universal male fear and disgust of menstrual
blood as a product of castration anxiety: the flow of blood
reminding men of the cut penis. Probably all of these fac-
tors play a role in misogyny, the causes of which are both
cultural and psychological.

SEE ALSO Gender; Inequality, Gender; Inequality,
Political; Misanthropy
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MISSIONARIES
Missionaries are individuals sent out as representatives of
their particular religious group to proselytize, teach, and
preach among nonadherents. Though often associated
specifically with Christian missions, throughout history a
wide variety of religious traditions have utilized mission-
aries to spread their religious visions and religious prac-
tices. Although missionaries usually attempt to attract
converts by means of persuasion and through philan-
thropic endeavors, coercive methods have also been used
at times. Criticism of traditional missionary practices has
grown especially since the early twentieth century, leading
some religious leaders to redefine missionary activity
solely in terms of social service or political activity.

Though not frequently associated with missionary
activity, Eastern religious traditions produced some of the
earliest known missionaries. Ancient tradition holds that
the Buddha himself instructed his followers to spread the
Noble Truths of Buddhism. By the beginning of the
Common Era, Buddhist missionaries entered China and
spread their message through the efforts of figures such as
Bodhidharma (c. early fifth century) and Kumárajíva
(350–409/413). During this same period, Hindus accom-
panied traders and merchants and helped spread
Hinduism to Southeast Asia. Buddhism in particular pos-
sessed key traits that aided missionary efforts. For exam-
ple, Buddhism moved away from Hinduism’s emphasis on
the caste system, which in turn gave its followers greater
freedom in their interactions with others from different
social classes.

Since the late nineteenth century, Hindu and
Buddhist missionary activity has increased. Hindu mis-
sionaries have gained a significant number of converts in
Western nations, especially the United States. Swami
Vivekananda, for example, established the Ramakrishna
Mission and famously introduced many Americans to
Hindu beliefs and practices at the World Parliament of
Religions in Chicago in 1893. Other key Hindu mission
movements during the twentieth century include the
International Society for Krishna Consciousness
(ISKCON) as well as Paramahansa Yogananda’s Self
Realization Fellowship, which combined Hindu beliefs
and practices with scientific and psychological concepts.
Nichiren Shóshú, a particularly mission-oriented form of
Buddhism, developed during the thirteenth century and

has been reinvigorated during the twentieth century
through the Sóka Gakkai organization. Similarly, in the
mid-twentieth century the Indian politician Bhímráo
Rám Ambedkar (1891–1956) established the Bharatiya
Buddha Mahasabha organization in order to encourage
Hindus to convert to Buddhism. Ambedkar viewed
Buddhism as a solution to the social inequality associated
with the Hindu caste system, and he gained a large follow-
ing among fellow Dalits (“untouchables”) who repre-
sented the lowest stratum of the caste system.

Judaism also is not usually associated with proselytism,
yet there is evidence to suggest extensive Jewish missionary
activity in the Roman Empire, especially during the first
century CE. Following the Jewish revolts in 66–73 and
132–135, however, laws were passed prohibiting conver-
sion to Judaism, which greatly diminished the number of
converts. Since that time converts have entered Judaism
mainly through marriage, though there is significant debate
within contemporary Judaism over whether or not active
proselytism should be encouraged to counter the impact of
the increasing number of marriages of Jews to non-Jews.

From its inception, Christianity has demonstrated a
strong missionary impulse based on Jesus’ command that
his disciples spread the Christian message to nonbelievers.
Carried out initially by figures such as Saint Paul, mission-
ary activity eventually was linked to territorial expansion
and official state policy beginning in the fourth century,
when Christianity became the official religion of the
Roman Empire. Throughout the next several centuries
church leaders of the Roman West and the Orthodox East
encouraged missionary activity throughout Europe
among Germanic and Slavic peoples. These efforts even-
tually reached as far east as China, and often were led by
monks such as Boniface and members of religious orders
such as the Dominicans and the Franciscans beginning in
the thirteenth century.

Beginning in the sixteenth century Christian mission-
ary activity spread rapidly with the colonial expansion of
modern nation-states into the Americas, Africa, and Asia;
during this same period missionary efforts were reinitiated
in regions including China, Persia, India, and parts of
Africa. Among Catholics, the Jesuits were especially well
known for their missionary zeal and discipline. The Jesuits
often adapted their message to the cultural symbols and
practices of the host culture (inculturation); the efforts of
Matteo Ricci (1552–1610) in China are a good example.
This contrasted sharply with the mission practices of other
groups, such as the Spanish Franciscans in the Americas,
who saw Christianity as inexorably tied to Spanish customs
and civilization. Missionary activity by Protestants acceler-
ated beginning in the eighteenth century with the spread
of evangelical forms of piety in Britain and the American
colonies. Women also began to play a much more visible
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role by the 1800s, accounting for half of the U.S. mission-
aries by the mid-nineteenth century.

Protestant and Catholic missionaries often brought
with them knowledge of modern technical innovations
and Western educational and medical ideas. By the twen-
tieth century, in fact, some mission endeavors took on a
solely philanthropic function as various twentieth-century
religious leaders linked previous missionary efforts with
cultural imperialism. But more conservative approaches
that emphasized conversion continued to grow, as seen in
the rapid global spread of Pentecostal forms of Christianity
beginning in the twentieth century, as well as the growth
of new religious movements such as Mormonism.

Historically, Islam also has had a strong missionary
impulse. Although few Muslims throughout history have
identified themselves specifically as missionaries, tradi-
tional Islam calls for the steady expansion of Islamic rule
into non-Muslim regions, and indeed after the death of
the Prophet Muhammad in 632 it spread rapidly across
the Arabian Peninsula, Northern Africa, Spain, Persia, and
Central Asia. Nevertheless, non-Muslims who are “peo-
ples of the Book” (i.e., Jews and Christians) often have
been allowed to maintain their faiths within Muslim soci-
eties, as was frequently the case during the Middle Ages—
this despite the fact that Muslims believe the Jewish and
Christian scriptures to have been corrupted over the years.
Whereas traditional Islamic teachings enjoin Muslims to
help spread Islam for the benefit of humanity, the Prophet
Muhammad specifically repudiated conversion by force.
Pagan groups usually did not have the same protected sta-
tus as Jews and Christians in Muslim societies during the
Middle Ages, and all non-Muslim subjects were expected
to recognize Muslims’ final authority in society.

In general, missionary activity has been criticized for
its sometimes complicit role in the oppression of subju-
gated peoples and for its contribution to religious conflict.
A sharp delineation between religious believers and non-
believers, for example, often has served as an underlying
justification for imperialistic colonial endeavors. Other
critics insist that a focus on conversion distracts from the
need for more practical reforms in social and political
spheres, but missionaries often have often been at the fore-
front of educational and philanthropic efforts, and have
sought to alleviate human suffering. Furthermore, their
cross-cultural endeavors have initiated contact between
different religious traditions and helped generate religious
change and innovation.

SEE ALSO Protestantism; Roman Catholic Church

B I B L I O G R A P H Y

Feldman, Louis H. 1993. Jew and Gentile in the Ancient World:
Attitudes and Interactions from Alexander to Justinian.
Princeton, NJ: Princeton University Press.

Hodgson, Marshall G. S. 1977. The Venture of Islam: Conscience
and History in a World Civilization. 3 vols. Chicago:
University of Chicago Press.

Jenkins, Philip. 2002. The Next Christendom: The Coming of
Global Christianity. New York: Oxford University Press.

Tweed, Thomas A., and Stephen R. Prothero. 1999. Asian
Religions in America: A Documentary History. New York:
Oxford University Press.

Walls, Andrew F. 1996. The Missionary Movement in Christian
History: Studies in the Transmission of Faith. Maryknoll, NY:
Orbis.

Joseph W. Williams

MISSPECIFICATION
TESTS
SEE Specification Tests.

MITCHELL, WESLEY
CLAIR
1874–1948

Wesley Mitchell pioneered the empirical study of business
cycles. A founder of the National Bureau of Economic
Research, he was one of the major figures within the insti-
tutionalist movement in American economics.

Mitchell was born in Rushville, Illinois, and brought
up in Decatur, Illinois. He entered the new University of
Chicago in 1892, obtaining his AB degree in 1896 and his
PhD in 1899. At Chicago he came under the influence of
Thorstein Veblen and John Dewey, but it was J. Laurence
Laughlin who supervised his PhD dissertation, published
in 1903 as A History of the Greenbacks. In that year
Mitchell moved to the University of California at Berkeley
and then to Columbia University in New York in 1913.
Except for a brief period at the New School for Social
Research (1919–1922), which he helped to found, he
remained at Columbia until his retirement in 1944. He
was also director of research for the National Bureau of
Economic Research (NBER) from its founding in 1920
until 1945 and a major figure in the founding of the
Social Science Research Council (SSRC).

Mitchell wrote on many subjects, including rational-
ity and economic activity (Mitchell 1910), the economics
of the household (1912), the history of economics (1918),
the distinction between making money and making goods
(1923), and the links he saw between institutional and
quantitative economics (1925), but Mitchell’s major work
was his 1913 book Business Cycles. Here Mitchell provided

Misspecification Tests
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an “analytic description” of the course of business cycles
consisting of four stages, with each stage setting the con-
ditions for the next, and the cycle as a whole growing out
of the institutions of the “money economy” in the form of
the interaction of business decisions based on profit
expectations, the behavior of the banking system, and the
leads and lags in the movement of wages and prices. The
book also commented on the shortcomings of many of
the existing theories of the cycle.

After 1922 Mitchell continued his own work on
cycles through the NBER. The original plan was for two
books, later expanded to three. The first, Business Cycles:
The Problem and Its Setting (1927), discussed existing the-
ories and statistics and laid out the research agenda. The
project grew, and with it a vast number of studies of par-
ticular aspects of the cycle and an array of measurement
issues relating to timing, amplitude, and rates of change
across successive cycles. This eventually resulted in the
development of the “NBER method” of specific and ref-
erence cycles (Morgan 1990, pp. 44–56), presented in
detail in the second book, Measuring Business Cycles
(1946), coauthored with Arthur F. Burns. The final vol-
ume, which was supposed to be a theoretical volume, was
never completed, although a part was published after
Mitchell’s death as What Happens during Business Cycles
(1951).

Measuring Business Cycles was sharply attacked by
Tjalling Koopmans of the Cowles Commission for engag-
ing in “measurement without theory” (Koopmans 1947,
p. 161). Mitchell did of course use theories as a guide to
what data should be collected and examined, but he was
not enthusiastic about enamored econometric methods.

Mitchell’s great contribution was in the development
of empirical research in economics, not only through his
own work but also through the work he promoted via the
NBER and SSRC. As Jeff Biddle pointed out in 1998, for
Mitchell, it was only through such research that econom-
ics could become a useful tool in the solution of economic
problems.

SEE ALSO Business Cycles, Real; Koopmans, Tjalling
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MIXED STRATEGY
In the theory of games a player is said to use a mixed strat-
egy whenever he or she chooses to randomize over the set
of available actions. Formally, a mixed strategy is a proba-
bility distribution that assigns to each available action a
likelihood of being selected. If only one action has a pos-
itive probability of being selected, the player is said to use
a pure strategy.

A mixed strategy profile is a list of strategies, one for
each player in the game. A mixed strategy profile induces
a probability distribution or lottery over the possible out-
comes of the game. A (mixed strategy) Nash equilibrium
is a strategy profile with the property that no single player
can, by deviating unilaterally to another strategy, induce a
lottery that he or she finds strictly preferable. In 1950 
the mathematician John Nash proved that every game 
with a finite set of players and actions has at least one 
equilibrium.

To illustrate, one can consider the children’s game
Matching Pennies, in which each of two players can
choose either heads (H ) or tails (T ); player 1 wins a dol-
lar from player 2 if their choices match and loses a dollar
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to player 2 if they do not. This game can be represented
as follows:

Here player 1’s choice determines a row, player 2’s
choice determines a column, and the corresponding cell
indicates the payoffs to players 1 and 2 in that order. This
game has a unique Nash equilibrium that requires each
player to choose each action with probability one-half.

Another example is provided by the Hawk-Dove
game, which has been used by evolutionary biologists to
model animal conflicts:

In this game any strategy profile in which one player
chooses H and the other picks D is in equilibrium. Hence,
there are two pure strategy equilibria, (H,D) and (D,H).
In addition, there is a mixed strategy equilibrium in which
each player selects H with probability 2/3.

One feature of a mixed strategy equilibrium is that
given the strategies chosen by the other players, each
player is indifferent among all the actions that he or she
selects with positive probability. Hence, in the Matching
Pennies game, given that player 2 chooses each action
with probability one-half, player 1 is indifferent among
choosing H, choosing T, and randomizing in any way
between the two. Because randomization is more complex
and cognitively demanding than is the deterministic selec-
tion of a single action, this raises the question of how
mixed strategy equilibria can be sustained and, more fun-
damentally, how mixed strategies should be interpreted.

In an interpretation advanced in 1973 by John
Harsanyi, a mixed strategy equilibrium of a game with
perfect information is viewed as the limit point of a
sequence of pure strategy equilibria of games with imper-
fect information. Specifically, starting from a game with
perfect information, one can obtain a family of games
with imperfect information by allowing for the possibility
that there are small random variations in payoffs and that
each player is not fully informed of the payoff functions of
the other players. Harsanyi showed that the frequency
with which the various pure strategies are chosen in these
perturbed games approaches the frequency with which
they are chosen in the mixed strategy equilibrium of the

original game as the magnitude of the perturbation
becomes vanishingly small.

A very different interpretation of mixed strategy equi-
libria comes from evolutionary biology. To illustrate this,
consider a large population in which each individual is
programmed to play a particular pure strategy. Individuals
are drawn at random from that population and are
matched in pairs to play the game. The payoff that results
from the adoption of any specific pure strategy will
depend on the frequencies with which the various strate-
gies are represented in the population. Suppose that those
frequencies change over time in response to payoff differ-
entials, with the population share of more highly
rewarded strategies increasing at the expense of strategies
that yield lower payoffs. Any rest point of this dynamic
process must be a Nash equilibrium. In the special case of
the Hawk-Dove game any trajectory that begins at a state
in which both strategies are present converges to the
unique mixed strategy equilibrium of the game. In other
words, the long-run population share of each strategy cor-
responds exactly to the likelihood with which it is played
in the mixed strategy equilibrium.

SEE ALSO Evolutionary Games; Game Theory; Nash
Equilibrium; Nash, John
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Rajiv Sethi

MOBILITY
Social mobility describes the fluidity or rigidity of a strat-
ified system, or the degree of openness of a society that
determines the extent to which individuals or groups can
and do change their relative position or social status
within that society. An analysis of social mobility exam-

H D
H (0, 0) (4, 1)
D (1, 4) (2, 2)

H T
H (1, �1) (–1, 1)
T (�1, 1) (1, –1)
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ines the extent to which an individual’s life chances or
social position is a function of his or her social origin (i.e.,
the social status of the individual’s parents). Nineteenth-
century theorists of social mobility grappled with the
emergence of industrial societies whose social organization
and social relationships were qualitatively different than
their feudal and agrarian predecessors. Questions of
modernity that were prominent at the time animated
much of this inquiry as well.

The underlying logic rested on the idea that the social
organization of preindustrial societies, where an individ-
ual’s location in the social structure was almost entirely
determined by birth (often by ascribed characteristics),
would give way to a more open system in which an indi-
vidual’s abilities and characteristics would determine his
or her fortunes. The increasing bureaucratization and
rationalism characteristic of newly industrializing societies
were expected to give rise to meritocracy, in which indi-
vidual merit would dictate outcomes more so than social
origin. With increasing education and technological
developments, intergenerational mobility should increase.
Furthermore, as success becomes more focused at the
individual level, the impetus for class solidarity should
decrease.

RESEARCH TRADITIONS

Early social mobility research can be divided along several
dimensions. One of these encompasses two distinct
threads: intragenerational mobility (class mobility during
the life course, typically occurring during one’s career
years) and intergenerational mobility (a change in class sta-
tus between parents and offspring from one generation to
the next). In both threads the focus was on explaining the
likelihood of a difference in one’s destination (or out-
come) compared to one’s origin. Another distinction in
early mobility research was an emphasis on either individ-
ual mobility (e.g., status attainment research) or class
mobility and formation (e.g., the position and change in
relative power of specific strata or classes). Karl Marx’s
(1818–1883) theory of class formation and power and
Max Weber’s (1864–1920) notion of class and status
groups were central influences in the latter line of inquiry.

Social theorists of mobility contrasted the rigid
mobility structures characteristic of social systems orga-
nized by castes and those under feudalism with the “new”
social and economic structure emerging in nineteenth-
century industrializing nations. Feudalism and caste social
systems, which were marked by little social mobility, were
archetypes against which newly emerging social systems,
which were marked by increasing mobility, were com-
pared. A caste is a “hierarchy of endogamous divisions in
which membership is hereditary and permanent”
(Berreman 1960, p. 120). Contact between members of

different castes is limited and allocation to occupations is
determined by an individual’s caste membership. India’s
caste system was one of the most widely documented dur-
ing the first half of the twentieth century. Though the
subject of considerable debate, India’s caste system was
considered the most rigid of stratification systems, marked
by its stability as the divisions were justified on religious
principles to which almost everyone in the society sub-
scribed.

From the eleventh through fifteenth centuries, feu-
dalism, the chief social system explored in early writings
about stratification, was the dominant mode of produc-
tion in Europe that preceded capitalism. It was a hierar-
chical system with few strata, in which control of land and
property granted social status and legal rights to rule.
Power and social status were founded on ownership of
land and control of peasants; membership in the noble
class of lords, which was achieved primarily through birth
or marriage, was necessary in order to exercise power.
Feudalism was a relatively closed social system in which
the distribution of goods and services was closely inte-
grated with the hierarchy of the social status.

Following feudalism, the emergence of industrializa-
tion in the mid-eighteenth century and the changing eco-
nomic and social system embodied in early capitalism
allowed individuals in the merchant class to experience
mobility not through birth or marriage but through their
fortuitous role in creating markets for goods. Merchants
played a key role in the expansion of markets for goods
and in the production of goods that ushered in industrial-
ization and early capitalism. They carried this out by
developing and managing consumer markets, and by
acquiring knowledge of consumer tastes, which allowed
them to manage, fulfill, and profit from growing con-
sumer demand. This class was a crucial force in shaping
early capitalism, and merchants profited from their propi-
tious position as the new economic system flourished.

As industrialization progressed during the first half of
the twentieth century, social theorists such as Gerhard
Lenski (1966) observed that mobility opportunities were
beginning to increase steadily for a larger segment of soci-
ety, namely workers in the industrial sector of the econ-
omy. This was especially true for those who had access to
opportunities to become skilled at using emerging tech-
nology in the rapidly changing production process.
European immigrants were absorbed rapidly into growing
industries. Lenski argued that stratification (which he
called a distributive system) was a function of the com-
plexity and degree of technological sophistication of a
society. The extent of inequality in a society varies with
the amount of surplus in that society. Goods and services
are distributed according to need when there is no surplus.
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Within this framework, those who have control of the sur-
plus of goods have more power.

A recurring theme throughout the mobility theories
predominant at this time was the increasing role of tech-
nological advances in stratifying workers, allowing mobil-
ity for some and limiting it for others. Skilled workers
were in an advantaged position relative to other workers
to benefit from the new strata of higher-paying jobs cre-
ated by these new technologies. Thus, mobility for certain
groups of workers increased substantially during this
period. Moreover, historians and social scientists docu-
ment the strategies that both employers and white work-
ers used to limit competition for these premium jobs by
excluding blacks, Chinese, other racial and ethnic minori-
ties, and white women from these burgeoning opportuni-
ties. Government subsidies aimed at increasing the
education and training of workers (e.g., the GI Bill) were
largely reserved for white men who took advantage of and
benefited from these opportunities in substantial num-
bers, entrenching the widening gap between these workers
and other marginalized workers.

Status attainment research became the chief lens with
which to view this new opportunity structure during the
1950s. The principle assumption in status attainment
research was that individual investments in education
would allow for mobility of any worker, regardless of his
social origins (many of these studies only involved men).
In this tradition, status attainment research was concerned
with the allocation of individuals into jobs or social posi-
tions (also referred to as selection in earlier work). Status
attainment research examined an individual’s position
along a scale of occupational status. The emphasis was on
determining the level of parental influence on the child’s
eventual occupational outcomes. The underlying idea was
that parents with higher social status and good jobs can
pass on to their children resources that aid them in the
labor market—resources such as information about jobs
and how to attain them, and access to networks, opportu-
nities, and cultural capital.

Related to the status attainment paradigm is human
capital theory, or its more recent variant, the skills mis-
match hypothesis. Underlying all of these theories is the
notion that the United States is largely an achieve-
ment-based society characterized by an open opportunity
structure. The center of analysis in these theoretical frame-
works is the individual and his or her corresponding traits;
this focal shift stood in contrast to early stratification
research in which the social structure of the society itself
was the central focus. A critique of the status attainment
and human capital approaches posits that they do not take
into account important structural factors that may have
an impact on the opportunity structure, and commensu-
rately, the likelihood of mobility.

Proponents of a structural analysis of mobility turned
their attention to assessing the influence of economic,
political, and social forces on the opportunity structure
and mobility opportunities. These contrasting approaches
have also been situated within a supply/demand frame-
work in which both the attributes individuals bring to the
market and the demands of market institutions (e.g.,
which industries are experiencing growth or decline,
which skills employers are seeking) are considered impor-
tant factors bearing on opportunities for workers.

MOBILITY IN POSTINDUSTRIAL
SOCIETIES

A large segment of social mobility research relies on com-
parative analyses of different countries, typically Western
countries, because a society’s stratification system is the
implied unit of analysis in the paradigm’s core theories
(i.e., a central question is whether certain stratification
systems enable more or less mobility). Robert Erikson and
John Goldthorpe (1992) conducted an extensive cross-
national comparison to address whether or not mobility
was increasing in postindustrial nations. They found that
the United States and Western European countries are not
markedly different in mobility and that patterns of mobil-
ity were common over time, a pattern they described as a
trendless fluctuation.

Large-scale structural changes of the later twentieth
century, primarily deindustrialization and globalization,
vastly changed the factors that mediate access to work and
opportunity. Deindustrialization and the accompanying
shift to a service, information, and technology-based
economy created an increased demand both for higher-
educated and skilled workers and for low-wage workers to
fill the increasing number of service jobs that proliferated
in the economy. An increasingly bifurcated workforce
resulted. Higher-educated workers fared and continue to
fare better in the labor market by all accounts. Thus,
access to higher education became a determinative factor
in an individual’s labor market outcomes. Marked group
differences (class, race, ethnicity) in access to education
have always existed, but these disparities have greater con-
sequence in the contemporary economy as the currency of
education grows.

This inequality is further exacerbated by the disman-
tling of policies designed to enable equal access to higher
education. Both lower-income and minority individuals
have lower rates of college attendance and graduation; of
those that do enroll in college, a smaller percentage actu-
ally finishes compared to white or middle-class students.
The effect of school status on employment outcomes also
contributes to this inequality given the difference in status
of the schools that whites and minorities attend. This dif-
ference has been shown to contribute to differences in
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earnings, occupational attainment, and so on among
workers with college degrees. Furthermore, education
explains only 25 percent of the race gap in wages.
Although different studies reveal different numbers, none
has entirely removed the effect of race. Education plays a
determinative role and improves the relative position of
everyone who is able to access it; however, increasing evi-
dence reveals that it has not been realized as the equaliz-
ing force that had been anticipated.

Another structural change that figures prominently in
questions of mobility in postindustrial societies is the
emergence of a globalizing economy. The globalization of
labor has tightened and changed opportunities for work-
ers. As companies reduced their workforces, moved 
production overseas, and instituted flexible work arrange-
ments to remain competitive, job stability and wages fell
and advancement opportunities diminished for many
workers, particularly for lower-wage and lower-status
workers at the bottom of the scale.

LIMITED SOCIAL MOBILITY FOR
RACIAL AND ETHNIC GROUPS

Mobility chances vary significantly across different social
groups in the contemporary United States. Ample evi-
dence demonstrates that access to opportunity continues
to be mediated by race and immigrant status, among
other factors. Given the ongoing currency of education
and skills in the postindustrial economy, group differences
in access to quality education play a sizable role in this
inequality. Persistent patterns of school segregation result-
ing from residential segregation are a key factor underly-
ing continuing labor market disparities between white and
minority workers. School segregation among primary and
secondary schools has regressed to the levels that existed at
the time of the desegregation order resulting from the
1954 Brown v. Board of Education of Topeka decision by
the U.S. Supreme Court. Minorities are segregated into
schools with substantially fewer resources, and conse-
quently they receive a poorer education. Poor white 
children, on the other hand, do not face significant class-
based school segregation, and in fact are more likely to
attend schools with middle-class children than are black
middle-class children. In addition, the decentralization of
companies from urban centers to outlying suburbs, a
development that followed the mass suburbanization of
most large cities beginning in the 1950s, created what
some theorists call a spatial mismatch between jobs and
minority communities. This further decreased access to
work and to attendant mobility opportunities.

Another explanatory factor for racial mobility dispar-
ities is access to information about jobs. Researchers have
found that job seekers tend to find out about and pursue
jobs through social networks. The quality of the informa-

tion in these networks varies widely; access to networks
with higher-status individuals with better jobs yields bet-
ter information and thus increased access to better jobs.
Because the networks of most individuals are made up of
the people with whom they regularly interact, these net-
works tend to be segregated by race. Additionally, mount-
ing evidence points to the role of discrimination in the
hiring process. Discrimination audit studies, in which
equally qualified job applicants of different races apply for
the same job, consistently reveal that employers are more
likely to hire white applicants over equally qualified black
or Latino applicants.

Even in the early years of the twenty-first century, the
evidence supports the conclusion that an individual’s ori-
gin continues to play a significant role in his or her even-
tual socioeconomic status. The expectation that this
influence would decline in postindustrial nations has
seemingly not come to bear to the extent that was antici-
pated; there does not seem to be a trend toward increasing
mobility. There is an enormous debate over the subject;
however, it has shifted to why and to what extent mobil-
ity has or has not increased. As societies and their
economies evolve, transform, and become more complex,
the number of factors to consider when determining an
individual’s chances of moving beyond his or her origins
will continue to increase, demanding more complex mod-
els for understanding mobility.

SEE ALSO Caste; Education, Unequal; Mobility, Lateral;
Upward Mobility
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MOBILITY, LATERAL
The term lateral mobility refers to movement among occu-
pational categories that does not result in an improvement
in occupational status. An occupational category is a set of
jobs that comprise essentially the same list of skills and
activities—examples are waiter, computer programmer,
and college professor. These detailed occupations are also
grouped into broader, more generalized occupational cat-
egories. For example, a waiter is in the service category, a
computer programmer is in the technical category, and a
professor is in the professional category.

Occupational mobility is significant because move-
ment among occupations can be a strategy to improve
economic position, whether over a lifetime or from gener-
ation to generation. A worker starting out in a relatively
low-skilled, low-paid occupation may acquire work expe-
rience, develop skills, or use the earnings to invest in fur-
ther education or training in order to move to a

better-paid occupation. Low-paid workers may also invest
in their children’s educations and training, allowing for
improvement in occupational status over generations.

However, not all occupational mobility results in
improved status. Occupational mobility may be vertical—
either upward or downward—or it may be lateral.
Upward mobility would indicate improving economic
prospects, while downward mobility would indicate the
opposite. Lateral mobility occurs when workers change
occupations without substantially improving their eco-
nomic prospects, or when succeeding generations of a
cohort remain at the same occupational status. While this
might be a benign state of affairs for well-paid occupa-
tions, it constitutes a serious quandary for workers—or
for families generationally—who become mired in a low-
wage job market in which change of occupation leads to
no significant economic improvement. Workers may fail
to achieve upward occupational mobility if the jobs they
have access to provide limited development of marketable
skills or lack well-established promotional ladders—both
problems that have been observed, for example, for jobs in
fast food restaurants.

Further, not all workers achieve the same level of
mobility from a given occupation, nor do all families, gen-
erationally. Several empirical studies suggest that the expe-
rience of lateral, as opposed to upward, mobility may be
affected by the class and racial-ethnic background of pre-
vious generations, as well as current workers’ class and
racial-ethnic profiles. William Darity Jr., Jason Dietrich,
and David K. Guilkey (2001) introduced the concept of
lateral mobility over generations in a study of the intergen-
erational drag hypothesis. This hypothesis suggests that past
generations’ experiences of discrimination and disadvan-
tage may significantly impede the ability of subsequent
generations to improve their economic position. Using
data from the available U.S. decennial censuses between
1880 and 1990, Darity and his colleagues inquired
whether the degree of economic advantage or disadvan-
tage of different ethnic and racial groups affects the occu-
pational mobility of their descendants. They posit the
lateral mobility hypothesis: that the social status attained
by the majority of first-generation migrants to the United
States from a specific ethnic group will critically influence
the social status of their children and grandchildren.
Measuring social status by mobility among occupations,
ranked by their median earnings, Darity, Dietrich, and
Guilkey use various measures to show that mobility
within immigrant groups over generations has a strong
lateral element. They conclude that “turn-of-the-century,
group-specific variables appear to have lasting effects on
individual level economic outcomes a century later, even
after important individual level socioeconomic character-
istics are taken into account” (2001, p. 466).

Mobility, Lateral
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Another study, by Marilyn Power and Sam Rosenberg
(1995), uses data from the National Longitudinal Survey
to compare occupational mobility by race for a cohort of
black and white U.S. women who began their work lives
as service workers, a relatively low-wage occupational cat-
egory. Measuring occupational status by mean earnings
for women who worked full time in the 1970 census, the
study compares the women’s occupational statuses in
1972 and 1988, and finds a significant difference in the
experience of mobility. While a substantial majority of the
white women experienced upward mobility, leaving ser-
vice jobs for higher-paying clerical and professional occu-
pations (albeit in the traditionally female professions), the
majority of the black women experienced only lateral
mobility, moving among service occupations or into sim-
ilarly ranked blue-collar jobs. Power and Rosenberg con-
clude, “service jobs, even low-paid ones, may be more of a
bridge to better positions for young white women and
more of a trap for young black women” (1995, p. 46).

Starting in the last few decades of the twentieth cen-
tury, the number of full-time, contract manufacturing
jobs began to decline in the United States, while employ-
ment in low-skilled, often part-time service occupations
increased. At the same time, the use of temporary or con-
tingent (off-contract) workers grew across the economy.
As a result of these changes, the possibilities for the devel-
opment of job skills and seniority that could lead toward
upward mobility have declined, particularly for low-
skilled workers in service and operative jobs, who are dis-
proportionately racial-ethnic minorities. The implication
of these changes is that lateral mobility may be replacing
upward mobility for an increasing number of the most
vulnerable workers, leading to widening inequality of
income and prospects across the labor force. This trend
creates a serious challenge for public policies that empha-
size labor market experience as the key route out of
poverty.

SEE ALSO Immigrants to North America;
Intergenerational Transmission; Migration; Mobility;
Occupational Status; Upward Mobility
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Marilyn Power

MOBILIZATION
Mobilization refers to the deployment of resources for
purposeful action to achieve a specific political or social
goal. Important resources include people (e.g., troops and
security forces, voters, social movements), shared identi-
ties (e.g., partisanship, class, ideology, religion), material
support (e.g., money to maintain a standing army and
weaponry, campaign donations), information (intelli-
gence and strategic plans, campaign and movement issue
statements), and organization (level of military profes-
sionalism, networks with other social or political groups,
campaign volunteers).

Charles Tilly explained how revolutions and similar
collective actions are an outcome of mobilization, which
is “the process by which a group acquires collective con-
trol over the resources needed for action” (Tilly 1978, p.
7). Mobilization flows from organization and determines
the level and success of collection action. This basic
process also applies to political and military mobilization.
Political scientists analyze voting and interstate war,
whereas sociologists place greater emphasis on the social
qualities of mobilization through social movements and
protest.

SOCIAL AND POLITICAL
MOBILIZATION

The level of institutional involvement distinguishes social
from political mobilization. Mass social mobilization
includes protest that pressures a government to institute
or reverse a course of action. Rebellions, revolutions, and
nationalist movements lie at the extreme end of popular
social mobilization and seek comprehensive social and
political change that usually is accompanied by violence
(Snyder 2000). Those actions often are responded to with
countermobilization efforts by government security forces
and the military (Tilly 1978, Skocpol 1988). In contrast,
political mobilization occurs in accordance with pre-
scribed institutional rules (see Table 1).

Electoral mobilization refers to the basic process of
popular participation in democratic politics or in some
cases staged elections, as in the former Soviet Union.
Partisans organize citizens into institutionalized actions to
reelect or change political leaders. Political parties serve as
conduits for providing voters with information about
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where a party and its candidates stand on a range of issues.
Parties are most active in the campaign stage of elections,
recruiting supporters, disseminating information, and
contacting voters to ensure that loyal and potential sup-
porters turn out on election day (Verba, Schlozman, and
Brady 1995).

Costs often are attached to electoral and protest
mobilization. Thus, the dilemma for social scientists lies
in explaining what influences mass mobilization in the
first place. There are behavioral, structural, and cultural
arguments that explain the causes of mobilization. For
example, behavioral theories explain how political parties
and interest groups are the main vehicles of voter mobi-
lization because they minimize information costs. The
role of social movements in mobilizing support for minor
parties is also important, especially in times of heightened
polarization. Although voting has costs (time, acquiring
information about candidates and parties), protest adds
the costs and risks of being injured, arrested, or labeled a
dissident and a threat to the political status quo. These
reasons are highlighted to explain the challenges of mobi-
lizing people into social movement actions such as
protests and demonstrations as opposed to electoral mobi-
lization.

High levels of popular involvement in campaigns are
associated with electoral success at the polls (Rosenstone
and Hansen 1993, McCann, Rapaport, and Stone 1999).
Recruiting supporters through phone banks, door-to-door
campaigning, and, increasingly, the Internet is important
in mobilizing people to support a party and get them to
vote on election day. E-mail listservs and campaign Web
sites have come to play a role in electoral mobilization in
industrialized democracies such as the United States.
Presidential candidate Howard Dean represented a major
shift in campaigning in the 2004 U.S. presidential elec-
tion. Much of his support was generated through his cam-

paign Web site, which became an efficient and low-cost
method for disseminating information, acquiring dona-
tions, and persuading people to get involved in the 
campaign.

Social movements are equally successful in using the
Internet for getting their messages to the public, building
networks, and mobilizing supporters. The continued
growth of the Internet in developing countries increas-
ingly allows parties and movements to exploit the low cost
and expansive reach of the Internet for political and social
mobilization.

MILITARY MOBILIZATION

Distinct from political and social mobilization, military
mobilization involves actions directed externally in an
offensive or defensive manner against other countries or
occupying powers. War mobilization, for example, occurs
when a government prepares to engage in hostilities with
another country, as in the cases of World Wars I
(1914–1918) and II (1939–1945). Internal military
mobilization involves the use of security forces to bring
about domestic order, as in martial law, and is used when
the military stages a coup d’état and assumes the role of
government, usually through a junta.

Military mobilization is often explained by reference
to rational choice models such as expected utility models
to predict whether a government will decide to mobilize
its armed forces for outright war (Small and Singer 1982,
Huth and Russett 1984). The initial onset of mobilization
may be used as a deterrent tactic, as in the case of saber
rattling.

Rationalist explanations of military mobilization
privilege the role of elite decision makers, in particular a
chief executive such as a president, prime minister, or
monarch and that leader’s close circle of military advisors.
The decision to mobilize entails a cost-benefit analysis of
the presence or absence of factors that predict the likeli-
hood of a successful strike or invasion. Material resources
such as troop size and weaponry figure prominently, as do
support from allies and others in the international com-
munity (e.g., the United Nations) and domestic support
in democracies.

ANALYSES OF MOBILIZATION

Social scientists interested in popular social mobilization
approach military and government mobilization from a
different analytical perspective. Theda Skocpol (1988)
and Charles Tilly (1978), for example, explain govern-
ment mobilization as a response or preemptive action that
is an obstacle to social and political mobilization. In other
words, mobilization of the police against protestors and
counterinsurgency actions by security and military forces

Mobilization
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Table 1

Types of political and social mobilization

Government (military and
security forces)

Popular (citizens, mass)

Institutional

War, domestic
security actions
(martial law, protest
policing)

Electoral campaign,
voting

Extrainstitutional

Coup d’ etat,
counterinsurgency

Protest, rebellion,
ethnic nationalism,
revolution

SOURCE: Adapted from Claudia Dahlerus, Do Targets Matter?
Repressive Targeting in East Central Europe, unpublished Ph.D.
dissertation (University of Colorado, Boulder, 2001).



are types of government mobilization that commonly are
referred to as repression. In this sense mobilization is
interactive. The military mobilizes against the populace,
which may continue its protest and insurgency or curtail
its mass mobilization. In some cases the military moves to
thwart elections (popular political mobilization).

Mobilization also can be analyzed by tracing the
chronological evolution of different emphases on key
actors and actions. Analyses of World Wars I and II focus
on specific qualities of troop mobilization and the
weapons arsenals of the major adversaries, including
Germany, the United States, and Great Britain (Small and
Singer 1982). This practice continued through the begin-
ning of the cold war between the Soviet Union and the
United States, in which mobilization also included proxy
wars in Korea and Vietnam and border skirmishes.
Internal military mobilization received greater attention as
civilian and postcolonial governments in Latin America
and Africa were toppled by military coups from the 1950s
through the 1970s.

Interest in electoral mobilization developed in the
1950s with the rise of the behavioral revolution in the
social sciences and studies of democratic participation in
the United States and Europe. At about the same time
attention to popular mass mobilization was prompted by
protests in democracies such as the United States and
France and insurgencies in states beset by military coups
in Latin America and many postcolonial states. Beginning
in the 1990s, there were attempts to explain the sources of
the democratic revolutions in Eastern Europe and the for-
mer Soviet Union, along with the outcome of the first
elections in those fledgling democracies.

As democracies have continued to emerge, popular
mobilization is used more frequently in the social sciences
to describe movements that are intended to accomplish
internal political change through protest along with vot-
ing. Increasingly, social movements are vehicles that press
for change through both extrainstitutional and institu-
tional collective action (Tarrow 1994). The broader term
collective action may come to supplant mobilization in
electoral and social mobilization studies.

Mobilization refers to a fluid set of social and 
political behaviors. Mobilization may be violent (war,
insurgency) or nonviolent (demonstrations) and institu-
tionalized (voting and formal military action) or extrain-
stitutional (rebellions). Social, political, and military
mobilization takes place in these different manifestations
in both democracies and authoritarian states.

SEE ALSO Campaigning; Cold War; Collective Action;
Democracy; Military; Political Parties; Protest;
Resistance; Revolution; Social Movements; Social
Science; Voting
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Claudia Dahlerus

MOBUTU, JOSEPH
1930–1997

Mobutu Sese Seko Kuku Ngbendu Waza Banga (Joseph-
Désiré) was born on October 14, 1930, at Lisala in the
Mongala region, located in the province of Equateur, in
what was then called the Belgian Congo. The child of
Alberic Gbemani and Marie Madeleine Yemo, he
belonged to a family that included three sons. He was
baptized on December 2, 1930, and christened Joseph-
Désiré. He began study at the Primary School of Saint-
Anne in Léopoldville (Kinshasa) in 1937 but was forced
to leave the school after the death of his father in 1938.
He recommenced his elementary and intermediary stud-
ies at the School of the Christian Brothers in
Coquilathville in 1946. He was dropped from this school
in 1948 for having prolonged his scholastic vacations to
Léopoldville without authorization.

This expulsion marked Mobutu’s departure from
school and the beginning of his career in the colonial
army. Colonial rule required that students dismissed from
school be incorporated into the colonial army, and
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Mobutu entered the army in February 1950. He was sent
to the École des Cadres in Luluabourg, where he was
trained as a typist. He obtained his secretarial certificate in
1952 and joined the general staff of the colonial army in
Léopoldville in 1953. He was promoted to sergeant in
April 1954 but quit the army in 1955. He debuted in the
journalism community in 1956 as a member of the edito-
rial committee for the journal Actualités africaines and
became the editor-in-chief several months later. In 1958
he made his first trip to Belgium, acting as a newspaper-
man at the Universal Exposition of Brussels. He returned
to Belgium in 1959 as a professional apprentice to the
Office of Information and Public Relations for the
Belgian Congo and the Inforcongo. Mobutu also took
classes at the Press House and at the Institut Supérieur
d’Études Sociales, both in Brussels. Numerous observers
have suggested that it was during this stay in Belgium that
the Belgian secret service and the U.S. Central
Intelligence Agency (CIA) first recruited him.

As a former sergeant in the colonial army, Mobutu
was promoted to colonel and chief of staff of the new
Congolese army in July 1960 by Patrice Lumumba. In
January 1961 Mobutu was promoted to general major
and major chief of state of the National Congolese Army.
He became lieutenant general in November 1965, then
marshal in December 1982. Despite his military achieve-
ments and the legend around the battle of Kamanyola,
Mobutu and the Congolese army never achieved major
military victories without the help of foreign troops. This
was the case with the two wars of Shaba in 1977 and
1978, won with the combined help of Morocco, Belgium,
and France. Abandoned by his allies in 1996, Mobutu was
unable to stop the advance of rebel troops led by Laurent
Désiré Kabila with the help of Rwanda and Uganda. As a
result in May 1997 Mobutu was forced to flee to
Morocco, where he later died of prostate cancer.

Mobutu’s adherence to the Mouvement National
Congolais (MNC; National Congolese Movement) in
December 1958 marked the beginning of his political
career. Starting in 1960 he was charged with the MNC-
Lumumba in Belgium and represented this political party
from April through May 1960 at the Conference of the
Economic Round Table, charged with studying the eco-
nomic terms of independence in the Congo. Named
major chief of state in the new Congolese army in July
1960, he attempted his first military coup with a group of
Congolese university students. This takeover not only
removed Lumumba from power but also provided the
impetus for his eventual assassination. Mobutu’s motiva-
tions for seeking to overthrow and eliminate Lumumba
were twofold. In 1960 Mobutu was considered a part of
the évolués, that is, the Congolese elite who occupied an
intermediary social position between the Belgians and the
majority of the Congolese people. During this period each

of the Congolese évolués vied for leadership. Second, it is
important to place this conflict within the context of the
cold war. The Europeans and Americans accused
Lumumba of being a communist, and as an agent of both
the Belgian and the American secret services, Mobutu
contributed to his elimination. However, Mobutu did not
take supreme control but instead left power in the hands
of Joseph Kasa-Vubu as head of state. On November 24,
1965, Mobutu attempted his second overthrow and
became president of the republic, establishing a military
dictatorship. On May 20, 1967, Mobutu created the
Mouvement Populaire de la Révolution (MPR; Popular
Revolutionary Movement), the state party. Starting in
October 1971 a new type of nationalism was imple-
mented to purge the country of colonialist traces. The
name of the country was changed from Democratic
Republic of the Congo to Zaire, and the names of the
cities, avenues, and former colonial places were rechris-
tened with African names. In 1972 the people of Zaire
were invited to reject their Christian first names and adopt
authentically African names. Mobutu himself rejected his
Christian first name (Joseph-Désiré) and took the name
of Mobutu Sese Seko Kuku Ngbendu Waza Banga.

In a demonstration of his political agenda of authen-
ticity and for his own personal prestige, Mobutu 
welcomed the Muhammad Ali–George Foreman heavy-
weight fight or “Rumble in the Jungle” in 1974. For
African Americans, this fight in Africa symbolized a type
of return to their roots. According to Ali, his trip to
Kinshasa established a relationship between African
Americans and Africans. In preparation for this fight,
Kinshasa was embellished with new public works, most
notably public lighting along the capital’s major avenues.
The MPR declared its nationalism “authentic,” that is to
say, “returning” to African cultural values. It proclaimed
Zaire’s nonaffiliation and rejected imported ideologies,
capitalism as much as communism. In the course of its
evolution, the MPR agenda was systematized. Its doctrine
was “authentic Zairian nationalism;” its ideology, authen-
ticity; its platform, the return to authenticity. Together
these elements constituted “Mobutism,” which was
defined as the teachings, the thoughts, and the actions of
the president-founder. This ideological construct made
Mobutu the “inventor” of society. In his function as pres-
ident of the republic, he was the “manager” of the entire
Congolese state. This political schematic made the presi-
dent-founder the primary organ of the party and thus of
the republic as a whole. In keeping with this postulate, he
became the living symbol for the nation’s viability and the
guarantor of its continuation. His was a lifetime mandate
that could not be breached except in the event of insanity.
Thus the concept of a “return to authenticity” furnished
sufficient basis for the legitimization of Mobutu’s power.

Mobutu, Joseph
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Mobutu’s reign was characterized by a systematic pil-
laging of the country and a lack of any infrastructure
developments, such as schools, hospitals, or viable roads.
According to one estimate from the World Bank, Mobutu
exploited about $15 billion in public funds for family and
personal expenses. He placed this money in foreign
accounts, and upon his death the new Congolese author-
ities attempted to reclaim the money. Some banks
declared that there was nothing left in any of the accounts,
and other banks claimed that there had been millions of
dollars rather than billions. In truth the country had
become weakened by a long civil war, and the government
that succeeded Mobutu was neither strong enough nor
organized enough to reclaim the money. Thus when
Mobutu relinquished power in 1997, he left his country
in enormous debt to the International Monetary Fund
and the World Bank.

SEE ALSO Ali, Muhammad (USA); Central Intelligence
Agency, U.S.; Corruption; Decolonization; Liberation
Movements; Lumumba, Patrice; Neocolonialism
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Charles Tshimanga

MODE
SEE Descriptive Statistics.

MODE, THE
Of the three measures of central tendency, the mode is the
simplest to calculate but is used less often than either the
mean or the median. The concept of central tendency is
widely used in everyday life as well as in academic
research. For any kind of information, it is important to
know what describes the typical case as well as the range
of variation. The mode is the only measure of central ten-
dency appropriate for nominal or discrete variables such as
gender, ethnicity, or language. The mode can be defined as
the category with the largest number, frequency, or per-
centage. The mode is not the frequency but the category.

So, for example, the U.S. Census Bureau data for the year
2000 indicate that approximately twenty-eight million
people in the United States speak Spanish, followed by
approximately two million Chinese speakers and fewer
numbers who speak other languages. Thus in this exam-
ple, the mode of distribution of foreign-language speakers
in the United States is “Spanish.” To compute the mode,
list all the values (or categories) in the distribution and
tally the frequencies for each value or category. The cate-
gory with the most is the mode.

If a distribution has two categories with equal num-
bers or proportions in it, then the distribution is said to be
bimodal. Suppose that, in a survey of a group of 100 col-
lege students about their political views and party affilia-
tions, it turns out that 20 of them are Independents, 10
are Green Party affiliates, 10 are Libertarians, 30 are
Democrats, and 30 are Republicans. This distribution is
bimodal, with Democrats and Republicans both being
modes (figure 1).

The mode can also be used for other types of vari-
ables: ordinal, interval, and ratio. However, it has a limi-
tation that other measures of central tendency do not. It
takes into account only one or two categories, the biggest
ones. The median, or fiftieth percentile, cuts in half a dis-
tribution that is ordered from low to high or high to low,
but extreme values at either end of the distribution do not
affect the median. The mean takes each and every value
into consideration. Extreme values will affect the mean,
making it higher than the median if the extreme values are
at the high end of the distribution (such as Bill Gates’s
income in a distribution of average Americans) or lower
than the median if the values are on the low end (perhaps
a homeless person) of the distribution. The mode may be
located anywhere in the distribution.

Mode, The

Figure 1
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Occasionally researchers report a mode for grouped
frequency distributions or for variables that may be col-
lected at the ratio level, such as years of education, and
collapsed into categories such as less than high school,
high school, some college, and so on. If a researcher were
to ask eleven people how many years of schooling they
completed and got the following results, here is how the
researcher could proceed.

Jaime 14

Gina 20

Jorge 10

Susana 11

Carlos 16

Angela 9

Cindy 12

Roberto 12

Gabby 13

Mando 16

Diana 16

First, the data indicate that there are three people
with 16 years of education. There are more respondents in
that educational category, so 16 years is the mode. Next,
if the years are arranged in order, the result is: 9, 10, 11,
12, 12, 13, 14, 16, 16, 16, 20. The sixth number (13, cor-
responding to Gabby) is the median, because there are five
cases on either side. To obtain the mean, all the years are
added up (149) and divided by 11. That gives a mean of
13.5. If the years of education were collapsed into a table
that showed categories, some information would be lost,
but it would present the data in a way most people think
about education.

Education Level Frequency

< High School 3

High School 2

Some College 2

College or Higher 4

Judgments would have to be made, though, and in
some cases that might be tricky. One would have to
assume that people who reported fewer than 12 years of
education did not skip any grades and that all people who
reported 12 years actually received a high school diploma.
Unless the question were asked, one would not know if
someone obtained a GED. Similarly, one would have to
assume that those people who listed 16 years of education
received a college degree. The mode in this case would be
college or higher.

SEE ALSO Central Tendencies, Measures of; Mean, The;
Standard Deviation; Statistics
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MODE OF
PRODUCTION
The term mode of production derives from the work of Karl
Marx (1818–1883), and the concept has played a signifi-
cant role in subsequent Marxist theory. Mode of produc-
tion refers to the varied ways that human beings
collectively produce the means of subsistence in order to
survive and enhance social being. Marx believed that
human history could be characterized by the dominant
modes of production. In this sense the term refers to a spe-
cific economic system. Marx was interested in doing two
things: providing an analytical framework for defining
specific modes of production and locating those modes in
terms of a theory of historical development. That being
said, he never developed these two points in a consistent
or systematic manner, and thus there are both ambiguities
and contradictions contained in his writings (not unlike
his treatment of social class). Nonetheless, the basic con-
tours of what he was getting at are clear.

RELATIONS AND FORCES OF
PRODUCTION

Any particular mode of production is the result of the dis-
tinctive articulation of a system that involves specific rela-
tions of production and forces of production. The
relations of production define specific social relations
predicated on the mode of appropriation of surplus labor
and a specific institutionalized practice concerned with
the distribution of the means of production. Social rela-
tions are primarily defined in terms of social classes, which
form the basis of the structural system that regulates
human relationships. These relations become codified in
law and in more general terms legitimated by the hege-
monic ideology. Forces of production define the labor
process itself wherein raw materials are transformed into
determinate products. Factors that affect the forces of pro-
duction include raw materials, the personal activity of
people (labor), and the instruments used to transform raw
materials into products. Of particular note in assessing the
level of development of the forces of production is the

Mode of Production
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nature of the technologies, machines, and scientific
advances being deployed in the productive process.

While the forces of production and relations of pro-
duction together constitute the economic structural base
of a particular mode of production, the political and ide-
ological institutional apparatus shapes its superstructure.
One of the enduring problems in deciphering Marx’s
understanding of the relationship between the economic
base and the superstructure is that at times he lends cre-
dence to both those who positively depict his theory of
economic determinism and those who critically accuse it.
These internal contradictions are reflected in the subse-
quent historical development of Western Marxism, where,
for example, the leaders of the Third International offer a
decidedly economistic version of Marxism while Antonio
Gramsci (1891–1937), Georg Lukács (1885–1971), and
members of the Frankfurt School accord considerable
autonomy to culture. Marx devoted considerably more
attention throughout his work to the economic base and
comparatively less attention to the superstructure, which
accounts in part for the difficulty in deciphering how he
understood the relationship between the two. Despite
these rather different emphases, few would object to Louis
Althusser’s (1918–1990) position, which accords relative
autonomy to the superstructure while arguing that in the
last instance it is economic factors that are most determi-
native in either perpetuating any particular mode of pro-
duction or setting the stage for the emergence of a new
mode of production.

HISTORY AND STAGES OF
DEVELOPMENT

Marx used the concept of modes of production as a clas-
sificatory tool to describe and differentiate various eco-
nomic systems in historical terms. He also used it,
problematically as it turns out, to account for historical
materialism’s dialectical stages of development. As with his
analyses of class structure, he did not offer a consistent
portrait of the number of modes of production that can be
found throughout human history. He employs different
terminology in different passages and it is not always clear
whether some terms are meant to be synonyms for, sub-
sets of, or qualitatively distinct from other terms. Thus,
one can find the following adjectives used at various places
to describe modes of production: communal, simple
property, independent peasant, state, slave, ancient, feu-
dal, capitalist, socialist, and communist. That being said,
most subsequent commentators have identified four
modes of production that are the most developed in
Marxist thought: Asiatic, slavery/ancient, feudalism, and
capitalism. These are examples of class societies and as
such need to be located in terms of Marx’s threefold
schema of history, which involves the movement from the

pre-class societies characteristic of the earliest human soci-
eties that existed before recorded history to the class soci-
eties of which these four are the most significant, and
leading in the future (whether Marx thought this was
inevitable or merely a potentiality is open for debate) to a
post-class society that was variously identified as socialism
or communism. Of particular note is the fact that the
Asiatic mode of production stands not simply geographi-
cally apart from the other types, which can be identified
with stages of European history, but as a distinct civiliza-
tion. Marx thought that the Asiatic mode existed in soci-
eties that were historically static, lacking the class
consciousness and conflict necessary for development to
occur. External factors would be required to effect change.

Marx’s primary focus was on class societies, and in
particular on capitalism. Indeed, it is fair to say that his
major preoccupation, certainly during the mature period
of his life that commenced when he settled in London,
was on understanding the particular characteristics and
contradictions of the capitalist mode of production. On
the other hand, he had comparatively little to say about
pre-class and post-class societies. Although both modes of
production can be characterized as communistic, he dif-
ferentiated them, referring to the former as primitive com-
munism. The post-class mode of production he wished
for did not entail a return to the former state of commu-
nism; rather, it represented a qualitatively new mode of
production, but one that was indebted to the unleashing
of industrial productive forces brought about by capital-
ism. In other words, in the general thrust of his work, it
was clear that communism was only possible once the
productive forces of capitalism had been unleashed and
developed. For Marx, the difference between the two was
that pre-class societies were defined in terms of an undif-
ferentiated unity, while the communism of the future
would find a new form of societal unity predicated on dif-
ferentiation. What he had in mind was something akin to
Émile Durkheim’s (1858–1917) portrayal of the division
of labor in society, with pre-class society being an instance
of mechanical solidarity and post-class society a case of
organic solidarity.

Marx, the advocate of communism, wrote very little
about what such a mode of production would look like,
contending that its particular contours would be the
product of those who create it. His unwillingness to
describe communism, aside from stressing that it entailed
abolishing private ownership of the means of production,
was in part intended to contrast his work to that of those
he dubbed “utopian socialists.” He faulted them for fail-
ing to see the historical connections between capitalism
and communism and for simultaneously being inattentive
to the significance of social classes and to class conflict.
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In various works, Marx discusses the importance of
class divisions in the Asiatic, ancient, and feudal modes of
production. Marx accorded a privileged role to social
classes, and in so doing downplayed the significance of
other key divisions, such as gender and race. While any
specific mode of production would be characterized by an
ensemble of different social classes, in all class societies,
two would be central: the economically dominant class
that wields control and ownership of the means of pro-
duction, and the class that most directly confronts the
dominant class in an antagonistic relationship. Thus, at
the introduction to The Communist Manifesto (1848)
Marx and Engels depict all of (recorded) history as entail-
ing class conflict, pitting master against slave in the
ancient mode of production, lord against serf in the feu-
dal mode, and capitalist or bourgeoisie against the worker
or proletariat in capitalism.

Marx attempted, with rather limited success, to
explain the transition from one mode of production to
another. He saw two factors at work—the development of
the forces of production and class conflict—but they are
not adequately integrated into a coherent theory of social
change. This is evident in his treatment of the transition
from feudalism to capitalism, which generally fails to take
into account the class struggle between the two key classes
involved. Instead, he discusses such matters as population
growth, the advent of European colonialism, and new
techniques of warfare. Quite correctly, peasant revolts are
not seen as a significant factor in the demise of feudalism.
Neither is the development of productive forces.

CAPITALISM

The primary focus for Marx was capitalism itself, and he
was less interested in explaining its rise than in offering an
account of how it worked and where it was headed. In this
regard, he argued that built into capitalist economies is a
necessity on the part of capitalists to constantly revolu-
tionize the means of production. In this regard, he viewed
capitalism as a progressive, and indeed revolutionary, eco-
nomic system. At the same time, however, it could only
function by exploiting and alienating the worker, thereby
creating an inherently conflict-ridden relationship. In this
mode of production, the worker was not only perceived as
oppressed by the capitalist, but was also seen as an agent
of the social change that could lead to the emergence of
the communist mode of production. This would occur
only if a class-conscious proletariat organized successfully
to challenge and overthrow the domination of capital.

As with his understanding of the dialectical character
of historical change, Marx’s claim that the proletariat was
a universal class derived from his reinterpretation of
Hegelian theory. According to Marx, what made the pro-
letariat a universal class was that it had no interest in pre-

serving itself as a class, and as such it had the capacity to
act in the interests of society as a whole. When the prole-
tariat acts in its own self-interest in challenging the capi-
talist class, it is not to strengthen its position within
capitalism, but to eliminate itself as a class by eliminating
the socially antagonistic or contradictory class relations
that characterize capitalism.

More than a century after Marx’s death, the emer-
gence of a classless society has not been realized. Attempts
to forge classless economic systems that arose out of soci-
eties that at the moment of revolution were not capital-
ist—Russia and China—failed in that attempt. Whether
this means that Marx, despite his own efforts to resist it,
actually succumbed to utopianism is an open question.
What is clear is that at this particular historical juncture
capitalism remains hegemonic. That being said, it is too
early to determine whether the “new class” (composed of
managers, professionals, and the intelligentsia) will chal-
lenge its hegemony and whether capitalism’s crisis tenden-
cies can in the long run be overcome.

SEE ALSO Althusser, Louis; Anderson, Perry; Bourgeoisie;
Capitalist Mode of Production; Class; Class Conflict;
Conjunctures, Transitional; Exploitation; Feudal Mode
of Production; Forces of Production; Frankfurt School;
Gramsci, Antonio; Lukacs, Georg; Managerial Class;
Marx, Karl; Marxism; New Class, The; Slave Mode of
Production
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MODEL MINORITY
On January 9, 1966, sociologist William Petersen pub-
lished “Success Story: Japanese American Style” in the

Model Minority
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New York Times Magazine. Petersen asserted that by dint
of their cultural resilience, Japanese Americans had saved
themselves from the fate of “problem minorities.” A few
months later, US News and World Report weighed in with
an article about Chinese Americans entitled “Success
Story of One Minority in the US” (December 26, 1966).
This latter article opened with an explicit comparison
between different minority groups: “At a time when it is
being proposed that hundreds of billions be spent to uplift
Negroes and other minorities, the nation’s 300,000
Chinese Americans are moving ahead on their own.” As
with Petersen’s article, this one pointed to the importance
of family values and Chinese cultural traditions, for “[s]till
being taught in Chinatown is the old idea that people
should depend on their own efforts—not a welfare
check—in order to reach America’s ‘Promised Land.’” In
1971 Newsweek published “Success Story: Outwhiting the
Whites” (June 21), which called to task not only non-
Asian minorities, but also white Americans for their fail-
ure to keep up with Asian immigrants into the United
States, whose cultural traditions more closely matched
those that had historically pushed Northwestern Europe
into world dominance. Not for nothing did Fortune label
Asian Americans a “Super Minority” (November 1986).

In the century that preceded Petersen’s article little
augured the birth of the “model minority” stereotype.
White supremacists routinely reviled Asians, who were
seen alternatively as deviant (opium smokers and sexual
predators) or as coolies (who would lower the wages of
white Free Labor). In sum, as Lothrop Stoddard, the
author of The Rising Tide of Color against White
Supremacy, put it in 1920, the “obviously dangerous
Oriental” had to be barred from entry into the United
States because Asians posed “the greatest threat to Western
Civilization and the White Race.” This view was held not
only by white supremacist elites, it was also the position of
the leading trade union association (the American
Federation of Labor or AFL) and its leader (Samuel
Gompers). In 1882 the U.S. Congress passed the Chinese
Exclusion Act, which was defended in 1902 by Gompers
in a coauthored book, Some Reasons for Chinese Exclu-
sion: Meat vs. Rice; American Manhood against Asiatic
Coolieism: Which Shall Survive? Originally published by
the AFL, the book was republished a few years later by the
Asiatic Exclusion League. In 1905, at its 25th Annual
Convention, the AFL argued that the “American working-
man” had enough to deal with “without being required to
meet the enervating, killing, underselling and under-liv-
ing competition of that nerveless, wantless people, the
Chinese.” Such being the historical attitude toward the
Chinese and Japanese, it is not a surprise that both peo-
ples faced immense immigration restrictions after 1924
and that the latter were interned during World War II.
From the birth of the American Republic to 1966, Asia’s

people represented a Yellow Peril, needed for its labor, but
reviled.

What changed, then, in the mid-1960s? Between
1964 and 1965, the U.S. Congress passed three central
pieces of legislation. After a century-long struggle, the
civil rights movement achieved partial victories with the
passage of the Civil Rights Act (1964) and the Voting
Rights Act (1965). Both laws cut down Jim Crow segre-
gation, but neither promised the fullness of freedom
demanded by the movement. In his important Report 
on the Black Family (1965), President Johnson’s assistant
Daniel Patrick Moynihan registered the manner in which
the movement digested its victory. Quoting the sociologist
and Moynihan associate Nathan Glazer, the report
asserted that the “demand for economic equality is now
not the demand for equal opportunities for the equally
qualified; it is now the demand for equality of economic
results.” Rather than simply seeking equality of opportu-
nity, the disenfranchised had begun to demand “equality
of results, of outcomes.” A move in this direction threat-
ened to undermine the hierarchy of class and the justifica-
tion for its persistence in a liberal democracy. It would
inevitably lead to uncomfortable questions: What makes
some rich families remain rich, and why is it that the bulk
of rich families are also white?

The third Congressional bill, the Immigration Act of
1965, enabled the emergence of a novel theory of persist-
ent inequality. The U.S. Congress reversed the prohibi-
tions against Asian immigration, and now welcomed
thousands of people who had received advanced technical
training in places such as India and China. The “state
selection” of the 1965 Act that allowed only highly edu-
cated migrants to enter the country provoked a reconsid-
eration of Asians on “natural selection” lines: If it was state
policy that transformed the demography of Asian
America, it was a stereotype of their culture that was used
to account for their success. The new “model minority,”
the Asians, became a useful bludgeon against the “prob-
lem minorities.” Inequalities within the Asian American
community and racism faced by Asians disappeared from
the frame of reference, just as the putative recalcitrance of
Latinos and blacks became part of the Asian American
story. In this way the myth of the “model minority” aided
the perpetuation of racism in the post–civil rights era.

Asians were not the only ones represented as a “model
minority.” In December 1964 Nathan Glazer published
an essay in Commentary entitled “Negroes and Jews: The
New Challenge to Pluralism.” Noting the “shift of Negro
demands from abstract equality to group consideration,
from color-blind to color-conscious,” Glazer argued that
the new demands of the civil rights movement are anath-
ema not only to American values, but also to “model
minorities” like the American Jews. Long reviled by the
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U.S. power structure, Jews, like Asians, became acceptable
as beneficiaries of the post–civil rights form of racism that
lifted up the “model minorities” as a weapon against the
“problem minorities.” When conflict over community
schools erupted in New York City in 1967, the concept of
the exemplary Jewish American was used in much the
same way as notions of the Asian model minority would
later be used. Black and Puerto Rican students demanded
to be taught not only by “white” teachers, but also by
black and Puerto Rican teachers. As it turned out the
“white” teachers in Ocean Hill-Brownsville were Jewish
Americans, who in turn became pawns in a reconfigura-
tion of Jewish liberalism that saw it shift toward neocon-
servatism.

In his 1964 article, Glazer argued that Jewish
Americans benefit as the “model minority” because their
interests “coincide with the new rational approaches to the
distribution of rewards.” In other words, so long as educa-
tional institutions are equally endowed, justice can be
achieved through a color-blind system based on merit.
Those minorities that can do well in such a system,
because of family cultures that promote educational
achievement, are model. In this conception, all historical
advantages and disadvantages (such as those derived from
immigration policy) are ignored.

Three ideological streams work together to absolve
U.S. society from the perpetuation of inequality: multi-
culturalism (which promotes bureaucratic diversity and
claims to value all “cultures” equally), colorblindness
(which promotes individual advancement through merit),
and the notion of the “model minority” (which demon-
strates that some cultures are superior after all, and it is for
this reason that certain “races” succeed in a colorblind
merit system). Together these enable the reproduction of
inequality and the perpetuation of the American ideology
of “fairness” and “justice.” The “model minority” myth,
therefore, plays a crucial role in post–civil rights racism.

Of course, the social power of the “model minority”
myth was strengthened when upwardly mobile Asians and
Jews adopted its tenets to further their own advancement.
As opportunities opened up, those with saleable skills and
with modest amounts of capital mobilized the constella-
tion of ideas around the myth to gain some leverage over
a political economy still shaped by white supremacist cul-
tural expectations. In other words, the myth was largely
adopted by upwardly mobile sections of minority groups,
who found it valuable in gaining entry into the higher
rungs of the class structure. Scholars of those who are not
able to ascend the ladder afford us with empirical proof of
the fallacy of the model minority myth. They also demon-
strate the ways in which the myth occludes the existence
of working class Asians and Jews (Stacey J. Lee 1996). The
myth also prevents us from fully grasping the interaction

between Asian and Jewish small merchants and the
African American and Latino working poor (Jennifer Lee
2002; Kim 2000; Prashad 2001).
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MODEL SELECTION
TESTS
Statistical inference and forecasting, widely used in all of
the sciences, are usually based on a statistical model. Yet,
the specification of an appropriate statistical model is a
difficult problem that has yet to be satisfactorily solved.
Model building is as much an art as a science. All statisti-
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cal models are necessarily false, and their usefulness is
their ability to provide the best approximation to the
“true” model. A summary of the complementary
approaches used in this important problem of model spec-
ification is provided below.

THEORY AND SAMPLE DATA

The conceptual approach is based on the use of subject
matter theory in the specification of a model. However,
there may be many competing theories leading to many
alternative models. The many different macroeconomic
models are an example. In other situations, theory may
provide little, if any, information on model specification.
For example, dynamic modeling theory typically provides
little information on the dynamic relations among 
variables.

Another source of model specification is the data.
Previously unknown relations between variables can be
suggested from the data. An example is given by the
Phillips curve relation in macroeconomics.

STATISTICAL APPROACHES:
HYPOTHESIS TESTING

The problem of model specification can also be addressed
using statistical hypothesis testing. In this approach, the
comparisons are generally between two competing mod-
els. If the two models are nested—that is, one model can
be obtained as a special case of the other by specifying
appropriate restrictions—standard hypothesis tests can be
used to choose between the two models. Although easy to
implement, this approach can be problematic. First, the
significance level of the test is an arbitrary choice that can
affect the conclusion. Also, using the conventional 5 per-
cent level of significance, the null hypothesis has an
advantage over the alternative hypothesis.

In situations where two models are nonnested, an
artificial compound model can be formulated that
includes both rival models as special cases, and then the
above nested testing procedure can be applied. Common
examples include the J-test of Russell Davidson and James
MacKinnon (1981) and the D. R. Cox test (1961). Both
the J and Cox tests can be generalized to situations where
there are more than two models. However, these tests
include the additional possibility that one accepts or
rejects both models. In the hypothesis testing approaches,
the order of testing is important and can and usually does
affect the final outcome. Thus, two different researchers
with exactly the same models and data can arrive at differ-
ent conclusions based on different orders of testing and
significance levels.

SELECTION CRITERIA

An alternative statistical approach to model specification
is to construct a metric M, which measures the deviation
of the data from the model. Model selection criteria have
been devised to help choose the “best” model among a
number of alternative models on the basis of the sample
information. Both nested and nonnested models can be
compared, and all models are treated symmetrically.
Model simplicity and goodness of fit are both taken into
account in choosing a “best” model. The principle of par-
simony is an important requirement in modeling and
forecasting. It is only worthwhile to adopt a more com-
plex model if that model does a substantially better job of
explaining the data than some simpler model.

The most commonly used selection criteria are the
Akaike information criteria (AIC) introduced by Hirotugu
Akaike (1969); the Schwarz information criteria, also
known as the Bayesian information criteria (BIC), intro-
duced by Gideon Schwarz (1978); and the final prediction
error criteria (FPE), introduced by Akaike (1970). All
three criteria, along with the conventional adjusted R-
squared criteria (written as a function of the S2), can be
written as;

where SSE = the sum of squared residuals in the sample,
TSS = the total sum of squares of the dependent variable
Y, T = the sample size, and K = the number of parameters
in the model.

The goal is to choose the model that minimizes the
chosen criteria. The difference among the criteria is in the
penalty factor, which multiplies the common goodness-
of-fit term SSE/T. This penalty factor for model complex-
ity is a function of the number of parameters k and sample
size T. These criteria can be used for all data types; how-
ever, the sample period T must be the same for all models
considered. In realistic samples (T > 8), the ranking of
these criteria is S2 < FPE < AIC < BIC. Thus, BIC penal-
izes complex models the most, while the adjusted R-
squared statistic penalizes complex models the least.
Unlike the other three criteria, the adjusted R-squared sta-
tistic is not based on the explicit consideration of a loss

(5) R 2 
� 1 �((T � 1)(S2)/TSS)

(4) FPE 
� � �SSE

T � �T � k
T � k

(3) BIC 
� � � T k /TSSE

T

(2) AIC 
� � � e2k/TSSE

T

(1) S2
 � � � ��SSE T

T T � k
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function and is a poor choice, leading to models that are
too complex.

Other selection criteria are available based on similar
theoretical arguments, and in theory one can go on
inventing new criteria indefinitely using this approach. If
all the criteria achieve a minimum for the same model,
then we have a unique choice for the “best” model. In sit-
uations where the criteria choose different models, one
must proceed with caution. Of the four criteria described
above, only the BIC criterion is consistent. For the BIC
criteria, the probability of choosing the best approxima-
tion to the true model approaches 1 as the sample size
becomes infinitely large. The other criteria will tend to
choose models that are too complex in large samples.
However, small sample property considerations imply that
the BIC criterion tends to choose models that are overly
simplistic in small samples. Both Monte Carlo evidence
and small sample considerations have shown that the AIC
is a better choice than the SIC. The amount by which the
model selection criterion differs across models has no
meaning, thus any monotonic transformation can also be
used. A common choice is the logarithmic transforma-
tion. Generalized versions of these selection criteria are
also available to compare multivariate models.

An alternative approach is to split the data into an in-
sample and out-of-sample period and evaluate and com-
pare the out-of-sample forecasting performance of the
different models. This approach provides an independent
check on the specification of the model suggested by the
in-sample period. These different approaches to model
selection serve only as an aid. Recall that one is choosing
the best model in the set of models considered; thus a bet-
ter model may exist outside of those considered. Also, in
some situations it may be advisable to carry more than one
model forward.

SEE ALSO Distribution, Normal; Hypothesis and
Hypothesis Testing; Instrumental Variables Regression;
Loss Functions; Monte Carlo Experiments; Properties
of Estimators (Asymptotic and Exact); Regression;
Specification Error
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MODELS AND
MODELING
Social sciences rely increasingly on modeling as a result of
their mathematization, the overall computerization of sci-
ence, and the increase of available data. Once dubbed the
“hermeneutic sciences,” the social sciences now resemble
more than before the natural sciences, in which model
building, testing, and comparison occupy a central role.
In this development, economists have undoubtedly been
pioneers among the social scientists: Since World War II,
model building has become the main practice of econo-
mists. What is more, the various modeling methods
adopted and developed by economists have disseminated
to other social sciences. Especially, political scientists have
been inspired by the rational-choice style of modeling and
the associated mathematical techniques used by econo-
mists (see Morton 1999). Sociologists have, however, pre-
ferred statistical modeling, being rather skeptical about
modeling social phenomena in abstract mathematical
terms (Edling 2002).

Interestingly, although social scientists use in their
modeling activities the same kinds of mathematical and
statistical tools that natural scientists use, they often see
models in a different light than do natural scientists.
Whereas for social scientists models tend to be highly
abstract and even unrealistic depictions of their target sys-
tems, both natural scientists and philosophers have tended
to appreciate the concreteness of models as opposed to the
theory. This contrast between the attitudes of social and
natural scientists is partly explained by the fact that with
models, social scientists often refer to what they call “for-
mal” or “mathematical models,” which seem hopelessly
plain and simple in comparison to the social phenomena
they aim to explain. Although by “formal models” social
scientists usually mean “mathematical models,” a model
need not be mathematical to be formal. Any model that is
presented symbolically or diagrammatically, allowing one
to manipulate the model in order to obtain different
results or predictions, can be regarded as formal. A good
example of formal but not mathematical models is pro-
vided by chemical formulas (such as H2O for water).

Models and Modeling
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Several philosophers, especially adherents to the semantic
conception of theories (see below), distinguish between
“abstract models” and the mathematical means used to
express them. From their point of view, a set of mathemat-
ical equations, that is, what frequently is called a “mathe-
matical model” by social scientists, actually should not be
regarded as a model, but rather the abstract entity to
which these equations refer.

Generally speaking, the most conspicuous feature of
scientific models is perhaps the variety of the forms and
functions they may take in scientific endeavors. The
things called “models” in science make up a truly hetero-
geneous group: They can be diagrams, physical three-
dimensional things, mathematical equations, computer
simulations, model organisms, or even laboratory popula-
tions. Apart from explanation and prediction, models are
used for heuristic purposes and as a tool for theory con-
struction. Moreover, it is typical of modeling that models
are often employed to explore the implications, dynamics,
or internal consistency of multiple theoretical assump-
tions. Models can also be used as “proofs” of various the-
oretical possibilities.

Examples of well-known theoretical models in eco-
nomics and political science include the Heckscher-
Ohlin-Samuelson model, which is a general equilibrium
mathematical model of international trade; the Hicks-
Hansen IS-LM model, which summarizes some major
features of Keynesian macroeconomics with the help of
two curves; the Edgeworth-Bowley diagram, which is a
geometric device defining efficient allocations in exchange
situations; and the Hotelling-Downs model of two-party
competition, which predicts that candidates converge to
the policy preferred by the median voter. What is remark-
able about these models (and is reflected, in fact, by their
names) are the long histories during which they have been
developed and extended by several authors. These exam-
ples exemplify also other typical features of models: their
didactic value, for which the IS-LM model is especially
famous, and the applicability of models as general tem-
plates to very different kinds of problems. For instance,
the Edgeworth-Bowley diagram has been used for analyz-
ing various kinds of situations in economics: consumers in
exchange, production decisions of firms, welfare ques-
tions, and so on. The Hotelling-Downs model has in turn
traveled from economics to political science, in which
instance the original geographical dimension of the model
has become merely metaphoric.

Theoretical models in the social sciences are tested
either through experimentation or by estimating them by
statistical methods. Often, though, the empirical models
in the social sciences are based on informal theoretical rea-
soning, not having a formal model as a starting point.
Apart from testing, integrating data, and guiding further

observation and theory construction, empirical quantita-
tive models are also constructed for predictive purposes.
The statistical techniques used for predictive analysis can
be grouped into different regression techniques widely
used by econometrics and machine-learning approaches
that originate from the research on artificial intelligence.
Sharing characteristics of both theory and experiment,
computer simulation offers an alternative to traditional
mathematical modeling in that it allows theoreticians to
experiment with more complex theoretical models than
what is possible if the models are required to be analyti-
cally solvable. Moreover, the possibility provided by mul-
tiagent simulation models of exploring the emergence of
macro-level behaviors from the interactions of micro-level
entities in some environmental contexts seems attractive
from the social science point of view.

Given the multiplicity of models and their uses in sci-
ence, it has been difficult to explicate what kind of enti-
ties models are and how they give us knowledge. Two
different philosophical approaches to models can be dis-
cerned in the literature. On one hand, there have been
attempts to establish, within a formal framework, what
scientific models are: The earlier, syntactic view of theories
and the prevailing semantic approach to models are both
attempts of this kind. According to the syntactic view, the
task of a model was to provide an interpretation to a skele-
tal axiomatized theory “in terms of more or less familiar
conceptual or visualizable materials” (Nagel 1961, p. 90).
The syntactic view was contested by the semantic concep-
tion of theories, which replaced the syntactic formulation
of a theory with a theory’s models. According to the
semantic conception, theories are not assemblages of
propositions or statements, but rather assemblages of
models, which are taken to be structures that are defined
by the use of suitable logico-mathematical language.

On the other hand, issues such as scientific reasoning,
scientific discovery, and theory change have prompted
philosophers to focus on the role and place of models in
scientific practice (see Hesse 1966). Continuing this line
of work, Margaret Morrison and Mary Morgan (1999)
have suggested that models should be understood as inves-
tigative instruments that mediate between theory and data
because of their autonomous nature. The autonomous-
ness of models is due to their heterogeneous construction:
Apart from theoretical notions and empirical data, they
may contain also analogies, mathematical techniques, styl-
ized facts, and policy views (Boumans 1999). As Morrison
and Morgan stress that through the work of constructing
and manipulating models we learn from them, their
approach provides a starting point for treating models also
as productive things, instead of attributing their cognitive
value only to representation (Knuuttila 2005).
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Indeed, the epistemic value of models has tradition-
ally been assigned to representation. It has been claimed
that models give us knowledge to the extent that they rep-
resent accurately their target phenomena. This has proven
problematical, especially for the social sciences, because
we usually already have some kind of preunderstanding of
the social reality—which may not match with the theoret-
ical representations of it. Of all the social sciences, eco-
nomics, whose mathematization started already in the
nineteenth century, has been most ridden with this prob-
lem. The most persistent philosophical problem of eco-
nomics has concerned the “realisticness” of economic
theories and their basic assumptions. The issue has been
whether such assumptions as utility maximization, perfect
information, and perfectly competitive markets “are (‘too’)
unrealistic or (‘sufficiently’) realistic,” or whether that
should matter at all (Mäki 1994, p. 236). Famously, the
1974 Nobel prize winner in economics, Milton Friedman,
has claimed that the “unrealism” of the assumptions of
economics does not matter because the goal of science is
the development of hypotheses that give “valid and mean-
ingful” predictions about phenomena (Friedman 1953).
To economists themselves, however, the basic assumptions
do seem to matter—being a subject of continued discus-
sion—and thus the question is how to defend them.

Uskali Mäki has suggested that economists practice a
“method of isolation,” in which a set of elements is theo-
retically removed from the influence of other elements in
a given situation with the help of idealizing assumptions
(Mäki 1992). Consequently, a theory may be true even if
it is partial and involves idealizations, if it has succeeded
in representing the workings of the isolated causal factors
in a right way. Robert Sugden (2002) denies that eco-
nomic models are made by abstracting key features of the
real world. He treats economic models as (more or less)
“credible worlds” whose relation to the real world is estab-
lished by inferential reasoning. Moreover, he claims that
we compare model systems to real systems in much the
same way as we compare two real systems to each other.
What the two approaches have in common is that they
both conceive of economic modeling as devising plausible
causal mechanisms that might produce the observable
phenomena.

SEE ALSO Economics; Friedman, Milton; Game Theory;
Heckscher-Ohlin-Samuelson Model; Ideal Type; IS-LM
Model; Mathematics in the Social Sciences; Mundell-
Fleming Model; Philosophy of Science; Positivism;
Realism; Samuelson, Paul A.; Social Science
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Tarja Knuuttila

MODERATES
In the broadest and most general usage, moderates are
defined by their opposition to radicalism, extremism, and
fanaticism. Moderates value calm, continuity, consensus,
tolerance, and stability. They are satisfied with the present
condition of society but may agree that specific areas are
in need of improvement. Proposals for change disruptive
to society, though, are to be avoided. Persons who take the
middle position in politics do not consider themselves to
be either left or right on the political spectrum, although
some may identify themselves as either moderate conser-
vatives or moderate liberals.

Called variously the political center, the middle-of-
the-road, the mainstream, the middling way, or the juste
milieu, moderation is an inherently provisional and prob-
lematical category of thought. Moderates profess no spe-
cific body of philosophical principles and pride
themselves on making decisions based solely on pragmatic
considerations. Their political positions, hence, tend to
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follow the shifts in the political culture. A moderate stance
on universal health care in socialist Sweden, for example,
may be rejected as extreme in the more free market–ori-
ented United States. Complicating even further the prob-
lem of definition is the fact that no intellectual histories of
moderate thought, comparable to Russell Kirk’s The
Conservative Mind (1953) or Kenneth Minogue’s The
Liberal Mind (1963), have been written.

In moral thought, the moderate pursuit of one’s
pleasures is generally hailed as a virtue. Since Homeric
times, the axiom “everything in moderation, nothing in
excess” was a cardinal principle in Greek moral thinking.
The “golden mean,” Aristotle (384–322 BCE) taught,
should be the guiding standard for one’s conduct. The
ethical life, he explained in his Nicomachean Ethics, “is a
mean between two vices, the one involving excess, the
other deficiency” ([c. 350 BCE] 1908, bk. 2, chap. 9). He
did not believe, it must be stressed, that the individual
should be average or mediocre nor split the difference
between two competing vices. Nor did he imply that the
mean is always the best. In calculating the mean, persons
must consider what is appropriate for them within a par-
ticular situation. For example, a ten-dollar donation to a
worthy cause might be considered too much for a poor
person, but not enough for a wealthy individual. To
achieve “what is intermediate in passions and in actions,”
Aristotle admitted, “is no easy task.” Any person “can get
angry—that is easy—or give or spend money; but to do
this to the right person, to the right extent, at the right
time, with the right motive, and in the right way, that is
not for every one, nor is it easy; wherefore goodness is
both rare and laudable and noble” (bk. 2, chap. 9). Moral
virtues are not so much taught or learned as acquired by
proper upbringing. Society itself amounts to a vast educa-
tion project to teach its members how to live lives in the
middle. Encouraged by the presence of good models and
shared expectations, the Spoudaios, Aristotle’s person of
moral excellence, habitually chooses to pursue his or her
pleasures in moderation.

Moderation in politics, on the other hand, is not
always universally praised nor rewarded with success.
Political parties attempting to stake out moderate posi-
tions during times of revolutionary upheaval often suffer
at the hands of extremist groups. The Girondins and
Feuillants, for example, voiced moderate republican views
during the French Revolution (1789–1799) but were bru-
tally suppressed during the bloody Reign of Terror by
their more radical adversaries, the Jacobins. The
Mensheviks envisioned a moderate bourgeois democratic
revolution in Russia in which they would take part in a
democratically elected socialist government. They were
opposed by the more radical V. I. Lenin (1870–1924) and
the Bolsheviks, who imposed the “dictatorship of the pro-
letariat.” After losing a power struggle for control of the

party, the Mensheviks were declared illegal in 1921. Its
members either fled Russia or were liquidated. As Vincent
E. Starzinger notes in his The Politics of the Center, the pol-
itics of moderation “is least realistic where it is most rele-
vant, and most realistic where it is least relevant.” In
societies torn by extreme political divisions, “the center
will very likely be pulverized from both sides and driven
to futile negativism. On the other hand, commitment to
the center is likely to be a fairly realistic enterprise where
the political left and right both stand within the same
value consensus” (1991, p. 16).

Moderates are often condemned by their critics as
trimmers, opportunists, or persons who lack the courage
of their convictions. Leftists denounce moderates as
defenders of the status quo who impede beneficial reforms
for the poor and oppressed. Right-wingers, for their part,
think that moderates and liberals are ideologically indis-
tinguishable. Stung by relentless accusations of extremism
during his campaign for the Republican presidential nom-
ination, Senator Barry Goldwater (1909–1998) ques-
tioned whether moderation is always the best policy:
“Extremism in the defense of liberty is no vice,” the con-
servative candidate famously declared in his nomination
speech to the 1964 Republican National Convention,
“and let me remind you also that moderation in the pur-
suit of justice is no virtue.”

Embracing extremism, though, is not generally
regarded as a winning strategy in American politics.
Especially in national and statewide elections, successful
candidates typically tack toward the political middle. The
Framers consciously designed the American Constitution
to favor moderate outcomes. After noting in “Federalist
No. 10” (1787) that the greatest danger to stability and
order is “the violence of faction,” James Madison
(1751–1836) argued that among the many advantages of
the Constitution were the institutional mechanisms it
provides for controlling the harmful effects of factional
strife. Madison hailed a system of functional checks and
balances, federalism, and representative government as
salutary remedies “for the diseases most incident to repub-
lican government.” Madison favored an extended com-
mercial republic covering a vast territory and population.
“Extend the sphere,” he argued, “and you take in a greater
variety of parties and interests; you make it less probable
that a majority of the whole will have a common motive
to invade the rights of other citizens,” or, in the event that
such a motive exists, sufficient impediments would exist
to block its realization.

Moderation, then, is not an ideology but a mentality,
a temperament, a frame of mind, a strategy that one
brings to the theory and practice of politics.

SEE ALSO Left and Right; Philosophy, Political
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W. Wesley McDonald

MODERNISM
It is helpful to distinguish between “modernism” and that
which is “modern.” What is known as “modern” is that
which is in step with the times, or not so far out of step as
to have vanished from cultural memory. A list of what is
“modern” would surely include automobiles and paved
roads, photography, electric lights, travel by rail and by air,
mass transit and mass production, the telegraph and tele-
phone and television, motion pictures, recorded sound,
and so on, whereas a butter churn or reading by candle-
light would not qualify.

Most of what is known as “modern” today had its
beginnings in one brief historical period of Western cul-
ture. Although there is some dispute over exact dates, the
“modern” period is generally held to extend from the third
quarter of the nineteenth century to the beginning of
World War II. During this timeframe there were over-
whelming changes in American lifestyles. From the land-
ing at Plymouth Rock until the 1920s, for instance, a
majority of Americans had taken their living in one form
or another from the land. By 1920 this had changed as
American society became more industrialized and moved
away from agrarian culture, changing into a mercantile
and commercial society, not to mention a metropolitan
one. The 1920 census reported that for the first time in
history, more Americans were living in urban environ-
ments than were living beyond them. The census sug-
gested as well that a new strata of society was well along in
its making. A “modern” middle class was developing as
people left the land and came to work in the industries of
major metropolitan areas, and this was an important
modification economically because they were one and all
consumers. The majority of Americans were earning their
livings from some form of mass manufacture, and their
buying power was likely to increase because higher wages
were available to those able to acquire the greatest indus-
trial skills. This, in turn, provided the chance to rise out

of the circumstances in which one was born, not just for
a few, but for the majority. Never before had a promise of
upward mobility been so widely extended. Never had the
American Dream seemed so American.

But it was coming at a price. Urban life was isolating.
Factory work was unfulfilling. Nothing seemed sacred
anymore. The result was a greater level of unhappiness.

The term modernism refers to the responses to this
period of turbulence and change. T. S. Eliot’s essay
“Tradition and the Individual Talent” (1919), for
instance, articulated the central challenges for those set-
ting foot in the modern era. Eliot warned the poets of his
generation they would have to put aside traditional poetic
forms and long-standing poetic techniques. Modern life
was so far removed from what earlier generations had
experienced, poets would have to abstract what was best
from the past, then find new forms of their own making
in which to articulate what it now meant to be human.
Most immediately, Eliot was calling for a break with the
nineteenth-century notion of metrics and rhyme. Still, the
implications of his call are far-reaching, for “Tradition and
the Individual Talent” also served as a challenge to verities
about human experience that dated back to the seven-
teenth century, or, more specifically, to the Age of
Enlightenment, when thinkers such as René Descartes
(1596–1650) broke with the mysticism and superstition
of the Dark and Middle Ages and held out the possibility
that human reason could, over time, gain a full under-
standing of our world and our lives. Foregrounding the
human capacity for reason—particularly the human
capacity for inductive and deductive thought—the Age of
Enlightenment posited a world that was subject to a
matrix of fixed principles, many of which remain the core
of the sciences today. If there were fixed principles to be
found at the core of the sciences, it stood to reason that
this was also true of all of human experience. Surely life
was comprehensible if only we could grasp the causal rela-
tionships at its center, properly sequence related events,
and so on.

But what if the world was not “fixed”? The mod-
ernists were suspicious. What if it was fluid, contiguous,
ever-changing, always a step or two ahead of what anyone
might grasp? What if we were losing our way? What if this
overriding faith in ourselves had left us now with nothing
to believe in? These were the questions modernist writers
were posing in their novels, particularly Marcel Proust
(1871–1922), James Joyce (1882–1941), and Virginia
Woolf (1882–1941) in Europe, as well as Ernest
Hemingway (1899–1961), William Faulkner (1897–
1962), and F. Scott Fitzgerald (1896–1940) in the United
States. None of these novelists rejected out of hand what
Enlightenment thought had achieved. The periodic tables
developed in the 1890s were valuable; clearly there were
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ways in which the world was fixed and stable. What mod-
ern experience was proving was just that being alive was a
more intricate matter than the Enlightenment had
allowed, the powers of science be hanged; to draw from
the Irish poet William Butler Yeats’s famous “The Second
Coming” (1920):

Things fall apart; the centre cannot hold;
mere anarchy is loosed upon the world …

The greatest novels of the modernist period are con-
cerned with remembrance and reconstruction. Work as
otherwise diverse as Proust’s Á la recherche du temps perdu
(1913–1927), Hemingway’s A Farewell to Arms (1929),
and Fitzgerald’s The Great Gatsby (1925) all deal with pro-
tagonists who are trying to organize the confusion of their
pasts into a coherent, viable text. They are doing their best
to take fragments of experience and place them in a mean-
ingful, causal sequence. That they can only make sense of
their lives through a process sure to falsify or otherwise
misrepresent some of what actually happened is a “given,”
but, for the modernist novel, that is the best one can do.
Everything is approximate. Everything is relative.
Meaning is in a constant state of flux, so, to make mean-
ing out of our experience is to reconfigure life into forms
simple enough to make sense of.

Proust’s novel is best known in English by its earliest
translated title, Remembrance of Things Past, but “In
Search of Lost Time” is a closer approximation to what
Proust seems to have had in mind. Both titles, though,
speak to the modernist experience, a concern with orga-
nizing experience into spatial, temporal patterns so that
they might be understood and appreciated. This is literally
the case in Woolf ’s To the Lighthouse (1927), in which one
of her protagonists, Lily Brisco, discovers that the ocean
scene she means to paint is so mutable it alters before she
can fix it on her canvas. To complicate matters, her per-
spective is mutable as well, she discovers. One can appre-
hend the scene, but never quite comprehend it before it
changes, or, a more daunting thought still, before Lily
changes herself.

For such modernists, this is true not just in art but in
all of life. The human mind is no match for a world so
contiguous and contradictory, so replete with fleeting
images, sounds, and sensations. In an attempt to affix
meaning, we actually make meaning. We are constantly
recapitulating our experiences, making them simpler than
we know them to be, forever fitting them into patterns of
our own very personal design.

When Henry Ford (1863–1947) introduced the $5,
8-hour workday in 1914 for the workers on his assembly
line in Michigan, he was recognizing the changes taking
place in the social fabric of the country. This was to be an
era of mass production, one in which more goods would

be made available to more people than had ever been
known throughout human history. But mass production
meant that the aesthetics of what was desired would have
to be carefully adjusted. For one thing, standardization of
a product would have to be accepted in the marketplace as
a virtue. Ford recognized that mass production was
dependent upon mass consumption bringing about “mass
taste.” Modern business practice would have to create a
consumer with predictable spending habits; it would have
to find ways to compensate those it employed and social-
ize them to both the boredom and rigors of “routinized”
labor, and a delicate balance would have to be struck
between the nation-state, large capital, and labor organi-
zations.

Modernist architects such as the Dutch Ludwig Mies
van der Rohe (1886–1969) and the French Le Corbusier
(1887–1965) realized that creating living and working
space in the cities of their day meant accommodating the
need for flexibility and easy modification. Architecture
had to be responsive to an incredible variety of diverse
experiences and ever-changing catalysts. But this would
have to be balanced against a host of conflicting demands.
Architects were being called upon by a powerful capitalist
agenda to design in ways that signaled permanence, that
were highly functional. If the freedoms and opportunities
of urban living often made life seem formless, even
chaotic, it was up to them to find new forms that might
bring order to bear. The more fragmented and fractured
and unstable life came to seem, the more they would have
to design with an eye toward historical continuity and col-
lective memory.

The French painter Marcel Duchamp (1887–1968)
rocked the art world in 1913 when his painting Nude
Descending a Staircase was displayed at the Armory Show
in New York City. One saw neither a nude nor a staircase,
but rather a dizzying series of fragments, one atop the
other, suggesting body parts in sequential motion—yet,
somehow, in no particular order. Other painters such as
Georges Braque (1882–1963), Paul Klee (1879–1940),
and Pablo Picasso (1881–1973) were working in a similar
vein, defying convention, thwarting long-standing aes-
thetics of artistic representation. It would be a mistake to
equate this with a rejection of the past, however. Much of
this modernist avant garde actually owed a significant
debt to “primitive” work from Egypt, Sumeria, China,
and, in Picasso’s case, to African art in general. Was it
meaningful to speak any longer of divisions between the
modern and the ancient, the East and the West, the avant
garde and primitive?

Surely it is not coincidental that at much the same
time Albert Einstein (1879–1955) was challenging
Euclidian geometry, James Joyce was challenging how a
novel should be written with his dizzying tour de force
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Finnegans Wake (1939). Neither is it coincidental that in
this same period, Béla Bartók (1881–1945), Alban Berg
(1885–1935), and Arnold Schoenberg (1874–1951) were
creating atonal musical scores that were calling into ques-
tion precisely what “music” was in general, and a “mod-
ern” music in particular. Nor is it coincidental that in this
same period economists such as John Maynard Keynes
were creating new economic models to fit the peculiar
demands brought about in the modern era as compro-
mises were being struck between fixity and stability on the
one hand, and the flux of global capitalism on the other.

All found themselves facing the overriding question
of modernism itself: How does one respond to an era so
unlike any other in the history of all humankind?
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Jay Boyer

MODERNITY
When Niccolò Machiavelli (1469–1527) undertook to
promote “new modes and orders” unlike those that had
previously existed, he was expressing a historical vision
that came to define modernity (from the late Latin moder-
nus, derivative of the classical Latin modo, meaning “just
now” or “in a certain manner”). This vision was one
shared in diverse ways by other founders of modernity
such as Francis Bacon (1561–1626), Galileo Galilei
(1564–1642), and René Descartes (1596–1650), as well
as world explorers of the period and leaders of the
Protestant Reformation. From politics and science to phi-

losophy and religion, an influential cadre argued for the
possibility of introducing an historical break as significant
as any that had preceded it, although they also often made
the case for this break as a kind of return to lost traditions
of antiquity.

That Machiavelli is considered a founder of a new
form of political science indicates the significance of this
vision for the social sciences. Indeed, modernity gave rise
both to the kinds of societies or social relations studied by
the field as well as to widespread notions about what it
means to practice science. Yet it is an ambivalent term.
Modernity can denote different historical periods and
phenomena, and it is celebrated and reviled for a variety
of reasons. It has multiple meanings that inform debates
about the human condition and the nature of the social
sciences. This is especially true at the dawn of what many
theorists describe as the “postmodern age.”

GENERAL FEATURES OF
MODERNITY

Three essential features of the modern era set it apart from
premodern ways of life. First, modernity refers to radical
societal changes, including the rise of democracies, the
spread of religious pluralism and secularization, the
European colonization of other parts of the world, the for-
mation of the bureaucratic nation-state and market
economies, increased social mobility and literacy, and the
growth of industrial society with all the attendant changes
in working conditions. Modernity is characterized by
advanced technoindustrial society, which has brought
gains in material well-being primarily to the developed (or
modernized) parts of the world. Indeed, a central motif of
modernity is the notion of unlimited progress. Yet it is also
characterized by uniquely modern problems such as the
environmental risks associated with technologies. Many
social theorists argue that the emerging knowledge or
information age constitutes a novel, postmodern society.

Second, modernity is characterized by a growing
emphasis on reason and experience, which speaks to the
rise of modern science and technology. Most importantly,
modern science altered what it means to know. In the 
prologue to the never-completed work The Great
Instauration, Bacon first made the radical argument that
“human knowledge and human power meet in one.”
Complaining of the vain speculations of earlier philoso-
phers, Bacon argued that knowledge should lead to “the
conquest of nature for the relief of man’s estate” (Novum
Organum, 1620, LII). Unlike the ancients, for whom the-
ory was about things eternal, modern thinkers promoted
a more practical science concerned with altering the
changeable. This alliance between knowing and changing
the world is rooted in the modern subject/object dualism
first articulated by Descartes.
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Third, modernity ushered in new understandings of
the human self and political community, which reflected
and conditioned these social and cultural changes.
Modern theorists such as Thomas Hobbes (1588–1679)
and Immanuel Kant (1724–1804) conceptualized the self
as a reflexive, autonomous, and rational will, freely choos-
ing its ends and projecting its values onto an indifferent
nature that is void of purpose. Political association is cast
less as the common pursuit for higher ends (the “perfec-
tionism” of ancient political theorists) than as procedures
for adjudicating demands within a framework of individ-
ual rights and freedoms. C. B. Macpherson named this
political aspect of modernity “possessive individualism”
(1962).

SPECIFIC MEANINGS OF
MODERNITY

Modernity should be set within specific contexts, insofar
as it is used to describe different periods of history and
aspects of life. Indeed, there are numerous features associ-
ated with “being modern,” which have been developed in
several fields of study. For example, “modern art” refers to
works produced in the period from the late nineteenth
century to the 1970s, a time characterized in part by the
abandonment of earlier emphases on representationalism
and religious iconography. A related term is modernism,
which also has multiple meanings, but is often used to
refer to cultural movements composed of “modernists”
who embrace the features of modern life identified above.
Bruce Lawrence, for example, characterizes many religious
fundamentalists as modern because they take advantage of
technological advances (Lawrence 1989). But they are not
modernists, because they reject the fundamental philo-
sophical underpinnings of modernity and refuse to wholly
adapt their personal identities and social lives to the dic-
tates of the modern world. At its extreme, this rejection of
modernity has led to terrorist acts.

A few prominent uses of modernity from philosophy
and social science indicate its multiplicity. Karl Marx
(1818–1883) emphasized the alienation of humankind
under modern capitalist systems and envisioned commu-
nism as an emancipating force. Indeed, alienation is one
predominant motif in critical theories of modernity. For
example, Friedrich Nietzsche (1844–1900) suggested that
the essence of modernity is “the death of God.” For
Nietzsche, the modern worldview necessitates that “the
highest values devaluate themselves. The aim is lacking:
‘why?’ finds no answer” (Nietzsche [1901] 1967, p. 9). He
argued that each individual should mold his or her own
values as the pure expression of selfhood, ignoring tradi-
tions about good and evil. In modernity, what was once
thought of as transcendent and given becomes the unsta-
ble product of the human will. Marx summarized this rad-

ical historical contingency: “all that is solid melts into air”
([1848] 1994). Critical approaches to modern society thus
often focus on securing personal orientation and meaning,
frequently through spiritual or communal practices.

Auguste Comte (1798–1857) described the modern
era as the culmination of a three-stage historical process,
which is itself a characteristically modern interpretation of
history in its linear, progressive outlook. The scientific or
“positive” stage transcends the earlier “theological” and
“metaphysical” stages. For Comte, the methods of the nat-
ural sciences provide the only route to certain knowledge.
In a more pessimistic account, Max Weber (1864–1920)
argued that the rationalization of life in modern society
traps individuals in an “iron cage” of rule-based control.
Similarly, Jürgen Habermas (b. 1929) criticized the mod-
ern notion of subject-centered reason by developing theo-
ries of communicative rationality. Peter Wagner explained
such conflicting interpretations by arguing that modernity
is ambiguous in presenting two counterposed metanarra-
tives—liberation and disciplinization (1994). Michel
Foucault (1926–1984) did much to highlight the latter
dimension of modernity by arguing that modern society
involves pervasive systems of control and surveillance,
which has informed many theories critical of development
and globalization. He argued that modernity possesses
certain underlying conditions of rationality that consti-
tute an understanding of the world and define what
counts as truth. Similarly, Martin Heidegger (1899–1976)
argued that modernity is a unique way of revealing and
being in the world, which he called Gestell (“enframing”).
For Heidegger, modern human existence is constituted by
a technological approach to the world.

Work in feminist epistemology and the sociology of
science has further refined critiques of modern rationality.
Thomas Kuhn (1922–1996), for example, argued that sci-
entific advance is not the steady polishing of the mirror of
nature leading to a correspondence with reality “in itself.”
Rather, science is a community endeavor in which groups
define common problems and standards. Kuhn’s work
ushered in a variety of postmodern approaches to science
and theories of our linguistically mediated existence.
Indeed, all of the thinkers mentioned here have spurred
thought about various alternatives to modernity. In one of
the most provocative of such accounts, Bruno Latour (b.
1947) argued that “we have never been modern,” mean-
ing that we have never been able to sustain the conceptual
categories or the binary types, especially those of “nature”
and “culture,” posited by the modern worldview. The
harder we try to purify our world into distinct, bounded
domains, the more intermediary forms proliferate.

SEE ALSO Comte, Auguste; Foucault, Michel;
Globalization, Social and Economic Aspects of;
Habermas, Jürgen; Kuhn, Thomas; Marx, Karl;
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MODERNIZATION
Modernization was a theory of global social change, as
well as an American political project. Articulated across
several disciplines by American social scientists from the
1950s through the 1970s, the concept of modernization
defined a universal, historical process through which tra-
ditional societies became modern. It proposed to map a
global, evolutionary pattern in which cultural values, eco-
nomic systems, and political institutions moved along an
incremental, linear path toward the rational economy, lib-
eral society, and democratic order that theorists identified
most clearly with countries like the United States. In this
approach, tradition and modernity marked endpoints of 
a common, historical scale. All societies, considered as 
integrated, organic wholes, moved from one point of 
historical equilibrium to another as they systematically
abandoned institutions shaped by fatalism, family author-

ity, local affinity, and religious constraints in favor of
activist orientations, market economies, and liberal polit-
ical institutions. Theorists believed, moreover, that this
natural process could be decisively accelerated. Through a
careful study of the traditional world, proponents of mod-
ernization hoped to identify the essential levers of social
change. They also aspired to promote the diffusion of the
advanced forms of knowledge, technology, and financial
assistance necessary to promote a destabilizing yet neces-
sary transition toward a democratic, capitalist endpoint.
At the peak of the cold war, modernization embodied the
highest aspirations of American liberalism. In addition to
defining the historical course of global change, modern-
ization also promised the tools necessary to direct it.

Rooted in Enlightenment models of progress, mod-
ernization theory first appeared in the work of American
sociologists. Talcott Parsons (1902–1979) and Edward
Shils (1911–1995) provided much of the inspiration for
the concept by framing a holistic view of social systems.
As they argued, values and cultural norms, transmitted
through social institutions, played vital roles in regulating
human behavior and ensuring individual action consistent
with the social order. Societies, therefore, were integrated,
functioning units. When institutions and cultural values
distributed resources and mediated conflict in harmony
with the needs of individuals, societies rested at points of
balanced consensus. Different historical points of equilib-
rium, moreover, could be identified in the form of “pat-
tern variables” that defined the dichotomy between
“primitive” and “advanced” societies. “Primitive” societies
functioned to meet individual needs, but they did so
through institutions characterized by a reverence for
ascribed status, particularism, diffuse roles, and an orien-
tation toward the collective. “Advanced” societies, how-
ever, reflected values of achieved status, universalism,
specific social roles, and self-orientation. In books like The
Social System (1951) and Structure and Process in Modern
Societies (1960), Parsons argued that if a society were
under enough strain, then it would make the dramatic
shift from one historical pole to the other. Modernization,
sociologists insisted, was a global force, transcending all
lines of culture or history. As Daniel Lerner (1917–1980)
claimed in The Passing of Traditional Society: Modernizing
the Middle East: “The same basic model appears on all
continents of the world, regardless of variations in race,
color, or creed” (1958, p. viii).

Modernization also proved attractive to political sci-
entists searching for an overarching theory to analyze the
changes of the postwar world. Scholars like Gabriel
Almond (1911–2002), Myron Weiner (1931–1999), and
Lucian Pye all adapted Parsons’s functionalist assump-
tions. As they argued, specialists studying diverse regions
could contribute to a more integrative approach by posit-
ing universal functions that all political systems needed to
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fulfill. By correlating functions with specific political
structures, they could map the overall, universal patterns
of transformation. By applying that model, as Pye did in
Politics, Personality, and Nation Building: Burma’s Search
for Identity (1962), political scientists sought to analyze
the way that modern markets, values, and technologies
awakened new aspirations among previously fatalistic, tra-
ditional peoples and spurred them to create new political
forms.

Modernization also took hold among economists
concerned with “development.” For many scholars,
poverty, high population growth, and lack of infrastruc-
ture made the problems of “emerging” countries so differ-
ent from “advanced” ones that standard macroeconomic
theory had to be modified by an approach stressing behav-
ioral and cultural obstacles as well as structural ones. Walt
W. Rostow (1916–2003), author of The Stages of
Economic Growth: A Non-Communist Manifesto (1960),
argued that compound interest and investment remained
the primary engines for change, but he also emphasized
that the passage from traditional fatalism and “pre-
Newtonian science” through a “take-off ” to the “age of
high mass consumption” required new, activist attitudes
toward the natural world, as well as habits of efficiency
and advances in transportation and communications.

Theories of modernization were profoundly shaped
by the cold war context. Many American policymakers
and social scientists viewed the post–World War II
(1939–1945) collapse of European empires with pro-
found anxiety. Decolonization opened doors for progres-
sive change, but it also appeared to accelerate what many
theorists and policymakers called a “revolution of rising
expectations” in the “emerging nations” of the world.
Destitution, violence, and anticolonial politics, U.S. offi-
cials feared, created opportunities for Soviet expansion
and subversion. Communists, Rostow and others warned,
were “scavengers of the transitional process,” opportunists
that sought to derail the natural course of change. It was
imperative, therefore, for the United States to accelerate
the process of modernization and drive decolonizing soci-
eties through the dangerous window of instability toward
progress. As the cold war moved into the “third world,”
theorists and policymakers began a symbiotic relationship.
Many scholars moved from academia into government
service to promote the use of foreign aid, technical assis-
tance, propaganda, civil-service training, and military
advising as key tools for managing the future of the
“developing world.” Rostow, for example, joined the State
Department of President John F. Kennedy (1917–1963)
and later became Lyndon Johnson’s (1908–1973) national
security adviser, while Pye advised the Agency for
International Development. Government funding, in
turn, flowed into social scientific research. The Central
Intelligence Agency provided support for Massachusetts

Institute of Technology’s Center for International Studies,
and the National Defense Education Act (1958) chan-
neled federal funds into research on human behavior, area
studies, and language programs.

In practice, however, modernization largely failed.
Poverty turned out to be far more intractable than mod-
ernizers expected, and neither U.S. aid nor World Bank
loans produced decisive economic “take-offs” in the
1960s. Agencies like the Peace Corps did promote gains in
literacy, but because modernization tended to fold all mat-
ters of local politics and culture into its universal, linear
model, theorists often ignored problems created by oli-
garchies that had little intention of promoting liberal
reforms. From the mid-1950s through the final American
withdrawal, the Vietnam War (1957–1975) was under-
stood as a project in modernization. U.S. advisers aspired
to create a new, modern South Vietnamese nation-state
where one had never existed before, yet despite massive
investments in economic aid, administrative training, and
promises to build a Tennessee Valley Authority on the
Mekong River, repressive regimes continued to alienate
much of South Vietnam’s population. Vietnamese culture
also mattered in ways that the linear model of moderniza-
tion failed to take into account as the historically rooted
vision of an independent, united Vietnam prevailed over
a government that, in the eyes of many, was simply the lat-
est manifestation of foreign, imperial control. While mod-
ernization won few “hearts and minds” in Vietnam, its
failure provided striking evidence that the “traditional”
world was not so easily malleable after all.

By the early 1970s, modernization had largely col-
lapsed as a scholarly paradigm. Conservatives like Robert
Nisbet (1913–1996) and Samuel Huntington rejected it
as a failed liberal dream, a naive vision of consensual
reform. From the political Left, scholars like André
Gunder Frank (1929–2005) and Immanuel Wallerstein
challenged modernization with dependency and world-
systems models. Instead of linear progress, they argued
that contact between Western metropoles and Southern
Hemisphere satellites produced patterns of exploitation
and impoverishment. Other scholars attacked the ethno-
centric tone of modernization, its resonance with imperial
claims, its universal assumptions, and its tendency to favor
consensus, authority, and order in ways that precluded a
serious consideration of class conflict and power relations.

Many of modernization’s underlying assumptions
and aspirations, however, have continued to thrive in pub-
lic policy and popular debate. The collapse of the Soviet
Union in 1991 stimulated renewed claims that the world
was indeed converging on a liberal, capitalist, democratic
endpoint. After the attacks of September 11, 2001, calls
for the United States to promote transformative “nation
building” as part of a global “war on terror” also reflected
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the durability of assumptions that America might chart
the future of a “traditional” world.
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Liberalism; Modernity
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MODIGLIANI, FRANCO
1918–2003

Franco Modigliani was an Italian-born Jewish-American
economist. He fled the fascist and anti-Semitic regime of
Benito Mussolini (1883–1945) in 1939 and migrated to
the United States with a doctor of law degree (1939) from
the University of Rome. He earned a doctorate in eco-
nomics from the New School University in New York in
1944, writing his dissertation on the Keynesian liquidity
preference. In his dissertation, he reworked the Hicksian
IS and LM curves to present a new version of Keynesian
economics. His Keynesian paradigm laid the foundation
for the Federal Reserve Bank econometric model. In 1962
Modigliani joined the economics department of the
Massachusetts Institute of Technology, where he stayed for
the rest of his career.

Liquidity preference explains unemployment without
wage rigidity. It posits a relationship of money to prices.
The price of money is anything that can be exchanged for
it. Money in the future is also a price with a discount rate

Rt = (1 + rt)
–1. Being flexible, the rate of interest will rise

in tight money situations. People will raise cash by liqui-
dating money instruments or through borrowing.
Investment and savings will fall and be subsequently fol-
lowed by a fall of income and employment. The demand
for money will then fall to equal its supply. Essentially,
Modigliani argued for a “rate of interest” to “output”
adjustment consequent to a tight monetary policy, in con-
trast to classical economists, who argued for a “rate of
interest” to “price of all goods” adjustment. By keeping
policymakers on guard to supply an adequate quantity of
money or to fix an appropriate interest rate, Modigliani
made unemployment an equilibrating mechanism.

Modigliani rid the investment concept in corporate
finance of its traditional utility and production analyses.
The Modigliani-Miller hypothesis first argued that a firm
trying to increase its value by moving from only equity to
a mixture of debt and equity positions will encourage
arbitrage among individual investors that would undo its
actions, making value invariant to the debt/equity ratio.
Second, the rate of return on equity is linearly dependent
on the debt/equity ratio. If a firm’s stock is $1,000, debt 
is $400, interest on debt is 0.05, and the expected rate 
of return is 0.1, then its return on equity will be 

. Third, new invest-

ment opportunities are also independent of the debt/
equity ratio. This three-part hypothesis abstracted from
the effects of taxes and bankruptcy. The discussion was
extended to a dividend invariance value model.

In Modigliani’s second best-known hypothesis, the
life-cycle hypothesis of saving (LCH), consumers receive
income, Y, up to the end of their working life, N. They
accumulate savings during their working year, and con-
sume, C, uniformly during their lifetime, L > N. Since
lifetime consumption must equal lifetime income, assum-
ing no bequest, we can express CL = NY, or C = (N | L)Y,
in which case the terms in parentheses represent the mar-
ginal propensity to consume. Fitting the LCH to labor
income and net assets, A, the equation C = .766Y + .073A
reconciled some anomalies of the post–World War II
(1939–1945) period.

For his contributions to investment and consump-
tion theories, Modigliani received the Nobel Prize in eco-
nomics in 1985. He also contributed to economic policy
debates, evolving the NIRU (noninflationary rate of
unemployment) concept through the Phillips curve, and
Okun’s unemployment versus the gross domestic product
gap relationship, public deficits, and reinstated personal
savings into the post-Keynesian debate on the equilibrium
profit rate, creating the dual or anti-Pasinetti theorem.

SEE ALSO Life-Cycle Hypothesis; Modigliani-Miller
Theorems
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MODIGLIANI-MILLER
THEOREMS
The Modigliani-Miller (M&M) theorems, developed by
economists Franco Modigliani (1918–2003) and Merton
Miller (1923–2000) in a series of papers, represent a
major milestone in corporate finance theory. Modigliani
and Miller won Nobel prizes in economics in 1985 and
1990, respectively, in part for their contributions to what
are often referred to as the capital structure irrelevance and
dividend irrelevance theorems.

Contrary to financial theory of the time, which
focused on institutions, the M&M theorems were among
the first efforts by economists to bring rigorous analysis to
the understanding of corporate finance issues. Corporate
financial capital, the funds invested in a firm, consists of
money borrowed from others (bonds and loans) and busi-
ness owners’ own money (stock). Lenders receive a stated

rate of interest and have the first claim on corporate assets.
Stockholders receive all remaining current and future
profits of the company. Leverage represents the propor-
tion of debt (bonds and loans) to stock. Modigliani and
Miller (1958) presented the idea that, assuming perfect
financial markets and in the absence of taxes, the value of
a levered firm is the same as that of an unlevered firm if
both firms represent the same investment opportunities.
In other words, change in capital structure (the mixture of
debt and stock) alone does not affect a firm’s value. Their
no-arbitrage proof stated that, if these firms have different
values, investors will be able to replicate the higher-valued
firm with the lower-valued firm plus their own borrowing
or lending. Alternatively, management of the firm can
change the capital structure of the firm to achieve its high-
est value. In a later paper, Modigliani and Miller argued
that a firm’s value is not affected by its dividend policy
(payment to stockholders) because increased return in the
form of dividends is offset by the reduction in the firm’s
assets.

The M&M framework and methodology had a
major impact in shaping future research. In the decades
that followed, the corporate finance literature was signifi-
cantly enriched by attempts to relax various original
M&M assumptions, such as no taxation and no bank-
ruptcy costs. The no-arbitrage proof has also become part
of financial economists’ standard toolkit and was applied
in many prominent works, such as the development of the
put-call parity in option pricing theory.

Introducing corporate income tax into the model
leads to the naive result that the firm should depend on
debt financing alone to maximize the benefit of the tax
shield. The reason that this is not observed in the business
world is because the tax benefit for debt financing at the
firm level is counterbalanced by unfavorable tax treatment
at the household level. Dividends and bond returns are
taxed annually, while taxes on unrealized equity returns
can be indefinitely deferred. In most jurisdictions, corpo-
rations and households are subject to different tax rates.
The risk of bankruptcy also limits the amount of debt a
firm should use, since the cost of equity increases with
leverage. Consequently, different tax situations and risk
preferences demand firms with different kinds of capital
structures. The fact that firms choose different tax struc-
tures attests to the validity of the capital structure irrele-
vance theorem, rather than discrediting it.

Relaxing the assumption that managers and share-
holders have the same information about a firm’s cash
flow, researchers developed the signaling theory of divi-
dends. Because managers tend to have information not yet
available to shareholders, their action to increase or
decrease dividends often reflects information not yet
embedded in the stock price. This extension of the M&M

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 235

Modigliani-Miller Theorems



theorems explains why stock prices often react to changes
in dividends.

SEE ALSO Capital; Expectations; Expectations, Rational;
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MOHAMMED
SEE Muhammad.

MOMENT GENERATING
FUNCTION
The moment generating function of the random variable
X, provided it exists, is Mx(t) = E [etX] where E [g (X )]
denotes the expectation of the function g(X ). For exam-
ple, if the random variable X follows the normal distribu-
tion with mean µ and variance σ2, the moment generating
function of X is MX(t) = eµt + σ2t2 / 2.

The moment generating function has two main uses.
First, as the name implies, it can be used to obtain the
moments of a random variable. Specifically, the kth

moment of the random variable X, αk = E [X k ], is given
by αk = M(k)

X (0) where M(k)
X (0) is the kth derivative of MX(t)

evaluated at t = 0. For example, if X is normally distrib-
uted with mean µ and variance σ2, and hence moment
generating function MX(t) = eµt + σ2t2 / 2, it follows that

M(1)
X (t) = [µ + tσ2]eµt + σ2t2 / 2

and
M(2)

X (t) = (σ2 + [µ + tσ2]2)eµt + σ2t2 / 2.
It follows that the first moment of X is µ and the second
moment of X is µ2 + σ2.

The second, and perhaps more important, use of the
moment generating function derives from the fact that the
moment generating function uniquely identifies the dis-
tribution function of a random variable. Thus, if MX1

(t) =

MX2
(t), then Pr (X1 ≤ x) = Pr (X2 ≤ x). For example, if the

random variable X has the moment generating function
MX(t) = eµt + σ2t2 / 2, then X necessarily follows the normal
distribution. This property of the moment generating
function can sometimes be used to determine the distri-
bution of the limit of a sequence of random variables.
Consider, for example, a sequence of random variables
{Yn; n = 1, 2, …} with distribution functions {Fn(y); n = 1,
2, …} and corresponding moment generating functions
{Mn(t); n = 1, 2, …}. If limn → ∞ Mn(t) = M(t), where M(t)
is the moment generating function of a random variable
Y with distribution function F (y) = Pr (Y ≤ y), then 
limn → ∞ Fn(y) = F(y). F(y) is called the limiting distribu-
tion of the sequence {Yn; n = 1, 2, …} and Yn is said to
converge in distribution to Y. For n sufficiently large, F (y)
provides a good approximation to the distribution of Yn.
For example, consider the sequence of sample means 
{Xn; n = 1, 2, …} obtained from random samples of size 
n from a population with mean µ and variance σ2. 
Under certain conditions, the standardized sequence 

converges in distribu-

tion to a standard normal random variable. This result,
referred to as a central limit theorem for the sample mean,
is typically obtained by showing that the sequence of cor-
responding moment generating functions {M

Xn
(t)} con-

verges to M(t) = et2 / 2, the moment generating function of
a normal random variable with mean zero and variance 1,
that is, a standard normal random variable.

Closely related to the moment generating function is
the so-called characteristic function. The characteristic
function of the random variable X is CX(t ) = E [eitX] where 

and eitX = cos(tX ) + isin(tX ). The advantage of
the characteristic function is that it always exists whereas
the moment generating function may not. If the moment
generating function exists, the characteristic function is
related to it by CX(t) = MX(it). Thus, for example, the
characteristic function of a normally distributed random
variable with mean µ and variance σ2 is CX(t) = eitµ – σ2t2 / 2.
Like the moment generating function, the characteristic
function can be used to obtain moments of the random
variable. And since it uniquely identifies the distribution
of the random variable, it can be used to obtain the limit-
ing distribution of sequences of random variables.

Elementary mathematical treatments of the moment
generating function are given in Donald A. Berry and
Bernard W. Lindgren and John E. Freund. Intermediate
treatments may be found in Robert V. Hogg and Allen T.
Craig, and Lindgren and advanced mathematical discus-
sion can be found in Harald Cramér and M. Loève. David
attributes the first occurrences in print of the term
moment generating function to Henri Poincaré (1912 in
French) and Cecil C. Craig (1936 in English).

i = −1

{ ( ) }Y n X nn n= − =µ σ/ ; , ,. . .1 2
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MOMENTS
SEE Descriptive Statistics.

MONARCHISM
Monarchism is a belief in and advocacy of monarchy, one
of the oldest forms of government, which typically con-
sists of a single head of state who reigns over a sovereign
territory and its people for life. Monarchism embodies the
traditional values of heredity, class and clericalism, con-
cepts antithetical to modern notions of popular sover-
eignty, egalitarianism, and secularism.

HISTORICAL BACKGROUND

Some of the earliest monarchs were well-known Hebrew
kings of the Bible—Saul and Solomon—whose power
derived from divine authority. These early monarchs often
came from the ranks of judges, and in addition to ruling
at the pleasure of the deity, served as guardians and inter-
preters of law and justice. The rulers of the Roman
Empire were monarchs who derived their authority from
the warrior and upper classes by acclamation and ruled
over nearly every aspect of Roman society. Rome’s emper-
ors from Augustus (27 BCE–14 CE) to Constantine XI
Palaeologus (1449–1453) ruled over vast swaths of land in
Europe, Africa, and the Middle East for several centuries.

Throughout the Middle Ages, absolute monarchy
was the dominant form of government in Europe, giving
rise to a number of influential figures including
Charlemagne (768–814), William the Conqueror

(1066–1087), and King John of England (1199–1216).
One of the earliest efforts to limit the monarch’s power
and establish a constitutional monarchy occurred with the
signing of the Magna Carta in 1215. In 1649 King
Charles I was overthrown and beheaded during the
English Revolution, marking the first time in history that
a monarch had ever been publicly executed. Despite these
efforts to curtail the monarch’s authority, absolute monar-
chy continued to be the dominant form of government in
Europe until the French Revolution in 1789.

In France, the concept of popular sovereignty arose
from the ashes of the French Revolution and the over-
throw of the monarch, Louis XVI. The demise of the
monarchy led to the emergence of imperial rule under
Napoléon Bonaparte (Napoléon I) and the Napoleonic
Wars throughout Europe. The French eventually restored
the Bourbon Dynasty (Louis XVIII) to the throne follow-
ing the abdication of Napoléon I. The ouster of Louis-
Philippe in 1848 paved the way for the Second Republic
and the ascendency of Napoléon III. Since then, royalists
have attempted to restore the monarchy of France, but
with little success. The entanglement of the French
monarchy and the Catholic Church—the long-standing
alliance between the “Throne and the Altar”—is largely to
blame for the demise of monarchism in France and the
development of the modern secular French state.

Since the mid-nineteenth century, monarchies have
been dismantled in Russia, Germany, Italy, and Austria-
Hungary, among other nations. Most monarchies have
retained their royal families for traditional or symbolic rea-
sons, as in the United Kingdom, Belgium, Luxembourg,
Denmark, Norway, and Japan. Today, forty-five nations are
considered to be monarchies in one form or another; six-
teen of them fall under the common monarch of the
United Kingdom. Those Commonwealth nations that
continue to recognize the British monarch include Antigua
and Barbuda, Australia, the Bahamas, Barbados, Belize,
Canada, Grenada, Jamaica, New Zealand, Papua New
Guinea, Saint Kitts and Nevis, Saint Lucia, the Soloman
Islands, and Tuvalu.

FORMS OF MONARCHY

Monarchy can take a variety of forms, including absolute
monarchy, elected monarchy, hereditary monarchy, and
constitutional monarchy. In an absolute monarchy, the
monarch possesses total power over the land and its inhab-
itants, and there is no authority or body of law above the
monarch. Bhutan, Brunei, Kuwait, Saudi Arabia, and
Swaziland are considered to be absolute monarchies today.

An elected monarchy is a form of government in which
the king or queen is elected by the people or a select body
of individuals. In this system, succession to the throne is
determined by election, usually by a small group of people
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or a council. In the Holy Roman Empire (800–1806) kings
were elected by a council of nobles. Between the seventh
and eleventh centuries the Witenagemot consisted of noble-
men charged with the task of approving the succession of
monarchs in Anglo-Saxon England. The twentieth century
saw the election of monarchs to the thrones of Norway,
Greece, Romania, and Bulgaria. At present, elective monar-
chies exist in Andorra, Cambodia, Kuwait, Malaysia, and
Vatican City, where the pope is elected to a life term by the
College of Cardinals. Most elective monarchies have been
succeeded by hereditary monarchies.

In a hereditary monarchy the succeeding monarch
comes from the same family or bloodline. A major advan-
tage of this form of monarchy is that it ensures pre-
dictability and stability in the transition to power from
one monarch to the next. Typically, an order of succession
is established beforehand so that when a monarch dies or
abdicates the throne, the crown is usually passed to a son
or daughter, based on seniority. Throughout history, dis-
putes over hereditary succession to the throne have led to
numerous wars. Most of the world’s existing monarchies
today are hereditary monarchies in which the order of suc-
cession is determined by primogeniture. In most of these,
the royal families act in a primarily ceremonial capacity,
serving a symbolic role in society.

A constitutional monarchy is a form of government
in which the monarch’s power is limited by a separate
branch of government. In this system, a parliament or leg-
islative body usually acts on behalf of the state, and the
constitutional monarch has little power in government,
generally playing a symbolic role as the figurehead repre-
senting the nation and doing charitable work. Modern
constitutional monarchies usually incorporate the separa-
tion of powers concept, with the monarch serving as the
head of the executive branch in a purely ceremonial role,
the parliament or legislature serving as the lawmaking
body, and a high court interpreting and enforcing the law.
Today, most constitutional monarchies are representative
democracies. The English monarchy is the oldest contin-
uous constitutional monarchy.

MONARCHIST GROUPS

Monarchism is defended and supported by a variety of
groups who believe that monarchies serve an important
symbolic role in society and provide an important link to
a nation’s past. For example, promonarchist movements in
France support the revitalization of monarchy as the best
way to restablish cultural and religious ties to the Catholic
Church. Moreover, debates over the relevance of monarchy
in Australia, Canada, and New Zealand serve as a driving
force for these governments to maintain cultural ties to the
United Kingdom. The traditional values of heredity, class,
and clericalism embued in monarchical systems tend to

clash with the more modern notions of democracy, egali-
tarianism, and secularism in different parts of the world.

Some of the more prominent organizations and polit-
ical groups that support the retention or restoration of
monarchy as a form of government include Action
Française, the Monarchist League of Canada, the
Monarchist League of New Zealand, Australians for
Constitutional Monarchy, the National Alignment
(Greece), the People’s Monarchist Party (Portugal), the
Legitimists and Orléanists (France), the Iraqi
Constitutional Monarchy, the Vietnamese Constitutional
Monarchist League, the Iranian Monarchists, the
Southeast Asia Imperial and Royal League, and the
International Monarchist League. These groups believe in
the values and traditions embedded in the monarchical
system of government and are committed to preserving
these values and traditions in society.

SEE ALSO Democracy; French Revolution; Monarchy;
Monarchy, Constitutional; Sovereignty; Tradition
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MONARCHY
Monarchy literally means “rule by one,” and comes from
the combination of the Greek words for “alone” (mono)
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and “to rule” (archein). It is a form of government in
which supreme authority is vested in a single person, the
monarch, who is consecrated in office and whose right to
rule is generally hereditary and lifelong. By contrast, a
republic is a form of government that does not have a
monarch. All but a few countries in the world are
republics, as there were only twenty-nine sovereign
monarchies at the beginning of the twenty-first century
(Lesotho, Morocco, and Swaziland in Africa; Bhutan,
Brunei, Cambodia, Japan, Malaysia, Nepal, and Thailand
in Asia; Belgium, Denmark, Holland, Liechtenstein,
Luxembourg, Monaco, Norway, Spain, Sweden, and the
United Kingdom in Europe; Bahrain, Jordan, Kuwait,
Oman, Qatar, Saudi Arabia, and the United Arab
Emirates in the Middle East; and Samoa and Tonga in the
Pacific). A monarch typically reigns as a permanent head
of state with varying formal and ceremonial powers. If the
monarch is only a nominal ruler, then a regent will govern
in his or her name. In contrast, the head of state in a
republic is usually an elected president, who is chosen for
only a limited period of time.

Monarchs have traditionally based their claim to the
throne in terms of blood descent from a reigning or
dynastic family, or even from a god (e.g., the kings of
ancient Sparta claimed to be descended from the mythical
Greek hero and demigod Hercules). Some European
monarchs were originally elected by the ruling nobility
(e.g., the Holy Roman Emperors), but in the early Middle
Ages the elective principle was replaced by the purely
hereditary principle and the ecclesiastical consecretion of
the monarch as proof of godly sanction. Legitimacy was
formally conferred by a solemn religious ceremony, the
coronation, in which the monarch was given a crown as a
symbol of office upon his or her succession to the throne.
Hereditary monarchy was justified on the grounds of
royal birthright, religion, history, and tradition. Today
monarchy is more likely to serve as a symbol of national
unity and continuity—with powers ranging from nominal
to absolute. Most modern monarchies are constituted by
tradition or are codified by law so that the crowned sover-
eign has little real practical authority, but in others the
monarch holds considerable or even absolute power. But
even where the monarch’s will is law and the royal court is
the acme of political power and prestige, the king or
queen must still rule by custom.

In ancient Greece, the philosopher Plato (428–347
BCE) believed that a monarchy ruled by a sagacious
philosopher-king was the best form of government. For
Plato’s pupil Aristotle (384–322 BCE), monarchy was a
benevolent dictatorship, under which power is vested in a
person of exceptional virtue and wisdom who rules for the
benefit of the entire people. But Aristotle admitted that
monarchy can degenerate into tyranny, a corrupt and
unstable form of government, under which rulers exercise

undivided power for the benefit of themselves alone,
ignoring the will of the people.

Monarchy is the oldest form of government, whose
origins can be traced to the primitive kingship of early
tribal chiefs. The kingdoms of antiquity claimed divine
descent for their monarch, who—as the embodiment or
descendant of God—could do no wrong. The king of
Babylon and the pharaoh of Egypt were each considered a
living god with supernatural powers, and the pharaohs
even married their sisters or daughters so that royal
authority could remain within the sacred family. Other
ancient monarchs, such as the “celestial” emperor of
China or the Achaemenid “king of kings” in Persia,
claimed to be the temporal representatives of God, ruling
on Earth on behalf of the omnipotent deity. Later mon-
archs, such as the tyrants of ancient Greece, the Roman
emperors, or the kings of the Franks, also claimed to be
God’s annointed, but derived their authority from the
consent of the warrior aristocracy. As the chosen agents of
God’s will and defenders of the Christian faith, the
medieval European monarchs were crowned by the
church, but their power was still dependent on the nobles.
Later European monarchs, such as Henry VIII of England
(1491–1547), Louis XIV of France (1638–1715),
Frederick II of Prussia (1712–1786), and Catherine the
Great of Russia (1729–1796), became increasingly abso-
lutist at a time when centralized nation-states were
formed. They justified their total power with the doctrine
of the “divine right of kings,” developed in the sixteenth
and seventeenth centuries, which claimed that the
monarch was responsible not to the governed, including
the church, but to God alone. The essence of monarchical
absolutism was epitomized by the famous words of Louis
XIV: “L’état c’est moi!” (“I am the state!”).

With the democratic revolutions of the eighteenth
and nineteenth centuries, absolute monarchy began to
decline, and although many monarchs kept their life
tenure and remained symbols of national unity and state-
hood, real power gradually passed to representative assem-
blies. Many of the countries retaining monarchy as a form
of government turned into limited or constitutional
monarchies—that is, a monarchy in which the central
authority of the sovereign is limited by the provisions of a
constitution and the acts of a legislature. The figurehead
monarch is legally obligated to follow the advice of his or
her government ministers and is always politically neutral.
The first step in the movement toward constitutional
monarchy was the incremental rise of parliamentary
supremacy (“the king-in-parliament”) in England, which
imposed significant legal and political limitations on
monarchical authority, and as a result of which no British
monarch has challenged an act of Parliament since 1703.
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After the French Revolution of 1789 most countries
eventually abolished their monarchies and became instead
presidential or parliamentary republics. Today many
remaining monarchies are figurehead constitutional
monarchies in which the monarchs have a largely sym-
bolic and ceremonial role, such as those found in Europe.
For example, although King Juan Carlos I has played an
active political role since 1975, especially in restoring
democracy in his country, Spain is officially a “parliamen-
tary monarchy” under the constitution of November
1978. A popular referendum in 2003 empowered the reg-
nant prince of Liechtenstein to dismiss the cabinet gov-
ernment at will, making him by far the most powerful
constitutional monarch in Europe, but this probably tem-
porary shift in constitutional authority could be easily
reversed by another referendum. The British queen,
Elizabeth II, also holds significant potential power as head
of state, nominal head of the Anglican Church, and leader
of the British Commonwealth of Nations, but like all tit-
ular heads of state, she only symbolically represents her
nation—mostly by receiving foreign dignitaries, giving
speeches on ceremonial occasions, and formally approving
decisions made by elected officials. As in most limited
monarchies, the head of government—the British prime
minister, who is elected by parliament—is the real work-
ing executive responsible for the day-to-day operation of
the cabinet government. But many constitutional mon-
archs retain certain important residual powers, under
which they could potentially exercise considerable politi-
cal influence. These so-called prerogative powers, which
could be used in a political emergency to protect the con-
stitution from abuse and partisan manipulation, include
formally nominating the head of government, convening
or dissolving the legislature, and signing enacted legisla-
tion into law.

In absolute monarchies, by contrast, there are no con-
stitutional restrictions on the prerogatives of the auto-
cratic ruler, who is theoretically above the law. Among the
few remaining absolute monarchies at the beginning of
the twenty-first century were Kuwait, Saudi Arabia,
Oman, Qatar, Bahrain, the United Arab Emirates, Brunei,
Bhutan, and Swaziland. In Jordan and Morocco, the king
still wields substantial despotic power independently of
his formal role within the constitutional framework. The
traditional monarchies that survive today are probably
doomed unless they can eventually transform themselves
into limited monarchies. Failure to do so led to the over-
throw of traditional monarchies and their replacement by
radical revolutionary regimes in Egypt, Iraq, Libya,
Ethiopia, Cambodia, and Iran during the second half of
the twentieth century. After failing to crush a stubborn
Maoist insurgency, the king of Nepal was forced to give
up absolute rule and surrender all his powers as head of
state to the prime minister in December 2006.

The monarchical institution is believed to have per-
formed an integrative function, holding together diverse
social groups during the difficult period of democratiza-
tion. The traditional sectors of society—the clergy, the
aristocracy, army officers, and big landowners—usually
oppose democracy and may be tempted to carry out coups
d’état to derail the process of democratization. But these
sectors are also monarchist in orientation, and if the king
or queen is seen to support democracy, the traditional sec-
tors of society will also go along with it. The monarchy
thus facilitated the transition from the traditional political
system of the late Middle Ages to the democratic political
system of today (Lipset 1981, pp. 65–66). For instance,
King Juan Carlos I of Spain defeated an attempted mili-
tary coup in 1981 when he went on national television to
declare that he was defending democracy and expected the
armed forces to do the same. Following his public rebuke,
the rebellion collapsed for lack of military backing; even
the staunchly antimonarchist Spanish Communist Party
announced its support for the monarch. By proclaiming
his loyalty to the new democratic institutions, the king
united the fractious sectors of Spanish society in defense
of democracy, including those that had previously been
revolutionary and antimonarchist.

SEE ALSO Aristocracy; Authoritarianism; Democracy;
Divine Right; Monarchism; Monarchy, Constitutional;
Nation-State; Referendum
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MONARCHY,
CONSTITUTIONAL
Constitutional monarchy is a system of government in
which a monarch serves as the titular head of state but not
the head of government and the monarch’s powers are
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strictly limited by the constitution. Constitutional monar-
chies emerged in seventeenth-century Europe as the out-
come of the struggle of the landed aristocracy and
merchant class to limit the power of absolute monarchs. A
leading example is the Glorious Revolution of 1689 that
made Parliament supreme in the English system of gov-
ernment but retained a significant role for the crown.
These efforts to curb royal absolutism were inspired by the
liberal political philosophy of the Enlightenment. In the
nineteenth and early twentieth centuries, as monarchical
liberal democracies became more fully democratic, kings
and queens came to play primarily a symbolic, ceremonial
role in government.

Constitutional monarchy is a feature of many, but
not all, parliamentary democracies. In parliamentary
democracies that are constitutional monarchies, the king
or queen retains nominally very large powers as the titular
head of state. Acts of government are carried out in the
crown’s name. The monarch is the head of the armed
forces. Acts of parliament require the monarch’s signature,
and the monarch summons and dissolves parliament. But
the monarch exercises all these powers on the advice of
ministers who have a majority in the elected house of par-
liament.

In parliamentary democracies, the government is
headed by a prime minister and cabinet ministers who are
members of the parliamentary party or coalition of parties
that have a majority in the elected house of parliament. In
monarchical parliamentary democracies, the monarch for-
mally appoints the prime minister. Normally, the
monarch has no choice as to who should be appointed
prime minister: the leader of the political party or coali-
tion of parties that has a majority in the elected house of
parliament must be appointed. However, in the unusual
circumstances of a “hung parliament,” when it is not clear
which party or combination of parties has a majority, the
monarch (or in Commonwealth countries, the governor-
general who represents the queen) may play a more signif-
icant and discretionary role.

In exceptional situations where discretionary judg-
ment is required, the monarchical head of state’s objective
is to ensure that it is the parliament elected by the people
that is supreme, not the prime minister. This principle
may mean that it is constitutionally appropriate for a
monarch to reject a prime minister’s advice and act inde-
pendently. For example, if an incumbent prime minister
refuses to accept the result of a general election that pro-
duces a parliament in which his or her party no longer has
a majority, and if the prime minister refuses to resign or
allow any other party leader to try to form a government,
and instead asks the monarch to dissolve parliament and
call another election, the monarch would be justified in
rejecting the prime minister’s advice. In these circum-

stances, it would be constitutionally correct for the
monarchical head of state to dismiss the prime minister
and invite another party leader to test the will of par-
liament.

Some parliamentary systems are republican rather
than monarchical. In a republican parliamentary system,
the head of state is a president elected directly by the peo-
ple or indirectly by parliament. In republican parliamen-
tary systems, presidential heads of state tend to have
greater powers than monarchical heads of state in parlia-
mentary systems. The powers of presidents in republican
parliamentary systems are carefully delineated in written
constitutions, whereas the position of constitutional mon-
archs is more the product of historical evolution and is
largely governed by unwritten constitutional conventions.

Belgium, Denmark, the Netherlands, Norway, Spain,
and Sweden are leading examples of constitutional monar-
chies in Western Europe. Most of the world’s constitu-
tional monarchies are member states of the Common-
wealth of Nations. Queen Elizabeth II is either sovereign
or head of state of sixteen of these states. Besides the
United Kingdom, these states include Australia, Bahamas,
Barbados, Belize, Canada, Grenada, Jamaica, New
Zealand, Papua New Guinea, and the Solomon Islands.
Five other Commonwealth countries—Brunei, Lesotho,
Malaysia, Swaziland, and Tonga—have their own indige-
nous monarchies. Only in the United Kingdom are the
powers and responsibilities of the crown exercised by the
queen herself. In the other Commonwealth constitutional
monarchies whose queen is Elizabeth II, a governor-gen-
eral representing the queen discharges the crown’s respon-
sibilities. In most of these Commonwealth monarchies,
the office of governor-general has been indigenized by
having the queen appoint the governor-general on the
advice of the prime minister of the country in which the
governor-general will serve and by having a citizen of that
country fill the office.

SEE ALSO Aristocracy; Democracy; Government;
Monarchy; Parliaments and Parliamentary Systems
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MONARCHY,
HEREDITARY
SEE Monarchism.

MONETARISM
Monetarism is an economic school of thought that
emphasizes minimal government intervention into the
marketplace and the importance of the money supply in
explaining economic fluctuations. Modern-day mone-
tarism, as advanced by the American economist Milton
Friedman in the late 1940s and 1950s, was presented as a
theoretical challenge to the emerging Keynesian paradigm
that began to gain popularity in the aftermath of the Great
Depression and World War II. Keynesians viewed the
Great Depression as evidence that the prevailing classical
school of thought in which all unemployment was volun-
tary and markets self-correct was considered seriously
flawed. With the unemployment rate in the United States
reaching a peak of 25 percent during the Great
Depression, it became painfully obvious there was insuffi-
cient demand and involuntary unemployment was an
issue for policymakers to address. Upon the recommenda-
tion of the English economist John Maynard Keynes in
1936, the Roosevelt administration undertook an aggres-
sive expansionary fiscal policy approach in the implemen-
tation of the New Deal programs to promote spending in
the United States. While Keynesians viewed the decline in
consumption and investment as the cause of the Great
Depression, Friedman thought it could be attributed to
the Federal Reserve’s inability to provide enough liquidity
to the economy. Rather than restrict the money supply,
the Federal Reserve should have increased the money sup-
ply especially given the deflationary environment.

In light of the Keynesian focus on the role of fiscal
policy to remedy insufficient demand in the private sector,
monetarism reestablished the importance of the quantity
theory in explaining economic fluctuations. The mone-
tarist position rests on several fundamental propositions
with respect to the role of money and economic activity.
First, the money supply is the most important factor in
the determination of nominal income. In particular,
changes in the money supply cause changes in nominal
income whereby the money supply is determined largely
by the central bank. Second, in the long run changes in
the money supply only influence the price level and nom-
inal variables whereas real variables are determined by
labor, capital, and the level of technology with the econ-
omy operating at or near full employment output. Third,
contrary to the long run impact of the money supply,
changes in the money supply can influence real variables
in the short run. Fourth, monetarists view the economy as

relatively stable with government policies destabilizing the
economy rather than stabilizing it.

QUANTITY THEORY OF MONEY

The quantity theory of money provides the theoretical
underpinnings for the proposition that the money supply
is the most important factor in the determination of nom-
inal income. The basis of the monetarist approach begins
with the equation of exchange M × V = P × Y, where M
is the money supply, V is velocity of money (the turnover
rate of the money supply), P is the price level, and Y is real
output. As it stands, the equation of exchange is an iden-
tity; however, monetarists assume that velocity is stable in
the short run and if this assumption is taken to the
extreme fixed (stable) as well.

Hence, the equation of exchange is transformed to
the quantity theory of money as follows: M × V = P × Y,
where V denotes velocity as fixed. The above equation
states that changes in the money supply will affect nomi-
nal income, P × Y. Moreover, monetarists would contend
that changes in the money supply cause changes in nom-
inal income.

With respect to the long run consequences associated
with changes in the money supply, monetarists believe
that the economy is always operating near or at full
employment determined by the markets for labor, capital,
and technology. Indeed, if the economy is operating at its
potential, the quantity theory of money in the long run
can be stated as follows: M × V = P × YP, where YP
denotes potential real output. Thus, the long run changes
in the money supply will only affect the price level.

While the changes in the money supply will only
affect the price level in the long run, changes in the money
supply in the short run can have real effects. Monetarists
assert that in the short run, changes in the money supply
can influence real variables such as output and employ-
ment. The rationale stems from the rigidities in prices and
wages. Prices and wages may not fully adjust in the short
run due to the presence of wage and price controls,
implicit contracting, and the degree of unionization.
Therefore, changes in the money supply will affect both
prices and real output in the short run.

FISCAL AND MONETARY POLICY

Unlike the Keynesian position that the private sector is
inherently unstable, monetarists view the private sector as
inherently stable. Well functioning markets in the private
sector serve as a stabilizer, self-adjusting in response to the
instability created by the destabilizing forces associated
with government intervention. The instability generated
by government intervention could be the result of discre-
tionary monetary policy actions, wage and price controls,
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or excessive bureaucratic costs and social programs, in
which the price mechanism in the allocation of resources
is disrupted. Thus, unlike the Keynesian view, monetarists
do not look upon fiscal policy as a viable stabilizing force
in the economy.

Contrary to the Keynesian view that both discre-
tionary monetary and fiscal policies are useful in stabiliz-
ing the economy, the policy recommendations advocated
by monetarists are rules oriented with minimal govern-
ment interference. First, because monetarists believe that
the money supply is the main factor in explaining nomi-
nal output in the short run and the price level in the long
run, monetarists argue that monetary authorities should
follow a rules oriented policy approach rather than a dis-
cretionary policy approach. This policy stance stems from
the monetarist assertion that the economy is inherently
stable, always adjusting toward full employment, and that
discretionary monetary policy actions by the central bank
will often times destabilize the economy. The money
growth rate rule would have the central bank target the
growth rate of money to equal the growth rate of real out-
put. This rules oriented policy would ensure that the
money supply would grow at the rate of real output and
prevent inflationary pressures in the economy. With
respect to fiscal policy, monetarists do not advocate gov-
ernment intervention in the marketplace, trusting instead
the functioning of free markets and the operation of auto-
matic stabilizers within the economy to minimize the
impact of spending shocks on the economy.

LATE TWENTIETH-CENTURY
EMPIRICAL EVIDENCE ON
MONETARISM

The empirical support for the monetarist position has
been rather mixed. In an attempt to control the accelerat-
ing inflation rate throughout the 1970s, the Federal
Reserve embarked on what some economists called the
“monetarist experiment” in targeting money growth from
1979 to 1982 under Federal Reserve chairman Paul
Volcker. However, during the 1980s and into the 1990s
the velocity of money became unstable. The instability in
velocity severed the relationship between the money sup-
ply and nominal income. This instability was largely
attributed to the deregulation of the banking industry and
the increase in financial innovations, which induced insta-
bility in the demand for money. The stability of velocity
was the cornerstone to monetarism’s reliance on the quan-
tity theory to argue that changes in the money supply
explain movements in nominal output in the short run
and the price level in the long run. Once the stability of
velocity came into question, the monetarist paradigm also
came under greater scrutiny.

Though monetarism has not regained its popularity,
the monetarist view that the money supply is an impor-
tant factor in explaining economic fluctuations has had an
impact on the economics discipline. Rapid money growth
beyond what is sustainable at full employment will lead to
price instability and inflation. This observation is substan-
tiated, for example, by the hyperinflation episodes in sev-
eral European countries in the 1920s and the ongoing
battle with inflation in several Latin American countries.

SEE ALSO Banking; Economics, New Classical;
Expectations; Expectations, Rational; Friedman,
Milton; Inflation; Interest Rates; Money; Phillips
Curve; Policy, Monetary
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James E. Payne

MONETARY BASE
In monetary economics, the monetary base is defined and
measured as the sum of currency in circulation outside a
nation’s central bank and its treasury, plus deposits held by
deposit-taking financial institutions (hereafter referred to
as “banks”) at the central bank. More generally, the mon-
etary base consists of whatever government liabilities are
used by the public to purchase and sell goods and services,
plus those assets used by banks to settle interbank transac-
tions. During certain specific historical periods, measures
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of the monetary base have also included commodity
monies such as gold and silver coin and bullion. The com-
ponents—currency and deposits at the central bank held
by banks—are often referred to as base money.

Some authors have defined the monetary base as cur-
rency held by the public plus the cash reserves of banks.
This definition can lead to confusion and should be
avoided, however. A correct definition must include all
base money held by banks, not solely the portion held to
satisfy regulatory reserve requirements.

MONETARY ECONOMICS

In monetary economics, the monetary base has several
unique characteristics. First, its components include the
assets issued directly by a nation’s monetary authorities
(the treasury and central bank) that are used by the private
sector (the public and banks) to settle transactions.
Transactions, of course, may also be settled through the
exchange of privately issued bank deposits, but these have
risk characteristics that differ from those of base money.
Second, the size of the monetary base changes only if the
monetary authorities take actions, actively or passively, to
permit the change—the private sector cannot change the
size of the monetary base without the cooperation of, and
participation by, the monetary authorities. Hence, in
monetary theory, the monetary base is the direct link
between monetary policy actions and economic activity,
including subsequent inflation. As a practical matter, no
central bank seeks to control closely the size of its mone-
tary base day-to-day, fearing that so doing would sharply
increase the volatility of market interest rates.

SUPPLY AND DEMAND

Central banks control the supply of the monetary base by
buying and selling assets. Purchases of assets, of any type,
increase the monetary base when the central bank pays for
such assets with currency or increased central-bank deposit
liabilities. Similarly, central-bank sales of assets, of any type,
reduce the monetary base when the purchaser surrenders
currency or central-bank deposit liabilities in payment. So
long as the public willingly holds additional base money,
the central bank is able to purchase assets and expand its
size. Historically, this has tempted governments with weak
fiscal discipline to utilize the central bank as a purchaser-of-
last-resort for government debt when private capital mar-
kets are unreceptive, often leading to hyper-inflation.

Demand for the monetary base includes the public’s
transaction demand for currency and banks’ demand for
base money to be used in their usual banking business and
to satisfy statutory reserve requirements imposed on them
by regulatory agencies.

Cross-country comparisons of monetary-base growth
occasionally have appeared in international economics

because central-bank interventions to affect exchange
rates necessarily are conducted by the purchase and sale of
assets, altering the size of the monetary base. When a cen-
tral bank sterilizes the effects of its actions on the mone-
tary base by offsetting the purchase or sale of one asset
with the sale or purchase of another (buying, perhaps, a
foreign-issued bond while simultaneously selling from its
portfolio a domestically issued bond), such that the size of
the monetary base remains unchanged, most studies have
found little effect on exchange rates.

MONETARY POLICY

In all current economies, the growth of the monetary base
is an endogenous variable—that is, it is a variable deter-
mined simultaneously with other variables, such as
employment, output, prices, and market interest rates. In
modern times, only the Swiss National Bank has included
among its monetary policy objectives a growth rate for the
monetary base, although the Bank of England maintained
a monitoring range during the latter half of the 1980s.
Most of the world’s central banks conduct monetary pol-
icy by setting and manipulating the level of a short-term
interest rate. In the United States, the Federal Open
Market Committee implements policy by choosing a tar-
get level for the overnight federal funds rate (the interest
rate charged by banks to each other for overnight loans of
deposits at the Federal Reserve). The federal funds rate is
maintained close to the target rate each day by increasing
or decreasing the supply of base money.

Many empirical studies have examined linkages
among the growth of the monetary base, the growth of
broader monetary aggregates, and an economy’s inflation
rate. Over long periods of time, there is a clear positive
relationship: absent significant structural or regulatory
changes, prolonged inflation (especially hyperinflation)
cannot continue without increases in the monetary base.
In most historical cases, excessive growth of the monetary
base has reflected a lack of fiscal discipline, not a failure of
monetary policy. Sharp reductions in inflation such as
occurred in the United States during 1979–1980, are 
typically accompanied by, and probably require, sharp
reductions in the monetary base. There is substantive dis-
agreement, however, regarding short-run relationships.
While some studies claim to have found direct linkages
between the growth of the inflation-adjusted monetary
base and inflation-adjusted economic activity, other stud-
ies have found no reliable shorter-run connections. In
1988 the economist Bennet McCallum proposed a mone-
tary policy rule in which the level of the federal-funds-rate
target would be adjusted in response to the growth of the
monetary base. After initial widespread attention, the rule’s
impact on monetary policy has diminished in recent years.

Monetary Base
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U.S. CURRENCY HELD ABROAD

In some countries outside the United States, large
amounts of U.S. currency circulate freely and are used for
the purchase and sale of goods and services. The question
then arises as to whether measures of the monetary base in
those countries should include the circulating U.S. cur-
rency. Common practice is to exclude it, including only
domestically issued base money. It is common practice,
however, for measures of the monetary base to exclude
foreign-issued currency. This practice is not without con-
troversy. To the extent that inflation is driven by total
aggregate demand, the foreign currency that is used in
transactions matters. To the extent that a country’s long-
run inflation is caused primarily, or perhaps exclusively, by
increases in its own monetary base, however, foreign cur-
rency is properly excluded. Current empirical studies pro-
vide little guidance as to which is the more appropriate
measure in these cases.

For the United States, one additional issue arises.
Alone among the world’s nations, a large proportion of
U.S. currency (more than half, and perhaps as much as
two-thirds) is held outside the United States. Should this
currency be excluded from measures of the U.S. monetary
base? While experimental measures have been constructed
that do so, no such measure has gained wide acceptance,
and none is currently published, despite Edward Nelson’s
finding in 2002 that such a measure of the domestically
held U.S. monetary base has been more closely connected
to economic activity than other monetary aggregates.

CHANGES IN RESERVE
REQUIREMENTS

To be used as a longer-run measure of the stance of mon-
etary policy, measures of the monetary base must be
adjusted for the effect of changes in statutory reserve
requirements. The resulting series is referred to as the
adjusted monetary base. Increases in statutory reserve
requirements, for example, tend to increase the quantity
of base money demanded by depository institutions to
satisfy the requirements, conditional on their level of
deposits. If no offsetting action is taken by the central
bank, this increase is economically equivalent to the cen-
tral bank reducing the monetary base itself. To avoid sud-
den jumps in market interest rates due to changes in
statutory reserve requirements, central banks have tended
to match such increases in demand with increases in sup-
ply. (For a further discussion of this, see Anderson and
Rasche 2003.)

THE FUTURE

Two developments that began during the 1990s portend a
reduced future for the monetary base and a reduced
demand for base money. First, central banks worldwide

have reduced regulatory reserve requirements to very low
levels, attenuating banks’ demand for central-bank
deposits. In the United States, although regulatory reserve
requirements have not changed, banks have used retail
deposit sweep programs to sharply reduce their holdings
of base money. (In a retail deposit sweep program, a bank
reclassifies a transaction-oriented deposit subject to a high
reserve requirement as a savings-oriented deposit subject
to a low requirement.) Most banks that have implemented
such automated sweep systems have reduced their
required reserves to a level small enough to be satisfied by
the amounts of vault cash and deposits at Federal Reserve
Banks that they hold for use in their ordinary business of
making and receiving payments. In this case, regulatory
reserve requirements cease to be a determinant of the
demand for the monetary base. In other countries, regula-
tory reserve requirements have been replaced with pay-
ments-oriented requirements that generally allow banks to
hold zero deposits overnight at the central bank. The
European Central Bank (ECB) imposes a broad regula-
tory reserve requirement on most bank deposits at a 3 per-
cent rate. This requirement must be satisfied solely with
deposits held at the ECB; vault cash is not eligible.

The second continuing development is the growth of
electronic payments. In the absence of binding regulatory
reserve requirements, demand for base money is driven by
the need of households, firms, and governments to initi-
ate and settle payments. If electronic payments displace
most currency and paper checks, then the demand for
base money might fall to such a low level that central
banks would find that the control of its supply was a weak
lever with which to implement policy. The solution to this
problem remains uncertain, but many economists have
noted that tax payments play a central role. Most govern-
ments require that taxes be paid in base money. In the
United States, for example, tax payments to the U.S.
Treasury must be settled in deposits at the Federal Reserve
Banks—payments from households and firms drawn on
banks are accepted only to the extent that such payments
are later settled by the banks on behalf of their customers
in deposits at the Federal Reserve Banks. Economists as
diverse as Sir John Hicks and Michael Woodford have
argued that this tax-payment function will assure a long-
term role for base money in the economy.

DATA AVAILABILITY

In the United States, both the Board of Governors of the
Federal Reserve System in Washington, D.C., and the
Federal Reserve Bank of St. Louis publish monetary-base
data with and without adjustments for the effects of
changes in statutory reserve requirements. Data and
details of the calculations and adjustments are available
from those institutions.
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MONETARY POLICY
SEE Policy, Monetary.

MONETARY
PRODUCTION
ECONOMY
SEE Production.

MONETARY THEORY
Money in some form has been around for at least five
thousand years, with the earliest evidence of its use in the
Fertile Crescent in Mesopotamia. In contrast even after

three hundred years a theory of money has scarcely been
developed.

There are several basic reasons why a theory of money
has been long in coming. The number of properties that
ideal money needs to possess is so large that it is easy for
any author to develop a theory omitting several functions.
Thus we have seen the development of many partially cor-
rect theories, each one emphasizing different properties rel-
evant to the context of the times. The blending of history,
context, and institutional understanding with abstraction
and analysis is one that is rarely congenial to either institu-
tionally or mathematically oriented scholars. Furthermore,
because money and financial institutions are at the center
of practical affairs, theory and practice, advocacy and
understanding, have been dangerously mixed.

PRECURSORS

Although Plato noted in passing the use of money as a
means of exchange, possibly the first person known to
have considered seriously the meaning of money was
Aristotle. He identified the uses of money as a means of
exchange, a store of value and a numeraire. However, con-
siderable damage persists even today from Aristotle’s mis-
understanding of the subtlety of the basic properties of
economic systems utilizing money. Utilizing an unfortu-
nate and simplistic analogy between the fecundity of the
living and the sterility of inanimate objects, Aristotle’s
comments helped to lay the philosophical foundation for
opposition to the charging of any rate of interest whatso-
ever on loans by the Catholic Church and by the
Moslems.

The Romans had an advanced business economy and
legal system that included the development of the corpo-
ration, but there is little evidence of an interest in eco-
nomic theory. Nor is there any clear evidence of it in
Chinese thought or elsewhere. Possibly the next glimmer-
ings on theorizing about money and interest were the
Catholic scholastic doctors as exemplified by Saint
Thomas Aquinas (1225–1274).

Key themes developed from Jean Bodin (1530–1596)
and Richard Cantillon (1680?–1734) onward have been
the quantity theory of money and the credit or “bills only”
view of financing. Another basic division in the develop-
ment of monetary theory has been the development of
microeconomic theory, where the control role of govern-
ment is hardly alluded to, as contrasted with the macro-
economic approaches, where government and the control
aspects of the economy are central. The work of John
Maynard Keynes (1883–1946), his followers James Tobin
(1918–2002) and Don Patinkin (1922–1995), and com-
petitors such as Milton Friedman (1912–2006) exemplify
a joining of theoretical studies and advocacy of policy.

Monetary Policy
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TWENTIETH-CENTURY
DEVELOPMENTS

Prior to the great work of Keynes, the early twentieth cen-
tury produced significant works by Ludwig Edler von
Mises (1881–1973), Joseph A. Schumpeter (1883–1950),
and Knut Wicksell (1851–1926) that set the stage for the
developments to come. In a class of its own, but of con-
siderable importance to those who wish to appreciate the
subtlety of money and financial institutions, is the work
of Georg Simmel (1858–1918) dealing with the philoso-
phy of money.

In the debate on macroeconomic control of the econ-
omy, Friedman and his followers, in contrast with Keynes
and his intellectual successors, have stressed the impor-
tance of the quantity of money as key to control of the
economy. Simon Newcomb (1835–1909) first wrote
down the explicit equation to describe the quantity theory
as MV = PT, where P is the average price level, M is the
amount of money in the system, V is the velocity of circu-
lation, and T is the number of transactions in the econ-
omy. Irving Fisher (1867–1947) provided the more
sophisticated analysis. In its simplest form it is assumed
that V and T are constants, thereby giving an equation
where a change in the money supply directly changes the
price level.

The observations by William Stanley Jevons
(1835–1882) concerning the failure of the double coinci-
dence of wants may be regarded as a precursor to much
formal mathematical work on the microeconomic theory
of money. The failure of the double coincidence of wants
can be illustrated by three individuals trading in three
commodities where no pair can improve directly by trade
but all can benefit from monetary intermediation that
enables pairs to trade.

The work of John Hicks (1904–1989) straddled gen-
eral equilibrium theory and the macroeconomic theory of
money. He also introduced the idea of calculating adjust-
ments in multistage general equilibrium models with
sticky or fixed prices. This was taken up by Jean-Michel
Grandmont (1983) and Jean-Pascal Bénassy (1982).

Work on the microeconomic theory of money has
grown considerably since 1960, perhaps given impulse by
Gerard Debreu’s Theory of Value; An Axiomatic Analysis of
Economic Equilibrium (1959). This work, which estab-
lished the general mathematical conditions for the exis-
tence of efficient market prices, was presented as an
extension of the work of Léon Walras (1834–1910). Yet
paradoxically it does not involve money except in the
sense that the mathematical observation that prices are
homogeneous of order zero implies the classical
dichotomy that a homogeneous increase of money merely
changes the price level.

Search and sequential binary trade models have been
utilized as mathematical economic anthropology models
to consider pre-market mechanisms of exchange that
might lead to the emergence of markets and money. This
includes the works of Ross M. Starr, Ariel Rubinstein,
Douglas Gale, and others.

Frank H. Hahn raised the basic question of what sup-
ports the value of a paper money in any economy with a
finite existence. Because all know the paper will be worth-
less at the end, by backward induction it can be shown
that no one will take it at the start. How can this back-
ward argument be avoided? It turns out that there are
many different solutions to this problem depending on
institutional and technical detail, such as terminal condi-
tions, transactions costs, costs of producing money, polic-
ing trade, handling default, and enforcing contract.

Hahn, Mordecai Kurz, Duncan Foley, and several
others have considered transactions costs. Seignorage and
cost of production have been considered by Martin
Shubik and Dimitri Tsomocos. Nobuhiro Kiyotaki and
Randall Wright offered a formal model of three individu-
als producing and trading three commodities where the
failure of the double coincidence of wants is overcome
endogenously at equilibrium by consistent expectations
that support intrinsically worthless money. Per Bak,
Simon Norrelykke, and Shubik utilized a somewhat
related model to consider the dynamics of adjustment.

David Cass and Karl Shell note that the presence of
outside or exogenous uncertainties which would appear to
have nothing to do with the functioning of a monetary
economy can have a correlating influence on behavior
generating what they term “sunspot equilibrium.” In a
monetary economy with many different independent
agents the obtaining of coordination is critical for efficient
behavior.

Maurice Allais (1946) and Paul A. Samuelson (1958)
recognized the importance of the overlapping generation
aspects of a human economy. Real property and financial
assets are transferred across the generations as individuals
are born and die. Samuelson showed the important role
played by money acting as a store of value in this process.

A game theoretic approach to the theory of money
and financial institutions has been developed by Martin
Shubik (1999) and others. In particular the set of models
known as Strategic Market Games (see Lloyd Shapley and
Shubik [1977], Pradeep Dubey and Shubik, [1978], and
Sylvain Sorin [1996]) make it possible to devise full
process models that can be studied for their noncoopera-
tive equilibriums. A noncooperative equilibrium is an out-
come that satisfies mutually consistent expectations; if all
individuals expect that all others are going to take certain
actions, there are some actions for which everyone’s expec-

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 247

Monetary Theory



tations will turn out to be correct. These expectations are
also known as rational expectations.

The key stress is on the game theory and the experi-
mental gaming concept of a playable game as a device to
make sure that a full process model is constructed. There
are so many institutional possibilities in constructing
process models that a concept of minimal institution is
called for.

Parallel stochastic dynamic programs to study mone-
tary phenomena was first introduced by Robert Lucas
(1972); Lucas and colleagues have laid out a considerable
program linking primarily representative agent, cash-in-
advance microeconomic optimizing models to macroeco-
nomic models utilizing solutions with rational
expectations. They have utilized these models to address
several of the major problems in macroeconomics. Some
believe that it is premature to try to draw policy conclu-
sions from models at this level of aggregation and low
dimension.

In contrast Ioannis Karatzas, Shubik, and William
Sudderth (1994) primarily have considered the behavior
of individual agents. These models lead to the existence of
equilibriums showing nonsymmetric income and wealth
distributions caused by the random elements.

DEBATE ON THE NEUTRALITY OR
NON-NEUTRALITY OF MONEY

Although new methods of parallel dynamic programming
have been introduced and the mathematical models of
process have evolved considerably since the writings of
David Hume (1711–1776), the debate on the neutrality
or non-neutrality of money is still present among econo-
mists in the early twenty-first century, although in a form
somewhat different from the debate of the previous 250
years. Basically the argument has been that if money is of
no intrinsic value, a doubling or halving of its supply will
merely influence the price level and not the distribution of
real resources. But if it does not influence the distribution
of real resources it can be said to be neutral in its effect.
This is a virtual tautology when comparing equilibrium
states. However, when issue or withdrawal of money by
the government is considered as a potential dynamic con-
trol variable, what may be a tautology in equilibrium may
be false in a dynamic process.

Friedman offers a thought experiment in which a hel-
icopter drops banknotes on a city. How do the prices and
distribution of money change during this exercise?
Patinkin discusses the classical separation of the monetary
sector from the real economy. All of these writings deal
with the same empirical problem. The key question is
exactly how much the monetary and financial control
mechanism actually controls the real economy. The fol-
lowers of Schumpeter who are concerned with this equi-

librium and uncertainty would say a great deal. The
Keynesians, neo-Keynesians, Friedmanites, and neo-
Friedmanites all perceive the same question but differ in
the answer.

The microeconomists viewing the economy from the
assumptions of general equilibrium theory can prove rig-
orously that the price system is homogeneous of order
zero. This means, in plain English, that a doubling or
halving of prices makes no difference to the real economy.
The mathematics is rigorous, but the model is incomplete
for the problem at hand. Modifications such as Hicks’s
temporary equilibrium studied by individuals such as
Grandmont arrive at different conclusions. Other micro-
economic theorists such as Pradeep Dubey, John
Geanakoplos, Shubik, Charles Wilson, and William R.
Zame introduce bankruptcy. The bankruptcy penalty
links the value of paper money to the utility function, and
if there are any limits to the supply of money and its
velocity this implies that money is no longer neutral.
Prices are defined on a finite closed interval.

The difficulties in defining and measuring near
monies or other money substitutes and the empirical
problems in measuring velocity make the forceful state-
ments of Hume and the attractive simple price quantity
equation of Newcombe and Fisher no longer generally
tenable. We can say, “Given the assumptions of general
equilibrium theory and its macroeconomic equivalents, in
equilibrium, money is neutral in the economy.” It is a
matter of the appropriate modeling. In reality, with
incomplete markets and time lags in reaction, money is
not neutral in disequilibrium. It influences the distribu-
tion of real goods. How heavily non-neutral it is and how
useful it is as a control mechanism over the economy is a
matter of judgment concerning detailed economic obser-
vations and measurements. No matter what the econo-
mist’s persuasion, the consensus in the early twenty-first
century appears to be that the control mechanism of
money over the economy is weakened by the growth of
modern communications and the proliferation of money
substitutes.

In spite of the considerable developments since the
early twentieth century, many problems, especially those
concerning the measurement of velocity and the under-
standing of how it changes, remain to be dealt with. A sat-
isfactory theory of money must deal with financial
institutions and with the nature and the relationship of
government fiscal and monetary control. Much of the
mathematical analysis of the theory of money leaves out
innovation, expertise, and heterogeneous expectations.
The straitjacket of the dynamic programming format
together with representative agents with rational expecta-
tions forces a fixed velocity on most models. In contrast,
the nonmathematical models of Keynes, Schumpeter, and
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Hyman Minsky present a world with innovation and dif-
ferentiation in both expertise and expectations. This gives
room for a dynamics of control based not on the smooth
noncooperative equilibrium of the dynamic programming
approach but one with the government, banks, and finan-
ciers directing parts of the money supply selectively across
the economy.

SEE ALSO Finance; Macroeconomics; Money; Neutrality of
Money; Policy, Monetary
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Martin Shubik

MONEY
Money can only be defined adequately in the context of a
dynamic economy with markets and other financial insti-
tutions existing in a society complete with its laws and
customs. It is a network or system of public good of con-
siderable complexity. Even if money is privately produced,
in the sense that it always depends on network acceptance
it is a public good.

A quick perusal of any standard textbook immedi-
ately specifies the key economic properties of money as:
(1) a means of payment; (2) a store of value; and (3) a
numeraire. There are also a host of physical properties that
are desirable for an item that serves as money. A partial list
includes: (1) transportability; (2) durability; and (3) cog-
nizability.

Left off these two lists is the strategic and informa-
tional properties of money. In particular the rules of oper-
ation with money distinguish among economic agents.
The powers of an individual with respect to the creation
and destruction of money are different from those of com-
mercial banks, the central bank, and the treasury.

Part of the basic financial control mechanism of any
society is the ability of some institutions to control the
money supply and influence the money rate of interest.
Although it can be shown at a high level of abstraction
that with a perfect clearing system all individuals could
issue their own currencies, the degree of reputation, trust,
and memory required for such a system to work is unrea-
sonable. The financial institutions that have been
invented have been designed to provide a viable system for
imperfect individuals.

The informational aspects of the use of money are
critical to a modern complex economy. Money is an infor-
mation aggregating, disaggregating device. Given prices,
any collection of diverse assets can be valued by a single
number. Bets of almost any variety on the future deal not
only with the changes in uncertain bundles of assets, but
with how they will be evaluated in monetary terms.
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Because people are almost always concerned with a
dynamic economy in disequilibrium, money does not
provide a constant standard of measure like a carefully
measured standard meter. It is a somewhat flexible, crude,
and changing store of value. The conditions required to
guarantee that a unit of money is of the same value in each
period are rarely if ever encountered. A strict specification
of all of the conditions that must be specified to guaran-
tee no inflation or deflation is such that it is rarely met in
reality. However in a dynamic economy the fact is that
money does not maintain a precise value throughout time
but permits prices to change in a flexible manner. And, up
to a point, this is a desirable property.

Given that there are many desirable properties for
ideal money, the institutional manifestation of the ideal
money is hard to come by as most actual financial instru-
ments called money miss some of the properties.

ON THE ALLOCATION OF
RESOURCES

Precisely when in history individuals switched over from
direct trade, where commodity A was exchanged for com-
modity B with no intervening means of payment, is not
known. The open market with prices is by no means the
only way that society distributes its resources. Among the
ways extant today are direct bargaining, bidding, the free
market with a price system, the dictates of higher author-
ity, force, fraud and deceit, custom including inheritance
and other gifts, and last, but not least, chance. Most of
these, like society itself, preceded the development of an
organized law-enforcing economy utilizing money.

A dynamic economy is a living organism with many
ways of achieving some of its goals. Even the most
advanced economy will not transfer many of its resources
only through markets. Government, alone, at its many
levels will account for 20 to 40 percent of the reported
monetary income of any society. Gifts will still be made;
housewives, husbands, handymen, and gardeners will still
produce a considerable nonmarket produce; bribes and
theft are all present to contribute to the nonmarket or
only obliquely market parts of the economy.

A BRIEF HISTORY OF MONEY

It is not clear whether the development of money pre-
ceded, succeeded, or happened simultaneously with the
evolution of markets. Their functions are deeply inter-
twined. The knowledge of the existence of markets makes
it easier for individuals to find what they want to buy and
where they should go to sell. The existence of money and
other financial instruments makes it easier for them to
trade. Among the earliest known monies were barley and
silver, both of which were used in Mesopotamia over four

thousand years ago. A considerable variety of substances
have been used as money. They can be usefully divided
into storable consumables, such as barley, and durables
such as silver. Consumable monies have included barley,
rice, cocoa beans, salt, bricks of tea, and cigarettes.
Durables have included cowrie shells, wampum, furs, and
many metals, including gold, silver, copper, tin and plat-
inum, as well as alloys.

Among the earliest portrayals of the use of a metal as
money is a painting from the tomb of Mereruka at
Saqqara, Egypt, dating around 2300 BCE, showing gold
being weighed in a transaction. Before the invention of
coinage, payments utilizing metals were made in dust or
ingot form. The invention of coinage is attributed to King
Andrys of Lydia around 630 BCE. When one views money
and financial institutions it is helpful to adopt the view-
point of an engineer. This dispels much of the mystery
often associated with finance. In particular, the transac-
tions technology is seen to be a part of the economic pro-
duction process. The switch to coinage contrasts with
using metal by weight as a means of exchange. Coinage
provided standardization of both the weight and quality
of the metal and came with the stamp of authority, pro-
viding for law and its enforcement.

In return for the services rendered by coinage the
king took a payment termed a seignorage fee estimated at
3 percent. As is evinced by the association of Croesus with
wealth, coinage by the king was a source of revenue. In the
subsequent history of coinage permission for the opera-
tion of mints has often been granted to private entities,
although the government has always played a role. The
technology of the production of coins has progressed from
slow crude hand striking to vast automation where
machines can produce coins at the rate of 45,000 per
hour. Coining is still a profitable occupation as is evinced
by the profits that the U.S. Mint turns over to the U.S.
Treasury. It is also an art form as is illustrated by the
design by the renowned sculptor Saint-Gaudens of the
double eagle gold coin.

Within a few hundred years the use of coinage
stretched from England to China. Although historians are
not certain, it appears that the Chinese might have
invented coinage independently a little later than the
West. The mere fact that coinage was quickly and broadly
accepted, providing many services that payment in bul-
lion did not provide, does not imply that all coins are
accepted even if the issuer is trusted. Mixtures of law, cus-
tom, and even aesthetic appeal all come into play. An
example is provided by the livre tournois in the thirteenth
century, which dominated the use of the livre parisis of
Paris, the official coin of the central government.

Money
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NOTES ON GOLD AND OTHER
METALS

Gold is malleable, ornamental, inert, and easily alloyed. It
is estimated that at the end of 2005, the stock of mined
gold was approximately 171,000 tons, of which 64 per-
cent had been mined since 1950. World production in
2005 was 2,770 tons. There is a considerable amount of
gold in the ocean, but retrieval costs are prohibitive.

Various countries have employed gold, silver, and
copper as currency simultaneously. A reason for doing so
is to provide a fit for different levels of consumption: cop-
pers for a glass of beer or newspaper; silver for a pair of
shoes; and gold to buy a house. The size of a gold coin to
buy a beer is too small and as Sweden’s experiment with a
copper currency demonstrated, buying a house with cop-
per currency required cartloads of copper.

When one country bases its currency on gold and
another on silver, any attempt by a country to fix an inter-
nal price between gold and silver will cause an influx or
outflow of one of the metals. When the English physicist
and mathematician Sir Isaac Newton (1642–1727) was
master of the mint, in 1717 he overvalued gold in terms
of silver sufficiently that silver went out of circulation as it
could be sold for gold and the proceeds repatriated and
converted at a profit.

PAPER MONIES, NEAR MONIES,
AND THE MONEY SUPPLY

From the late seventeenth century onward starting with
the formation of the Bank of England in 1694, the world
switched more and more to the use of paper currencies.
Each currency represents a claim by a national govern-
ment that it can use its monetary strategic powers to help
to control its economy. Monetary consolidations such as
the introduction of the euro must be viewed in terms of
politics as well as economics. Viewed purely from eco-
nomics the currency union offers a considerable saving in
transactions costs, but from the viewpoint of international
politics it marks a considerable change in the strategic
powers of individual nation-states.

The mixture of law, custom, and logic that produces
a viable monetary system is sufficiently subtle that it is
extremely difficult to produce formal models that ade-
quately reflect the many functions of money and near
monies. The phrase “near money” refers to an instrument
that has many but not all of the properties of a money. For
example, confining the observations to the transactions
use of money, it should be acceptable in all markets.
Nevertheless there may be financial instruments in exis-
tence, such as bank checks, which are accepted in almost
all markets. For many purposes of analysis it makes sense
to lump bank money with the issue of the government.

Because other financial instruments and real assets
may have some, but not all, of the properties of money
there is a considerable problem in defining a single simple
measure of the amount of money there exists in any coun-
try. For example the property of being a store of value is
present for assets such as land or houses as well as gold.

If a single number is required to measure the amount
of money, the United States produces three different meas-
ures with many components. The three measures are aggre-
gations called M1, M2, and M3. M1 is the sum of paper
currency and coin that is held outside banks, traveler’s
checks, and checking accounts (but not demand deposits),
minus the amount of money in the Federal Reserve float.
M2 is the sum of M1, plus savings deposits, including
money market accounts from which no checks can be writ-
ten, time deposits less than $100,000, and retirement
accounts. M3 is the sum of M2 plus the large time
deposits, Eurodollar deposits, dollars held at foreign offices
of U.S. banks, and institutional money market funds.

In the twenty-first century with the proliferation of
computers and cheap communication together with data
banks on credit evaluation, many new forms of payment,
credit cards, debit cards, and e-money are coming into
being. Groups of individuals who trade frequently and are
well known to each other can set up their own clearing
and credit systems without using banks.

MONEY AND CREDIT AND THE
QUANTITY THEORY

One of the mysteries of fiat money and national income
accounting is what backs fiat or paper money. Is it cus-
tom, the power of government, trust in the government,
gold reserves and other government assets, the presence of
taxation, expectations, the negative incentives of default
punishment, or factors associated with insurance and
inheritance? A tentative answer is all of the above, in part.
The mix may vary through time and place. The ideal
money is a symbol that serves as a substitute for trust. It is
an abstract “trust pill.” This ideal currency does not exist,
but the currency of a stable noninflationary economy is
hopefully an approximation to this trust pill. Fiat money
is an asset like gold but it is an artificial or societally cre-
ated virtual gold. Treating it as an asset has some paradox-
ical features. What does one receive on surrendering a one
dollar bill to the Federal Reserve? One gets another new
bill. Currently the average life of a dollar bill is estimated
at twenty-two months; hence this activity is not merely
symbolic but relevant. In their work Money in a Theory of
Finance (1960), Jack Gurley and Edward Shaw made a
distinction between “outside money” and inside money
that stresses the role of government. Outside money is
government fiat money against which a government debt
exists. Inside money is fiat money held as an unencum-
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bered asset by a private individual. A way in which the
government can adjust the overall supply of fiat money
held by private individuals is by selling to or buying from
them, public debt. The basic difference between fiat
money and credit is that money is a virtual commodity. It
is a fictitious gold. It is the only financial instrument for
which there is no operationally meaningful offsetting
instrument on the other side of the balance sheet. The
government maintains a fiction that it owes something to
the individual who owns a dollar bill, but apart from
obtaining a newer piece of paper from the bank it has no
operational meaning. From the mid-eighteenth century
until today there has been considerable interest in what
has become known as the quantity theory of money. In his
essay “Of Interest” (1752) the Scottish philosopher and
historian David Hume (1711–1776) noted, “All augmen-
tation has no other effect than to heighten the price of
labor and commodities; and even this variation is little
more than that of a name.… Money having chiefly a fic-
titious value, the greater or less plenty of it is of no conse-
quence if we consider a nation within itself ” ([1752]
1985, pp. 296–297).

In the modern terminology of Don Patinkin, Hume’s
concept of money shows a classical dichotomy illustrating
that the amount of money does not matter. More money
merely raises the level of prices. The classical dichotomy
means that the structure of real economy in equilibrium is
independent of the amount of money in the system. The
latter only fixes the price level.

The conditions for the classical dichotomy between
money and other goods are that there are absolutely no
frictions in the speed of adjustment of the economy to the
introduction of more money. This is counterfactual as can
be seen by trying to build a playable game of the system.

EQUILIBRIUM OR DISEQUILIBRIUM

In the 2000s there are at least two major schools of
thought, one deriving from Hume, the monetarists, exem-
plified by Milton Friedman and the other modern follow-
ers, and modifiers of the work of the English economist
John Maynard Keynes. Both schools have skilled analysts.
The key distinctions lie in basic assumptions and different
interpretations of unclear evidence. Those following vari-
ants of the quantity theory appear to stress long-run equi-
librium conditions playing down the influence of
short-term adjustments and coordination problems as
well as ignoring nonsymmetries in wealth, expertise, and
decision-making abilities. The neo-Keynesians are more
concerned with the influence of monetary policy on
short-run adjustments and on problems in economic
coordination. They tend to be more concerned with non-
symmetries among industry, the workforce, consumers,

and government. More than the monetarists they appreci-
ate the constant disequilibrium in the economic system.

A strategic and more biological view of money and
financial institutions is that they represent the neural net-
work and control system over the economic body of soci-
ety. The government and the private financial
establishment form a considerable segment of the econ-
omy. They are large enough to have considerable influence
on the overall supply of money and credit. This alone
places an upper bound on prices. The presence of default
penalties and bankruptcy laws places a lower bound on
prices. If there is enough deflation it pays a debtor to
default unless the bankruptcy laws are changed at the same
speed as the money supply. The laws of contract and the
bankruptcy laws reflect a society’s attitude toward risk. In
a highly innovative society in constant disequilibrium, the
laws of default and bankruptcy control the innovation rate
or the speed of mutation of that society. Furthermore the
ability of the government and banks to create money and
the other parts of the financial system to direct where
credit goes gives government and the financial system con-
siderable control in directing the disequilibrium dynamics
of a modern economy. In this structure money matters
considerably. In a static equilibrium of a society without
innovation the classic dichotomy appears and the impor-
tance of money and financial institutions is diminished.

The financial system and money provide the interfac-
ing mechanisms between the economy and the polity.
Human society, like an individual’s body, is not an undif-
ferentiated mass of independent individuals or cells. There
is a complex organization, which in both instances
requires a flow of information, control instructions, and
nourishment to differentiated organisms that require
coordination. The financial system provides for the flow
of information and control and the economy provides the
various physical forms of nourishment needed by the 
society.

SEE ALSO Balance of Payments; Currency; Divisia
Monetary Index; Exchange Rates; Monetary Theory;
Money, Endogenous; Money, Exogenous; Policy,
Monetary; Quantity Theory of Money; Trade
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Martin Shubik

MONEY, DEMAND FOR
Money exists because there is a demand for it, and that
demand creates its own value (like any other asset). The
intrinsic value of money may be zero; still, the nominal
value of money is equal to its face value. An intrinsically
worthless paper acquires value because it performs the role
of the medium of trade. People demand money because
they believe that most people demand it. In other words,
they know that they can exchange money for goods and
services or other assets now or in the future. If people
know that there will be no demand for money in the
future, then nobody will demand it now, so there must be
a belief system that money will be demanded in future for
indefinite periods. Hence a medium of exchange necessar-
ily becomes a store of value, though not every store of
value is a medium of exchange. The liquidity of an asset
makes it money. The degree of liquidity is defined as the
easiness with which the asset is converted to any other
commodity or service. If an asset can be exchanged seam-
lessly for another asset, then it fulfills the ideal definition
of money. Similarly, if money is exchanged for another
asset or goods or services and if no transaction cost is
involved, then the money is perfectly liquid.

WHAT IS DEMAND FOR MONEY?

Demand for money is not exactly like demand for any
other commodity. Money does not give any direct utility
to a consumer, nor is it used as an intermediate good in
the production process. However, it facilitates transactions
in the processes of production, consumption, and distri-
bution. Money has purchasing power whereby one can
purchase any marketable good or service. Further in a
sense money gives more utility than a set of goods or ser-
vices of the same value because it provides a generalized
purchasing power. An infinite set of choices of goods and
services are possible if money exists. Hence demand for
money is an indirect demand for goods and services, both
in current and in future periods. If more money is chasing
the same amount of goods or services, then value of
money goes down; this is an inflationary situation. For the
holders of money, it is the purchasing power—that is, the
real money balances—that matters.

According to John Maynard Keynes, an asset pos-
sesses three properties: a yield, a liquidity premium, and a
carrying cost. He defined money as an asset that has zero
yield but a positive liquidity premium in excess of its car-
rying cost.

The most common form of money in the early
twenty-first century world is the liabilities of central
banks. The almost universal requirement that taxes be
paid to the governments in the form of liabilities of a cen-
tral bank ensures that there is a demand for such liabilities
(see Jordan 2006).

THEORETICAL SIGNIFICANCE

Demand for money arises from medium of exchange and
store of value functions. Because people need money to
smooth transactions, they hold it for future needs. Money
as a medium of exchange is a facilitator of transactions
and hence an essential lubricant to the mechanism of
exchange. In fact these two roles of money are interre-
lated. Unless money is a store of value, it cannot be a
medium of exchange and vice versa. However, the trans-
action demand is more fundamental. There are other
assets besides money that are competing and even better
stores of value but no better medium of exchange. In
developing countries, though, money’s store of value role
is particularly significant. Money generally serves as the
unit of account and the standard of deferred payment
because it is convenient as well as efficient. However, the
medium-of-account role is not logically tied to the
medium of exchange (Wicksell 1906).

Keynes in The General Theory of Employment, Interest,
and Money (1936) identified three motives for holding
money: the transaction motive, the precautionary motive,
and the speculative motive. The transaction motive and
precautionary motive relate to money’s role as the

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 253

Money, Demand for



medium of exchange, whereas the speculative motive
relates to money’s role as a store of value. The transaction
motive arises for exchanging money for goods and ser-
vices, as it is extremely unlikely to have double coinci-
dence of “wants,” especially in a modern economy. It may
not be possible for me to exchange a few pages of my
research paper for a meal in a restaurant because my
“want” and the “want” of the restaurant owner need not
coincide. Holding money involves a trade-off between
forgoing the interest that can accumulate with savings and
bearing the inconvenience of not holding money for
transaction purposes. People may hold money to meet
future payments, which are uncertain; this is the precau-
tionary motive for holding money (see Whalen 1966).
Money is also held for speculative purposes, that is, to
avoid the risk inherent in other assets, which may pay
higher returns (see Tobin 1958).

Demand for money varies between developed and
developing countries because the former have relatively
advanced financial systems, states of technology, and
degrees of enforceability of contracts. The volume of
transactions also influences demand for money. In less
developed countries cash is used more often for transac-
tions; in more developed nations the use of credit cards
reduces the demand for cash.

There are several economic variables that affect the
demand for money, including gross domestic product
(GDP), interest rates, inflation rates, financial innovations
in the economy, degree of monetization in the economy,
exchange rates, structure and level of external trade, and
so on. Various theories explain the relationships between
these variables and money. The original quantity theory of
money (Fisher 1911) was followed by the Keynesian the-
ory of liquidity preference (Keynes 1936) and later by
more modern variants of both (Friedman 1956; Tobin
1956, 1958; Baumol 1952). The Keynsian approach
makes interest rate an explicit determinant of the demand
for money.

Technical progress in the financial sector introduces
two competing influences on the trend behavior of veloc-
ity, each of which dominates a different stage of develop-
ment in a particular country. During the first stage of
development, the economy is characterized by increasing
monetization and expansion of bank branches. Cash and
demand deposits are increasingly used for transactions,
replacing earlier reliance on barter trade. The income
velocity of money falls. In the second phase of develop-
ment, new securities are introduced as an alternative store
of value. The change in technology and regulatory mech-
anisms in the financial sector and the resultant rapid
transfer of funds across time, space, and economic agents
economizes on money balances. This results in a rise in
velocity, giving rise to a U-shaped function for the veloc-

ity with respect to time. Money has an inherent tendency
to instability through the development process as the
velocity varies (see Bordo and Jonung 1987).

EMPIRICAL SIGNIFICANCE

Money demand is one of the most extensively studied
relationships in economic literature. Innumerable articles
were published in the last decades of the twentieth cen-
tury on empirical money demand estimations for numer-
ous countries and time periods. Empirical research on the
demand for money progressed as theory evolved, and
econometric techniques improved in order to posit a plau-
sible validation for the theoretical relationships (or lack
thereof ). The growing arsenal of time-series econometric
techniques, such as cointegration and error correction, has
permitted more sophisticated examinations of demand for
money functions.

There is a vast amount of empirical literature exam-
ining the stability of demand for money. This is explained
by the ever-changing technology, innovations, and regula-
tory mechanisms in the financial markets. Further the
large fluctuations in the interest rates can render a large
amount of instability to the velocity of circulation of
money.

Markus Knell and Helmut Stix (2003) performed a
meta-analysis of almost 500 empirical money demand
studies to investigate whether different study characteris-
tics might play a role in variations. They showed that the
estimations for the income elasticity of money demand are
systematically and significantly higher if broader defini-
tions for monetary aggregates are used; the inclusion of
variables such as wealth and financial innovation tend to
be associated with lower estimates. The results for the use
of different scale variables, the use of different economet-
ric methods, and various additional details of the specifi-
cation are less clear-cut. Surprisingly they also found that
some of these results are similar to observations made in
previous surveys, despite the facts that they use a com-
pletely different sample of papers and that in their sample
most studies use modern cointegration techniques,
whereas older surveys (see Laidler 1993) were dominated
by partial adjustment models, and so on.

In an international sample of studies, income elastic-
ities between –14.11 and 44.79 (or corrected for outliers
between .01 and 2.46) were observed; sometimes substan-
tial differences can be found even within the same coun-
try and time period (Knell and Stix 2003). Most surveys
show divergence of empirical findings in terms of coeffi-
cient values. However, this is to be expected because
macroeconomic environment varies across countries and
across sample periods.

During the 1970s and 1980s most studies looked at
Organization for Economic Cooperation and Develop-
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ment (OECD) countries and particularly the United
States and the United Kingdom, but since the 1990s a
number of papers on developing countries have become
available. The literature on developing countries suggests
that the models on narrow money work better, reflecting
weak banking systems and low financial sector develop-
ment (Pradhan and Subramanian 2003). Automatic teller
machines, for example, allow withdrawals from savings
accounts, so the narrow money changes but not the broad
money. Hence financial innovation has made narrow
money relatively more unstable in advanced economies
(see Hetzel and Mehra 1989; Hafer and Jansen 1991).
Generally currency, demand deposits, and other checkable
deposits constitutes the “narrow money”; “broad money”
includes some more financial assets in addition to the nar-
row money.

Despite the numerous efforts to estimate the demand
for money functions, there is little agreement among the
authors of this literature. The range of estimated income
and interest-rate elasticities is wide, and although some
papers maintain that money demand is stable, others
come to the opposite conclusion.

POLICY SIGNIFICANCE

The long-run relationship between real money balances,
real output, and interest rate has immense policy implica-
tions. If demand for money is stable, then output and
price level are predictable to a given supply of money. A
monetary policy that seeks to limit the supply of money
to its demand facilitates the task of macroeconomic man-
agement and tries to ensure price stability in the economy.
The rate of growth of money supply should be in con-
formity to the expected growth rate of output in order to
constrain the price level from rising to an unacceptable
level. The relation between the demand for money bal-
ances and its determinants is a fundamental building
block in most theories of macroeconomic behavior and is
a crucial component in the formulation of monetary pol-
icy. This requires a stable demand for money. Furthermore
if the growth of money supply increases at a much faster
rate than the real GDP, then the currency becomes unsta-
ble; this works against the Hayekian requirement of a sta-
ble currency for a proper market economy (Jordan 2006).
If the demand function itself is not stable, then generally
the interest rate rather than the money supply is targeted.

We saw that stability of demand for money has impli-
cations for policy. One can see this through the famed IS-
LM framework as well. An unstable money demand
function generates an unstable LM curve, which renders
the IS-LM equilibrium unstable, making the policy
impact on income and interest rates unpredictable.

SHORTCOMINGS AND CRITICISMS
OF THE CONCEPT

Stability of demand for money is one of the most impor-
tant issues in macroeconomic policy analysis. However,
money demand functions are found to be not robust.
Stability and reliability of estimates of parameters of
demand functions of money for many countries have been
found wanting for various time periods. Unusual eco-
nomic conditions, including severe bouts of inflation,
record-high interest rates, and deep recessions, are respon-
sible for instability of money demand function. This hap-
pens across countries due to business cycles. Also the
adoption of floating exchange rates and substantial insti-
tutional changes brought about by financial innovation
and financial deregulation create instability. These
changes, which occurred earlier in developed countries,
are now affecting many emerging market economies, such
as India and China.

There are measurement problems relating to the
determinants, such as transaction variable, opportunity
cost variable, and wealth variable. In fact measurement
and definition problems arise with respect to the money
variable itself. What we call “money” also keeps changing
across time and geography. Improving the specifications
and/or using improved econometric techniques helps
matters to an extent. In fact these developments provide
opportunities to explore new relationships and to use
modern time-series techniques of cointegration and error
correction and beyond.

However, statistical techniques are only tools to sum-
marize data; therefore, they cannot always answer difficult
questions that need deeper economic insights. More
explorations are needed on the conceptual aspects of
demand for money.

SEE ALSO Friedman, Milton; Interest Rates; Keynes, John
Maynard; Liquidity; Liquidity Premium; Liquidity
Trap; Money; Neutrality of Money; Quantity Theory
of Money; Tobin, James
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MONEY, ENDOGENOUS
Economists have disputed the nature of money since the
dawn of capitalism. Two polar positions have evolved: the
quantity theory (also known as monetarism) and endoge-
nous money. The former emphasizes money’s role as a
means of exchange, and argues that the money supply is
primarily controlled by the government. The latter
emphasizes money as a unit of account, and argues that
the supply of money is determined primarily by the credit
operations of commercial banks. Each theory acknowl-
edges that the total money supply is the sum of fiat money
produced by the government and credit money produced
by commercial banks, but the theories differ in their views
of the hypothesized causal sequence.

The well-known quantity theory sees causation as
running from fiat to credit money. The government deter-
mines the volume of base money (M0) by printing currency
and borrowing from the central bank. This is deposited
with commercial banks, which then create credit money
(M2 minus M0) via fractional banking, where they retain a
fraction m (the money multiplier) of the deposits, and
lend the remainder. The redepositing of this loaned frac-
tion by borrowers amplifies the initial creation of fiat
money, so that the total money supply (M2) ultimately
equals m times M0. Deposits are thus needed to create
loans, and credit money is created from fiat money via a
time-lagged process. The quantity theory puts primary
responsibility for the rate of inflation on the government,
since it can manipulate the quantity of money via changes
to M0 and m. The ratio between the money supply and
the volume of output in turn determines the price level.
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In contrast, endogenous money asserts that credit
money is created by commercial banks in response to the
needs of predominantly large companies for working cap-
ital and investment finance. To ensure an adequate supply
of working capital, large companies arrange lines of credit
with banks that function rather like individual credit
cards—in that the extent to which the line of credit is uti-
lized is determined by the borrower, not the bank.
Investment finance is only forthcoming if banks agree to
issue loans, which enables them to ration credit to bor-
rowers with poor credit ratings. However, banks compete
to provide investment finance to highly rated corpora-
tions, so that in general the demand for money by corpo-
rations determines the supply of credit money by banks.

When a corporation utilizes its line of credit to pay a
supplier, the firm’s recorded debt to the bank increases,
and simultaneously the supplier’s account is credited with
newly created credit money. When the corporation nego-
tiates an investment finance loan, its debt to the bank
increases and simultaneously an identical sum of credit
money is deposited in its account with the bank. In either
case, the bank loan instantly creates an identical deposit—
the reverse of the causal relation between loans and
deposits of the quantity theory, with no time lag.

Instead, there is a lag between the creation of new
credit money by the commercial banks and the generation
of new fiat money by the government. According to
endogenous money theorist Basil Moore, the government’s
primary role is to ensure that the financial system does not
experience crises like those that periodically racked the
largely credit money system of nineteenth-century
America—culminating in the Great Depression. It does
this by providing sufficient currency to meet the public’s
need for “cash in hand,” and by modifying the regulatory
requirements on any bank that experiences a run to ensure
that depositors’ demands for cash can be met.

Endogenous money theory thus sees the government
as largely captive to the needs of the corporate and finance
sectors, and only able to influence the rate of credit cre-
ation at the expense of serious disruptions to economic
activity by causing liquidity crises. The one aspect of the
financial system that the government does control is the
interbank interest rate, which then sets the floor for short-
term commercial interest rates.

The quantity theory still dominates economics peda-
gogy in the form of the exogenous money supply of the
IS-LM model, and economic theory in the form of
rational expectations macroeconomics. However, the
world’s central banks subscribe to endogenous money the-
ory, implicitly if not explicitly, in that they abandoned any
attempt to control the supply of money after the mone-
tarist-inspired experiments by the U.S. and British gov-
ernments in the 1980s. While inflation was gradually

reduced, economic activity was severely disrupted, and the
central banks consistently failed to meet their money cre-
ation targets—normally by large margins.

These failed practical experiments were reinforced by
empirical research in the 1990s, which found that changes
in M2 – M0 preceded changes in M0 by up to a year—a
result that is consistent with endogenous money and con-
tradicts the quantity theory. Though empirically con-
firmed, the theory of endogenous money is less well
developed than its quantity/monetarist rival, and is still
undergoing development.

Augusto Graziani’s proposition that all exchanges in a
monetary economy involve a single commodity and three
parties—a seller, a buyer, and a bank that records payment
as a transfer from the buyer’s account to the seller’s—clar-
ified John Maynard Keynes’s (1883–1946) argument that
a monetary economy is fundamentally different from a
barter economy, and therefore that the neoclassical model
of a barter economy cannot adequately describe its behav-
ior. However Graziani’s attempt to analyze monetary cir-
culation confused the issue of how monetary profits are
generated from borrowed money. Endogenous money
theorists also have yet to resolve how much influence
banks have vis-à-vis firms in determining the money sup-
ply, with the subhypothesis that banks are completely pas-
sive being labeled horizontalism or accommodationism,
while the alternative that banks have some control over
the quantity and terms of money supply is known as struc-
turalism. Other contributors to the debate argue that cur-
rent disputes in endogenous money emanate from a
confusion of stocks with flows, an argument made by
Keynes in 1937 when outlining a distinctly endogenous
view of money creation, in contrast to the predominantly
exogenous perspective that dominated his General Theory
of Employment, Interest, and Money (1936).

SEE ALSO Banking; Central Banks; Money; Money,
Exogenous; Money, Supply of
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MONEY, EXOGENOUS
Money is considered exogenous or endogenous depending
on its relationship to the economy. If its existence and
quantity are determined by the economy alone, money is
considered endogenous. Conversely, if the existence and
quantity of money are determined by forces outside the
economy—most often by the state—money is considered
exogenous. Since the inception of recorded monetary
thinking, there has been an ongoing debate about whether
money should be treated as endogenous or exogenous.

Much of this debate centers around the issues of (1)
whether a royal or state authority should have the right to
interfere in the monetary mechanism, and (2) whether the
economy is better off with a growing money stock. For
much of the medieval, Renaissance, and early modern
periods, many writers argued that rulers should not be
allowed to exercise their power over the monetary mecha-
nism. This position was influenced by writers like
Nicholas Oresme (c. 1320–1382), a French clergyman,
mathematician, and economist, who argued that money
belongs to the community and debasement was a viola-
tion of the people’s rights, and the English merchant and
financier Thomas Gresham (c. 1519–1579), who
famously proclaimed that debased coins will drive out
full-bodied coins—or more generally that bad money
drives out good money.

During the sixteenth and seventeenth centuries, a
general consensus emerged that the quantity of money
was a significant factor in determining the amount of
domestic commerce. This conjecture was based on the
observation that the gold and silver inflow from the
Americas coincided with the general economic prosperity
of the sixteenth century, while the economic depression of
the seventeenth century commenced around the same
time that the flow of precious metals across the Atlantic
began to abate. The formulation of the quantity theory of
money as a conceptual framework, often credited to the
French political philosopher Jean Bodin (c. 1529–1596),
further clarified the relationship between the money
stock, prices, and economic activity. As a result, many the-
orists proclaimed that the key to national economic pros-
perity was to find a way to expand the money supply.

Hence, while many writers opposed royal manipulations
of the money stock, in particular debasements, this posi-
tion was problematized by the conviction that an increase
in the money supply would generate economic prosperity.
The question that was passed on to the next generation of
monetary thinkers was whether the money supply should
be increased from the inside or from the outside.

Before turning to the eighteenth-century view on this
question, the perspective of these theorists on the broader
relationship between money and the polity must be con-
sidered. One of the key debates among early modern
thinkers concerned the role that money played in the for-
mation of modern society. For the English philosopher
John Locke (1632–1704), money served as an external
force that sparked the transition from a state of nature to
modern society, while for the Scottish philosopher and
historian David Hume (1711–1776), money developed in
conjunction with private property and markets. Hence,
for some writers, money had an independent outside 
existence with the potential to transform the rest of soci-
ety, while for others, money could only exist as an institu-
tion embedded inside society’s social and economic
configuration.

John Locke also engaged in two long-lasting argu-
ments regarding the relationship between the state and
money. One of these debates centered around whether
money had to be composed of a commodity with intrin-
sic value or whether it was possible for the government to
use its authority to create money through fiat. Locke sug-
gested that it was indeed semiotically necessary for money
to be composed of a precious metal because people would
only trust a currency that was grounded in something out-
side the authority of the state. By anchoring money to
something incorruptible, like silver, people could trust
money without having to rely on the state to behave
responsibly. Others, such as Locke’s contemporary
Nicholas Barbon (c. 1640–1698), argued the contrary
position that the state can turn any object into money by
its stamp of authority, as long as it is fully committed to
keeping the money stock sufficiently scarce. Hence, for
some writers, money functions best when it operates inde-
pendently of the state, while for others, the state is respon-
sible for the very existence of money.

The other debate that Locke was actively engaged in
concerned whether the quantity of money should be
determined by the economy or by the state—endoge-
nously or exogenously. Locke opined, in agreement with
some of his seventeenth-century mercantilist predecessors,
that the quantity of money circulating in a nation should
be dictated by the bullion flows between countries. That
is, the only way to expand the nation’s money supply was
to engineer a favorable balance of trade, either by produc-
ing tradable goods more efficiently or by imposing trade
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restrictions. Under such circumstances, the state had lim-
ited independent power over the quantity of money.

Others, such as the Scottish banker and monetary
theorist John Law (1671–1729), proposed the establish-
ment of a credit currency that could expand and contract
in response to the amount of economic activity. Law pro-
posed a credit currency backed by a tangible commodity,
such as land, and administered by a bank that would only
issue credit money to borrowers intending to use the
money for legitimate investment projects. Law argued
that a credit currency of this kind would allow the market
to determine the proper amount of money—when the
economy was prospering and the demand for money was
high, the bank would be able to expand the money supply
and thus facilitate the growth of the economy. As such,
the quantity of money would be determined inside, or
endogenously to, the economy.

The reality of the early eighteenth-century credit cur-
rencies, however, differed from Law’s proposal. Over time,
the issuance of credit money by state-chartered banks,
such as the Bank of England and the Bank Générale, was
determined more by the interest of the state than by the
demands of the economy. Hence, the emergence of a
credit currency increasingly allowed the state to control
the quantity of money in the economy. However, since the
note-issuing bank was forced to redeem its paper notes
with silver or gold on demand, states did not yet have
complete control over the amount of money issued.
Toward the end of the eighteenth century, however, when
the state-chartered banks started issuing fiat money—
paper money that was no longer redeemable for gold or
silver—the state acquired a more direct method to control
the money supply. A fully exogenous form of money had
now developed.

David Hume provided one of the eighteenth-cen-
tury’s most complete reflections on the difference between
inside and outside, or endogenous and exogenous, money.
He argued that money should always be organized and
theorized as endogenous to the economy. Firstly, the ori-
gins of money occurred as part of an organic development
of the economy, fully independent of the state. Secondly,
the quantity of metallic money should always be deter-
mined by the specie-flow mechanism between countries,
and the amount of credit money should be determined by
the liquidity needs of the merchants and not the fiscal
advantage of the state. Phrased within the quantity theory
of money, Hume believed that the quantity of money was
determined by the nation’s price level and its level of out-
put—when output was increasing the price level would
fall, encouraging exports and an inflow of specie to the
country. Any attempt by the state to try to expand the

money supply and thus treat money as if it were exoge-
nous would only lead to inflation and possibly even a
destabilization of the economy.

Hume did not have the final word on the issue of
endogeneity and exogeneity. The conversation continued
throughout the nineteenth century between bullionists
and antibullionists, the currency school and the banking
school. Once Keynesian ideas on countercyclical mone-
tary policy were implemented systematically after World
War II (1939–1945) and the state consistently treated the
money supply as exogenous, the debate over the actual
and proper relationship between money and the economy
resurfaced, continuing to this day. These debates have
centered around the extent to which the money stock is
determined by the price level, interest rate, and output
level (endogeneity) or whether the causality runs in the
opposite direction with the money stock controlling
prices, interest rates, and output (exogeneity). Part of this
controversy is sustained by an inability to agree on a defi-
nition of money: whether the money stock is primarily
composed of money with intrinsic value, credit money, or
fiat money.

This issue has become even more complicated in the
post–Bretton Woods era, when the U.S. dollar ceased to
be redeemable for gold at a fixed price. This period has
also witnessed rapid financial developments that have 
further blurred the definition of money. Add to this the
tendencies toward transnational currencies, most promi-
nently exemplified by the European euro, and the adop-
tion of other nation’s currencies, such as the dollarization
of Ecuador, and the issue of exogeneity and endo-
geneity becomes all the more complex. For example, the
notion that the state is able to control exogenous money
no longer holds. Nations that eliminate their own
national currency in favor of the U.S. dollar clearly have
an exogenously determined money stock, but one over
which their own state cannot exercise any control.

In an economic world comprising many different
forms of money and near-money, what dictates whether
money is exogenous or endogenous is the level of abstrac-
tion of the inquiry. If the time horizon is long and the
global economy is considered the unit of analysis, most
forms of money appear to be endogenous. But if the time
span is reduced and the focus is on a particular region, cer-
tain forms of money will be found to operate either with
weak exogeneity or strong exogeneity. Hence, it is not just
institutional features that determine whether money func-
tions endogenously or exogenously; as important is the
theoretical framework from which money is viewed.

SEE ALSO Central Banks; Money; Money, Endogenous;
Money, Supply of
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MONEY, HIGH-
POWERED
SEE Monetary Base.

MONEY, HOT
SEE Hot Money.

MONEY, NEUTRAL
SEE Neutrality of Money.

MONEY, SUPPLY OF
Central bank policy influences the supply of monetary
services. The transmission mechanism is not the same in
all countries, but commonly the procedure operates
through open market operations, by which the central
bank buys or sells domestic Treasury securities. Such pur-
chases and sales alter the central bank’s balance sheet and
thereby high-powered money, also called the monetary base,
defined to be the sum of currency and bank reserves. The
resulting changes in interest rates and in bank balance
sheets alter inside money, defined to be monetary services
produced by banks and other financial intermediaries.
How to measure the resulting change in the supplied
monetary-service flow in the economy is a complicated
matter that has been the subject of much debate.

The conventional measurement procedure is to add
up the nominal balances of monetary assets. The resulting
sum is called the money supply. Subtracting the monetary
base from that sum produces what is commonly treated as
inside money. Much of the modern literature on business
cycles revolves around empirical work on the relative
effects of inside money and outside money. But the usual
measurement of inside money is unrelated to the theory of

production and the ways in which that theory determines
the output services produced by financial intermediaries.

HIGH-POWERED MONEY

During the Great Depression of the 1930s, the monetary
base continued to rise in a normal manner as the supply
of money in the economy collapsed. Why did this hap-
pen? Currency is dollar-for-dollar pure money. But
reserves back demand deposits with a multiplier, k. For
every dollar removed from demand deposits as the bank-
ing system crashed, currency increased by one dollar,
while reserves declined by 1/k dollars, so that the mone-
tary base changed by 1 – 1/k, which is positive. Hence,
runs on banks increased the monetary base at the same
time that demand deposits were declining and banks were
failing. As an instrument or indicator of policy, the mon-
etary base is defective, since it adds together currency and
reserves, which have very different effects on the economy.

INSIDE MONEY

According to the theory of production, there are two ways
to measure the output of a firm. One way is to measure
the gross value of the output aggregator function, g. The
other way is to measure the net value added by the firm’s
production. By the most conventional and simplest
accounting convention, called double deflation, value
added subtracts from aggregate output the aggregate over
intermediate factor inputs. Value added then depends
only upon primary inputs, such as capital, land, and labor.
In the obsolete labor theory of value, only the one labor
factor was needed, since inputs were assumed to be
employed in fixed proportions.

Consider the case of a bank that produces a vector of
n monetary-asset balances, mt = (m1t , m2t , …, mnt )', dur-
ing period t and pays on those assets the nominal interest
rates rt = (r1t , r2t , …, rnt )', by employing the vectors of
primary inputs, x1t , and intermediate inputs, x2t . If the
bank’s technology is described by the production func-
tion, f, with outputs separable from inputs, we can write
g (mt ) = f (x1t , x2t ), where the value of the output aggre-
gator function is Mt = g (mt ). For the most general proce-
dure to measure value added in banking, see William
Barnett (2000, pp. 92–93).

The special case of double deflation accounting
requires two further assumptions. The first is the existence
of aggregator functions, f1 and f2, over primary and inter-
mediate inputs, so that Mt = g (mt ) = f (f1(x1t ), f2(x2t )).
The second is strong separability between primary and
intermediary inputs, so that Mt = g (mt ) = f1(x1t ) + 
f2(x2t ). Value added then becomes f1(x1t ) = g(mt ) – f2(x2t ).

Under those assumptions, production theory tells us
that the supply of inside money produced by a bank can
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be measured by, Mt = g (mt ), while value added in bank-
ing is f1(x1t ) = g (mt ) – f2(x2t ). Neither theoretical concept
has any known relationship with the simple sum mone-

tary aggregate, , provided by most central banks, or 

with inside money, as measured by the simple sum mon-
etary aggregate minus the monetary base. In contrast, it
has been shown in Barnett (2000) that total inside money
services, Mt = g (mt ), can be measured from the Divisia
index over mt , and that value added in banking, g (mt ) –
f2(x2t ), can be measured by subtracting from Mt the
Divisia index over x2t .

THE DIVISIA INDEX

The Divisia Monetary Index has user-costs as prices
within the formula, since monetary assets are durable. So
long as required reserves do not exist, the formula for the
user-cost price of a monetary-asset supplied is the same as
the formula for the user-cost price of a monetary-asset
demanded. That formula is

where the benchmark asset rate of return, Rt , for a finan-
cial firm on the supply side of money markets, is the rate
of return on loans by the financial intermediary. But if
noninterest-bearing required reserves exist, there is a regu-
latory wedge, requiring subtraction of the implicit tax on
banks out of the formula. As shown in Barnett (2000, p.
57), the corrected user cost price becomes

where kI is the required reserve ratio on monetary asset i.

THE ECONOMIC STOCK OF
MONEY

The Divisia demand-side index and the Divisia supply-
side index both measure flows. Since the transmission
mechanism of money is sometimes viewed as operating
through a wealth effect, it is useful to know how to dis-
count the present value of the service flow to find the eco-
nomic capital stock of money. Because of the dependency
of that capital stock on future expectations, measurement
of that capital stock is one of the most challenging areas of
this field of research. Since money is now a joint product
producing both monetary services and investment yield,
wealth effects must untangle the discounted present value
of the monetary services flow from the discounted present
value of the investment yield (see, for example, Barnett,
Chae, and Keating 2006).

CONCLUSION

There is reason to be concerned about conclusions regard-
ing policy reached using conventional monetary aggre-
gates and conventional measures of inside versus outside
money. The data provided by many central banks is unre-
lated to the relevant economic theory, unless all financial
assets are perfect substitutes. With different interest rates
being paid on different monetary assets, that implied
assumption has been unreasonable for over a half century.

Although little research has been done using the rele-
vant theory to measure aggregate money on the supply
side, a few such empirical studies have been published and
reprinted in Barnett and Jane Binner (2004, pp. 351–434)
and Barnett, Melvin Hinich, and Warren Weber (1986).

SEE ALSO Central Banks; Divisia Monetary Index;
Federal Reserve System, U.S.; Friedman, Milton;
Interest Rates; Keynes, John Maynard; Monetary Base;
Money; Money, Demand for; Money, Endogenous;
Money, Exogenous; Policy, Monetary
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MONEY ILLUSION
The term money illusion was coined in the 1920s by Irving
Fisher, who defined it as “the failure to perceive that the
dollar, or any other unit of money, expands or shrinks in
value” (1928, p. 4). As a matter of fact, money illusion
refers to individual or aggregate economic behavior that
consists in failing to distinguish transactions in terms of
either nominal or real monetary values. This odd ten-
dency is a direct consequence of the fact that money as a
measure of value or unit of account, such as the dollar or
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the euro, differs fundamentally from physical yardsticks
such as miles, kilos, and ohms in that it is not an intrinsi-
cally fixed measure over time.

This failure of the public to recognize real and nom-
inal monetary changes is primarily a psychological phe-
nomenon. In economic theory, with its bias toward
monetary neutrality, this often has been assumed away, so
money illusion has been regarded with some suspicion
because the basic assumption of its absence underlies the
long-run neutrality property embraced by the quantity
theory of money.

Authors such as Leontief (1936) and Haberler (1964)
consider money illusion to be a violation of the homo-
geneity postulate of economic theory. This theory hypoth-
esizes that the demand and supply functions are
homogeneous of degree zero in all nominal prices; that is,
that demand and supply depend on relative rather than
absolute prices and thus are insensitive to relative price
changes. Patinkin (1949, 1965) extended this to include
monetary assets as cash balances. Consequently, Patinkin
postulates the absence of money illusion on the basis of
the zero-homogeneity property of net-demand functions
in all money prices and the money value of initial hold-
ings of assets. Operationally, this is equivalent to the
assumption of rational behavior that predicts that a pro-
portional change in all prices and monetary balances
would leave money’s purchasing power unaffected. It is
this property that offers a yardstick for the assessment of
money illusion in practice.

The absence of money illusion is the main assump-
tion underlying neoclassical economic theory that cher-
ishes David Hume’s famous “money veil,” denoting that
money is only useful to exchange for other things which
are unlike money of direct significance for economic wel-
fare because, following Pigou (1941, pp. 20–27), money
does not comprise any of the essentials of real economic
life. Nevertheless, recognition of money illusion has a long
tradition among economic heterodox and monetary econ-
omists. With his 1928 monograph Money Illusion Irving
Fisher devoted an entire book to this topic, attempting to
discredit the absence of money illusion in the real world
on the basis of historical and statistical evidence from all
over the world. To him, money illusion was an important
explanation for business cycle fluctuations.

Nowadays, interest in the empirical validity of the
assumption of money illusion is no longer anathema to
the economics profession, firstly because the absence of
money illusion helps to account for price stickiness and
less than perfect economic adjustment processes, and sec-
ondly, because a lot of empirical or quasi-empirical evi-
dence seems to support the occurrence of money illusion.
Two kinds of evidence dominate. On the one hand, sev-
eral well-designed psychological experiments at the indi-

vidual level show a convincing bias toward nominal rather
than real magnitudes, which according to these experi-
ments results in considerable inertia (see Shafir et al.
1997; Fehr and Tyran 1997). On the other hand, recent
experience also seems to provide clear-cut evidence for the
existence of money illusion at the individual and aggregate
levels. The most notable evidence is associated with the
introduction of the euro in 2002. This operation offered
a splendid opportunity for a real-life experiment to exam-
ine the occurrence of money illusion in the main western
European countries. From a purely monetary point of
view, the replacement of the national currencies of the
Euro zone countries by a single currency merely
amounted to a redefinition of prices through multiplica-
tion by a given and fixed number, for example 0.45 for the
Dutch guilder. According to the homogeneity postulate—
that is, the absence of money illusion—demand and sup-
ply conditions remain unchanged. However, this purely
nominal operation resulted in an upward pressure of
prices for particular commodities and especially services,
affecting household expenditure, as national account sta-
tistics of Euro zone countries unambiguously show. This
statistical observation, combined with ad hoc information
on expenditure in several sectors of the economy in the
relevant countries, point to some degree of money illu-
sion. So, both economic experiments (with questionnaires
on hypothetical situations allowing either nominal or vol-
ume variations) and actually observed expenditure behav-
ior seem to violate the neutrality property of money.
Hence, the empirical evidence indicates the existence of
money illusion. Moreover, the difficulty of distinguishing
between real and nominal exchange rates in daily eco-
nomic activity provides additional empirical support for
this conclusion.

Taken together, the occurrence of money illusion is
quite likely in the real world and is, in fact, nothing but a
particular manifestation of incomplete knowledge or eco-
nomic frictions. These findings discredit monetary neu-
trality of neoclassical economic theory and the innocence
of a nominal monetary reform in purchasing power such
as the introduction of the euro in 2002.

SEE ALSO Keynes, John Maynard; Sticky Prices;
Unemployment; Wages
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MONEY LAUNDERING
Money laundering, also known as “cleaning of money,” is
the practice of engaging in specific financial transactions
in order to conceal the identity, source, or destination of
money. Money laundering is a main operation of the
underground economy. “Dirty money” is useless to orga-
nized crime because it leaves a trail of incriminating evi-
dence. Criminals who wish to benefit from the proceeds
of crime have to disguise their illegal revenues without
implicating themselves. Therefore, money laundering is a
process whereby the origin of funds generated by illegal
means such as drug trafficking, gun smuggling, corrup-
tion, bribery, embezzlement, fraud, and extortion is con-
cealed. The objective of the operation, which usually takes
places in several stages, is to make illegally gained assets
appear as though they are derived from a legitimate
source. Money laundering is a dynamic process that
requires three stages: placement, or moving the funds from
direct association with the crime; layering, or disguising
the trail to foil pursuit; and integration, or making the
money available to the criminal once again with its occu-
pational and geographic origins hidden from view. The
consequences of money laundering are detrimental to
business, economic development, government, and the
rule of law. Money laundering increases the demand for
cash, makes interest and exchange rates more volatile, and
causes high inflation. The drainage of financial resources
from ordinary economic growth is detrimental for the
whole economy. Most importantly, money laundering
empowers corruption and organized crime.

Money laundering is not a new phenomenon; it is as
old as crime itself. However, the forms and dimensions of
this type of crime have evolved and have become more
sophisticated as a result of the rapid growth of globaliza-
tion, integration, and economic liberalization, as well as
dramatic developments in the provision of financial infor-
mation, in technology, and in communications. Illegal

money can be moved anywhere in the world with speed
and ease. Tax havens (offshore centers) that offer stability,
quality of service, and bank secrecy allow criminals to
shield money in complex networks of shell companies. At
the same time, the escalation of the drug market and the
globalization of organized crime have led to an increased
international awareness of the problem of money launder-
ing. The International Monetary Fund (IMF) estimates
that money laundering accounts for between 2 and 5 per-
cent of the world’s Gross Domestic Product (GDP), or
about $600 billion annually.

While the term money laundering was once only
applied to financial transactions related to organized
crime, its definition has expanded. The term today covers
any financial transaction that generates an asset or value as
the result of an illegal act, including tax evasion or false
accounting. Accordingly, in addition to members of
organized crime, individuals, small and large businesses,
government officials, and even national governments can
be considered money launderers. However, the authorities
have reacted primarily to the danger of abuse of the finan-
cial market by criminal organizations. Over the years,
national and international agencies have created a new
relationship between law enforcement authorities and
those involved in the financial sector, allowing for a united
fight against money laundering. In addition, since
September 11, 2001, there has been a coordinated
attempt, especially in the United States, to cut off terror-
ist financing. Through the aggressive pursuit of money
trails, law enforcement hopes to identify and capture
criminals and terrorists and to deny terrorist entities the
funds necessary to finance further acts of terror.

SEE ALSO Capital Flight; Corruption; Drug Traffic;
Finance
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MONEY MULTIPLIER
SEE Multiplier, The.

MONIZ, ANTONIO EGAS
SEE Lobotomy.

MONKEY TRIAL
SEE Scopes Trial.

MONOCENTRIC
MODELS
SEE Spatial Theory.

MONOPOLY
Monopoly in its pure form is an extreme market form
with complete lack of competition. A monopoly firm, or
a monopolist, is the only seller, facing no competition in
the marketplace for the good or service it is selling. The
product in question is unique and has no close substitutes.
An example is a single ferry service between two islands,
or a pharmaceutical firm that is the sole manufacturer of
a particular drug.

Pure monopolies, where there are no close substitutes
for the product or service offered, are uncommon in the
modern world due to the availability of substitute prod-
ucts and/or government mandates, but monopoly power
is exercised by producers in various markets. Monopoly
power is a broad term that refers to the ability of sellers to
hike prices above costs. For instance, although the seller of
a famous clothing label is not considered to be a pure
monopolist, it has monopoly power to charge prices above
those of less popular labels. Conversely, sellers facing
many competitors (e.g., newspaper vendors) must price at
or very close to costs, and have little monopoly power.

Less common variants of a monopoly include
monopsony and a bilateral monopoly. A monopsonist is a
single buyer facing many sellers: for example, the
Department of Defense is the sole buyer of the wares of
various defense equipment manufacturers. A bilateral
monopoly is the special scenario where a single buyer faces
a single seller. Exchange in a bilateral monopoly takes
place depending upon the relative bargaining strengths of
the buyer and seller. In the case of a natural monopoly
structurally there is room for only one firm in a market.

In such cases, a single firm’s costs decline as it serves more
customers. Hence, one firm can continue to lower costs
by producing more, and competitors with small market
shares are unable to survive due to higher costs. Public
utility companies such as power and water companies are
prime examples of natural monopolies.

The primary reason for the emergence and long-term
viability of a monopoly is the presence of entry restric-
tions, or entry barriers, for new competitors (see Bain
1956). These entry restrictions include exclusive owner-
ship of raw materials, patents, franchises (both public and
private), and so on. Some entry restrictions may be natu-
ral or independent of the monopolist’s efforts, whereas
others may be deliberately created by the monopolist (e.g.,
lobbying to make entry more difficult for firms that 
follow by having them satisfy stricter environmental
restrictions). Governments sometimes create artificial
monopolies for limited periods by mandating entry
restrictions. Patents are a principal example of this. A
patent confers a monopoly upon the patent holder until
its expiry. In certain instances, governments enter into
business by themselves to ensure service and reliability, or
for national security considerations.

The longevity of a monopoly depends on the strength
and the height of entry barriers. A monopolist can con-
tinue to earn supernormal profits over the long term if
entry barriers are successful at preventing the entry of
competitors. A monopolist ferry operator can continue to
earn supernormal profits if the transit authority does not
award another ferry license over the foreseeable future. On
the other hand, a monopoly will be eroded as competitors
are able to circumvent entry restrictions over time. For
example, successful innovations are often copied as time
passes.

The measurement of monopoly power is essential
before any government action can be undertaken to dis-
mantle monopolies to promote competition. A common
(and easy to calculate) measure is the concentration ratio.
The concentration ratio is the percentage of industry sales
accounted for by the largest firm(s) in question. A pure
monopoly has the concentration ratio of 100 percent.
Thus, the farther away (less than) the concentration ratio
is from 100 percent, the more competitive (or less like a
monopoly) a market is. Although concentration ratios
have the advantage of ease of computation, their primary
drawback lies in their inability to reveal the actual behav-
ior of firms (e.g., are firms aggressive or passive competi-
tors?). There are other measures of monopoly power that
overcome these shortcomings, but they are relatively diffi-
cult to compute.

There are some common misperceptions about
monopolies. First, it is not true that a monopolist can
charge whatever price it pleases, including the highest pos-
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sible price, because at the highest price for most goods,
consumers either buy poor substitutes or do not buy at all.
Second, a monopolist does not always make profits. In
reality, monopolists initially might have to take losses as
consumers are educated about their new product(s). This
explains the losses of some Internet startup companies.

Economists have shown that compared to a compet-
itive firm, a monopolist’s price is higher and production is
smaller (Intriligator, 1971). For example, a single airline
serving a town will have higher fares and a less frequent
schedule than if there were numerous airlines serving the
same route. The monopolist’s behavior with regard to
other strategic variables such as advertising and research
and development (R&D) is less clear; that is, it is not clear
whether a monopolist would advertise more (or conduct
more R&D) than would a competitive counterpart. On
the one hand, a monopolist might not have an incentive
to advertise because it has no competitors to take cus-
tomers from; on the other hand, a monopolist might
advertise if advertising were to expand the total market by
bringing in new buyers. With respect to R&D, a monop-
olist has the resources to innovate but might not have the
desire to introduce new products (Goel 1999).

Public policy in most countries is driven by a pro-
competitive, antimonopoly stance. Government regula-
tors try to break up monopolies and make markets more
competitive, though government tolerance of monopolies
varies across nations. The recent antitrust proceedings
against Microsoft Corporation and the earlier breakup of
American Telegraph and Telephone (also known as AT&T
or the “Bell System”) are examples. The main criticism
against monopoly is that it deliberately reduces produc-
tion to raise prices. This quantity restriction shuts out
some buyers who otherwise would have benefited from
buying the product at the (lower) competitive price. Less
significant criticisms of monopoly are that it promotes
corruption (potential monopolists might be willing to
bribe public officials to obtain exclusive contracts) and
organizational waste (due to a lack of competition, a
monopolist is likely to have a “fatter” organization than is
essential to successfully conduct business). Taxation of a
monopolist might also pose problems. Given a captive
market, a monopolist might see a higher excise tax as an
opportunity to raise the price of the product by more than
the amount of the tax. This is in contrast to the behavior
of a competitive firm, whose post-tax price increase is
equal to or less than the amount of the tax.

Joseph Schumpeter (1942) provided the main
redeeming grounds for a monopoly in arguing that
monopolies were perhaps better at producing innovations
because of their deep pockets (resources). Competitive
firms with rather limited resources, in contrast, are less
willing to undertake risky research projects. Empirical evi-

dence on the advantage of monopoly firms over other
(competitive) firms in producing innovations is inconclu-
sive, however. The state-run patent programs in various
countries are driven by the recognition that state-sanc-
tioned monopolies granted by patents will spur innova-
tion. Technology, therefore, has the potential to create as
well as to dismantle monopolies. A successful new inven-
tor receives a patent and establishes a monopoly. On the
other hand, some technologies might create substitutes for
existing monopoly products or services; an example of this
is Internet companies creating online travel agents to
compete with conventional travel agents.

Even for sellers, having a monopoly might not be
such a desirable scenario when pricing decisions for a
durable good are being considered (see Coase 1972).
Durable goods are goods such as cars and washing
machines that last a number of years. The dilemma facing
monopolist sellers of durable goods is whether to lease
them or sell them, and at what level of longevity (durabil-
ity) to market the durable product. Relatively low initial
prices for durable goods do not generate repeat business
because the customers use durable goods for such long
periods, and high selling prices encourage second-hand
(used goods) markets that do not make any money for the
monopolist. In contrast, there are no resale markets when
a good is leased rather than sold, but complex lease clauses
might scare some buyers away.

In sum, although monopolies are not very common
in their pure form, monopoly power exists in many mar-
kets. Whereas government policy across the world contin-
ues to generally favor competitive markets, there are some
redeeming features of monopolies. However, as new tech-
nologies emerge, we can expect more monopolies (at least
in the short term) and destruction of existing ones.

SEE ALSO Competition, Perfect
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MONOPOLY
CAPITALISM
Monopoly capital theory states that capitalism undergoes
phases of evolution and transformation when some of its
dominant institutions change significantly over time. It
also states that historical changes toward greater concen-
tration of industry need to be incorporated into the edi-
fice of economic theory. It is not sufficient to simply
assume high levels of competition, as the degree of
monopoly is critical to the performance of capitalism in
many ways.

Much of the debate about monopoly capitalism con-
cerns the degree of concentration of industry; what forces
control the large corporation; whether a tendency exists
for stagnation due to effective demand failure; and
whether a large amount of so-called waste is necessary for
capitalism to periodically minimize demand problems.

THEORETICAL ORIGINS

The theoretical origins of monopoly capitalism include
certain Marxist writers, and later post-Keynesians and
institutionalists joined the debate. Karl Marx in volume
one of Capital (1867) discussed the tendency for greater
centralization and concentration of capital. Rudolf
Hilferding in Finance Capital (1900) scrutinized an era of
conglomerates along with the financial domination of
industry. Paul Baran and Paul Sweezy in Monopoly Capital
(1966) believed that managers of large corporations were
often the largest shareholders and held control. Harry
Braverman extended the analysis of monopoly capital to
the labor process in Labor and Monopoly Capital (1974).
Keith Cowling and Roger Sugden analyzed the implica-
tions of late-twentieth-century globalization and corpo-
rate expansion to monopoly capital theory in
Transnational Monopoly Capital (1986).

CHANGING TRENDS

Up until the late 1800s relatively high levels of competi-
tion were characteristic of capitalism. Degrees of competi-
tion changed, however, over the business cycle and long
waves of growth. With the development of the joint stock
company in advanced nations, firms grew in size during
the mid- to late 1800s. During the late 1870s to the 1890s
overproduction led to periodic deep recessions and
depressions. In response to this, around the turn of the
twentieth century a major merger movement stimulated
greater concentration, along with selling costs such as
advertising, while globalization and imperialism expanded
the market. This all led to higher profit and accumulation
until World War I, as Thorstein Veblen showed in
Absentee Ownership (1923).

By the 1930s a serious level of oligopoly and monop-
olistic competition became institutionalized in the major
capitalist economies. Through the postwar boom of the
1950s until the early 1970s the dominant oligopoly sector
controlled the major industries, while the weaker compet-
itive sector survived through contracts and agreements
with the dominant sector. During this time, monopoly
capitalism was seen as based on big business, big unions,
and big government.

TENDENCY TO STAGNATION

The term monopoly capitalism did not become popular
until the publication of Baran and Sweezy’s Monopoly
Capital. The authors drew attention to the tendency for
the potential economic surplus over necessary costs to rise
as big companies benefit from economies of scale, research
and development, and profit mark-ups. Problems exist,
though, especially the tendency to periodic stagnation
through insufficient effective demand or inadequate 
markets.

In 1965 Michel Kalecki published his Theory of
Economic Dynamics, which explains that when the com-
manding heights of industry are controlled by oligopolies,
the profit mark-up can increase through time. Those who
receive income from profit have a higher propensity to
save, leading to lower aggregate demand, unless invest-
ment rises, which is unlikely as investment depends on
consumption. As productivity is greater than demand,
capacity output utilization declines, leading to the ten-
dency toward insufficient demand.

The tendency to stagnation creates anomalous solu-
tions such as wasteful advertising and other selling
expenses; destructive military spending; and global corpo-
rate dominance of the culture. Under monopoly capital-
ism, billions of dollars are wasted on conspicuous
consumption and fashion to reinforce social distinction.
Escalating managerial bonuses heighten class distinctions
and expand inequality. Monopoly capital enterprises pro-
mote the degradation of work through skill fragmentation
into tiny compartments of minor skills, according to
Braverman. Workers are less master craftspeople and more
mere appendages to the technical apparatus.

Credit creation may potentially enhance consump-
tion to lessen aggregate demand problems. But without
higher real wages this may stimulate excess debt and esca-
lating speculative bubbles that lead to periodic deep reces-
sion, such as during the 2001–2003 recession in the
United States. The problem of realizing the surplus con-
tinues while the needs of business and privilege outweigh
the potential for egalitarian reform.

In Transnational Monopoly Capital, Cowling and
Sugden detailed problems associated with transnationals
spreading stagnation tendencies to the global economy.
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Demand problems are worse when the power of labor is
declining and governments are reducing productive social
investments. While greater globalization seemingly raises
competition, it can enhance the power of large corpora-
tions through lower costs and larger markets. They also
emphasize the distributional conflict between managers
and shareholders, and how managerial salaries are part of
the economic surplus (rather than being a necessary cost).

CRITICAL QUESTIONS

Three critical questions can be raised about monopoly
capital. The first is historical. The origins of monopoly
capital were from 1900 to the 1940s, while the 1950s to
early 1970s represent the Fordist long boom. Globali-
zation from the 1980s to the 2000s has seen the emer-
gence of many East Asian nations (especially China) as
serious players in the world economy. New competitors in
the global system also engage in cooperation through
strategic alliances, joint ventures, and mergers and acqui-
sitions. Although monopoly capital tendencies remain, a
competitive-innovation dynamic has been actively at
work. How this affects monopoly capital tendencies needs
to be further researched.

Second, is stagnation linked purely to effective
demand problems? Have changes in capitalism created
new anomalous tendencies? For instance, outside of East
Asia and a few other nations, long-term profitability, pro-
ductivity, and gross domestic product (GDP) growth per
capita have all been below par from the mid-1970s to the
early 2000s (despite business cycle upswings). Perhaps
excess competition, neoliberal governments, and financial
dominance of industry have been the major players in this
anomalous performance, along with inadequate demand,
as Phillip O’Hara suggested in his Growth and
Development in the Global Political Economy (2005).

Third, a central concept to emerge from monopoly
capital theory is the economic surplus. The production,
distribution, and reproduction of economic surplus are
critical to the long-term performance of capitalism. And,
as James Stanfield has suggested, it provides a potential
(surplus) fund for democratic social change out of which
a more progressive system may emerge.

SEE ALSO Competition, Marxist; Economics, Post
Keynesian; Institutionalism; Marxism; Primitive
Accumulation
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MONOPSONY
A competitive market has many buyers and sellers, none
of whom can influence market price. By contrast, a mar-
ket with many buyers and one seller who can influence
price is termed a monopoly, whereas if there is only one
buyer and many sellers we say that the buyer is a monop-
sonist. For example, a government may effectively compel
farmers to sell to a state monopsonist (marketing board).
Because the latter is the sole buyer, it may use this domi-
nant position to lower the price it pays to sellers, thus gen-
erating monopsony profits (see Bonner 1988). A market
with a small number of large buyers who have some
monopsony power is known as an oligopsony, whereas a
market with many buyers and sellers but where each buyer
still has some monopsony power is said to have monopson-
istic competition (see Bhaskar, Manning, and To 2002 for
a discussion).

Joan Robinson (1932) first used the term monopsony
in a discussion of the labor market (see Thornton 2004 for
a discussion of the origin of the term). While there may be
monopsony power in any market, its application to the
labor market has dominated the literature. The standard
early monopsony model was the “company town model.”
The idea is as follows: In a relatively isolated town, an
employer may be large enough to affect the market wage
in that town. If the employer lowers/raises employment,
the market wage will fall/rise. If the town is relatively iso-
lated, travel costs will prevent other companies from com-
peting for workers. However, in recent decades, as both
labor and capital have become more mobile, it has become
less credible that an employer could pay less than the com-
petitive wage without other firms moving to town and
competing away the lower wage, or workers availing
themselves of higher wages elsewhere.
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More recent models such as Burdett and Mortensen
(1998) or Bhaskar and To (1999) can be used to rational-
ize monopsony power in modern labor markets. If there
are search costs associated with either workers finding jobs
or employers finding workers, or if workers have prefer-
ences for particular employers, firms may have some
monopsony power that allows them to pay a wage below
the competitive wage. The source of monopsony power
here is that a worker may accept a relatively low wage offer
from an employer if continuing to search for a better offer
is costly. In these models, there is monopsonistic compe-
tition in that there may be many employers, but each has
some monopsony power.

Manning (2003) discusses the implications of such
models for a wide range of important labor market topics.
For example, in a monopsony model, the impact of mini-
mum wages or trade unions on employment and efficiency
are ambiguous, in contrast to more traditional competitive
models of the labor market where minimum wage or
unions typically lower employment and are inefficient.
Monopsony/search models also provide a rationale for fric-
tional unemployment and wage discrimination against
women if women are less mobile across jobs than men.

Monopsony models, such as the job-search models
referred to earlier, also provide a plausible way of under-
standing observed features of labor markets that are diffi-
cult to rationalize in other models. For example, if it is
costly and time-consuming for workers to search for jobs,
a search model predicts that there will always be some fric-
tional unemployment even when the economy is doing
well. Another long-standing puzzle in labor economics is
the large differences in observed wages between similar
workers doing similar jobs. Monopsony models provide a
rationale for these observed wage differences. More tradi-
tional competitive models of the labor market, on the
other hand, deal inconsistently with these differences in
wages (see Mortensen 2003 for a discussion of this issue).

SEE ALSO Competition, Imperfect; Discrimination, Price;
Monopoly; Robinson, Joan
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Frank Walsh

MONOTHEISM
The term monotheism derives from the Greek words monos
(“single,” “only”) and theos (“god”). It refers to the belief
that there is only one God. Although various forms of
monotheism can be traced to ancient times, the term itself
is relatively modern. After the Irish freethinker John
Toland (1670–1722) published Christianity Not
Mysterious (1696), the term pantheism was applied to his
concept of the divine. Eventually, it became necessary to
distinguish traditional monotheism, which understands
God as transcendent or distinct from the universe, from
pantheism and other forms of theism.

VARIETIES OF MONOTHEISM

As the study of religions developed in the 1800s and
1900s, further distinctions were made between traditional
monotheism (belief in a single, transcendent God who
communicates by revelation), polytheism (belief in multi-
ple or many gods), deism (belief in God as a transcendent
being or power who does not intervene in history),
henotheism (exclusive adherence to one God without
denying the existence of other gods), and panthe-
ism/monism (affirmation of an identity between the uni-
verse and God or the affirmation of a single, ultimate 
reality of which the multiple existing things are only parts
or extensions).

Traditional monotheism, as developed principally
within Judaism, Christianity, and Islam, understands the
one divine being not only as transcendent but also as the
almighty creator and sustainer of all things, and, therefore,
as distinct from and exalted above the created universe.
Because everything that exists has been created by and
depends on the one God, human beings owe this sublime
being complete obedience, submission, and adoration.
Moreover, God is understood as infinite, omnipotent, and
endowed with all perfections. Although God is transcen-
dent and mysterious, human beings know the divine will
by means of supernatural revelation, mediated variously
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through God’s interventions in human history (e.g.,
sacred covenants, inspired writings, prophets, and, in the
case of Christianity, the incarnation of God’s Word).
Traditional monotheism, therefore, looks upon God as a
personal being who oversees and guides human affairs.

Various types of monotheism can be found in the
world. Deism, as developed during the 1600s to 1700s,
understands God within the bounds of reason rather than
revelation. Deists see the divine as the ultimate source of
creation and order in the universe rather than a personal
God who intervenes in history with prophecies and mira-
cles. Many scholars consider pantheism, insofar as it
affirms one divine reality, to be a form of monotheism—
even though it does not distinguish God from the uni-
verse. Pan-en-theism—which believes God is both above
the universe and within it (as a dynamic principle or life-
force)—is another type of monotheism. Some even
believe that monotheism can incorporate polytheism
when the multiple gods are conceived as manifestations of
an underlying divine unity (as in many forms of
Hinduism).

ORIGINS OF MONOTHEISM

Scholars differ as to when monotheism first emerged. The
German anthropologist and Catholic priest Wilhelm
Schmidt (1868–1954) maintained that monotheism was
the primordial belief of human beings. In his twelve-vol-
ume work Ursprung der Gottesidee (Origin of the Idea of
God, 1912–1954), Schmidt argued that the “High God”
found in many primitive cultures pointed to an original
monotheism (subsequently obscured by devotions to
lower spirits and gods). Many anthropologists, however,
believe polytheism is more primordial and monotheism
the result of a higher cultural development.

The origins of monotheism often have been linked to
Judaism and the biblical tradition. Abraham (c. 1800 BCE)
is understood as the unifying figure of the three monothe-
istic or Abrahamic religions of Judaism, Christianity, and
Islam. Some scholars, however, believe Abraham was not
a full-fledged monotheist but a henotheist (i.e., one who
pledges exclusive devotion to one God without denying
the existence of other gods; from the Greek, heis [one]
theos [god]). Exegetes point to the use of the plural, “gods”
(elohim; see Gen. 1:26; Exod. 12:12), and to several bibli-
cal names (e.g., el-elyon, Gen. 14:19; el shaddai, Gen.
17:1) that might have referred to distinct gods wor-
shipped by the early Hebrews.

Some, however, argue that the plural, elohim, is used
in a royal sense or as an intensive use of the plural to show
that the one God embodies all the qualities of the divine.
These same scholars maintain that names such as el shad-
dai refer exclusively to the one God; thus, for them, there
is no evidence of biblical polytheism or henotheism.

Other biblical exegetes find layers of tradition in the
Pentateuch or Torah (the first five biblical books), which
manifest a gradual move from henotheism to true
monotheism. By the time the Pentateuch acquired its final
edited form (c. fifth century BCE), authentic monotheism
was certainly in force (see Deut. 32:39: “See now that I,
even I, am he, and there is no god beside me”). In chap-
ter 45 of Isaiah (c. 539 BCE), the God of Israel proclaims:
“I am the Lord, and there is no other” (Isa. 45:6) and:
“There is no other god besides me” (Isa. 45:21).

Many scholars, though, find evidence for early forms
of monotheism not influenced by the Hebrew biblical tra-
dition. The consensus, therefore, is that monotheism can-
not be traced, in a unilinear manner, to a single historic
source. Instead, the concept of a single God emerges from
an underlying perception of unity or the postulation of an
original cause of the cosmos. Monotheism, therefore, is
understood as a natural structuring of reality by the
human mind rather than a concept demanding supernat-
ural revelation.

THE ABRAHAMIC RELIGIONS

The monotheism of the Abrahamic religions (Judaism,
Christianity, and Islam) requires the exclusive worship of
the one God. Thus, the Jewish sage Maimonides (c.
1135–1204 CE) numbered among the basic articles of
Judaism the necessity of worshiping God alone who is the
one, eternal, and incorporeal Creator.

Although some contemporary Jewish scholars
acknowledge strands of early biblical polytheism, Judaism,
as a whole, has been tenacious in affirming authentic
monotheism. Thus, references to the Lord’s dominion
over the “gods” (see, for example, Prov. 58:1–2 and 82:1)
are rarely interpreted in a polytheistic manner. Instead,
such passages are read either as a statement of God’s power
over all pretenders to divinity or as an affirmation of the
Lord’s authority over created spirits or angels. Similarly,
the “Angel of the Lord” (see Gen. 16:7 and 22:11 and
Exod. 3:2,6, and 13) is perceived as a manifestation of
God’s own self and not a separate divinity. The other
angels mentioned in the Bible are understood as messen-
gers and servants of God; they are not in any way thought
of as separate “gods.”

Christianity emerged out of Jewish monotheism, but
its belief in the divinity of Jesus and the Holy Spirit led to
the doctrine of the Trinity: three eternal Persons (Father,
Son, and Holy Spirit) as hypostases or subsistences of the
one divine essence. Although some see the Trinity as a
compromise of authentic monotheism, Christian creeds
and councils reject the view of the Trinity as “three gods”
and affirm the unity of the divine essence. The Christian
councils of the fourth and fifth centuries proclaimed Jesus
as the eternal Word of God who assumed a human nature
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and not a creature to whom divinity was subsequently
ascribed.

Some people regard the devotion to the saints in
Catholic and Orthodox Christianity as a form of “func-
tional polytheism.” In Catholic and Orthodox theology,
however, the saints are not considered deities; instead,
they are sanctified human beings who pray for the living
from heaven (see, for example, Rev. 5:8). The saints are
“divinized” in the sense that they come to share in the
divine nature (see 2 Pet. 1:4). They are sometimes called
“gods” (John 10:34; Prov. 82:6)—not because they are
uncreated deities—but because they participate in the
grace of divine life bestowed upon them by God.

Various Protestant Christians likewise consider devo-
tion to images of the Blessed Virgin Mary, the angels, and
saints as a form of “idolatry.” Catholics and Orthodox,
however—following the teaching of the Second Council
of Nicea (787 CE)—distinguish between the worship
(latreia or latria) due to God alone and the veneration
(dulia, proskunesis) given to the holy images (ikons) of
Mary, the angels, and the saints.

There is, though, evidence of crypto-polytheism in
Afro-Caribbean religions such as Santeria that blend the
Yoruba deities of Africa with the Catholic saints. Also, the
Mormons (the members of the Church of Jesus Christ of
Latter-Day Saints) are sometimes considered polytheists
because of their understanding of the Trinity and other
doctrines. In spite of these examples, Christianity, as a
whole, has been strictly monotheistic.

Islam claims to be the primordial religion of
humankind, because all the prophets, since the time of
Adam, have taught the same doctrine of God’s unity pro-
claimed by Muhammad (570–632 CE). The Qur’an,
revealed through Muhammad, is seen as the final revela-
tion of God (Allah), which corrects the corruptions that
had entered into earlier revelations (such as the Torah,
revealed through Moses, and the Gospel, revealed through
Jesus).

Islam rejects the Christian doctrines of the Trinity
and the divinity of Jesus. Allah is the one and only God,
who “begets not, nor is He begotten, and there is none
like unto Him” (Qur’an 112:3–4). For Muslims, the
greatest sin is shirk, the idolatry of associating something
other than Allah with Allah.

Islamic monotheism influenced the religion of
Sikhism, which emerged in India under the guru, Nanak
(1469–1538). The Sikhs incorporate certain Hindu teach-
ings, but their concept of God is completely monotheis-
tic. Bahai, which originated in Iran in the nineteenth
century, likewise grew out of Islam, and is entirely
monotheistic.

MONOTHEISM IN THE NON-
ABRAHAMIC RELIGIONS OF THE
WORLD

The religion of ancient Egypt was polytheistic, but in the
fourteenth century BCE the pharaoh, Amenhotep IV
(reigned c. 1364–1347 BCE), changed his name to
Akhenaten (servant of Aten) and affirmed Aten (or Aton)
as the one true God, symbolized by the solar disk.
Akhenaten suppressed the cults of other Egyptian gods,
and he referred to Aten as the “sole God, other than
whom there is no other.”

Akhenaten’s endorsement of monotheism, though, did
not persist. After his death, devotion to the other Egyptian
gods was restored. In his 1939 book Moses and Monotheism,
Sigmund Freud (1856–1939) theorized that Moses (c.
1300–1200 BCE) borrowed his monotheism from
Akhenaten. Most scholars, though, dispute this claim.

The religions of ancient Greece and Rome were poly-
theistic, but some signs of monotheism emerged. Plato
(427–347 BCE) referred to a supreme spirit (psyche) as the
source of motion and order in the universe (see Book 10
of the Laws), but he seemed to believe that universal Ideas,
like the Good, actually transcend the cosmos governed by
the supreme Spirit. Aristotle (384–322 BCE) affirmed the
existence of an eternal and immutable “unmoved” or
“prime mover” who is “self-thinking thought” and “pure
act.” This concept of the divine, however, was closer to
deism than traditional monotheism because the “prime
mover” is completely transcendent and not concerned
with the affairs of human beings or the universe.

The Greek and Roman Stoics affirmed a supreme
ordering principle in the universe known as Reason
(Logos). For the most part, however, this Reason was not
distinct from the material universe but an active principle
within it. This was a form of pan-en-theism or pantheism
rather than traditional monotheism.

Plotinus (c. 205–269 CE) developed a mystical-philo-
sophical form of monotheism. He believed in a supreme,
transcendent reality known as the One out of which all
other things emanate in descending, hierarchical order:
from the Intellect (nous), to the Soul (psyche), and finally
to matter.

The Persian religion of Zoroastrianism, named after
the prophet Zoroaster (or Zarathustra; c. 900s–800s BCE),
was monotheistic in its original form. Ahura Mazda, the
Wise Lord, is the supreme Creator of the material world,
and from him came forth the twin spirits: Spenta Mainyu
(the Holy Spirit who chose the good) and Angra Mainyu
(the Evil Spirit who chose “the lie”). The “Holy
Immortals” (e.g., Good Thought, Immortality, etc.) are
not other gods but eternal forms or attributes of Ahura
Mazda.
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The original monotheism of Zoroastrianism, how-
ever, was obscured by the rise of the cult of Mithra (c. sec-
ond century BCE) and by the later tendency to depict
Ahura Mazda and Angra Mainyu as competing gods.
Zoroastrianism, however, completely rejected the
matter/spirit dualism taught by Mani (c. 216–276 CE).

Hinduism originated as a polytheistic religion with
virtually millions of gods (devas). As the tradition devel-
oped, some hints of monotheism or monism emerged.
Even in the early Hindu scriptures known as the Vedas (c.
1200–900 BCE), there was the recognition that: “The real
is one, though the sages name it variously” (Rig-Veda I,
169). By the time of the mystical writings called the
Upanishads (c. 800–500 BCE), some Hindu thinkers
began to understand the many gods as expressions or
manifestations of the one supreme reality known as
Brahman. When the Hindu sage Yájñavalkya (c. 800s
BCE) was asked how many gods there really are, he
answered, “One.”

Hindu monotheism, however, sometimes lapsed into
monism when Brahman was considered the only true and
permanent reality. By contrast, devotional Hinduism
tended to concentrate all the attributes of the divine into
one personal manifestation of Brahman. Thus, in the
Bhagavad Gita (c. 200s BCE), Krishna states: “By me, un-
manifest in form, this whole universe was spun: in me
subsist all beings, I do not subsist in them” (IX, 4).

Although differing forms of monotheism or monism
can be found in Hinduism, the many gods mentioned in
the Vedas could never be denied without repudiating the
authority of the Vedas themselves. Thus, in Hinduism,
polytheism on a popular and mythological level has con-
tinued to coexist with various forms of mystical monism
and philosophical monotheism.

In original Buddhism, the focus was on achieving
detachment from craving in order to reach a state of liber-
ation called nirvána. In later Mahayana Buddhism, the
ultimate reality was identified variously as emptiness
(súnyatá), consciousness, or the Buddha-nature. There
was, therefore, a single absolute reality.

In some forms of devotional Buddhism, the Buddha
became deified, and there emerged the doctrine of the
three “bodies” or aspects of the Buddha: (1) the
Transformation Body, which was the body of the Buddha
on earth; (2) the Bliss or Enjoyment Body assumed by the
various celestial Buddhas; and, (3) the Truth-Body, which
is the ultimate reality of the Buddha-essence. Devotional
Buddhism, therefore, developed a belief in a unified
supreme reality behind all things, which can be under-
stood, at least analogously, as a form of monotheism.

Ancient China was originally polytheistic, but aspects
of monotheism emerged in the concept of Heaven (T’ien),
taught by Confucius (c. 551–479 BCE), and in the Tao of

the Tao Te Ching, the mystical treatise attributed to Lao-
Tzu (c. sixth–fifth century, BCE). In his Analects, Confucius
speaks of Heaven as the transcendent source of order and
morality, a reality somewhat analogous to a personal God.

The Tao also is analogous to God, because it is “the
mother of the myriad creatures” (I, 2) and “the genesis of
all things” (I, 4). As the all-pervasive source of things, the
Tao is like a divine principle guiding the universe (i.e., a
type of pan-en-theism).

Native American religion is multifaceted, and various
gods or spirits are acknowledged. There is, however, a
deep sense of a “Great Spirit” who pervades nature and is
expressed in the numerous powers of animal and human
life. In a certain sense, the universe is the dwelling place or
body of the Great Spirit, and, therefore, a form of pan-en-
theism is present.

CONCLUSION

The religions of the world incorporate different forms of
monotheism: from the strict monotheism of Islam to the
mystical monotheism of Hinduism (coexisting with pop-
ular polytheism). Because Christians and Muslims com-
bine to make up over half of the world’s population, a case
can be made that monotheism resonates well with basic
human needs for order, meaning, and direction.
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MONROE, JAMES
SEE Monroe Doctrine.

MONROE DOCTRINE
The Monroe Doctrine is a principle of American foreign
policy in the Western Hemisphere that was announced by
President James Monroe (1758–1831) on December 2,
1823, in his annual message to Congress. The Monroe
Doctrine was intended to discourage and prevent further
colonialism and military intervention by European pow-
ers, especially Britain and Russia, in the Western
Hemisphere and any attempts by European powers to
exploit or endanger the growing independence of Latin
American countries from the Spanish empire. The major
tenets of the Monroe Doctrine are that, first, the Western
Hemisphere has a political existence that is separate from
Europe. Second, the United States would regard further
European efforts to colonize or extend political and mili-
tary influence in the Western Hemisphere as hostile
actions against American national security. Third, the
United States would not interfere with existing European
colonies or political matters.

The Monroe Doctrine was particularly influential in
American foreign policy toward Latin America during the
late nineteenth and early twentieth centuries. In 1895, the
United States cited the Monroe Doctrine in a boundary
dispute between Venezuela and Britain. In 1898, the
United States relied on the Monroe Doctrine to justify its
war against Spain in Cuba and its later intervention in
Puerto Rico and the Dominican Republic. The applica-
tion of the Monroe Doctrine to Cuba was strengthened by
the Platt Amendment of 1902. This amendment to the
Cuban constitution specified that the United States
retained the right to intervene militarily and politically in
Cuba. In 1904, President Theodore Roosevelt (1858–
1919) announced the Roosevelt Corollary to the Monroe
Doctrine. The Roosevelt Corollary stated that the United
States has an obligation to prevent political and economic
instability in Caribbean nations.

Until 1934, the Monroe Doctrine was used to justify
American military intervention in Haiti, Nicaragua, and
the Dominican Republic. In 1934, however, President
Franklin D. Roosevelt (1882–1945) rejected the
Roosevelt Corollary in announcing his Good Neighbor
policy toward Latin America. The principles of this policy
included that the United States would respect Latin
American governments as diplomatic equals, that the Platt
Amendment would be repealed, and that the United
States would refrain from intervening in Latin American
domestic affairs. The Good Neighbor policy improved
cooperation and diplomatic understanding between the

United States and most Latin American governments dur-
ing the 1930s and 1940s, but American economic domi-
nation and exploitation of Latin America continued.

During the cold war, the United States revived the
use of the Monroe Doctrine to legitimize military inter-
vention because of its concern that communism would
develop and expand in Latin America, especially after
Cuba became a Soviet ally. American presidents made
public or private references to the Monroe Doctrine to
justify the U.S. naval blockade of Cuba in 1962 and the
American invasions of the Dominican Republic in 1965
and Grenada in 1983. The end of the cold war and greater
economic development and democratization in Latin
America made it less likely that the United States would
invoke the Monroe Doctrine.
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Security
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MONT PELERIN
SOCIETY
Directly after World War II (1939–1945), a group of
thirty-six scholars—mostly economists, with some histo-
rians and philosophers as well—were invited by the econ-
omist Friedrich von Hayek to Mont Pelerin, a Swiss
Mountain resort, to discuss the state of classical liberalism.
They feared that Western society was in danger and liberty
was being threatened by totalitarianism and other forces.
After ten days of deliberations, the Mont Pelerin Society
was founded on April 10, 1947.

Hayek’s hope in founding the Society was to create
“an international academy of political philosophy” with
the aim of “regenerating the ideas of classical liberalism in
order to refute socialism” (Hartwell 1995). His aim was
educational, and he hoped to influence political structures
through ideas, not through direct political involvement.
Because of this, the organization does not form or align
itself with any political party or parties, nor does it con-
duct propaganda. Instead, the Mont Pelerin Society is a
forum for free discussion aiming “not to spread a given
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doctrine, but to work out in continuous effort, a philoso-
phy of freedom” (Hartwell 1995).

The Mont Pelerin Society is decentralized. It has no
office, no paid staff, nor any central organization other
than a Web site. All discourse and discussion of ideas
occurs through meetings, which are organized, funded,
and run by local ad-hoc committees. Since 1947 the
Society has held thirty-three General Meetings, twenty-
seven Regional Meetings, and a number of Special
Meetings. These have occurred in Europe, Central and
South America, the United States, Asia, Australia, and
Africa. Because of its decentralization, and because it does
not act as one body, the Society’s influence is difficult to
quantify.

The Society is composed of persons who see dangers
in the expansion of government, not least when it leads to
the welfare state, in the power of trade unions and busi-
ness monopolies, and in the continuing threat and reality
of inflation. Membership is exclusive and anyone seeking
to join must be nominated by current members. Current
and past members include eight Nobel Prize winners in
economics, various heads of state and other high-ranking
government officials, business leaders, and established
scholars. The membership of the Society has risen from
under 50 members in 1947 to over 550 members in 2007,
representing more than fifty countries. Some of the most
well-known current and former members include
Friedrich Hayek, Ludwig von Mises, Milton Friedman,
George Stigler, Ronald Coase, Karl Popper, Ralph Harris,
Vernon Smith, Gary Becker, Vaclav Klaus, and Mart Laar.
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MONTAGU, ASHLEY
1905–1999

The anthropologist Ashley Montagu was born as Israel
Ehrenberg into a poor Russian Jewish immigrant family

in the East End of London. He was a precocious school-
boy, and with the encouragement of a kind schoolteacher,
he took a skull found on the banks of the Thames to the
anthropologist Sir Arthur Keith (1866–1955), and pep-
pered the great man with questions. As a result of Keith’s
encouragement, he was admitted as a diploma student to
University College London at the age of seventeen, and
studied physical anthropology with Grafton Elliot Smith
(1871–1937) and statistics and psychology with Karl
Pearson (1857–1936) and C. E. Spearman (1863–1945).
He was, at the same time, Bronislaw Malinowski’s (1884–
1942) first student in social anthropology at the London
School of Economics.

Israel Ehrenberg immigrated in 1927 to the United
States, where he changed his name to Montague Francis
Ashley-Montagu (he was an admirer of Lady Mary
Wortley Montagu [1689–1762]). He explained that this
name opened doors that were at that time closed by anti-
Semitic prejudice. He completed a PhD with Franz Boas
(1858–1942) and Ruth Benedict (1887–1948) at
Columbia University (1937) and taught at various univer-
sities and medical colleges, but he largely supported him-
self independently through writing and lecturing. He
became, with Margaret Mead (1901–1978), one of the
most effective communicators in anthropology, becoming
a regular guest on The Tonight Show.

Montagu’s sixty books cover an enormous range and
vary from technical tracts on human genetics and
Australian Aboriginal reproductive beliefs, to more popu-
lar accounts such as The Elephant Man (1971), which
became the basis for the play and film of that name. In all
his work he emphasized the interplay of genetic and envi-
ronmental factors in producing human behavior. Two
books in particular had tremendous influence: Man’s Most
Dangerous Myth: The Fallacy of Race (1942) and The
Natural Superiority of Women (1953). The former
stemmed from his work for UNESCO in its “Statement
on Race” (1950), but he had long opposed the orthodox
view of the existence of discrete races, and his position
that “race” was not a scientific category but a “social con-
struction” has become, in turn, its own orthodoxy. The
matter is still in dispute however, and proponents of the
“reality” of racial differences are making a comeback. His
position on women was prescient, but his argument that
their superiority was based on their quality as nurturers of
the young caused him to be attacked by early feminists.

Montagu saw himself as carrying out the Mali-
nowskian program of understanding culture in terms of
human needs, and this required a detailed knowledge
both of culture and of human evolutionary biology. He
championed the idea of neoteny—the retention of infant
traits into adulthood—as the basis of human sociability,
with a consequent stress on playfulness, creativity, curios-
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ity, and love. Love he saw as the basic human attribute,
rooted in the mother-child relationship, and our failure to
capitalize on it as our greatest danger. Human neoteny
was biologically rooted, but it gave us an astonishing flex-
ibility and the opportunity to create cooperative societies.
Montagu’s vision of a unified anthropology that would
use knowledge of our evolutionary past to illuminate the
possibilities of a peaceful future was perhaps his greatest
gift to science and to humankind.

SEE ALSO Anthropology; Race
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MONTE CARLO
EXPERIMENTS
Monte Carlo experiments consist of statistical resampling
techniques usually employed on computers to provide
approximate solutions to a variety of mathematical prob-
lems. These techniques apply both to deterministic as well
as to stochastic problems. The resampling methodology
was first introduced in 1908 by William S. Gosset, who
used the pseudonym Student in his publications. It was
Stanislaw Ulam who thought of automating the proce-
dure by means of the first fast electronic calculators in
1946. Subsequent work with Nicholas C. Metropolis and
John von Neumann produced the first algorithms for
computer implementations. The technique is named after
the city of Monte Carlo, renowned for its casino, because
it is based on a random number generator, as in the game
of roulette.

A typical example of the application of Monte Carlo
techniques in statistics concerns the evaluation of the
properties of an estimator in cases when the exact distri-
bution is difficult or impossible to calculate, or when the
asymptotic approximations are either not very good or not
applicable (i.e., in small samples). For example, the analyst
may be interested in evaluating the bias of an estimator œ
when estimating a parameter vector θ0, or the efficiency of
an estimator œ compared to alternative estimators of θ0.

The methodology is based on resampling, that is, on
replicating the real world M times, calculating M different
estimates, one for each replication. The empirical distri-

bution of these estimates approximates the true distribu-
tion of the estimator object of the study.

The implementation of a Monte Carlo experiment is
intuitive, although generally computationally intensive.
First, the investigator has to choose a distribution for the
variables included in the model characterized by the vec-
tor of parameters θ0. Once the artificial values for θ0 are
set, an N-dimensional sample is drawn and an estimator
computed from the sample. This procedure is iterated M
times, obtaining a set of estimates œm with m = 1,…, M.
At that stage it is possible to assess the properties of the
estimator, for example, calculating the sample mean and
variance.

Good practice suggests varying the value of θ0, the
sample size N, and the number of iterations M. The
methodology is then computationally expensive, for it
requires calculations in different scenarios, all possibly
characterized by a large N and a large M.

One limitation of Monte Carlo studies is that the
analyst must completely specify the statistical model. This
includes making assumptions about the form and param-
eters of the distribution of the error term, usually assumed
independent of the explanatory variables. The results of
the experiment depend, therefore, on these assumptions,
with a great deal of loss of generality.

In constructing a Monte Carlo experiment, the ana-
lyst faces strategic issues such as the choice of a distribu-
tion, the degree of variation of the parameters of interest,
a trade-off between accuracy and flexibility, the choice of
the number of iterations M, and the sample size N. In
addition, the results usually involve the production of a
large number of tables that need to be well organized for
the experiment to be meaningful for the reader.

The standard error of a Monte Carlo analysis
decreases with the square root of N. However, a larger N
may require increasing computational complexity. Less
computationally expensive methods are variance-reducing
techniques. These involve, for example, the use of com-
mon random numbers, that is, the use of the same
pseudo–random numbers when evaluating different
strategic choices. This is likely to induce positive correla-
tions between the estimators compared in the experiment,
and therefore to reduce the variance of estimated dif-
ferences.

Given the nature of the typical Monte Carlo experi-
ment, it may be unclear to the analyst if the results apply
to a specific population of interest. In that case, the boot-
strapping methodology helps in refining the inference on
a particular sample in alternative to asymptotic approxi-
mations. It simply consists of a Monte Carlo experiment
where a specific data set is considered as the population.
In each iteration b, with b = 1,…, B, a random sample is
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drawn with replacement from the data set. Then, an esti-
mate is computed on each iteration and the usual Monte
Carlo procedures apply.

Applications of Monte Carlo techniques in econom-
ics include the investigation of the properties of stochastic
models, for example, in the real business cycle literature.
An example of applications of Monte Carlo methods to
deterministic problems is the computation of multidi-
mensional finite integrals. In this case, the integral can be
interpreted as the expected value of the integrand function
applied to a random vector uniformly distributed on the
region of integration. This can be approximated by means
of the usual resampling technique.

SEE ALSO Properties of Estimators (Asymptotic and
Exact); Student’s T-Statistic
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Luca Nunziata

MOOD
The systematic study of mood has received attention from
a broad variety of social scientists. For example, social,
personality, cognitive, and clinical psychologists have rea-
sons for working to understand how people develop, expe-
rience, and respond to certain moods. Social psychologists
may be interested in investigating how good or bad moods
influence social interaction patterns. Personality psychol-
ogists may be interested in investigating how certain per-
sonality types may predict people’s tendencies to
experience certain moods. Alternately, cognitive psycholo-
gists may be more interested in examining how mood
influences decision-making processes. Clinical psycholo-
gists may, in turn, be more interested in studying how
mood disorders are manifest. Due to the wide appeal of
investigation of people’s moods, the study of mood has
enjoyed a long and productive history. The subdomains of
psychology approach the study of mood as well as its

causes, effects, and correlates in different ways. Social psy-
chologists have typically studied moods through labora-
tory manipulations, which induce short-term state
changes. Personality and clinical psychologists typically
explore mood-related phenomena through the use of self-
report instruments, interviews, and observational meth-
ods designed to assess both state variations and
trait-anchored propensities.

Mood may be conceptualized along several dimen-
sions: dimensions of valence, negative to positive;
strength, weak to strong; and arousal, not aroused to
aroused. Examples of moods include happiness, sadness,
excitement, nervousness, and calmness. A given mood
may persist for short amounts of time (e.g., a few hours)
to relatively long amounts of time (e.g., a few weeks).
Mood differs from related psychological experiences, such
as affect, attitude, emotion, and temperament, in several
key ways. Affect refers to people’s “good” or “bad” cogni-
tive appraisals of attitude objects. Emotion and mood
both exist as affective states, “by-products” of positive or
negative appraisals of experiences or objects. However,
mood differs from emotion in that mood is usually expe-
rienced as a diffuse state that is often not readily perceived
as attributable to any given attitude object. In contrast,
emotion is most often perceived as the result of a discrete
experience. For example, a person might not be aware that
he or she is in a good mood because the person anticipates
receiving a paycheck the following day. This same person
might also be acutely aware that he or she is, potentially at
the same time, experiencing the emotion of happiness due
to a recent engagement for marriage.

Whereas emotion and mood are most often the
results of affective responses, attitude and temperament
influence affective response patterns. That is, attitude and
temperament play a role in how people evaluate events or
objects whereas emotion and mood result from these eval-
uations. Though attitude is more readily distinguished
from mood, how people evaluate attitude objects most
assuredly differs from the mood that they may experience
as a result, the distinction between mood and tempera-
ment is less clear. For example, it may be difficult to deter-
mine whether or not a person is merely in a sad mood or
whether he or she is clinically depressed. Both the mood
and temperament of depression, or dysphoria, may have
similar symptoms to the observer (i.e., lethargy, crying,
irritability). Accordingly, the most useful rule of thumb
may be to conceptualize temperament as a lasting, rela-
tively stable personality trait and mood as a shorter-lived,
more dynamic psychological state.

MOOD AND COGNITION

Though a given mood might not persist for a very long
time, it influences how people perceive and make sense of
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the world around them. An impressive body of research
suggests that people who are in positive moods may be
more likely to use cognitive shortcuts, relying on general
and idiographic heuristics, than people who are in nega-
tive moods. Alternately people who are in negative moods
may be more likely to use information in their environ-
ment rather than rely on heuristics to make their deci-
sions. Interestingly, as a result, people in positive moods
may be more susceptible to persuasive appeals and more
likely to engage in stereotyping than people in negative
moods.

Additionally mood may influence people’s memories
for certain situations. More specifically, being in a partic-
ular mood (e.g., surprised) may prompt a person to recall
other times during which he or she experienced the rele-
vant mood strongly (e.g., a surprise birthday party).
Correspondingly, being in or recalling a situation that
evoked strong affective responses (e.g., watching the
September 11, 2001, terrorist attacks on television) may
evoke associated moods, such as fear.

Furthermore mood may provide people with infor-
mation concerning how they should manage or respond
to cues in their environments. For example, a popular the-
ory of self-esteem, sociometer theory, posits that negative
mood may signal to a person that he or she is being
excluded or rejected. An increase in negative mood may
alert the rejected person that he or she is being devalued
in a social interaction and that he or she should do some-
thing interpersonally (e.g., flatter the rejector) or intraper-
sonally (e.g., artificially inflate reported self-evaluations)
in order to maintain positive self-worth.

MOOD, PHYSIOLOGY, AND
BEHAVIOR

In addition to its influences on cognition, mood is also
associated with certain patterns of physiological respond-
ing. Brain imaging studies have revealed that, though
affective and nonaffective centers in the brain share com-
mon components, differences between these areas exist,
indicating that structures associated with affective
responding are distinct from those not associated with
affective responding. Moreover, positive affect and nega-
tive affect may share neural processes indicating that peo-
ple may have the capacity to experience both positive and
negative affect at the same time.

Although the possibility that one can simultaneously
experience, for example, pleasure and pain, exists, the
bulk of research examining the influence of mood on
physiology and vice versa suggests that positive and nega-
tive moods are associated with distinct patterns of brain
activation and corresponding arousal and behavior pat-
terns. More specifically, good mood is associated with
varying levels of positive arousal whereas bad mood is

associated with varying levels of negative arousal. Stated
differently, positive mood fosters approach behaviors,
whereas negative mood fosters withdrawal behaviors.

The experience of negative mood may be so aversive
that, not only do people seek to avoid it, they may also
take potentially harmful behaviors in an attempt to over-
come it. People who are in bad moods are more likely to
make decisions that are self-serving in the present rather
than the future, making riskier decisions than people in
better moods.

In contrast, being in a good mood is associated with
a variety of more positive behaviors. For example, people
in positive moods are more inclined to help others. They
are also more likely to respond to tasks and problems with
more creative approaches than people who are in bad
moods.

SUMMARY

Mood exists as a response to the processing of internal and
external affective stimuli. The study of mood draws the
intellectual attention of a variety of social scientists.
Correspondingly, research has revealed that mood influ-
ences both cognition and behavior. Moreover, there are
both biological and neurobiological correlates of mood. In
general, people in good moods evidence a variety of posi-
tive outcomes and behaviors relative to those who are in
bad moods. Being in a good mood may come with some
costs, however. Most centrally, people who are in good
moods may be less likely than those who are in bad moods
to critically process persuasive information.

SEE ALSO Attitudes; Emotion; Temperament
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MOOD CONGRUENT
RECALL
Mood congruent recall refers to the observation that people
tend to remember more information that is consistent or
congruent with their mood at the time that they were
exposed to that information. Being in a particular mood
can cause people to pay more attention to information
that matches their mood and to think more about or elab-
orate that information (Bower and Forgas 2000). These
cognitive processes lead to better memory for the informa-
tion. For example, a person in a happy mood may pay
more attention to the happy scenes of a movie and elabo-
rate the scenes by relating them to happy events in his or
her life. As a result, weeks after seeing the movie, the per-
son may remember more of the happy scenes than the 
sad scenes.

Mood congruent recall differs from mood dependent
recall—the observation that the information a person
attends to while in one mood is better recalled later if the
person is in the same mood (regardless of its emotional
quality). For example, Eric Eich, Dawn Macaulay, and
Lee Ryan (1994) directed university students to read
familiar nouns (e.g., ship, street), then describe an autobi-
ographical event that came to mind for each noun. A
happy (or sad) mood was induced in students by having
them entertain elating (or depressing) thoughts while lis-
tening to lively (or languid) music. Participants described
a range of happy, sad, and neutral events in response to the
nouns. Later, they recalled the autobiographical events
either in the same or opposite mood. Participants recalled
more positive, negative, and neutral events when they
were in the same mood than in the opposite mood.

Several approaches have been proposed to explain
mood congruent recall (see Eich and Forgas [2003] for a
review of these approaches). Gordon Bower (1981) sug-
gested that a person’s long-term memory is characterized
by an associative network of concepts whereby emotions
become associated with thought processes and concepts of
things and situations encountered in daily life. When an
emotion is aroused, it spreads activation to concepts and
thought processes that are associated with the emotion.
This knowledge guides a person’s interpretation of the cur-
rent context in a way that is congruent with the emotion.

According to the affect as information view, people
make judgments by implicitly asking themselves, “How
do I feel about it?” (Clore et al. 2000). For example, when
people were asked about their reaction to a happy or sad
film that they had just watched, they showed strong mood
congruence, with happy filmgoers recalling the film to be
much more positive than the sad filmgoers (Schwarz and
Clore 1983).

The affect infusion model attempts to explain the con-
ditions under which mood congruence occurs or fails to
occur by examining the different kinds of cognitive
processes that are involved (Forgas 1995). For example,
people may be motivated not to act in a mood congruent
way (as when a person really wants a job at a company and
ignores negative feelings toward some of the interviewers).
However, mood congruence occurs when people engage
in relatively elaborate processing, such as trying to form
an impression of someone with an unusual combination
of attributes—for example, a surfer who likes Italian
opera.

Research on mood congruence highlights the impor-
tant interplay between emotions and cognition. For many
years, scholars tended to neglect emotion or consider it
detrimental to judgment and decision-making. However,
the interplay between emotions and cognition appears to
be ubiquitous, and can even be beneficial.

SEE ALSO Cognition; Decision-making; Emotion;
Memory; Mood; Motivation
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MOOD DEPENDENT
RECALL
SEE Mood Congruent Recall.

MOORE, BARRINGTON
1913–2003

Barrington Moore was a major sociologist who used his-
tory to wrestle with the philosophical dilemmas of justice
and liberty. He saw all society and the maintenance of all
values as inherently repressive, and he thought gradualism
was far too accepting of the pain and death associated
with injustice. Yet, he was convinced that those dedicated
to drastic transformation were highly intolerant and
repressive.

Moore built on the work of three great scholars—
Max Weber, Karl Marx, and Sigmund Freud. He agreed
with Marx about the inequality in modern democratic
society, with Weber about the restrictions on freedom cre-
ated by bureaucracy and rational-technical values, and
with Freud about restrictions imposed by all societies on
individual spontaneity, especially in the sexual realm.

After World War II (1939–1945) Moore focused on
the Soviet Union and the impact of the pressures of effi-
ciency emphasized by Weber. His Soviet Politics: The
Dilemmas of Power (1950) examined how the imperatives
of successful industrialization had led Josef Stalin to 
repudiate many central tenets of Marxist and Leninist ide-
ology, particularly the values of equality and a nonhierar-
chical society. In Terror and Progress USSR (1954),
published immediately after Stalin’s death, Moore looked
to the future and discussed how bureaucratization and
governance through rules could and probably would limit
the power of party leaders in the post-Stalin society. These
two books influenced a generation of scholars and gradu-
ate scholars at the Russian Research Center at Harvard
University to see the Soviet Union in terms of long-term

social forces rather than simply the ideology of those at
the top. Yet, Moore himself never studied the post-Stalin
period.

Instead, Moore spent a decade exploring why some
countries become more or less democratic and others
adopt various types of dictatorship, studying particularly
the histories of Britain, France, Germany, Japan, India,
and China. This type of comparative work became his
most enduring contribution to sociological methodology.
The result was Moore’s most famous book, Social Origins
of Democracy and Dictatorship: Lord and Peasant in the
Making of the Modern World (1966), which was published
during the Vietnam era. The book’s focus on peasant rev-
olutions, its negative treatment of bureaucracy, its pes-
simism about gradualism and the repression of modern
society, and its use of many Marxist categories but with-
out Marx’s universal pattern of history spoke directly to a
generation of students.

Moore saw democracy as dependent on a vigorous
bourgeoisie and on landlords being ready to accept com-
mercialization of agriculture. He believed commercializa-
tion of agriculture was necessary both to break up
traditional peasant organizations and to set the stage for a
landlord-bourgeoisie alliance against the bureaucracy. The
absence of that alliance doomed democracy. But without
commercialization of agriculture, the traditional peasant
organizations were not destroyed. Moore believed that
this left dictatorships highly susceptible to peasant revolt,
except in rare cases such as Japan, where these organiza-
tions were coopted. He explained the Communist revolu-
tions in China and Russia as this type of peasant revolt.
Yet, Moore thought peasants were attracted to doctrinaire
and intolerant leaders who were highly repressive.
Tragically, these leaders were perhaps most repressive of
the peasants themselves.

Moore wrote seven books in the last thirty years of his
life. The titles of six of them reflect the moral dilemmas
that obsessed him: Reflections on the Causes of Human
Misery (1972), Injustice: The Social Bases of Obedience and
Revolt (1978), Privacy: Studies in Social and Cultural
History (1984), Authority and Inequality under Capitalism
and Socialism (1987), Moral Aspects of Economic Growth
and Other Essays (1995), and Moral Purity and Persecution
in History (2000). Many of them were based on detailed
comparative work of diverse societies that included prelit-
erate society, the peoples of the Old Testament, Greece,
and India.

The last phase of Moore’s work was not as influential
as the earlier two. He continued to believe that informal
norms and values are inevitable but restrictive of freedom,
that the prospects for a free and natural society are bleak
in the world’s leading societies, and that radical solutions
are usually the most intolerant and repressive of all. He
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called only for a more tolerant and egalitarian society.
Most of the time, this combination of views is not psycho-
logically satisfying. Yet, anyone desiring to explore the
moral dilemmas of, for example, the current Middle East
in broad historical perspective can find no place better to
begin than Moore’s work.

SEE ALSO Authoritarianism; Bureaucracy; Democracy;
Dictatorship; Egalitarianism; Freud, Sigmund; Justice;
Liberty; Marx, Karl; Peasantry; Revolution; Sociology;
Stalin, Joseph; Tolerance, Political; Totalitarianism;
Union of Soviet Socialist Republics; Weber, Max

B I B L I O G R A P H Y

Moore, Barrington. 1950. Soviet Politics: The Dilemmas of Power.
New York: Harper.

Moore, Barrington. 1954. Terror and Progress USSR: Some
Sources of Change and Stability in the Soviet Dictatorship.
Cambridge, MA: Harvard University Press.

Moore, Barrington. 1966. Social Origins of Democracy and
Dictatorship: Lord and Peasant in the Making of the Modern
World. Boston: Beacon Press.

Moore, Barrington. 1972. Reflections on the Causes of Human
Misery and Upon Certain Proposals to Eliminate Them.
Boston: Beacon Press.

Moore, Barrington. 1978. Injustice: The Social Bases of Obedience
and Revolt. New York: Random House.

Moore, Barrington. 1984. Privacy: Studies in Social and Cultural
History. Armonk, NY: M. E. Sharpe.

Moore, Barrington. 1987. Authority and Inequality under
Capitalism and Socialism. New York: Oxford University Press.

Moore, Barrington. 1995. Moral Aspects of Economic Growth,
and Other Essays. Ithaca, NY: Cornell University Press.

Moore, Barrington. 2000. Moral Purity and Persecution in
History. Princeton, NJ: Princeton University Press.

Skocpol, Theda, ed. 1998. Democracy, Revolution, and History.
Ithaca, NY: Cornell University Press.

Smith, Dennis. 1893. Barrington Moore: Violence, Morality, and
Political Change. London: Macmillan.

Jerry Hough

MORAL DOMAIN
THEORY
Moral domain theory has proposed that individuals
acquire moral concepts about fairness, others’ welfare, and
rights (the “moral” domain) beginning in early childhood,
and that this knowledge develops during childhood and
adolescence. In contrast to global stage theories outlined
by Lawrence Kohlberg, in which morality is viewed as a
series of hierarchical stages, moral domain theory pro-

poses that moral reasoning is distinct from other forms of
social knowledge, such as societal and psychological
knowledge. In his book The Development of Social
Knowledge: Morality and Convention (1983), Elliot Turiel
outlined three domains of knowledge: the moral (princi-
ples of how individuals ought to treat one another), the
societal (regulations designed to promote the smooth
functioning of social groups and institutions), and the
psychological (an understanding of self, others, and beliefs
about autonomy and individuality). Beginning in early
childhood, children construct moral, societal, and psycho-
logical concepts in parallel, rather than in succession, as is
proposed by global stage theory (in which children are
first selfish, then oriented to familial and societal regula-
tion, and then formulating principled morality in adoles-
cence). According to moral domain theory, the morality
includes concepts of physical harm, psychological harm,
the distribution of resources, freedoms, and rights.

Since the 1980s extensive empirical research has
demonstrated the multiple ways in which children, ado-
lescents, and adults evaluate social events using these cat-
egories of knowledge. Researchers have identified social
knowledge domains using a set of criteria that define each
domain and justifications that reveal the underlying rea-
soning about issues within the domain. For the moral
domain, for example, for the issue of physical harm, an
interviewer could ask a child whether it would be okay to
hit if a teacher did not have a rule against hitting (author-
ity jurisdiction), whether the rule could be changed (alter-
ability), whether the rule applies in other settings
(generalizability), whether it is wrong to hit someone if
there is no punishment (punishment avoidance), and
whether the act was wrong if there was no rule about it
(rule contingency). Children as young as three and a half
years of age use these criteria to evaluate moral transgres-
sions. In addition, moral domain methodology involves
analyzing the types of reasons individuals give for their
evaluations of acts and transgressions. Extensive empirical
observations have been conducted to examine the types of 
responses children, peers, and adults use in response to 
transgressions.

Studies have demonstrated how individuals apply the
moral domain to complex issues, such as those involving
cultural expectations, rights, exclusion, parent-adolescent
conflict, autonomy, environmental issues, bullying, and
emotions. In straightforward situations, children and ado-
lescents give priority to morality; in complex situations,
individuals weigh a number of considerations that take
different priority depending on the salience and associated
informational assumptions.

In her review chapter in the Handbook of Moral
Development in 2006, Judith Smetana reports the types of
age-related changes within the moral domain that
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researchers have documented. Very young children under-
stand that hitting is wrong because this act involves nega-
tive intrinsic consequences to others. This is a concrete,
observable concept that children acquire through a
process of experience, abstraction, and evaluation. By the
preschool years, children understand why it is important
to share objects (toys), referred to as the fair distribution
of resources. Distribution of resources is more complex
than issues about physical harm because there are a num-
ber of factors to weigh, such as legitimate claims, owner-
ship, and methods of distribution. During middle
childhood, children understand the wrongfulness of teas-
ing and exclusion. By early adolescence, exclusion, fair-
ness, and rights take on a more elaborated form, in which
issues surrounding the intergroup context as well as gov-
ernmental and societal laws become quite salient.

Culture is influential in how individuals acquire
moral concepts and the types of experiences that lead
them to make moral judgments. There is extensive
research documenting that individuals in many cultures
use the same criteria to identify moral issues (justice, oth-
ers’ welfare, and rights), and that these concerns are dis-
tinct from conventional regulations and traditions. While
cultural traditions and customs may embody moral codes
(e.g., “Do not harm others”), moral principles are not
defined by consensus or agreement but by reference to an
independent set of maxims about how individuals ought
to treat one another. Understanding cultural and moral
norms is essential for children to achieve the goal of
becoming full members of communities and societies.
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Melanie Killen

MORAL HAZARD
The term moral hazard describes a situation in which two
or more parties voluntarily interact, but the value of this
interaction to one or more of the parties can be adversely
affected by actions the other party may take for personal
benefit. This phenomenon is particularly troublesome in
instances in which the affected party can neither (contrac-
tually) control nor perfectly monitor these actions
(directly or indirectly).

While many examples exist, perhaps the most com-
mon and compelling ones come from the insurance
industry. Consider, for example, theft insurance, in which
the owner of some valuable items contracts with an insur-
ance carrier that in the event of the theft of the property,
the insurance company will pay the owner the entire value
of the property. The insured party, in most instances, can
carry out actions that will lower the probability that the
property will be stolen—for example, installation of a
security system, hiring guards to protect the property,
installing better locks on doors and windows, and so on.
Each of these actions is costly, but some of them are likely
to nonetheless be worthwhile investments. Specifically, if
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the decrease in the expected loss from theft is greater than
the cost of the action, then the investment is socially desir-
able (not taking into account the utility of the thief ).
However, if the lost property is fully covered by the insur-
ance policy, the owner has little reason to expend these
resources. What triggers the problem is the shifting of the
risk from the party that can most efficiently protect the
property to a party that cannot. If this problem cannot be
overcome, the cost of the insurance policy will be such
that the insurance company can cover its expected cost
given that the desired precautions will not be taken, and
there may even be market failure, whereby the insur-
ance premium is so high that the parties cannot reach 
agreement.

The theoretical underpinnings of this problem are
attributed largely to a series of articles written by J. A.
Mirrlees in the early to mid-1970s, with one of the most
influential not being actually published until 1999
(although completed in 1975). Recognition of the prob-
lem predates these writings, going back to Mark Pauly
(1968), Kenneth Arrow (1971), and Richard Zeckhauser
(1970), who was the first to model the phenomenon. The
idea of moral hazard has been shown to have implications
for a large variety of fields in economics, including bank-
ing, environmental economics, health economics, interna-
tional trade and lending, regulation, and growth. Most
central, however, is the development of optimal-contracts
literature, which has its roots in the moral hazard literature.

To this end, consider, once again, the insurance prob-
lem. In some instances, steps can be taken, either contrac-
tual or other, to attempt to overcome the moral hazard
problem. For instance, the insurance company may try to
control the problem by refusing to insure the property
unless some of the steps mentioned are taken, or the
insurer can condition payment of a claim on proof that
the steps were carried out. Unfortunately, such contracts
are unlikely to guarantee optimal behavior on the insured
party’s part. This is because: (1) theft can occur even if the
desired steps are taken, so there is no (indirect) way to be
sure that the desired precautions were not taken; and (2)
it is unlikely that the company will be able to (directly)
perfectly check the level of security given by the system,
the number and quality of guards hired, or the quality of
the locks installed, and even if it can, it is likely to face dif-
ficulties in proving these things in a court of law.

Alternatively, the insurance company may try to shift
some of the risk back to the property owner by, for exam-
ple, selling a policy with a large deductible or only paying
a percentage of the loss, thus better aligning the interests
of the insured party with those of the insurance company.
This, however, lowers the value of the insurance policy,
and does not allow for the pooling of risks that are at the
base of the insurance industry. As another possibility, the

insurance company could provide its own security (and
charge for it), but the insurance company is almost cer-
tainly not as well situated as the insured party to provide
such services or to ensure that they are carried out as
desired. Thus, it seems almost inevitable that the moral
hazard problem will persist in such markets.

The issue of optimal contracts has been well devel-
oped in principal-agent settings, of particular importance
in the accounting literature. Consider a situation with two
parties—a principal (the owner of a firm or manager) and
an agent (worker). The agent is hired to carry out some
task, and the level of success depends upon the level of
effort invested by the agent. The agent prefers to exert
himself as little as possible, but the principal desires that
the agent put in a large amount of effort in order to max-
imize the principal’s expected return. The agent, left to his
own, is likely to exert as little effort as he feels he can get
away with, and the principal, therefore, is interested in
finding a way to align the worker’s interests with his own.
If the effort can be observed directly, either through obser-
vation of the agent’s working habits or by the fact that
there is a one-to-one relationship between effort and out-
put, then the principal can write an employment contract
that will have the effect of causing the agent to choose to
exert effort (assuming there are no other problems with
this solution, such as a requirement to prove the effort
level in court). However, if effort cannot be directly
observed, and the outcome of the worker’s effort is uncer-
tain, so that the output level can be low even in the face
of great effort, then the principal is faced with a more dif-
ficult situation because the worker can always say that he
exerted effort, but was unlucky.

In some circumstances, writing a contract that shifts
the risk from the principal to the agent can eliminate this
problem. If successful, such a contract has the effect of
making the agent take direct consideration of the effects
of his effort, and causes him to exert the optimal amount
of effort. However, this is not always possible; if, for
instance, the agent is risk-averse and the principal is risk-
neutral, it may be the case that the worker will be unwill-
ing to bear risk that is actuarially worthwhile for the
principal.

There are those who feel that the importance of the
moral hazard concern is overstated. Specifically, they feel
that in instances in which the interaction between the
principal and the agent is of a repeated game nature (long-
term employment), this problem may disappear. Even if
not, if reputation is important to the agent, he is unlikely
to slack even when the principal cannot prove bad faith.

SEE ALSO Information, Asymmetric; Insurance; Insurance
Industry; Principal-Agent Models
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Avi Weiss

MORAL PHILOSOPHY
SEE Philosophy, Moral.

MORAL SENTIMENTS
The field of economics developed out of political econ-
omy, which in the early twenty-first century would be
thought of as an interdisciplinary combination of eco-
nomics, political science, sociology, history, and moral
philosophy. Prior to that evolution, political economy was
part of the curriculum of “expediency,” a subfield of moral
philosophy. Adam Smith, for example, was a professor of
moral philosophy, and not until Thomas Malthus is polit-
ical economy itself deemed worthy of a sole professorship.
Smith, often considered the “father of economics,” was
the author not only of The Wealth of Nations (1776) but
also of The Theory of Moral Sentiments (1769). While there
was long a debate over whether the two works were con-
sistent with one another, the consensus in the early
twenty-first century is that the two works are generally (if
not entirely) compatible.

In the Theory of Moral Sentiments (TMS), Smith
addressed the question of whether a society of perfect lib-
erty, in other words, a society freed from the fetters of feu-
dal and ecclesiastic authority, could attain moral order. In
the Wealth of Nations (WN), Smith asked the same ques-
tion but about economic order. The link was to be a third
work on the institutional and legal framework ensuring
this perfect society, which Smith never was able to com-
plete but which is outlined in his Lectures on Jurisprudence
(LJ). TMS is about the socialization of the individual, and
WN is about the economic outcomes of the behavior of

socialized individuals in the legal and institutional context
of LJ (Macfie 1967; Heilbroner 1982).

In TMS, Smith introduces “sympathy” (what in the
early twenty-first century would be called empathy) as the
social cement of society. Sympathy is not pity but is rather
fellow feeling of any kind. Our approval or disapproval of
the behavior of others is determined by our imagining
how we would feel and how we would respond if we were
in a like situation—thus the importance in Smith of the
role of the imagination. We ask whether the person’s
response is appropriate to the situation and then about the
effects of the response. If we sympathize, we approve; if
not, we disapprove. We judge our own behavior in a sim-
ilar way. Here Smith introduces his idea of the “impartial
spectator”—we imagine ourselves in someone else’s shoes
observing our own behavior and evaluating it in a like
manner. The judgment of the impartial spectator requires
more than sympathy—it also requires reason. Sympathy,
when joined with reason, becomes “sympathetic reason”
or “rational sympathy,” the “best head joined to the best
heart.” Over time the many judgments we are all making
result in social codes of conduct, some of which may
become law, others unwritten but no less strict codes of
morality. Self-deceit or excessive self-regard can intrude,
however, and if untamed may result in us justifying or
rationalizing behavior we know to be wrong. Here Smith
looks to “self-command” (self-control) and a “sense of
duty” (commitment to society) to ensure individuals will
generally obey the social rules of society.

Interestingly in TMS Smith identifies two levels of
prudence. The lower level includes what we think of as
economic activities, whereas the higher level concerns
valor, benevolence, justice, and the like. The former is
only worthy of “a certain cold esteem,” and it is only the
latter, higher level that is truly and properly called pru-
dence. Thus it can be said that, in Smith, proper self-
regard—self-interested behavior moderated by self-
command and a sense of duty as well as the socially
responsible adherence to social rules and obligations—can
be socially beneficial under certain conditions. It is not the
higher level of prudence, but it is a kind of prudence. In
no way can it be said that Smith subscribed to the notion
that “greed is good.” Economic order requires not only
the proper institutions but also the moral sentiments,
without which Smith’s society of perfect liberty would be
impossible (Rothschild 2001, pp. 236–246 and passim).

SEE ALSO Liberty; Philosophy, Moral; Smith, Adam
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MORAL SUASION
Moral suasion is a discursive strategy that references a set
of principles to pressure individuals, groups, or nation-
states to change their policies. Moral suasion strategies
have been used by various actors and organizations for
diverse purposes throughout history. It tacitly assumes
that most (but not all) humans are reasonable, flexible,
and have capacities for conceiving an agreed-upon sense
of justice. It therefore takes a rather progressive view of
human history, in that barriers to human freedom can be
“broken down” through persuasive dialogue that uses uni-
versal principles as the basis for its truth claims. Moral
suasion is a nonviolent form of influence, and therefore
the groups and organizations that use it have themselves
prohibited the use of violence to further their political
goals. For instance, the King Center, a nonprofit organi-
zation founded by Coretta Scott King, lists moral suasion
in its “Glossary of Nonviolence.” Moral suasion strategies
historically have been and continue to be used by a myr-
iad of organizations.

In the late eighteenth and early nineteenth centuries
certain U.S. abolitionist organizations used moral suasion
to seek an end to slavery. Abolitionists such as William
Lloyd Garrison (1805–1879) used this strategy in their
published writings and public speeches. These groups
based their discourse in a faith in (what they viewed as)
universal values of human equality and freedom. The
scholar Tunde Adeleke wrote that “moral suasion …
reflected the enduring character and impact of … the
Enlightenment. Late eighteenth-century Enlightenment
culture prioritized rationalism, secularism and a utilitarian
conception of government” (Adeleke 1998, p. 128).

Certain U.S. civil rights organizations, beginning
especially in the 1950s and 1960s, used moral suasion for
purposes similar to those of the abolitionists: Leaders such
as Martin Luther King Jr., along with both secular and
religious organizations, sought to bring about desegrega-
tion in the U.S. South. These movements combined
moral suasion with other tactics, such as nonviolent resis-
tance and civil disobedience, to secure the rights of
African Americans during this time.

Economists have recently used the term moral suasion
to reference the tactic used by financial authorities (such
as the Federal Reserve and the International Monetary
Fund) to pressure financial institutions to adhere to mon-

etary or fiscal guidelines. It is driven morally by the
assumption that these guidelines will improve the eco-
nomic well-being of a regional, national, or international
society, including their individual members.

Most recently, humanitarian nongovernmental
organizations such as Human Rights Watch and Amnesty
International have used moral suasion to criticize global
human rights abuses and to pressure the international
community to systematically act to stop these abuses.
These groups legitimate their moral language by referring
to conventions that have been ratified by a majority of the
international community (e.g., the Convention on the
Prevention and Punishment of the Crime of Genocide,
and the Geneva Convention), but they also seek to effect
action from influential nation-states by referencing those
nation-states’ traditions of human rights: “The moral
arguing here is mainly about identity politics, that is,
Western governments and their societies are reminded of
their own values as liberal democracies and of the need to
act upon them in their foreign policies” (Risse and Ropp
1999, p. 251).

SEE ALSO Civil Disobedience; Desegregation;
Enlightenment; Gandhi, Mohandas K.; Human
Rights; King, Martin Luther, Jr.; Passive Resistance;
Persuasion; Slavery
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Brent J. Steele

MORALITY
Morality (Latin neuter plural: moralia) is a multifaceted
term. It is commonly used to describe the behavioral
teaching and practical lessons of literary and artistic
works. As a descriptive term about the cultural and social
realms, morality signifies the habits and norms of behavior
that establish right and wrong conduct for individuals in
particular societies. Normatively, morality is the system-
atic and principled reflection concerned with determining
what ought to be the standards of conduct and duties for
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particular agents and communities and how these stan-
dards are reproduced in members of society. In this sense,
morality thus specifies the proper practice of individual
and communal life and prescribes what constitutes the
“good life” and how it is to be attained. In doing so, moral
reflection draws upon the cultural, religious, and theoret-
ical worldviews and values of particular societies in deter-
mining the proper standards of behavior.

MORALITY AS A DESCRIPTIVE
CATEGORY

Morality is a term of social theory used to “describe” the
range of acceptable human behaviors, that is, the norms
that structure and guide proper, intentional behavior for a
particular community. In this sense, morality describes the
customs and principles that particular societies use to
determine what is right or wrong for behavior in that
social order. At the external level, morality can merely 
signify the customs and common practices that tell a
member of society how to act within interpersonal rela-
tionships and social circumstances. These practices and
customs generally rest upon a theoretical and ideal foun-
dation, sometimes called a worldview, that expresses the
internal beliefs and values of the society. Émile Durkheim
(1858–1917) called this the “collective or common con-
sciousness” and defined it by stating, “The totality of
beliefs and sentiments common to the average members
of society forms a determinate system with a life of its
own” ([1893] 1984, pp. 38–39). Such a worldview system
provides the horizon of values and stock of norms and
duties within which individuals and social groups deter-
mine courses of intentional action. Individual and com-
munal actions are judged according to their conformity
with or deviation from these duties. This horizon of
beliefs and values functions to reinforce desired behaviors,
reproduce norms in succeeding generations, and impose
implicit and explicit sanctions for deviant behavior.

MORALITY AS A NORMATIVE
CATEGORY

Morality also describes the process of judgment whereby
people determine what actions to undertake. As opposed
to anthropological descriptions of social and individual
behaviors (e.g., what is the behavior of this set of peoples?)
or judgments that are narrowly customary (e.g., should I
send a thank-you note to the host of the dinner?), aesthetic
(e.g., does this new building fit into the city skyline?), or
political (e.g., how do we shape the democratic will of the
people to adopt this particular policy?), moral judgments
specifically inquire into what behavior or action one ought
to undertake. This view of morality, most commonly
studied in moral philosophy and moral theology, denotes
a set of inquiries that purport to describe and analyze

human behavior through determining “what ought to be
the case” from some “objective” perspective that goes
beyond descriptive accounts of actual behavior or mere
instrumental achievement of prudential goals. How do
humans learn these norms and standards of behavior that
specify what duties and obligations they must respond to?

Moral judgments draw upon the mores of a social
group to specify proper behavior. Moral norms are based
upon the stock of principles and values contained in the
worldview that set duties and obligations for human
action and behavior. These standards may come to be
known by means of external revelation; by referring to the
traditions, practices, and behaviors determined by proto-
col or exemplars in one’s community; by reference to
internal emotional sentiments shaped through character
development and habituation; or by rational determina-
tions carried out through the agent’s own cognitive 
capacities.

Many early societies (e.g., Hebrews, Babylonians)
believed that norms were revealed by divine beings
through a special dispensation of knowledge by the deity.
This tradition continues today in some religious moral
reflection, commonly called divine-command ethics,
wherein the norms of behavior for the religious group are
thought to emerge through revelation (i.e., through the
text of the Bible or the law given through a religious
authority) that shapes the authoritative traditions and rit-
uals of religious communities.

The customs, habits, and traditions of social groups
can also serve as the primary source of norms for setting
standards of behavior. The authority of the norms rests on
their continuity with the community’s past practices and
its own standards of the ideal member. The customs
might be implicit and known to the individual only
through informal means. For instance, communal and
familial expectations can place pressure on individuals to
act in certain ways or follow a particular life course. These
customs may also be codified in formal codes, such as
moral proverbs, narratives, or codes of conduct. While
communal customs still inform and undergird positive
laws in many modern social orders, modern legal systems
have increasingly divorced the legitimacy of law from
mere custom or historical practice.

Some accounts of the role of custom and habit in the
moral life (i.e., those by Scottish philosophers Francis
Hutcheson [1694–1746] and David Hume [1711–1776])
hold that the knowledge of right and wrong arises from
sensorily perceiving that an action produces sentiments of
moral pleasure or displeasure. In this view, humans are
constitutively feeling creatures, and right or wrong action
gives rise to distinctively moral pleasure or displeasure.
Reason, while helping to discern what ought to be done,
cannot motivate an agent to act on its own. The motivat-
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ing force, rather, is the pleasure produced through the
moral action. The moral norms of a community are cus-
toms and habits that reflect these moral sentiments, repro-
ducing proper character of community members by
rewarding proper actions and sanctioning illicit behavior.

The utilitarian theories of Jeremy Bentham
(1748–1832) and John Stuart Mill (1806–1873) extend
this view of seeking pleasure but require a duty for the
human to maximize societal benefit. While humans are
motivated to action by the desire for pleasure and avoid-
ance of pain, reason is used to determine what course of
action will maximize pleasure. This calculus is based on
the principle of utility—the agent must always act so as to
maximize the greatest happiness for the greatest number
in society. Utilitarians thus submerge the individual’s
moral desires under the overall outcome of the well-being
of the community.

Some moral theory privileges the role of reason as the
source of the moral norms. The Stoic philosophers, as well
as thinkers in the Christian natural law tradition, held
that rational capacities allow human beings to discern the
purpose of life from perceiving the order of nature and
rationally comprehending the role and structure of
human life within the cosmos. The modern emphasis on
the autonomy of the will, shaped by the Protestant
emphasis on individual conscience and unmediated rela-
tion to the divine, was articulated by modern philosophers
like John Locke (1632–1704) and Immanuel Kant
(1724–1804). In this strand of moral thought, the human
is thought to be a rational agent who reflectively engages
in determining what should be the proper course for his
or her action. For Kant, the freedom of individuals using
their own reason to determine the best course of action
and set ends for themselves is the basis of the possibility of
the moral life. The norms of action are determined
through universalizing the proposed action and determin-
ing whether the action, if it were to become a universal
law, could be rationally consistent as a duty for all agents.
The “good will” is not, therefore, merely one that acts in a
way that conforms to the custom of the society. Rather,
the “good will” is one that is motivated by pure respect for
the moral law: to act upon one’s rationally prescribed
duty, not merely to achieve instrumental outcomes or gain
advantage. The moral life is self-imposed, not derived
from obedience to external sources. In this way, Kant
thought that humans stood out from their natural, ani-
malistic aspects, and at the same time the individual could
never legitimately be made subject to another’s arbitrary
will. This sentiment reflected and heralded the liberal,
democratic political ideals of his age.

In general the moral life is the process of applying
these norms in practical circumstances to achieve desir-
able—or good—ends, thereby fulfilling one’s duties and

obligations. What constitutes these good ends, and the
corresponding moral obligation that thereby arises,
depends upon the source of the norms applied. The agent
who lives in a manner that is responsive to these moral
obligations acts over time in ways that inculcate good
habits. These habits are said to produce a virtuous agent if
the moral actions cause the agent to develop predisposi-
tions to act in ways that fulfill his or her duties. Likewise,
those who fail to respond to obligations, and develop 
predispositions to act contrary to moral duty, are said to
act immorally and may, over time, develop vicious charac-
ter traits.

Ethics in the Greco-Roman and early Christian tradi-
tions tended to focus on the agent’s character in relation
to society. The moral life revolved around shaping charac-
ter so as to develop habits of virtue that led to the good
life, a state of happiness, or well-being (eudaimonia).
Thinkers in the Aristotelian tradition conceived of moral
education as a process of transforming the agent’s charac-
ter so that his or her desires were inclined toward the vir-
tuous “mean” of possible courses of action. If one’s habits
inclined the agent to flee a dangerous situation where
one’s assistance was required to save another (cowardice)
or to wantonly intervene without regarding the complex-
ity of the situation (recklessness), virtuous agents, instead,
would be properly habituated so their instincts, emotions,
and habits would allow them to intervene in a cool and
calculated way, not withering in the face of the danger
(courage).

Under pressures from modernization, the traditional
patterns and norms of the moral life have become more
disoriented in contemporary society. Industrialization and
urbanization have upended small-scale communities and
transformed social bonds; historical, scientific, and tech-
nological understanding is more predominant, disrupting
traditional explanations for value origins and compromis-
ing their explanatory legitimacy (disenchantment); global-
ization has decentered community and national identity
through a growing recognition of the basic diversity of
worldviews; and the social and political order is increas-
ingly instrumentalized and bureaucratized, leading to
coordination and steering problems for building political
will. In the wake of the upheaval of traditional societies,
professional ethics (especially in law, business, and medi-
cine) have arisen as a mode of moral regulation that set
standards of behavior whose legitimacy derives from con-
sensus among members of the profession. In society at
large, traditional moral norms are felt to be decreasingly
persuasive or authoritative, and the charge is often levied
that contemporary society has become increasingly indi-
vidualistic and relativistic. In reaction to this decentering,
some thinkers such as Alasdair MacIntyre have charged
that traditional moral categories, while still commonly
used, are uncoupled from their worldview contexts and
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their resulting use is often considered to be confused, shal-
low, and contingent.
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Michael Kessler

MORALITY AND
INEQUALITY
Often public discourse on class and racial inequality is
reduced to discussions of the lack of morality among
minorities and the poor. The disadvantaged social posi-
tion of these frequently demonized groups is blamed on
their immorality. This essay will challenge this tendency
by presenting the argument—consistent with research
findings of Michelle Lamont, Eduardo Bonilla-Silva and
others—that political and racial contestation creates not
one static morality but rather multiple and fluid morali-
ties. The emphasis here is that minorities and the poor
often are embedded in structural contexts that shape their
moralities. Before examining how the process of moral

development takes place in various contexts and institu-
tions, the meaning of morality must first be considered.

DEFINITIONS OF MORALITY

For some, morality has a religious base and is therefore a
static concept emphasizing the “moral community.” In
this view, political reform is “occasionally equivalent to
moral reform in accord with God’s law” (Williams 1995,
p. 130). Others believe the definition of morality depends
on the context in which individuals live. Lamont states
that “vice is not defined in clear opposition to virtue when
‘decent’ and ‘street’ people live side-to-side and have to
learn to accommodate each other” (Lamont 1999, p. 7).
Some definitions of morality emphasize collective ele-
ments such as solidarity and generosity, while others focus
on individualistic characteristics such as responsibility,
hard work, self-reliance, and protection of the family.
Researchers have found that whites tend to stress the lat-
ter and minorities the former (Lamont 1999; Richardson
1999). The difference likely contributes to the demoniza-
tion of minorities and the poor in a public discourse
shaped by the dominant ideology of whites. The evolution
of mainstream explanations for racial inequalities reflects
the impact of this dominant ideology.

OPPOSITIONAL CULTURE THEORY

When explaining educational inequality, consider the
“culture of poverty” thesis that argued that the poor, and
therefore minorities, had a flawed culture characterized by
a propensity toward violence, lack of deferred gratification
and general immorality. As Oscar Lewis pointed out in
1966, the relative educational failure of these groups was
seen as inevitable because of their immoral culture,
regardless of exposure to greater educational and occupa-
tional opportunity. This highly individualistic view of
educational inequality was refined in the 1970s with the
development of oppositional culture theory. As laid out by
John U. Ogbu in 1978, this theory argues that involun-
tary minorities, or racial groups incorporated as a result of
slavery, colonization, or conquest—such as blacks,
Mexicans, Native Americans and Puerto Ricans—perceive
limited occupational opportunity relative to whites. This
promotes pessimism and resistance to school values:
Schooling is associated with whiteness and is therefore
viewed as inappropriate for these minorities. Oppositional
culture theory assumes that high-achieving individuals are
put-down, or sanctioned, by their minority peers when
they achieve school success (Fordham and Ogbu 1986).

Despite the acknowledgment of structural causes of
student resistance, Lundy has criticized oppositional cul-
ture theory for essentially reverting to the culture of
poverty position by emphasizing improvements in school-
related attitudes and behaviors of involuntary minorities
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rather than addressing the limited opportunities they face
(Lundy 2003). In 2000 John McWhorter stripped the
oppositional culture position of its structural foundation
and focused on the immorality of blacks as the root cause
of their educational failure. He argued that blacks adhere
to cults of victimology, separatism, and anti-intellectual-
ism. Therefore they are solely responsible for their plight.
Such emphases on blacks’ immorality as the cause of their
educational failure ignores James Ainsworth-Darnell’s and
Douglas Downey’s research showing that blacks actually
have more positive school-related attitudes than do whites
(1998). In fact, subsequent responses to oppositional cul-
ture theory—including those of Karolyn Tyson, William
Darity Jr., and Domini R. Castellino in 2005 and
Prudence L. Carter the same year—argue that blacks
highly value education. Rather than explaining poor edu-
cational performance as an immoral cultural response,
these researchers emphasize structural disadvantages and
discrimination.

NEGATIVE MORAL JUDGMENTS
VERSUS STRUCTURAL INEQUITY

This pattern of mainstream ideology pointing to the
immorality of blacks and the poor as the main cause of
inequality (with social researchers responding by empha-
sizing structural disadvantages and discrimination) is
repeated in literatures discussing several institutions,
including the judicial system and the family.

Specifically, high crime rates among the poor and
minorities are often explained by their “poor work habits,
inadequate skills, and a preference for joining predatory
gangs to accepting low-wage jobs” (Wilson 1992, p. 92).
Many researchers, including Rachel Gordon, Benjamin B.
Lahey, and Eriko Kawai, simply conclude that poor
minorities join gangs and commit crimes without consid-
eration of the structural causes of such choices (2004).
Likewise, Bill Bush and Max Neutze view drug use and
addiction as morally sinful, without the discussion of the
broader context in which drug use takes place (2000).
Alternatively, Suhir Alladi Venketesh argued in 1997 that
gang activity must be viewed in relation to the structural
context and social organization of the larger community.
He found that economic success often leads gangs to
embrace the community in a moral way. That is, gangs
provide informal social services in impoverished commu-
nities. This calls into question the moral judgments often
made of poor and minority criminals.

Other research shows that the widespread emphasis
on the immorality of minorities and the poor can have
profound effects on the treatment and outcomes they face
in the justice system. George S. Bridges and Sara Steen
found in 1998 that parole officers were more likely to
explain crimes committed by blacks as a result of intrinsic

personal characteristics of the offender. Similar crimes
committed by whites were explained away as young men
caught up in the wrong situation. Similarly, Steen,
Rodney L. Engen, and Randy R. Gainey found in 2005
that white drug offenders faced harsh treatment only
when they closely resembled the stereotypical dangerous
drug offender. In contrast, black offenders avoided harsh
treatment only when they clearly did not resemble minor-
ity or poor stereotypes. Several other studies echo this pat-
tern of blacks facing harsher punishments (Graham and
Lowery 2004), lower likelihood that judges withhold the
adjudication of guilt (Bontrager, Bales, and Chiricos
2005), greater likelihood of being drug tested (Gee et al.
2005), and a greater likelihood of being confined in a
secure detention facility (Leiber and Fox 2005).

Negative moral judgments are also used to make
sense of the high teen pregnancy rates and common sin-
gle-parent family structure among minority populations
and the poor. Patricia K. Jennings claimed in 2004 that
the dominant imagery suggests that welfare dependency
leads to out-of-wedlock births and that both are major
characteristics of the “underclass” culture. According to
this view, single mothers are seen as lacking the “appropri-
ate” orientation toward work and mainstream family val-
ues. Contrary to this dominant ideology, Jennings found
that having children seemed to spark a desire to partici-
pate in socially valued roles and encouraged responsibility.
In short, young black mothers acknowledged the negative,
welfare queen image and acted against being labeled as
such. In Carolyn E. Cocca’s view (2002), the conflation of
nonmarital adolescent reproduction and poverty and the
definition of this relationship as a moral affront to “tradi-
tional” American values furthers a conservative political
agenda that limits broader discussion of social inequali-
ties. In short, a focus on morality limits the scope of the
debate and pushes structural considerations to the back-
ground, a point also discussed by Judith Stacey in 1996.

Overall, minorities and the poor are often vilified in
the dominant public discourse and blamed for their own
failures. The mainstream ideology compares them to the
rest of society without consideration of their structural
disadvantages and concludes that they have family lives
and work habits that do not conform to mainstream
morals, norms, and values. Many researchers turn to the
moral development of these classes of people as the appro-
priate focus for policy reform. But this perspective
addresses symptoms or a mirage rather than the true struc-
tural causes of racial and class inequality. Until policy
makers and researchers stop focusing on the moral decay
of the minority poor and start considering structural
causes, such as poverty, residential segregation, and dis-
crimination, discussion of class and racial inequality is
destined to remain flawed and fruitless.
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Johanna Boers

MORBIDITY AND
MORTALITY
Morbidity, meaning illness or frailty, is currently defined
as a diagnosis with a specific disease listed in the
International Classification of Diseases, Tenth Revision
(ICD-10). The language of ICD-10 was adopted by the
World Health Organization (WHO) so that disease and
mortality data could be compared globally. Morbidity
rates are measured as the number of cases of a disease
divided by the midyear population times 100,000.
Morbidity reporting of specific contagious diseases is an
important aspect of public health. The WHO and the
U.S. Centers for Disease Control and Prevention (CDC)
require the reporting of infectious diseases (e.g., AIDS,
bubonic plague, malaria) in order for localities to contain
and manage these diseases. Morbidity may be further
delineated by a measure of adaptive functioning, or the
ability of a person to take care of personal needs or live
independently.

Mortality, or death, is usually defined by cause of
death. Similar to morbidity, the WHO recommends using
the ICD-10 as the diagnostic nomenclature for cause of
mortality. Internationally, vital statistics include death cer-
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tificates with standardized information, such as date of
birth, date of death, and cause of death.

Mortality is measured by the crude death rate (CDR),
which is defined as the number of persons in a population
who died in a specific year per one thousand members of
the midyear population. The age-specific death rate
(ASDR), which measures the number of persons in a spec-
ified age group (typically given in five-year intervals)
within a population who died in a one-year period, is
another useful rate, since persons of all ages do not die at
the same rate. Sex-specific death rates and disease-specific
death rates can also be calculated. Since those at the most
advanced ages have greater risks of mortality, nations with
younger populations tend to use crude death rates.
International comparisons of the crude death rate must
therefore take the age structure of the countries into con-
sideration, converting each country’s CDR into a stan-
dardized death rate by comparing both populations to the
age structure of a standardized population.

Another method of measuring mortality is through
the use of life tables. The Englishman John Graunt
(1620–1674) began the scientific study of mortality by
analyzing published lists of those who died in London and
noting that mortality followed definite patterns. Some of
his observations, such as the longevity of females over
males, continue to be true today. He used these analyses
to develop life tables, used today to determine life
expectancies. Life tables begin with a population of
100,000 at age 0, and then subject the population to the
mortality probabilities of each age group up until all the
members of the population have died. Life tables are used
to determine either life expectancy at birth or life
expectancy at a specific age. Life expectancies have
increased dramatically in the modern era. “In 2001 the
average life expectancy at birth in the United States was 77
years. Japan had the world’s highest expectancy—81 years.
The lowest life expectancy estimates for the early 2000’s
were in HIV/AIDS-plagued countries in sub-Saharan
Africa: 34 years for Mozambique and 37 years for
Botswana and Lesotho” (McFalls 2003, p. 11).

HISTORICAL TRAJECTORY OF
MORBIDITY AND MORTALITY

Historically, humans evolved around 200,000 years ago in
Africa. Early humans were hunter-gatherers, and they
lived as nomads with high fertility and high mortality.
Estimates for most of human history give the life
expectancy at birth at approximately ten to twelve years of
age. Infant mortality (the number of infants who die prior
to one year of age), stood at around 500 per 1,000 live
births (Haub 1995). Multiple factors contributed to high
mortality, including infanticide (infants were a liability for
nomads); a scarcity of food; and the risks involved in

hunting large mammals with primitive weapons. By about
8,000 years ago, just prior to the development of horticul-
ture or agriculture, the human population of the Earth
was approximately 5 million. According to the evolution-
ary biologist Jared Diamond, by the time agricultural
development began, nomadic humankind had migrated
to all of the globe’s continents.

Agriculture occurred independently in nine areas
through the domestication of wild plants and animals:
Southwest Asia, China, Mesoamerica, the Andes of South
America, the Eastern United States, the Sahel zone 
of Africa, West Africa, Ethiopia, and New Guinea.
Agricultural societies had decreased mortality and
increased fertility because they increased their food avail-
ability. Humans could now remain in a stable location and
store food, leading to a decrease in starvation. Agriculture
was also less risky than hunting large mammals. In an
agricultural society, children were valued as laborers, so
there was greater fertility. However, this was matched with
high mortality, and population growth was slow.
Agriculture also allowed for the development of perma-
nent settlements. Initially, the move to settlements, and
later to cities, led to higher mortality because concentra-
tions of humans allowed diseases to be spread more easily.
Yet improved nutrition in agricultural societies led to
increased life expectancies, so that by the time of the
Roman Empire life expectancy had increased to around
twenty-two years. By the Middle Ages it had grown to
over thirty. In the first approximately 10,000 years of agri-
culture, the population of the world grew from 4 million
to 629 million in 1750.

Infectious diseases were a primary cause of mortality
in premodern times. Epidemics caused the mortality to
ebb and flow, thus maintaining minimum population
growth. Livi-Bacci (1992) noted that infectious diseases
are continually evolving. Three forms of the plague—
bubonic, septicemic, and pneumonic—became pan-
demic, causing millions of deaths. The bubonic form of
the disease—the most common type and spread by
fleas—has symptoms of high fever, swollen lymph glands,
and cardiac failure, with a 67 to 75 percent mortality rate.
The septicemic form also has symptoms of fever, chills,
headache, and gastrointestinal issues with a 30 to 50 per-
cent mortality rate. The pneumonic form, spread by
coughing or sneezing, has symptoms of spitting blood and
is usually lethal (Dohl 1979). “The epidemic may have
begun about 542 A.D. in Western Asia, spreading from
there. It is believed that half the Byzantine Empire was
destroyed in the sixth century, a total of 100 million
deaths” (Habu 2006). Perry and Fetherston (1997)
described three pandemics. The first was the Justinian
Plague, which occurred in cycles, about every decade,
from 541 to 622 CE. It began in Ethiopia and spread
through North Africa, Europe, and most of Asia, killing
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an estimated 50 to 60 percent of the population. The sec-
ond pandemic, called the Black Death, began in Central
Asia and spread along trade routes, in two- to five-year
cycles, killing 10 to 40 percent of the population (mortal-
ity was increased by the co-occurrence of epidemics of
other diseases such as smallpox, influenza, and syphilis).
The third pandemic started in China in 1855 and spread
through Africa, Australia, Europe, India, Japan, and
North and South America. Although declining, this third
pandemic continues. “WHO reported an average of
1,666 plague cases per year worldwide” (Perry and
Fetherston 1997, p. 56).

Throughout the world, infectious diseases became
endemic, with cycles of reoccurrence. Survivors became
resistant, however, so that the severity of reoccurrence less-
ened in the next generation. This cycling continued until
there was an eventual adaptation of the disease to a less
virulent strain. Yet infectious diseases, which were benign
in an area where the population had adapted to the
pathogens, could devastate a virgin population. This was
evident when diseases such as measles, smallpox, and
influenza, which had transformed into less virulent strains
in Europe, reached America and caused widespread mor-
tality. From 1500 to 1800, the population of Native
Americans in what is now the continental United States
decreased from 5 million to 60,000. Similar declines
occurred among the inhabitants of other lands explored
by Europeans, including Tasmania, Australia, and Tierra
del Fuego.

Although decreases in mortality occurred with
modernity, there is a debate as to whether these were due
to medical advances or public health measures. The argu-
ment for public health is that mortality declines began
prior to the development of medical advances. There is
agreement that the effects of modernity led to rapid
decreases in mortality in the eighteenth century. By the
1800s, life expectancy in the United States was about forty
years. Food supplies increased with advances in technol-
ogy. But diseases such as malaria, dysentery, smallpox, and
typhoid fever could spread rapidly, especially in closely
confined settlements, and effectively kill off a local popu-
lation. In Europe, Louis Villermé (1782–1863) proved
that crowding and unsanitary conditions led to the
spreading of diseases. In the eighteenth century, medical
advances, such as inoculations against smallpox, com-
bined with widespread public health vaccinations and
inoculations, led to the management and containment of
lethal diseases. Public health measures, such as safe water
supplies and sewage systems to dispose of waste products,
controlled disease and immediately improved infant sur-
vival rates. Other public health measures designed to con-
fine and contain the spread of diseases aided in controlling
pandemics that followed trade and immigrants routes.
Life expectancies continued to improve: In the United

States, the life expectancy increased from 47 in 1900 to 77
in 2001 (McFalls 2003).

“Doubling time,” the number of years it will take a
population to double its size, is used to describe popula-
tion growth. In 1,000 CE, the population was 311 million
and the doubling time was 1,000 years (Weeks 2005). In
modernity, the population grew rapidly with doubling
times decreasing. Joseph McFalls summarizes the histori-
cal population growth in increments of billions. Globally,
the human population was under one billion from the
Stone Age, one million years ago, until 1800. Two billion
was reached in 1930, three billion in 1960, four billion in
1975, five billion in 1987, and six billion in 1999. A pop-
ulation of seven billion is projected for 2015.

KEY DETERMINANTS OF
MORBIDITY AND MORTALITY

Morbidity and mortality are caused by a combination of
factors, including disease, senescence (the physical deteri-
oration that leads to increased vulnerability and suscepti-
bility to diseases), and socioeconomic and political
conditions. Mortality by infectious and parasitic diseases
was the primary cause of mortality and morbidity in pre-
modern societies. In modernity, the leading causes of mor-
tality and morbidity are chronic and degenerative diseases
such as cancer, cardiovascular disease, and diabetes.
However, infectious diseases such as pneumonia,
influenza, and HIV/AIDS, along with homicide, suicide,
and accidental death, all rank high on the list of leading
causes of death. The leading causes of mortality in the
United States, Mexico, and Canada in 2001 were cardio-
vascular disease and cancer; but accidents, pneumonia,
and influenza ranked in the top ten causes of mortality
(Weeks 2005).

Morbidity and mortality are affected by biological,
social, and socioeconomic conditions. In their 2005 arti-
cle “Adult Mortality,” Richard Rogers and colleagues
break these causes down into three categories: demo-
graphic characteristics (age, sex, and race and ethnicity);
distal causes (socioeconomic status, social relationships,
geographic factors, and environmental or human haz-
ards); and proximate factors (health behaviors such as
smoking and drinking, health condition, and physiologi-
cal influences such as height and genetic markers).

Age is perhaps the factor most closely associated with
mortality: The youngest and the oldest are the most likely
to die. In 2005, Japan had the lowest infant mortality rate
(IMR), 3 per 1,000, and Afghanistan had the highest, 154
per 1,000 (Weeks 2005). Infant mortality is also influ-
enced by race and ethnicity: The higher socioeconomic
segments of society have lower IMRs. The exception,
known as the “Hispanic Paradox,” is that Hispanics in the
United States, who have a generally lower socioeconomic
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status, have IMRs similar to non-Hispanic whites and
Asians, revealing that family social support and lifestyles
issues influence IMR. Humans are more likely to die as
they age due to senescence. In 1825, Benjamin Gompertz
presented a mathematical formula demonstrating the rela-
tionship between aging and death.

Gender has an effect on mortality, with females gen-
erally living longer than males. James Carey notes in his
book Longevity (2003) that although females hold the
longevity records across species, female mortality advan-
tages are contextual. Females face greater risks during
reproduction, especially in premodern societies. Females
at the oldest ages also experience greater morbidity from
chronic and degenerative diseases. With modernity, the
gender gap in mortality is decreasing. In the United
States, the greatest difference in death rates between sexes
is for males aged fifteen to twenty-four, who are three
times more likely to die than females of the same age. This
increased mortality is due to accidents from risky behav-
iors, suicides, and homicides.

Socioeconomic status affects mortality in numerous
ways. Minorities with lower socioeconomic status gener-
ally have higher mortality, and education level is inversely
related to mortality. Infant mortality is greatly influenced
by basic education about hygiene, eating a nutritious diet,
and drinking unpolluted water. A higher level of educa-
tional attainment is generally indicative of higher socioe-
conomic functioning, and those with higher education
attain higher income, have access to better housing, and
have healthier lifestyles. Combining the effects of educa-
tion and minority status, in the United States, black males
with low educational attainment have a 19.9-year lower
life expectancy than more educated whites (Seeman and
Crimmins 2001).

Lifestyle choices, including physical fitness, exercise,
limiting alcohol use, and maintaining a balanced diet, are
related to lower morbidity and mortality. A pioneer longi-
tudinal study begun in 1965 identified seven health
habits, commonly called the “Alameda 7” that can
improve morbidity and decrease mortality due to chronic
diseases. The identified habits are: “engaging in regular
physical activity, never smoking, drinking less than five
drinks at one sitting, sleeping 7 to 8 hours a night, main-
taining desirable body mass, avoiding snacks, and eating
breakfast regularly” (Rogers et al. 2005, p. 271).

Sociopolitical causes of mortality include war, terror-
ism, and starvation. According to James Riley, the author
of Rising Life Expectancy (2001), the leading causes of
mortality in the twentieth century were war, famine, and
disease. World War I led to an estimated 19 million
deaths; the influenza epidemic of 1918–1919 caused over
40 million deaths; World War II caused about 52 million
deaths; China’s Great Leap Forward in 1959–1961, which

resulted in a politically caused famine, led to between 14
million and 26 million deaths, and UNAIDS reported in
2006 that the AIDS epidemic had caused 25 million
deaths since 1981.

MORTALITY THEORIES

Malthusian theory represents one of the initial explana-
tions of mortality and population growth. In 1798,
Thomas Robert Malthus suggested that because popula-
tion increased geometrically while the food supply could
only increase arithmetically, population would be stabi-
lized by positive checks, such as war, disease, and starva-
tion, and preventive checks, such as controlling births
(with the preferred method being moral restraint or absti-
nence, rather than contraception and abortion). Karl
Marx and Freiderich Engels challenged this theory. While
they agreed that the population was growing, they asserted
that population growth was good, and that science could
increase food supplies to such an extent that, at least in

a socialistic society, poverty and starvation could be 
eliminated.

Changing conditions of modernity have also chal-
lenged Malthusian theory. While rapid global population
growth has occurred, the stable food supply has increased
along with the population base. The current Malthusian
position, as presented by Paul and Anne Ehrlich in The
Population Explosion (1990), is neo-Malthusian, for it
accepts the use of abortion and birth control to control
population size, contrary to Malthus. Neo-Malthusians
argue that continued population growth will be cata-
strophic. They argue that the dramatic increases in food
production that occurred in the past, through the use of
chemicals and new technologies, cannot continue. The
earth’s resources are finite, nonrenewable, and being
depleted by continuing population growth, placing
mankind at risk of annihilation.

Demographic transition theory explains the mortality
changes that have occurred with modernity. In a premod-
ern society there is high infant mortality and a short life
expectancy with high mortality. Modernity drastically
improved life expectancy through changes in public
health practices, the most important being the availability
of fresh sanitary water, sewerage systems, adequate diets,
and modern medicine. Prior to the development of mod-
ern medicine, public health practices also managed the
spread of contagious diseases through containment and
isolation. The most dramatic improvements in mortality
rates were made initially through decreasing infant mor-
tality. In the transition phase, the sharp drop in mortality
rates precipitated an immediate rapid increase in the 
population, as those who would previously have died 
in infancy survived and lived an extended life span 
(Weeks 2005).
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The epidemiological transition theory, hypothesized
by Abdel Omran in 1971, suggests there were three stages
of epidemiological modernization. The first stage was the
Age of Pestilence and Famine, which lasted from premod-
ern times until around 1875 in developed societies. The
primary causes of mortality in this stage were influenza,
pneumonia, smallpox, tuberculosis, and other related dis-
eases, resulting in high infant and childhood mortality
and a life expectancy averaging between twenty and forty
years. The second stage was the Age of Receding
Pandemics, which lasted from around 1875 to 1930 in
developed countries. In this second stage there was a
decline in mortality due to improved standards of living,
sanitation, and public health. The third, current, stage is
the Age of Chronic and Degenerative Illnesses. In this
stage the causes of mortality are the chronic degenerative
diseases (heart disease, cancer, and stroke), and life
expectancy at birth exceeds seventy years.

S. Jay Olshansky and A. Brian Ault (1986) have pro-
posed a fourth stage—the Stage of Delayed Degenerative
Diseases. In this stage, diseases are influenced by individ-
ual behavior or lifestyle choices, and deaths are due to
social pathologies such as accidents, alcoholism, suicide,
and homicide, as well as lifestyle issues such as smoking
and diet. Jean-Marie Robine (2001) suggests a fifth stage,
called the Age of the Conquest of the Extent of Life, as it
is now possible for humans to live between 110 and 120
years. James Vaupel notes that after about the age of 95,
mortality decelerates and actually plateaus. This would
support a compression of mortality, with those surviving
to be the “oldest old” having either lesser or later onset of
chronic and degenerative diseases.

Another theoretical explanation for mortality is the
“rectangularization of the mortality curve” that occurred
with modern health practices. In 1825 Benjamin
Gompertz developed a mathematical formula, which he
called a “law of mortality,” depicting mortality rates as a
sloped graph, with rates of mortality increasing with age.
He argued that there is a biological limit to the human life
span, with a life expectancy of around age eighty-five or
ninety due to senescence. So even if there are medical
advances in curing cancer or treating heart disease, those
who survive one specific disease will be frail, raising the
risk of morbidity through other disease processes.
Although there have been dramatic increases in life
expectancy during demographic transitions, the greatest
strides were in mortality in infancy, childhood, and early
adult life. Olshansky and colleagues (2001) argue that the
only way to have another similar increase in life
expectancy would be to increase the life span of those over
age seventy, which will be more difficult than the earlier
reduction of infant mortality.

THE HUMAN LIFE SPAN

Longevity experts question the existence of a definite
human life span. The longest known life span is 122 years
and 5 months, based on the life span of a single human,
Jeanne Calment, who died in 1997. This record could be
broken by one person who lives to 122 years and 6
months. Vaupel notes that prior to the nineteenth century
only a few scattered individuals survived past 100. There
were countries where over one million people live but 
that had no documented centurions or supercenturions 
(aged 110 and over). However, at the beginning of the
twentieth century, there were over 100,000 documented
centurions. Beginning with the first documented super-
centurion, Katherine Plunket, who died at age 111 in
1932 in Northern Ireland, experts began to verify the age
validity of supercenturions, which requires collaborative
documentation (see Vaupel 2001; Vaupel et al. 1998).

Dennis Ahlburg and James Vaupel (1990) argue that
current projections for life expectancy are based on con-
servative forecasting. They argue that mortality rates have
declined at a rate of 1 percent to 2 percent per year in
developed countries, especially the mortality rates of those
age 65 and over. They assume that if this mortality
decrease continues at a 2 percent progression, in 2080 the
expected life expectancy would be 100 years for females
and 96 for males.

If life expectancy was approaching a biological limit,
one would assume that the mortality rates of the oldest
old would tend to be higher in countries with higher rates
of the oldest old. However, Vaupel has found that coun-
tries with the oldest old, such as France, Japan, and
Sweden, show a slowing of the mortality rates in the old-
est old. Vaupel, the director of the Max Planck Institute
for Demographic Research, argues that life expectancy has
been rising at a linear pace over the last 160 years at a rate
of almost three months per year. Shiro Horiuchi and John
Wilmoth reported in 1998 that mortality in the elderly
goes through three stages: a deceleration of mortality after
age 80, a mortality plateau between ages 80 to 105, and
an actual decline in mortality in the highest ages (over
110). Manton and colleagues argued in 1991 that even
with the interdependence of diseases, as we progress in
treating specific diseases we are altering senescence.

SEE ALSO AIDS; Death and Dying; Demographic
Transition; Demography; Disease; Population Studies;
Psychosomatics, Social; Public Health; Sanitation;
Suicide
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Mary Ann Davis

MORENO/A
Racial classifications in Latin American and Caribbean
countries are complex and inevitably reflect relations to
skin color, or colorism, which were established and are
maintained as a result of structured racial hierarchies.
Throughout the Americas there are variations in racial ter-
minology and a certain amount of fluidity in the identifi-
cation of racial categories. The variations in racial
identifiers in these societies are a product of colonialism
and the relations among persons of white European,
African, and indigenous ancestries. One commonly used
racial term in Latin American and Caribbean societies is
moreno/a.

Moreno, and morena, the grammatical feminine
form of the term, is frequently used in colloquial speech
throughout Latin America and the Caribbean. The term
denotes skin color and literally means brown or brunette.
Moreno/a’s connotation to skin color unavoidably desig-
nates placement in recognized racial hierarchies within
societies that were established as a result of colonization by
white Europeans. The term’s bond to African ancestry,
and its close association to the term negro, or black, also
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points to this relationship. The term has a historical con-
nection to whiteness and white supremacy in societies
throughout the Americas, which reflects its use by some
people as a racial identifier. Some people, for instance, use
moreno/a as a form of whitening if they are “on the dark
end of the racial continuum” (Telles 2004, p. 98). Edward
Telles notes in Race in Another America that in Brazil,
“The ambiguity with the term moreno allows persons
who might not have the option of calling themselves
white to escape the more stigmatized nonwhite categories”
(2004, p. 98).

Moreno/a is used to indicate connections to white-
ness and blackness, as well as relations to indigenous
ancestry. The term is used in several ways to denote non-
white racial categories throughout Latin America and the
Caribbean. For instance, moreno/a often denotes brown-
skinned or black-skinned individuals as well as dark-
haired individuals (Twine 1998; Stephens 1999). Several
studies indicate that differences in the use of the term
occur according to locality (Stephens 1999). Historically,
the term referred to a subcaste of free blacks, for example,
in Puerto Rico (Kinsbruner 1996). In addition, moreno/a
has been used in recognizing persons of mixed ancestry.
This is reflected in the use of the term in identifying peo-
ple of mestizo origin in Mexico (Stephens 1999).
Moreno/a has also identified the progeny of mulatto and
white European or white Spanish individuals (Stephens
1999). In addition, the term’s racial ambiguity is further
evidenced by its use for identifying white individuals.
Moreno/a is used in Brazil in identifying sunburned
Europeans. Likewise, white individuals use the term for
referencing brunettes of predominate European and/or
indigenous descent (Twine 1998). The term is also often
coupled with adjectives that identify hair texture
(Stephens 1999). This is the case in the use of morena
alisada, which translates into “smooth brunette” and is
used in identifying women who use straightening agents
in their hair (Stephens 1999).

There remains particular ambiguity in the use of the
term as a racial identifier because people use the term flu-
idly, and identification often depends on individual
observers (Telles 1995). Overall, the term’s racial evasive-
ness reflects racial consciousness and issues of racial hier-
archy influenced by colonialism and white supremacy.
People may make distinctions in their use of moreno/a by
using a light-to-dark continuum. For example, within the
racial continuum are light or fair, medium, and dark qual-
ifiers used with the term in referencing varying degrees of
pigmentation. This is the case with morena/o clara/o for
light brown, morena/o oscura/o for dark brown, or
morena/a escura/o for dark brown, which is used in Brazil.

Furthermore, augmentative and diminutive forms of
the term are frequently used in everyday discourse. The

augmentative form is morenote, meaning “big, dark one.”
The common use of the diminutive suffixes -ito or -ita
may also be used for affective purposes. The terms moren-
ito and morenita refer to people as “little” or “small, dark
one.” The all-encompassing use of the term is also
reflected in its use as a euphemism. Since the term Negro,
in reference to black, is recognized as demeaning in some
Latin American countries, moreno/a offers individuals
what would be considered a polite substitution for dark-
skinned or black as a racial identifier (Kany 1960; Telles
2004). Moreover, the historic use of moreno/a esclavo/a for
black slave and moreno/a libre for free black or mulatto
(Stephens 1999) reference the subjugation of enslaved
blacks by whites in the Americas. This historic association
to the enslavement of blacks by whites may, in some
instances, facilitate the use of the term as a pejorative.

The use of racially stigmatized terms may challenge
established racial ideologies and assist in the efforts toward
reclaiming blackness, or negritude, in the Americas. For
instance, this is illustrated by the actions of black social
movements in Brazil that have sought to reclaim the long-
stigmatized term negro (Telles 2004). As a result, in some
cases the use of moreno/a may challenge the established
history of white supremacy in societies throughout the
Americas because it embraces diverse ancestries. However,
moreno/a may also prove symbolic of the traditional views
of racial democracy, which fail to defy established racial
ideologies and colorism in Latin America and the
Caribbean (Telles 2004).

Moreno/a demonstrates the complexity of racial
identification and categorization in Latin American and
Caribbean societies. Its many uses provide evidence of the
association between racial categorization and skin color, or
colorism, within these societies. Likewise, the permanence
and evasiveness in racial terminology, whether state sanc-
tioned or informal, reflects an established legacy of colo-
nialism throughout these societies.

SEE ALSO Blackness; Colorism; Hierarchy; Identification,
Racial; Latinos; Mulattos; Negro; Pardo; Race; Racial
Classification; Stratification; Whiteness
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MORGAN, LEWIS H.
SEE Communism, Primitive.

MORGENTHAU, HANS
1904–1980

Born in Coburg, Germany, in 1904, Hans Joachim
Morgenthau became the greatest contributor to the theory
of realism in the field of international relations. Until his
death in New York in 1980, Morgenthau actively influ-
enced generations of scholars and policymakers, and his
writings continue to do so today. Morgenthau’s writings
reflect his antipathy toward liberalism and idealism, argu-
ing that the influence of international law, norms, and
organizations were minimal at best. Along with E. H.
Carr (1892–1982) and George F. Kennan (1904–2005),
Morgenthau is known as a founder of the field of interna-
tional relations.

Before immigrating to the United States,
Morgenthau studied law and diplomacy at the universities
of Frankfurt and Munich and taught public law at the
University of Geneva. In 1937 he fled to the United States
due to his Jewish identity and the growing Nazi power in
Germany. Morgenthau taught at several universities for
short periods before ending up at the University of
Chicago, where he taught political science from 1943 to
1971. After his retirement, he taught at City College of
New York and the New School for Social Research. In
addition to teaching and writing, Morgenthau worked as
an adviser and consultant to the U.S. departments of State
and Defense in the 1940s and 1960s.

Morgenthau’s first book, Scientific Man versus Power
Politics, published in 1946, outlined his belief that human
nature is truly selfish and humans have a natural longing
to dominate each other through power. By applying his
realist philosophy of human nature to politics,
Morgenthau argued that all politics was merely a struggle
for power. His most seminal work, Politics among Nations:

The Struggle for Power and Peace, published in 1948, pro-
vided an empirical basis for the theory of realism, the
most influential theory in international relations. The the-
ory of realism argues that power is the primary interest of
all states in the international community and therefore,
policies and actions taken by governments are merely
means to achieve or maintain power relative to other
states.

Politics among Nations argued that all states in the
international community would pursue foreign policies
that sought to maintain or achieve relative levels of power
and that international politics was therefore about the
competition of states to seek power. A major contribution
to realist theory was the idea of balance of power, in which
Morgenthau claimed that the most powerful states would
attempt to balance each other by pursuing certain foreign
policies to either gain more relative power or suppress the
relative power of another state. Unlike political scientist
Kenneth Waltz, who later argued that bipolarity was the
most stable type of power balance, Morgenthau was skep-
tical that the balance of power between the United States
and the Soviet Union was stable. Rather, Morgenthau
argued that there should be a larger number of great pow-
ers in order to achieve stability in the international system.
In addition to Politics among Nations, Morgenthau pub-
lished many other books and hundreds of articles about
power politics, diplomacy, U.S. foreign policy, cold war
politics, and U.S. relations with the Soviet Union.

SEE ALSO Cold War; Diplomacy; Realism; Realism,
Political; Waltz, Kenneth
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Krista E. Wiegand

MORTALITY
SEE Morbidity and Mortality.
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MORTALITY SALIENCE
SEE Salience, Mortality.

MOSES, ROBERT
1888–1981

Robert Moses is known as the “master builder” of New
York. After receiving his BA from Yale, MA from Oxford,
and PhD from Columbia, Moses officially began an
extraordinary career in public service in 1924. His career
ended in 1968 after he had served under seven governors
and five mayors. He held several city and state offices,
often simultaneously, including commissioner of the New
York City Department of Parks and coordinator of con-
struction, as well as chairman of the New York State
Power Authority and chairman of the State Council of
Parks. His close friend and mentor was the legendary Al
Smith, Democrat and four-term governor of New York.
Moses never held elected office, although in 1934 he ran
unsuccessfully as a Republican for governor.

Moses’s public projects in New York City include
seven major bridges, 658 playgrounds, seventeen public
swimming pools, 416 miles of highway, and over two mil-
lion acres of parkland and other works throughout the
state. He was also an important force in the construction
of 1,082 public-housing buildings. The cost of only those
projects for which he was directly responsible, from con-
ception to completion, was roughly equivalent to what
NASA spent in the 1960s to land a man on the moon.
Moses mastered the art of using federal funds and was a
pioneer in the development of the “public authority,” in
particular the Triborough Bridge and Tunnel Authority,
the financial base of his planning empire.

Author of 102 articles in national and regional publi-
cations, Moses published little of a theoretical nature. Yet
there are parallels between his planning philosophy and
that of Le Corbusier, the hypermodernist urban designer
(although there is no entry for Le Corbusier in either
Robert Caro’s 1974 The Power Broker or Hilary Ballon
and Kenneth T. Jackson’s 2007 Robert Moses and the
Modern City). Both viewed averages and aggregates as
starting points for understanding cities. Both discounted
the role of face-to-face, street-level interactions and the
complex social orders that spontaneously emerge from
them that for urbanist Jane Jacobs, Moses’s great nemesis,
are the life of a city. And both promoted “efficient” cities
and massive urban reconstruction, especially for the auto-
mobile, at the expense of traditional neighborhoods.
Unlike Le Corbusier, however, Moses acquired the politi-
cal clout to “get things done.”

Both supporters and detractors describe him as
visionary, brilliant, tireless, driven, and ruthless. Thanks
largely to Caro’s 1974 book, the latter have tended to out-
number the former, although over time the pendulum will
swing surely in both directions.

Many believe that Jacobs is chiefly responsible for
Moses’s decline from power, but other factors are also
important. First, Moses was approaching his eighties
when his defeats began to accumulate in the 1960s.
Second, this was also when New York City began facing
chronic economic and financial problems that for long
afterward soured public opinion against expensive large-
scale public projects. Third, the status of Le
Corbusier–style modernism was waning among influen-
tial intellectuals. His decline coincided with, and probably
helped hasten, the rise of so-called “participatory plan-
ning,” in which formal public hearings are an essential
part of the planning process.

Thus, not only at his height but also in the wake of
his fall, Moses exerted a deep and lasting influence on
urban planning.

SEE ALSO Architecture; Cities; Jacobs, Jane; Metropolis;
Modernism; Planning; Public Goods; Regions,
Metropolitan
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Sanford Ikeda

MOSSADEGH,
MOHAMMAD
1882–1967

Born in Tehran in 1882 into a prominent family of nota-
bles, Mossadegh was educated in Tehran, France, and
Switzerland, where he gained a doctorate in law.
Returning to Iran in 1914, he taught at the School of
Political Science, wrote on significant legal, financial and
political issues, and engaged in party political activity. He
opposed the abortive Anglo-Iranian Agreement of 1919,
aimed at formalizing British tutelage over Iran. Assuming
various high-ranking, including ministerial, positions, he
gained prominence as a nationalist and constitutionalist
member of the 5th and 6th Parliaments (1924–1928). His
opposition to the autocracy of Reza Khan (later Shah)
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Pahlavi resulted in his exclusion from political life and vir-
tual house arrest from 1936 onward.

Following the Anglo-Soviet occupation of Iran in
1941 and Reza Shah’s abdication, Mossadegh returned to
the political scene to represent Tehran twice in the
Parliament, receiving the highest number of votes cast in
the capital. He advocated a neutralist foreign policy, and
in the wake of aggressive Soviet demands for an oil con-
cession, sponsored a bill banning the granting of conces-
sions to foreigners. He also advocated reform of the
electoral laws. The National Front, formed in October
1949 and led by Mossadegh, advocated free and fair elec-
tions, freedom of the press, and an end to martial law. It
also challenged Britain’s entrenched position in Iran,
which rested on its control over Iranian oil. The failure of
negotiations to revise the British oil concession eventually
resulted in the nationalization of the Anglo-Iranian Oil
Company. The oil issue became the rallying cry for a pop-
ular movement that linked national self-determination—
as symbolized by the nationalization of oil—with popular
sovereignty. The leadership of Mossadegh in this process
led to his premiership in late April 1951.

Determined to subvert the government of
Mossadegh, the British imposed an embargo on the sale of
Iranian oil and resorted to extensive covert activities. The
shah also quietly sought to undermine him, refusing to
embrace the role of a constitutional monarch as
demanded by Mossadegh. The machinations of pro-
British and royalist elements and the shah’s attitude
resulted in Mossadegh’s resignation in July 1952, but a
popular uprising returned him to power a few days later.
Mossadegh’s difficulties persisted, however; the Tudeh
(Communist) Party continued to harass his government,
while enabling its opponents to invoke a communist
threat. The army and security forces would not readily
accept prime-ministerial control, and some of
Mossadegh’s less committed supporters joined his active
opponents. Despite Iranian willingness to pay equitable
compensation, the British and the Americans refused to
accept the nationalization of the oil industry in Iran. From
early 1953, the Anglo-American secret services, aided by
Mossadegh’s domestic opponents, intensified their efforts
to engineer his downfall, eventually succeeding through a
coup d’etat in August 1953.

Following the coup, which established royal autoc-
racy, committed Iran to the West, and revoked the sub-
stance of oil nationalization, Mossadegh was tried by a
military tribunal, accused of having violated the constitu-
tion, and condemned to three years of imprisonment.
Subsequently, he was confined to his country home away
from the capital until his death in 1967. He did not aban-
don his opposition to autocracy or efforts to galvanize his
supporters, whose endeavors were thwarted by the royalist

government. A secular democrat and a civic nationalist,
dedicated to promoting representative democracy and
national sovereignty, Mossadegh enacted many reforms,
did not lose faith in democratic values, was averse to vio-
lence, and relied on international law to further Iran’s case
against British imperialism. He also maintained an endur-
ing reputation as a man of conviction and integrity.

SEE ALSO Anticolonial Movements; Central Intelligence
Agency, U.S.; Coup d’Etat; Nationalization; Neutral
States; Petroleum Industry; Sovereignty
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MOTHERHOOD
The term motherhood, which began to be used at the end
of the nineteenth century, refers to the state or condition
of being a mother. Motherhood is usually distinguished
from the term mothering in that mothering is the set of
activities or practices concerned with nurturing and caring
for children. While mothering entails a focus on the
everyday practices associated with being a mother and
looking after children, motherhood is a social institution
and is thus characterized by specific meanings and ideolo-
gies. The two terms are, however, inextricably linked in
that the practices of mothering in any society are per-
formed and experienced in the context of the meanings
and ideologies of motherhood.

The difference between mothering and motherhood
has consequences for understandings of both mothering
and motherhood. For example, the focus on mothering as
performance of the tasks essential to child rearing meant
that those who studied child development in the 1970s
and 1980s extended the term mothering to include child
rearing done by men who nurture children. This usage of
mothering has diminished as the importance of fathering
and the need to understand better what fathers do with
children gained increased emphasis beginning in the
1990s. In contrast, motherhood is associated only with
women since the state of motherhood has a direct impact
on women’s lives, regardless of whether or not they
become mothers. In most societies a central feature of
motherhood is that it should ideally occur within a het-
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erosexual relationship where a man and a woman are
cohabiting (and preferably legally married). The rearing of
children is supposed to be the major task of this unit,
which is idealized as bound together through mutual ties
of affection, common identity, and relationships of care
and support. This model is often assumed to be the natu-
ral and normal (as well as ideal) form of social organiza-
tion and to be stable over time.

A focus on motherhood arose from feminist work on
gender relations as a key aspect of recognition that moth-
erhood is central to women’s lives—whether or not they
become mothers. For example, in 1975 the sociologist
Jesse Bernard suggested (in The Future of Motherhood )
that there is a tension between the idealized image of the
selfless mother and many mothers’ experiences of hard,
repetitive work that is socially devalued and unfulfilling.
In the 1970s Bernard and other feminists in Europe and
North America, such as Adrienne Rich, argued that the
institution of motherhood was oppressive in making most
women feel that they should become mothers and stay at
home in segregated gender roles rather than, for example,
pursuing employment and careers. At the same time
researchers such as the sociologist Ann Oakley pointed
out (in Becoming a Mother) that the idealized image of
motherhood is unattainable and causes women to feel
guilt, unhappiness, and anxiety about their failure to
measure up to the ideal in their everyday practices.

MOTHERHOOD IS CHANGING

While it is often assumed that motherhood is historically
stable, it has changed a great deal. For example, Linda
Nicholson, a historian of ideas, suggests that it was only in
the economic boom of the 1950s that it became possible
for working-class women in Western countries to stay at
home with their children as many more privileged women
had been doing (although working-class mothers did not
have servants to do the housework and look after the chil-
dren). As the technology for housework and cooking
became more sophisticated, motherhood came to be ide-
alized as the institution responsible for entertaining and
ensuring the optimal development of children—morally
and academically. Ann Dally argues in Inventing
Motherhood that also in the 1950s women in the affluent
Europe and North America could be relatively confident
each pregnancy would lead to a live birth and to the baby’s
survival. As researchers have pointed out, this situation
still does not pertain for poorer women in countries where
there continue to be high rates of maternal and child mor-
tality as well as higher birthrates. Access to efficient con-
traception and abortion in the more affluent countries led
to markedly decreased birthrates from the late 1950s, with
a few exceptions, and mothers have been expected to

devote more time and effort to caring for and developing
their children.

Since the 1950s, motherhood—the condition in
which women mother—has changed markedly and
become more complex in many societies. In particular, as
Fiona Williams makes clear in Rethinking Families, demo-
graphic changes in many societies mean that women in
the early twenty-first century are more likely to be single
mothers than previously and to live in reconstituted,
blended families or stepparent families with children
sometimes being shared across households. Mothers in
European and North American society and affluent moth-
ers in any society are likely to be older when they have
their first child and to have fewer children. There has also
been an increase in the number of affluent women who
have only one child or no children and an increasing
number who give birth through assisted reproduction
techniques or as surrogates for other women. In addition
governments frequently intervene (directly or indirectly)
in motherhood to limit or increase population size or to
attempt to guarantee the quality of the population.
Examples include the Chinese one-child policy instituted
in the twentieth century and pronatalist policies designed
to encourage reproduction (e.g., in France and the former
Soviet Union).

In modern times it is common for mothers to be
employed outside the home, and there is ideological com-
mitment to equality between women and men with
expectations that child care and housework will be shared
between employed parents. Motherhood within one soci-
ety is therefore as differentiated as is motherhood between
societies. Idealized images of motherhood have adjusted to
accept that women may be employed outside the home
and even that they may cohabit without being married.
Images of motherhood have not, however, changed suffi-
ciently to accommodate the demographic and social
changes. As Estella Tincknell points out in Mediating the
Family, media representations frequently accommodate
some changes but reassert the ideal of the white, middle-
class nuclear family. Ideologies of motherhood continue
to suggest implicit disapproval of many categories of
mothers, including those who are single, aged under
twenty, and either out at work for long hours each day or
unable to make economic provision for their children. In
practice there is often less sharing of household and child
care work between mothers and fathers than might be
expected. As a consequence there is a marked discrepancy
between the expectations of motherhood and the experi-
ences of mothering, with the result that motherhood is
painful and disappointing for many women. This discrep-
ancy points to the fact that motherhood is not naturally
occurring but is socially constructed in ways that suggest
that there is an essence to motherhood.

Motherhood
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EXPECTATIONS AND EXPERIENCES
OF MOTHERHOOD

Despite the changes in motherhood, most women in all
societies still become mothers. The oft-reported unhappi-
ness of those who find that they cannot have children pro-
vides an indication of how psychologically important it
can be for women to become mothers. To some extent this
is because motherhood is socially constructed as an essen-
tial part of adult femininity so that women who do not
become mothers (for whatever reason) can be made to feel
that they are not proper women. In addition many
women share the idealized view of motherhood common
in many societies so it is not the case that they are coerced
into having children. Many women choose to become
mothers, and whether or not they do, their identities are
partly negotiated in relation to motherhood. It is therefore
important to consider women’s desires in relation to
motherhood (conscious and unconscious) as well as the
contexts in which they mother. In other words, mother-
hood requires psychosocial (both psychological and social)
understandings.

One benefit of feminist work on motherhood has
been its focus on women’s expectations and experiences of
it. While many women want to become mothers and sub-
scribe to social constructions of motherhood as natural,
blissful, and something with which they should be able to
cope, women frequently feel conflicted about how they
will be able to manage as mothers. In the early twenty-first
century the sociologist Tina Miller conducted a study of
motherhood that used cultural scripts from Bangladesh
and the Solomon Islands to contextualize experiences of
motherhood in the United Kingdom. Miller found that
women often said they were worried and frightened about
becoming mothers. Miller suggests that this is related to
cultural messages about the right way to be a good mother
and the moral context within which motherhood occurs.

After birth, almost all women learn the tasks associ-
ated with successful mothering. However, it can take time
for women to feel comfortable with their identities as
mothers. The British sociologist Stephanie Lawler suggests
that this is partly because women have to negotiate a con-
tradiction between a belief in autonomy as a central part
of adulthood and a perception that autonomy is lost with
motherhood. Women therefore have to develop practices
and narratives that allow them to inhabit identities as
mothers. Experience of the contradictions of motherhood
do not, however, lead mothers to feel solidarity with other
mothers. The psychologist and anthropologist Meryle
Kaplan points out: “Instead of questioning what has been
called an institution of motherhood, these modern
women most frequently question other mothers and resist
affiliating themselves with other women” (Kaplan 1992,

p. 202). This self-differentiation between mothers is one
reason why motherhood is differentiated among mothers.

Motherhood is also expressed differently over time
and varies by social class, race, ethnicity, and culture. For
example, in Janani: Mothers, Daughters, Motherhood,
Maitreyi Chatterji says:

Motherhood may have been pitched to an exalted
position, but the ground reality for Indian moth-
ers is an entirely different matter. India’s maternal
mortality rate and chronic malnutrition makes a
mockery of motherhood myths … yet we find
women legitimize motherhood through acts of
immense sacrifice. Indian mothers eat last or not
at all.… Women go through multiple pregnancies
to continue the male family line or risk abortions
if the fetus is female. (Bhattacharya 2006, pp.
36–37)

It is important, however, to recognize that there are
marked differences between mothers within each country
because social class, ethnicity, and culture all intersect to
position women in different ways. Yet as the sociologist
Terry Arendell reported in 2000 after a decennial review
of U.S. literature, although the United States is diverse,
little is known about the meanings and practices of moth-
erhood for minority ethnic women, who are frequently
used only as comparisons when white U.S. motherhood is
being reified. This is also the case within other European
and North American societies.

The enormous changes in the conditions under
which motherhood occur demonstrate that motherhood
is not an essentialist concept. Instead, it is diverse and
practiced in different ways according to the social, eco-
nomic, and psychological contexts in which women live.
Nonetheless, ideologies of motherhood continue to ideal-
ize and romanticize motherhood in ways that make ideal
motherhood unattainable and a source of anxiety for most
women as they forge motherhood identities. For this rea-
son, many motherhood researchers argue that it is impor-
tant to expand the range of narratives around mothering
and to challenge the pervasive myths of motherhood.

SEE ALSO Children; Family; Family Structure;
Fatherhood; Feminism; Gender Gap; Inequality,
Gender; Parent-Child Relationships; Parenthood,
Transition to; Parenting Styles; Work and Women
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MOTIVATION
The history of motivation research from the prescientific
era to the present has seen a radical diversity in conceptu-
alizations of motivation, and subsequently a vast range of
perspectives on the domain of motivational explanation
(Bolles 1967). Perhaps the most comprehensive way of
characterizing motivation is as a state or process that
determines the direction, intensity, and persistence of
behavior and thought. Motivational states generally have
distinctive activation and deactivation conditions (e.g.,
hunger and satiety), but their duration can range broadly
from a momentary urge to the drive of a super-marathon
runner to the indefinite toiling of an author in the com-
pletion of a novel. Some motivational states express one’s
capacity for self-control, whereas others are seen as lapses

of will or compulsions. Across the social sciences, moti-
vated beings have been regarded as agents with needs to
control themselves and their environments, as agents with
motivational dispositions constitutive of their personality
profiles, and as agents with preferences governed by the
temporal proximity of benefits.

Substantial effort has been devoted to understanding
the relationship between beliefs about one’s capacity for
control and the motivation to control a given phenome-
non, be it the self, other people, or some environmental
process. One assumption underlying research into per-
sonal control is that humans are intrinsically motivated to
explore their capacities and master their environments
(Gecas 1989). Common tools for measuring personal
control include the Rotter I-E scale and the Pearlin per-
sonal mastery scale.

The Rotter I-E scale consists of twenty-three ques-
tions used to determine where an individual locates the
causes responsible for experienced reinforcements and
outcomes. An internal locus of control is a source of causal
efficacy within an individual, whereas an external locus of
control is attributed to social and environmental forces,
including luck. Each question on the Rotter I-E scale con-
sists of two generalizations. One statement suggests that a
person or group’s circumstances are to be explained via an
appeal to an external locus of control, the other an inter-
nal locus of control. The respondent is instructed to pick
the most agreeable statement. Higher scores suggest that a
respondent is a more external individual. Effective appli-
cations of the Rotter I-E scale account for individual dif-
ferences in risk-taking behavior, where lower scores signal
lower risk aversion. Several variations on the Rotter I-E
scale have been proposed (Lefcourt 1991).

The Pearlin personal mastery scale was developed to
study coping strategies in commonplace stressful situa-
tions (Pearlin and Schooler 1978). Mastery is the extent to
which one judges that opportunities fall under one’s own
control, a concept Leonard Pearlin and Carmi Schooler
contrasted with fatalism (which is comparable to external
control). Coping in this framework is construed as any
behavior aimed at reducing, avoiding, or controlling emo-
tionally distressing environmental circumstances (often
social situations in particular). A higher self-rating of per-
sonal mastery was found to predict a lower rating of emo-
tional distress in a personally meaningful circumstance.

The scale itself consists of seven statements with four
response categories specifying how strongly the respon-
dent agrees or disagrees. Such statements include “There
is really no way I can solve some of the problems I have”
and “I can do just about anything I really set my mind to.”
Higher scores indicate that the respondent has greater
confidence in having mastered an environment. Pearlin

Motivation
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and colleagues (1981) found that challenges in the work-
place affect job stress through personal mastery.

Questions linger concerning the relation between
locus of control, personal mastery, and related concepts
such as self-efficacy (Bandura 1980), all of which generally
fall under the heading of personal control. It may be that
the locus-of-control concept subsumes personal mastery
(Lefcourt 1991), but this point is debatable (see Pearlin
and Pioli 2003).

Research suggests that the connection between per-
sonal control and stress is culturally variable. Jaya Sastry
and Catherine Ross (1989) studied the relation between
personal mastery self-assessments and stress in Asian
(Japanese, South Korean, Chinese, and Indian) and Asian
American populations. Their finding was that Asians and
Asian Americans report lower levels of perceived control
than non-Asians. However, lower perceived control has
less of an effect on distress. The authors attribute the dif-
ference to contrasting individualistic and collectivist value
systems. Other work on self-efficacy suggests significant
differences between Asian and European or North
American populations. For example, Hazel Markus and
Shinobu Kitayama (1991) found that subjects in the
United States attribute poor academic performance to
lack of ability, whereas Japanese subjects attribute such
performance to lack of effort. Markus and Kitayama sug-
gest that such differences stem from divergences between
Asian and Western self-conceptions.

Setting aside cultural differences, individual differ-
ences in motivation may be attributable generally to trait
differences beyond personal control. For example, the
five-factor model defines distinct dimensions of affective
tendencies, such as openness, conscientiousness, extraver-
sion, agreeableness, and neuroticism. In the model, neu-
roticism is constituted by a spectrum leading from a calm,
contented, and unemotional disposition to an anxious,
emotional, and moody disposition (John 1989). The actu-
alizations of these affective tendencies are sensibly
regarded as responses toward the status of one’s goals (see
Lazarus 2001). Goals, the direction-determining compo-
nent of motivational states, are then related to action
selection and persistence via traits. For example, Gerald
Matthews (1999) notes that nonanxious individuals
maintain task performance better when lack of environ-
mental controllability and severity of threat otherwise
tend to discourage task focus (see also Lazarus and
Folkman 1984). Thus the perceived capacity for control
interacts with personality in determining task motivation
within an individual.

Research on personal control largely assumes that
beliefs concerning one’s capacities combine with needs in
order to determine behavior. Such needs may be regarded
as the determinants of a preference ranking over plans for

action. Abraham Maslow (1954) famously proposed a
hierarchy of needs, where needs themselves were priori-
tized. In a related vein, goal theory countenances an
explicit ranking of goals, where a goal whose achievement
has a higher perceived difficulty tends to outrank a goal
whose attainment poses a lesser challenge. One explana-
tion of the ranking is that such goals are associated with
more profitable outcomes (Locke and Latham 1990).
How to taxonomize the goals that figure into a hierarchy
remains a contentious issue (see Chulef, Read, and Walsh
2001).

In assessing needs and goals, we recognize greater and
lesser urgency modulating action preferences. In learning
theory, the matter is framed in terms of the balance
between preferences for smaller, temporally proximal
rewards and preferences for greater but temporally distant
rewards. The classic economic representation of these
aspects of motivation is found in the discounted utility
(DU) model of intertemporal choice. In the DU model,
agents are expected to employ the same discount factor
consistently when weighing future benefits at varying
temporal intervals from the present. Appeal to an agent’s
discount factor has been used to explain addictive con-
sumption and self-defeating behavior. For example, when
an agent selects an action with a low short-term expected
benefit and high long-term expected cost (e.g., indulging
a cocaine addiction), the choice of the indulgence over
abstinence is attributed to the agent’s setting immediate
benefits (e.g., withdrawal relief ) at a much higher priority
than distant benefits (e.g., the greater net benefits from
sobriety). Both this kind of explanation and the DU
model have undergone sustained attack regarding agents’
consistency in temporal discounting (Bickel and Marsch
2001; Ainslee 2001).

Researchers have attempted to coordinate economic
and psychological approaches to motivation with the
methods of neuroscience in a field called “neuroeconom-
ics” (Camerer, Lowenstein, and Prelec 2005). Early results
indicate that distinct neural circuits encode estimated
value functions, that is, contingencies between actions
and benefits summed over a temporal interval (Montague
and Berns 2002). Neuroeconomics synthesizes the opti-
mization assumptions of expected utility models and self-
regulation approaches to motivation with the parallel
processing concepts of computational neuroscience and
the attention to bounded rationality prominent in behav-
ioral decision theory (see Carver and Scheier 1998).
Greater cross-disciplinary collaboration in motivation
research can be expected in the future.

SEE ALSO Diathesis-Stress Model; Guttman Scale; Locus
of Control; Maslow, Abraham; Neuroeconomics;
Overachievers; Rationality; Rotter’s Internal-External
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Locus of Control Scale; Scales; Stress; Stress-Buffering
Model; Underachievers
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Anthony Landreth

MOVEMENTS,
ANTICOLONIAL
SEE Anticolonial Movements.

MOVING AVERAGE
MODEL
SEE Autoregressive Models.

MOVING EQUILIBRIA
SEE Social System.

MOVING TO
OPPORTUNITY
The U.S. Department of Housing and Urban
Development’s (HUD) Moving to Opportunity (MTO)
for Fair Housing Demonstration was intended to rigor-
ously explore the ways that neighborhood environments
affect the life chances of very poor families, by testing the
effects of helping public housing families who lived in
areas of concentrated poverty (neighborhoods where more
than 40% of the households are poor) to move to better
neighborhoods. Researchers and policy makers hoped that
these moves would enable these residents to find jobs and
their children to succeed in school.

The MTO demonstration grew out of a body of
research on how neighborhood environments affect life
chances (c.f. Wilson 1987). There was increasing evidence
that living in high-poverty neighborhoods was related to a

Movements, Anticolonial

302 INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION



range of problems such as poor school performance, teen
pregnancy, delinquency, drug use, weak labor-force
attachment, and poor health (Ellen and Turner 1997;
Ellen, Mijanovich, and Dillman 2001; Leventhal and
Brooks-Gunn 2000). Among the most destructive com-
munities were central-city public-housing developments,
where residents endured miserable living conditions and
horrific rates of violent crime and drug trafficking (Popkin
et al. 2000a).

THE GAUTREAUX PROGRAM

MTO was modeled on Chicago’s Gautreaux program,
which was the result of a landmark desegregation lawsuit
filed against the Chicago Housing Authority (CHA) and
HUD. In Hills v. Gautreaux (1976) the courts found that
the CHA and HUD had discriminated against black ten-
ants, concentrating them in large-scale developments
located in poor, black neighborhoods. The court ordered
relief in the form of 7,100 Section 8 vouchers—subsidies
that were to be provided to current and former CHA res-
idents to use in neighborhoods that were less than 30 per-
cent black (Polikoff 2006). Section 8 (Housing Choice)
vouchers permit low-income households to rent private
market units; recipients pay up to 30 percent of their
income for rent and the local housing authority pays the
rest. The Gautreaux program also provided mobility
counseling to participants to help them find housing in
predominantly white communities.

Research on the program seemed to indicate big gains
for participants who succeeded in moving to predomi-
nantly white suburbs. Adults were more likely to be
employed (Popkin, Rosenbaum, and Meaden 1993) and
children more likely to stay in school, to be employed
after graduation, and to go on to four-year colleges or uni-
versities (Kaufman and Rosenbaum 1992; Rubinowitz
and Rosenbaum 2000). But Gautreaux participants self-
selected into the program and were heavily screened,
undergoing home visits and credit checks; most of the
families (about 80%) that came through the program
never moved; and the research relied on a retrospective
design (Popkin et al. 2000b).

MTO DESIGN

The MTO demonstration was designed as a true random
experiment. There was a critical difference between
Gautreaux and MTO: MTO used poverty rather than
race to define “opportunity neighborhoods.” Between
1994 and 1998 more than 4,600 low-income families
from high-poverty (more than 40% poor) public housing
developments enrolled in MTO in Baltimore, Boston,
Chicago, Los Angeles, and New York. Participants were
randomly assigned to one of three groups: (1) an experi-

mental treatment group that received counseling and
received vouchers they could only use in a low-poverty
(less than 10% poor) census tract; (2) a “regular” Section
8 comparison group that received vouchers with no spe-
cial counseling and no neighborhood restrictions; and (3)
an in-place control group that continued to live in public
housing (Goering and Feins 2003).

MTO families were surveyed at baseline, before ran-
dom assignment. HUD then funded several single-site
studies one to three years after families moved to get 
preliminary data on how families were faring (Goering
and Feins 2003). An interim evaluation was conducted 
in 2002, including analysis of administrative data on
employment, welfare recipiency, and arrests; in-depth
qualitative interviews of parents and youth; surveys of par-
ents, children, and youth; blood pressure measurement for
adults; and educational testing of youth.

Findings from the interim evaluation showed dra-
matic gains in quality of life for MTO participants, espe-
cially in terms of neighborhood safety and sense of
security; these gains persisted, even though many families
made subsequent moves to higher poverty communities
(Orr et al. 2003). Adult women and adolescent girls expe-
rienced significant improvements in mental health; adult
women also experienced declines in obesity relative to the
control group. Boys did not experience these improve-
ments in mental health; and boys in the experimental
group had higher arrest rates for any crime, especially
property crimes, and significant increases in smoking,
although not in other types of risky behavior. Finally,
there were no measured effects on employment or aca-
demic achievement for either adults or adolescents.

There are a number of possible explanations for these
findings. First, unlike Gautreaux families, most MTO
families did not move to white suburban neighborhoods,
but to predominantly minority city neighborhoods that
grew poorer between 1990 and 2000; few MTO families
moved out of their original urban school districts. Second,
because of welfare reform and the booming economy of
the 1990s, employment rates increased dramatically for all
three treatment groups; these trends may have masked any
smaller treatment effects. Third, MTO families were sig-
nificantly more disadvantaged than the Gautreaux fami-
lies, and may not have been as able to take advantage of
new opportunities. Fourth, MTO was a housing assis-
tance program; it did not include any job training or other
employment services; further, expectations that neighbors
in low poverty would serve as role models and provide
information about jobs may have been unrealistic. Finally,
it simply may be that not enough time had elapsed to see
significant effects on employment and education. The
final evaluation, scheduled for 2007, will address the long-
term effects of MTO.
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MTO has shown that it is possible to use housing
mobility as a tool for improving poor families’ life circum-
stances. The improvements, including a sense of security
and mental health for adult women and girls, are substan-
tial, and may well have long-term implications for fami-
lies’ economic well-being. But the MTO findings also
highlight the limitations of using poverty rather than race
to define opportunity communities, as well as the need for
more supports to help profoundly disadvantaged public
housing families.

SEE ALSO Gautreaux Residential Mobility Program;
Poverty; Social Experiment
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MOYNIHAN, DANIEL
PATRICK
1927–2003

Born in Tulsa, Oklahoma, Moynihan grew up in a poor
neighborhood in New York City, shining shoes to earn
money. He served on active duty as a gunnery officer on
the USS Quirinus. He went on to graduate from Tufts
University, receiving three graduate degrees from the
Fletcher School of Law and Diplomacy. He was a
Fulbright fellow at the London School of Economics. A
member of Averell Harriman’s New York gubernatorial
campaign in 1954, he served for four years on the gover-
nor’s staff and became a Kennedy delegate at the 1960
Democratic National Convention. During the Kennedy
and Johnson administrations he was an assistant secretary
of labor and was influential in formulating national policy
that came to be known as the War on Poverty.

In developing his views on the position of the black
community in American society, Moynihan was influ-
enced by Stanley Elkins’s Slavery: A Problem in American
Institutional and Intellectual Life (1959), which argued
that the dependency of black Americans on society was
produced by slavery and that slavery had, like the Nazi
concentration camps, produced a psychological infantil-
ism. Moynihan supported the idea of affirmative action to
counteract the historical legacy of slavery. Moynihan was
impressed by the fact that, while unemployment was
declining, more people were joining the welfare rolls, and
these welfare recipients were typically families with chil-
dren with a lone parent (invariably the mother).

In 1963 he coauthored Beyond the Melting Pot with
Nathan Glazer, claiming that intermarriage was not com-
mon and that ethnic divisions were resulting not in a
“melting pot” but a “salad bowl.” His internal memoran-
dum with regard to black families was leaked to the press.
Subsequently known as the Moynihan Report, it identi-
fied a “tangle of pathology” in the dysfunctional black
family, resulting in welfare dependency. Critics saw the
report as a case of “blaming the victim”—the title of
William Ryan’s 1971 book taking issue with white liberal-
ism in general and Moynihan in particular. Moynihan’s
views were appropriated by racists who seized upon press
coverage, focusing on the fact that many black children
were being born out of wedlock. In the Aid to Families
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with Dependent Children program, the “man out of the
house rule” was said to encourage lone parents not to
cohabit because otherwise their welfare entitlements
would be jeopardized. Joining Richard Nixon’s White
House staff, Moynihan supported Nixon’s commitment to
a guaranteed annual income, which he discussed in The
Politics of a Guaranteed Income (1973). He became noto-
rious for a memo to Nixon in 1969 recommending that
“the issue of race could benefit from a period of benign
neglect” (DeWitt 2005). Moynihan’s critics have argued
that his influence on the Nixon administration meant that
the cause of black emancipation was curtailed by lack of
attention to the social and economic issues confronting
black Americans.

After a brief spell as director of the Joint Center for
Urban Studies at Harvard University and the
Massachusetts Institute for Technology, he had major
appointments as ambassador to India (1973–1975) and as
U.S. representative to the United Nations. He controver-
sially ensured that the UN Security Council took no
action against the illegal annexation of East Timor by
Indonesia in 1975 on the grounds that Indonesia was a
cold war ally of the United States.

Moynihan remained a controversial figure by oppos-
ing President Bill Clinton’s proposal to expand health care
coverage to all American citizens. Moynihan took the view
that there was no health care crisis, and he supported a
ban on partial-birth abortions, which he saw as close to
infanticide. Having chaired the Commission on
Government Secrecy, he published Secrecy: The American
Experience in 1998, arguing that suspicion and lack of
information created unnecessary political schisms.

While the Almanac of American Politics described him
in 1994 as “the nation’s best thinker among politicians
since Lincoln and the best politician among thinkers since
Jefferson,” his critics have argued that his views on the
black family had damaging consequences for black
Americans, that his opposition to health care coverage was
regressive, and that his strategy toward East Timor
resulted in thousands of civilian deaths.

SEE ALSO Benign Neglect; Culture of Poverty; Glazer,
Nathan; Moynihan Report
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MOYNIHAN REPORT
In early 1965 Daniel Patrick Moynihan (1927–2003),
then assistant secretary for policy planning and research at
the Department of Labor, completed a report that was
eventually published as The Negro Family. In the report
Moynihan had identified certain anomalies in U.S.
employment data; for example, by the early 1960s the
unemployment rate for minorities was going down while
the dependency rate (or rate of welfare payments) was
going up. This paradox came to be known as “Moynihan’s
scissors.” He also observed that the black out-of-wedlock
birth rate was climbing steeply. Moynihan’s departmental
paper on these empirical findings on the black family
came to be known as the Moynihan Report. It argued that
the single-parent family in the ghetto was becoming more
common, and that these single-mother families were not
the product of unemployment, but the legacy of black
slavery. A similar argument had been put forward by the
black sociologist E. Franklin Frazier (1894–1962) in his
The Negro Family in the United States (1939). Moynihan
described the crisis (what he called the “tangle of pathol-
ogy”) in the urban ghetto in terms of criminality, unem-
ployment, educational failure, and fatherlessness. The
unraveling of the black family was associated with the fact
that with growing rates of teenage pregnancy, young par-
ents failed to complete school and find employment.
Fathers were largely absent from the home, and single
mothers often became welfare dependents.

There were in fact two components to Moynihan’s
argument. One was the presence of cultural norms (of
dependency, family organization, and crime) in the black
community that were the long-term legacy of slavery. The
second was the high incidence of unemployment among
black men that reduced their desirability and practicabil-
ity in the marriage market. This second feature received
relatively little attention in the public debate about
female-headed households.
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The substance of Moynihan’s report was influential in
U.S. politics. Lyndon Johnson referred to it in his com-
mencement address at Howard University in June 1965,
focusing on the alleged dysfunctions of the black family
and ignoring the issue of male unemployment. The
empirical basis of the report also influenced academic
research. James Coleman (1926–1996) published with
several colleagues Equality and Educational Opportunity
(1966) in which they demonstrated that the best predic-
tor of a child’s educational achievement is not the material
conditions within schools but the family background of
the child. Welfare dependency and child poverty in black
ghettoes remained stubbornly high, and by 1990 around
65 percent of all black children were born to unmarried
mothers.

Moynihan’s report became an important aspect of
“the politics of controversy” in postwar America. Some
days after the report was leaked to Newsweek, riots broke
out in Los Angeles’s Watts ghetto on August 11, 1965,
and Moynihan’s critics argued that the report was used by
the administration as an explanation for the riots. William
Ryan, an activist in the Congress of Racial Equality and a
clinical psychologist at Boston College, published his
Blaming the Victim (1971), which claimed that the
Moynihan report was racist in suggesting that the prob-
lems of the ghetto were the consequence of black male
promiscuity: Because whites had better access to contra-
ception, abortion, and adoption, their behavior was not
regarded as licentious. Attacking black sexuality masked
the failure of American society to deliver social justice.
The report also was criticized by the black feminist and
academic Joyce Ladner, who claimed in Tomorrow’s
Tomorrow: The Black Woman (1971) that the report did
not challenge the myths surrounding the white middle-
class family. Feminists criticized the nuclear family as
oppressive and defended the black single-parent family as
a foundation for the socialization of children.

On joining President Richard Nixon’s White House
staff, Moynihan supported Nixon’s commitment to a
guaranteed annual income, which he analyzed in The
Politics of a Guaranteed Income (1973). Moynihan subse-
quently became notorious for a memorandum to Nixon
recommending that the question of race could benefit
from a period of benign neglect. However, the issue of
racial injustice remained on the social science agenda. In
1987 William Julius Wilson published The Truly
Disadvantaged, in which he described the social pathology
of the ghetto, criticizing liberals for failing to address
black social problems. Sara McLanahan and Gary
Sandefur in Growing Up with a Single Parent (1994), sum-
marizing the social science data on family life, concluded
that children in single-parent homes did not do as well as
other children on a range of indicators. Kay Hymowitz
argued in Liberation’s Children (2003) that opposition to

Moynihan has to be seen in the context of the rebellious
climate of the 1960s.

There are other, substantive criticisms of the report.
Firstly, although Moynihan praised the Nation of Islam
(“black Muslims”), he ignored the extensive network of
black churches, the Urban League, black fraternities and
sororities, the Masons, the National Association for the
Advancement of Colored People, and black colleges, all of
which contribute significantly to civil society. Secondly,
the historical evidence from 1915 to 1960 showed that
the rate of black births out of wedlock remained relatively
unchanged, and that from the early 1960s the African
American birth rate began to decline, especially among
married women. Thirdly, the real “family issue” is not the
number of unmarried women having too many children,
but the declining prevalence of marriage as such. Clearly,
female marriage rates are closely associated with male mar-
riageability. The decline in marriage rates is in part a con-
sequence of the dramatic increase in the educational
achievement of African Americans. In 1940 African
Americans in the age group 25 to 34 years had a median
of 6.9 years of completed schooling; by 1960 this had
increased to 10.3 years; and by the 1970s the figure was
over 12 years. The gap between white and black
Americans in terms of education declined steadily during
this period. As high school graduation and postsecondary
education became the norm between 1960 and 1975,
African American men and women delayed entry into
marriage, and there was a corresponding decline in fertil-
ity. In addition, adverse labor market conditions—declin-
ing real wages and labor force participation, and earnings
instability—resulted in male marginalization, further con-
tributing to the decline in marriage rate.

The critical response to the Moynihan Report essen-
tially revolved around the idea of the pathological family
in which men are absent and lone mothers dominate. This
view is not unrelated to Frazier’s earlier description of
these families as a “matriarchate.” An alternative explana-
tion, which was pioneered by researchers such as Andrew
Billingsley in 1968, is that the extended, matriarchal black
family was an effective adaptation to the socioeconomic
difficulties that African Americans confronted in racially
divided society. The black family was in fact an appropri-
ate structural response rather than a social pathology.

SEE ALSO Black Middle Class; Female-Headed Families;
Moynihan, Daniel Patrick; Slavery; Unemployment
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MUGABE, ROBERT
1924–

Robert Mugabe, the president of Zimbabwe, was born in
rural Rhodesia (the country’s earlier colonial name), and
spent his adult life struggling for the independence of
Zimbabwe. He has led the country since 1980, first as
prime minister and then as president. The son of Gabriel
and Bona Mugabe, he managed to gain admission to
South Africa’s Fort Hare University, which was then one
of the few institutions reserved for non-white higher edu-
cation in apartheid South Africa. He began to develop his
political consciousness at the university and returned to
Rhodesia in 1960, immediately joining Joshua Nkomo’s
Zimbabwe African People’s Union (ZAPU), but he
deserted Nkomo three years later to help establish the rival
Zimbabwe African National Union (ZANU). The two
men conducted an uneasy rivalry, with periods of condi-
tional cooperation, right up to Nkomo’s death in 1999.

This sort of political maneuvering characterized
Mugabe’s rise to pre-eminence within ZANU itself, and
rivals were either eclipsed or mysteriously died. At the
foundation of ZANU, however, the radical demeanour of
the party so alarmed Ian Smith’s white minority govern-
ment that Mugabe was imprisoned without trial in 1964
and remained incarcerated for ten years. When, a year
later in 1965, Smith declared unilateral independence
from Britain rather than permit black majority rule, it was

a sign to the imprisoned Mugabe that democracy and
black rights would require armed struggle.

Mugabe studied intensely while in prison and
acquired a list of degrees from the universities of London
and South Africa, including two master’s degrees. His
intellectual acuity has always been one of his hallmarks.

Mugabe was released from prison in 1974 and went to
Zambia. While there he became president of ZANU,
deposing another of his veteran rivals, Ndabaningi Sithole,
and in 1975 the predominant figure in ZANU, Herbert
Chitepo, was assassinated. Mugabe and many of his allies
were immediately arrested in Zambia, but they were
released a month later and made their way to Mozambique,
where they fostered the armed insurrection against the
Smith regime, using Mozambique as a base for their opera-
tions into Rhodesia. The war became sufficiently fierce and
bloody for a series of international peace efforts to be
launched from both Britain and the United States.

In 1979 the pressures of both war and international
diplomacy led to negotiations among all parties under the
chairmanship of the British foreign and commonwealth
secretary in London, and it was agreed that a British gov-
ernor would take charge of Rhodesia and conduct elec-
tions leading to independence under the name of
Zimbabwe. Mugabe’s ZANU scored a comprehensive
electoral victory. He increased the sense of surprise by
immediately issuing a call for reconciliation and coopera-
tion. Although he and Nkomo had negotiated jointly in
London, Mugabe declined to form a coalition with
Nkomo, but did provide him with a place in government.

The early years of rule astounded the international
community with its moderation and liberalism, although
it was only in the 1990s that full appreciation was gained
of a secretive conflict in western Zimbabwe from 1982 to
1987. There, dissident supporters of Nkomo were ruth-
lessly crushed by Mugabe’s armed forces, with tens of
thousands of innocent civilians killed. His pride and polit-
ical capacity crushed, Nkomo was thereafter fully subor-
dinate to Mugabe, but the outside world was prepared to
turn a blind eye to a protracted episode where violence
had replaced democracy.

Beginning in 1992, however, Mugabe began speaking
intensely of land reform and redistribution. By far the
majority of Zimbabwe’s arable land was still in white own-
ership, and political independence had not been accompa-
nied by majority ownership of land. Even so, it took until
1997 when, after a bitter quarrel with British prime min-
ister Tony Blair, Mugabe began to speak violently about
seizing land without compensation.

Mugabe had won all of the elections held after inde-
pendence. Although the 1990 elections occurred with
much violence in the east of the country, Mugabe gar-
nered legitimate electoral victories in all of them. In 1999,
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however, a formidable opposition party, the Movement
for Democratic Change (MDC) emerged under Morgan
Tsvangirai. The MDC inflicted a first defeat on Mugabe
in February 2000, at a referendum over constitutional
changes. In March, Mugabe unleashed the veterans of the
liberation war to invade and take over the land of white
farmers and to reassert violence into the political land-
scape. Since then, the economic and political travails of
Zimbabwe have spiralled out of control.

Without a productive agri-industrial base, inflation
in Zimbabwe had soared to 1600 percent by February
2007. The MDC suffered defeat at successive elections,
and it is clear that Mugabe had resorted to rigging in order
to ensure his victories. Political suppression increased as
the economic meltdown of the 2000s continued.

Mugabe is now in his eighties and there is a debate as
to his posterity. In the West, he is seen as the violent guer-
rilla leader who merely cloaked his ruthlessness for many
of the years of his rule, but who has shown his true char-
acter in deliberately plunging his country into turmoil.
Some view him as reasserting his early Maoist ideology in
a Zimbabwean Cultural Revolution. Many in Africa,
however, see him as the last great nationalist who, perhaps
belatedly, was determined to assert the meaning of black
majority rule in terms of ownership of land. Here he takes
his place alongside such intellectual nationalist leaders as
Amilcar Cabral and Kwame Nkrumah. This more sympa-
thetic view suggests that, in the long term, Mugabe’s
accomplishment will be recognized as a final, if messy,
breakthrough to full nationalism. In the meantime, the
messiness has gripped Mugabe’s land and people with
catastrophe and deprivation.

SEE ALSO Autocracy; Cabral, Amilcar; Colonialism;
Decolonization; Guerrilla Warfare; Land Claims;
Land Reform; Liberation Movements; Nkrumah,
Kwame
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MUHAMMAD
c. 569–632

In the Islamic tradition, Muhammad is a messenger of
God and the “seal of the prophets.” Muslims consider the

prophethood of Muhammad as the final act of a
monotheistic God’s revelations to humanity, which had
earlier been transmitted through the biblical prophets,
including Jesus and Moses.

According to classical Islamic sources, Muhammad
was born in Mecca around 569. His family belonged to
the Hashemite branch of Quraysh, the dominant tribe in
Mecca, then a major site of pagan pilgrimage in Arabia as
well as a major center of caravan routes. The city’s domi-
nant religion was Arab paganism, although some
monotheists influenced by Abrahamic traditions also
resided there. His father, #Abdullah, died before
Muhammad was born, so the infant was placed primarily
in the care of a foster mother in addition to his grandfa-
ther and his mother, Amina, both of whom died within
his eighth year, leaving the care of the orphan to his uncle.

Muhammad’s first forty years of life were relatively
undistinguished. He reportedly made a living as a mer-
chant and participant in Mecca’s long-distance caravans,
and his most profitable missions were carried out on
behalf of an older female employer, Khadija, whom he
eventually married. While before the revelations he was
never recognized as anything but an ordinary member of
the community, as a merchant he developed a reputation
for honesty and integrity. At age forty, following years of
periodic seclusion and meditation, Muhammad received
his first revelations from God through the archangel
Gabriel, the medium through which, according to
Muslim tradition, the entire Qur$an was revealed to
Muhammad.

Several years of proselytizing in Mecca generated a
small number of recruits to the new faith, but
Muhammad’s claim to being a messenger of God was
rejected by the city’s larger pagan community.
Muhammad’s teachings had a clear affinity to Jewish and
Christian ideas permeating Arabia at that time, his main
nemesis being the dominant pagan religion. Around 622
Muhammad and his band of followers, seeing no more
prospects in Mecca and being subject to increasing harass-
ment, migrated to Medina (then Yathrib), where they
established the first self-governing Muslim community.
That community consisted at first of two distinct groups:
the Meccan Muslims who came with Muhammad, or al-
muhajirun (the emigrants); and a larger group of local
Medinian faithful who had been Islamized before
Muhammad’s migration to the city, known as al-ansar
(the backers). Medina became Muhammad’s headquarters
until his death. The mosque of Medina, built around his
tomb, is the second-holiest shrine for Muslims worldwide.

Muhammad’s migration (Hijra) to Medina allowed
him not only to establish an independent Muslim com-
munity but also to elaborate further features of such a
community. In Medina it became increasingly evident

Muhammad
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that Islam was becoming a trans-tribal religion, and
Muhammad frequently found himself acting as a trans-
tribal statesman and arbitrator as well as prophet.
Hostility to Mecca is evident in that part of his biography,
since his home city had, according to the Qur$an, rejected
a faith that was intended to safeguard it from danger in
the world. Many skirmishes and battles are recorded
throughout that period between the Muslims of Medina
and the pagans of Mecca. Under Muhammad, the
Muslims, especially al-muhajirun, sought to undermine
Mecca’s trade routes and also gain access to Mecca’s haram
(sanctuary), which was holy to all pagan Arabs but also to
Muslims, who traced its construction to Abraham and saw
it as integral to the history of monotheism.

During the Medinian part of Muhammad’s life Islam
was spreading in Arabia, but Muhammad remained
focused on Mecca until he conquered the city in 630 in a
bloodless campaign. He confirmed the holy status of the
now-Islamized city. The originally pagan haram of Mecca
was sanctified as a Muslim sanctuary and a Muslim pil-
grimage site, and the pagan objects of worship within it
were destroyed.

Muhammad died in Medina in 632, shortly after per-
forming his last pilgrimage to Mecca, and at a time when
Muslim communities had sprung up throughout Arabia.
He left no instructions as to how the community should
be ruled after him, leaving the task to the elders of the
community. After deliberations they chose Abu Bakr,
Muhammad’s close companion and one of the earliest
believers, as the first caliph in Islam.

Muhammad counts as one of the most influential
men in history. In the Qur$an he is presented as a mere
human person with no divine qualities and no supernatu-
ral powers, and he is not credited with miracles. His role
is presented as one of bearing witness to his people and as
a conveyor of God’s final and true revelation; with the
teachings of Muhammad, God acquires a highly abstract
character. The tradition further highlights Muhammad’s
illiteracy, which in the context of the highly refined,
poetic language of the Qur$an establishes all the more the
book’s divine origin.

Muhammad combined in his career several roles—
prophet, statesman, warrior, legislator—and through that
combination managed to establish an enduring trans-
tribal community in Arabia that, after his death, became
the model for a universal Muslim community. The corpus
of sayings attributed to him, or hadith, along with the tra-
ditions around his life, constitute the sunnah, which is
generally considered second to the Qur$an as source of
Muslim tradition and also provides Muslims with an
exemplary model of proper Muslim life and composure.

The basic teachings of Muhammad emphasized Islam
as a trans-tribal fellowship, a harmonious community

whose inner peace was safeguarded through regulated
legal relations that closely mirrored the contractual out-
look of the merchant class. Muhammad also mandated
and expanded earlier techniques of wealth redistribution
through elevating almsgiving to a religious duty. While
presenting Islam as the last chapter in the history of
monotheism, Muhammad also operated in a territory that
was far removed from imperial or great power centers.
Central western Arabia in Muhammad’s time was becom-
ing increasingly connected to world trade routes, but
being situated deep in the desert, remained independent
of the great powers of the time. The context in which
Muhammad operated, therefore, provided for the emer-
gence of a new type of political community, one that was
not based on imperial politics but rather on overcoming
and reworking Arab tribal traditions and integrating vari-
ous classes and social groups under the banner of a new
religion that gave them a sense of common and universal
identity, binding contractual relations, and solidaristic
practices and attitudes.

SEE ALSO Islam, Shia and Sunni; Muslims
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MUHAMMAD, ELIJAH
1879–1975

Elijah Muhammad was born on or about October 7,
1879, in Sandersville, Georgia, as Elijah Poole into a fam-
ily with thirteen siblings. In his late teens or very early
twenties he married Clara Evans, with whom he had eight
children. He moved to Detroit, Michigan, in 1929 or
1930 to find employment, as did many blacks during the
Great Migration from the South to the North during and
after the stock market crash of 1929. In Detroit Clara
Poole first heard of a “peddler/preacher” named Master
Fard Muhammad who was preaching a different religious
message—“the oneness of God,” and that “blacks needed
to embrace the religion of their ancestors”—Islam.
Intrigued, Elijah went to investigate both the man and the
message, and soon was Fard Muhammad’s favored stu-
dent. The community the Poole family joined was

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 309

Muhammad, Elijah



recorded as the Nation of Islam (NOI), founded by Fard
Muhammad.

An ardent and trustworthy student, Poole was first
given the surname Karriem and then Muhammad as he
matured from student to minister to Supreme Minister.
By 1934 Fard Muhammad had left active participation in
the NOI and Elijah Muhammad was appointed its leader,
which enabled him to put what he had learned into
action. His enduring task was to teach black people that
their history written by white people was not true, to
enlighten them about who they actually were in creation
and the civilization of the world, and to maximize their
potential as productive human beings working to better
their spiritual, moral, and economic lives in a hostile, evil
society. With a truncated U.S. education (ended at about
the fourth grade) and a highly developed intellect accom-
panied by firm belief, Elijah Muhammad built a small but
concrete empire. The Nation owned land, farms, schools,
grocery stores, a national newspaper, clothing factories,
and an international fish shipping company.

Muhammad used a multipronged, basic approach in
his community. This was to engender moral and spiritual
cleanliness (inwardly and outwardly); to instill the notion
of seeking knowledge; to understand the command to
work for self and the betterment of the black community
by building and sustaining an economy, eating right, and
nurturing strong families; and to avoid those things that
would hamper any of the above, such as drinking alcohol,
eating pork, gambling, and so on. This approach resulted
in greater land and building ownership and the establish-
ment of import-export businesses, clothing and grocery
stores, and savings plans, and the publication of numerous
texts as well as a newspaper that is now more than seventy
years old.

The “Muslim Program” of the Nation of Islam has
always been characterized as being divided between what
Muslims want and what they believe. Simply summarized,
Muhammad recognized that the United States had engi-
neered a genocidal program against its ex-slaves that
included regular lynchings, beatings, segregation, and
racial discrimination. His response was to call for the
establishment of a separate state where blacks could pros-
per. Members of his community believe in the oneness of
God (Allah), the Holy Qur$an, and all the revealed scrip-
tures—the Torah, the Bible—with the same qualifications
as Sunni and Shi’a Muslims (for example, they do not
believe that Jesus is God). They also believe that the so-
called “Negroes” in America are God’s chosen people.

The main goal for this community has always been
the same: to uplift the black community to take a place in
world leadership, moving away from dominion over oth-
ers to cooperative living. With this in mind, members of
this community have conscientiously objected to military

service through several European wars and the United
States’s aggressions overseas. Their points were most
ardently made by one of the most outspoken of the NOI’s
members, El-Hajj Malik Shabazz (Malcolm X). Shabazz
was introduced to the teachings of the Nation of Islam
while in prison in the 1950s, and upon his release he met
Muhammad and became his student. Shabazz’s intellect
and charisma propelled him quickly through the ranks of
the NOI to become one of its most visible spokespersons,
until his assassination in 1963. Shabazz had publicly ques-
tioned the integrity of Muhammad, revealing that he had
affairs with several of his secretaries, producing children.
It is widely suspected that these public revelations, as well
as jealousy engendered by Shabazz’s high public profile,
provoked his assassination; the men arrested for the mur-
der were associated with the Nation of Islam. Muhammad
lived until 1975, when leadership of the Nation of Islam
passed to another student, Louis Farrakhan, until 2006;
the leadership at that point transferred to a board.

SEE ALSO Black Nationalism; Islam, Shia and Sunni;
Malcolm X; Nation of Islam; Nationalism and
Nationality; Religion; Rituals
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Aminah Beverly McCloud

MULATTO ESCAPE
HATCH
Brazil and the United States were the two largest slave-
holding societies of the New World. However, differing
racial dynamics characterized each context during those
years and continue to do so. Carl Degler offered an expla-
nation for the contrasts in his 1971 book Neither Black
nor White: Slavery and Race Relations in Brazil and the
United States. He posited the existence of a “mulatto
escape hatch” in Brazil, or a space ceded to mulattos
amounting to an intermediate social position between
whites and blacks. In his words, “In Brazil the mulatto is
not a Negro, whereas in the United States he is” (p. xviii),
a distinction that provides “an escape from the disabilities
of blackness for some colored people” (p. 178). This posi-
tion challenges traditional views of Brazil as a racial
democracy, that is, where there is no discrimination
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against persons of any degree of African ancestry. On what
historical grounds did Degler base his theory of the
mulatto difference in Brazil and what were and are its sup-
posed consequences?

The possible existence of an escape hatch in Brazil
rested on the recognition of intermediate categorization
for persons of mixed racial heritage, in contrast to the
gradual adoption of the “one-drop rule” in the United
States (i.e., where any “noticeable” African ancestry means
assignment to the black race category). Degler’s explana-
tion for these diverging developments included more fre-
quent racial intermixing in Portuguese America. This
dynamic resulted from both the imbalanced sex ratios
among Europeans in Portuguese America (where
European women were scarce) in comparison to British
America (where many early settlers came as families) and
the higher social position of European women in British
America that afforded them more control over the sexual
exploits of their husbands. In addition, Degler noted that
manumission rates were higher in Brazil than in the
United States, especially for mulattos. These factors meant
that whereas in the United States the boundary between
free and slave populations was more generally cotermi-
nous with that between whites and blacks, in Brazil the
free versus slave distinction was crosscut more signifi-
cantly by skin tone. Hence, the all-encompassing and
caste-like definition of blackness in the United States was
made more difficult in Brazil.

The contrasting definitions of blackness were further
strengthened in the nineteenth and twentieth centuries.
Whereas both colonial societies practiced slavery, de jure
racial discrimination ended in Brazil with slavery’s aboli-
tion in 1888. In contrast, in the United States, after the
abolition of slavery in 1865, the nation moved toward a
re-entrenchment of de jure race-based discrimination that
lasted into the 1960s. Color distinctions gradually became
obsolete in a U.S. society ruled by black codes and Jim
Crow segregation. The all-encompassing one-drop rule
strengthened its hold as the twentieth century progressed
and was even officially adopted by the U.S. census at least
from 1930 to that century’s end. In contrast, the Brazilian
census has employed intermediate or mixed-race catego-
rization since its inception in 1872.

As to the consequences of a racially intermediate cat-
egory in Brazil, Degler presents evidence that there may
have been some mulatto advantage in colonial years (e.g.,
higher manumission rates). Some research also suggests a
modest amount of advantage for lighter-skinned individ-
uals among those of African ancestry in contemporary
Brazil in terms of select socioeconomic indicators (Telles
2004), although others argue that there are no real differ-
ences among Afro-Brazilians (Silva 1985). If a space of rel-
ative privilege does characterize some mulattos in Brazil,

however, it is a space much closer to that occupied by
blacks than by whites (Telles 2004). Interestingly, Edward
Telles further argues that the advantage of lighter skin
tone for persons of African ancestry is much more clearly
the case in contemporary U.S. society than in Brazil.
Earlier, Verna Keith and Cedric Herring revealed the
same, positing that lighter-skinned blacks in the United
States not only received some relative privilege compared
to darker-skinned blacks during the years of slavery (e.g.,
higher manumission rates), but that patterns of relative
advantage continue today in terms of education and
income. Importantly, they claim that the present-day dis-
advantage of darker-skinned blacks is not a historical arti-
fact, but results from continuing “greater discrimination
against darker blacks” (Keith and Herring 1991, p. 775).

Despite some findings of a lack of evidence for signif-
icant mulatto advantage in Brazil, a preference for inter-
mediate categorization continues among a large majority
of Brazilians of some African ancestry. That preference
may reflect a symbolic escape from the stigma of black-
ness. That is, the actual existence of the mulatto escape
hatch may be less important in Brazil than the belief in its
existence.

As to other consequences of intermediate categoriza-
tion in Brazil, researchers hold that it hampers the con-
struction of ethnic consciousness and solidarity among
Brazilians of varying degrees of African ancestry that
might otherwise be mobilized against racialized inequality.
The U.S. African American community is surely the
counterexample. An emphasis on individual strategies for
social mobility (as opposed to collective) may further con-
dition that solidarity in Brazil. Additionally, class identi-
ties in Brazil may be more central in the minds of poor
Brazilians of all colors, further challenging the mobiliza-
tion of clear racial divisions. Lastly, intermediate catego-
rization may be implicated in the continuing stigma that
is attached to blackness, resulting in a type of psycho-
logical trauma for mulattos whose disadvantage flows in 
part from their nonwhiteness but who adopt nonblack 
identities.

Traditions of intermediate categorization (and per-
haps many of their consequences) are predominant in
other countries of Latin America that have significant
African-descent populations, including Venezuela,
Colombia, Cuba, and the Dominican Republic. As Degler
and others have pointed out, the United States may be the
exceptional case in terms of its historic adoption of the
“one-drop rule” for categorizing individuals of African
ancestry. However, racial classification patterns are in flux
in both the United States and Brazil. Ironically, for exam-
ple, the United States institutionalized a type of multira-
cialism in its 2000 census with the “mark one or more
races” option, while Brazil is discarding multiracial catego-
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rization for the identification of Afro-Brazilian bene-
ficiaries of its new affirmative action strategies in higher
education.

SEE ALSO Democracy, Racial; Mulattos
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Stanley R. Bailey

MULATTOS
The term mulatto, referring to an individual of mixed
white and black ancestry, has been in use for centuries.
The sociologist Edward B. Reuter (1918) and the histo-
rian Joel Williamson (1995) generally use the term to
include all people of mixed “white blood” and “black
blood,” without consideration for the degree of mixture.
Early twenty-first-century social scientists of course view
such notions of “blood” and “race” as social constructions,
not as biological realities. However, an important issue
related to the social construction of the term mulatto is its
racist basis. The historian Patricia Morton argues that
“mulatto is a Latin term for the mule and in a popular
‘muleology’ linked the mule and the mixed ‘blood.’ The
mule was the hybrid product of the mating of a horse and
a donkey, and, supposedly like the mulattos, had no par-
ents of its own breed and no descendants since it could
not produce offspring. Similarly, mulattoes were perceived
as the product of an unnatural union” (Morton 1985, p.
111). The tragic mulatto character that frequently appears
in American media and literature depicts “mixed-bloods
as a visible symbol of lust and what the culture deemed,
pejoratively, miscegenation” (Morton 1985, p. 111).

THE EMERGENCE OF THE
MULATTO

From the inception of the continental slave trade through
the era of legal segregation, mulattos have been a constant

reminder of the historical raping and coercion of black
women. In some instances the unions between white men
and black women, as well as those between white women
and black men, were thought to be consensual. However,
the majority of unions were a result of violent sexual coer-
cion by whites in an effort to enforce the racial oppression
of blacks. The raping and sexual coercion of black women
by white men prompted governments to enact antimisce-
genation laws throughout the southern United States.
These laws were not constructed to protect black women
from rape or to discourage white men from having sexual
relations with black women; rather, the laws ensured that
the children of these forced unions could not claim rights
to inheritance or freedom. Antimiscegenation laws varied
from state to state, but the main objective was to protect the
institution of slavery and wealthy landowners’ inheritance.

According to Stephan Talty (2003), enslaved black
women were regularly raped and then witnessed the sell-
ing of their mulatto children who, in most instances,
looked too much like their masters to keep them on the
plantations. However, there were instances when “wealthy
landowners freed their … mulatto children” (Talty 2003,
p. 63). The mulatto population grew rapidly during the
slavery era; in the 1860 census mulattos in the South rep-
resented over 10 percent of the slave population and
nearly 37 percent of the free black population (Toplin
1979). It became increasingly difficult for white slave
owners to sell slaves who looked as white as or whiter than
the person purchasing them. However, because of their
lighter complexions, when mulattos were sold, they were
purchased for a higher price than that paid for dark-
skinned slaves.

In addition to the mixed race population that
resulted from the raping of African women in the United
States, there was a large infusion of mixed-race people
from Haiti into southern Louisiana. The connection
between Haiti and Louisiana became reinforced “in the
1790’s when the French, driven out of Haiti by mulatto
revolutionaries, transplanted island culture to lower
Louisiana …. There also rose a free mulatto population of
some size and, at the top, of impressive wealth.…
Nowhere in America did mulattoes rise so high as in lower
Louisiana” (Williamson 1995, pp. 20–21).

In New Orleans free mulatto women and white men
frequently engaged in interracial relations that became
“institutionalized in quadroon balls” (Williamson 1995,
p. 23). In New Orleans white men would choose a
mulatto woman and seek permission from her parents to
establish placage, an arrangement in which the man agreed
to establish a house for the woman, provide for her eco-
nomically, and care for any children she conceived with
him without the benefit and security of marriage. In some
placage situations, the man would eventually marry a
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white woman who understood that he had a concubine
(Williamson 1995).

Enslaved mulatto women were frequently purchased as
concubines for single, married, and widowed white men.
According to Williamson, mulatto women were often
referred to as “fancy girls” (Williamson 1995, p. 69), and it
was understood that though they were trained for domestic
work, they were primarily used as concubines. There was a
great demand for mulatto women in New Orleans, and
some of these women were sold on the auction block to
prominent men. White women hated the competition pre-
sented by mulatto women: “It was not, after all, the lower
classes—the laborers, the plain farmers and tradesman—
who paid fancy prices,” it was prominent men in the com-
munity who did so (Williamson 1995, p. 70). However,
these mulatto women were still enslaved, and many suffered
the same deplorable and harsh treatment as darker-skinned
men and women. This was particularly true because many
southern white women failed to acknowledge the power
and responsibility of white men in these relationships and
held great animosity toward mulatto women who engaged
in sexual relations with white men.

During the slavery period, a growing number of
mulatto men and women became educated, were granted
inheritances from their rich landowner fathers, and were
freed. Many whites in both the South and the North gave
preferential treatment to mulattos over darker-skinned
blacks, whether they were slaves or not. According to the
historian Robert Toplin, “whites frequently made invidi-
ous comparisons between Negroes and mulattoes and
claimed that the admixture of white blood gave mulattoes
special qualities” (Toplin 1979, p. 194).

Indeed mulattos often held leadership positions and
were trusted by both whites and blacks. As a result some
mulattos internalized this attitude of superiority, buying
into the white racist structure that privileged whiteness.
Many newly freed mulattos moved to the North, and abo-
litionists used them to gain white support against slavery
by noting the physical similarities between mulattos and
whites to invoke outrage at the institution of slavery.
Some mulattos relied on their white features to win inher-
itance cases in court. According to Charles Robinson,
“petitions for freedom actually came before the county
magistrates from biracial offspring prior to … 1662”
(Robinson 2003, p. 3). Mulattos would buy their freedom
and the freedom of their family members. During the
Reconstruction era in the United States, after slaves had
been freed, the majority of black leaders in politics, eco-
nomics, and education were mulattos.

PASSING FOR WHITE

After slavery ended, the need to discourage interracial
unions increased as concerns about maintaining racial

purity moved to the forefront for southern whites.
Robinson argues that “mixed-race people could and did
pass as white and successfully join white society by dint of
marriage. Southern whites became increasingly alarmed
about the potential of ‘invisible’ blackness to infiltrate
white society” (Robinson 2003, p. 102). Robinson further
notes that “in 1924, the state of Virginia passed the first
anti-miscegenation statute that firmly embraced the one-
drop rule” (Robinson 2003, p. 101): Citizens of the state
were required to register their racial identities, and anyone
with any degree of black ancestry was required to register
as black.

The United States was not alone in providing special
privileges for mulattos. In Brazil, which had a large
mulatto population, mulattos were advantaged because
there were so many of them. The historian Carl Degler
argues for the importance of examining universal attitudes
in reference to mulattos: “There are only two qualities in
the United States racial pattern: black and white. A person
is one or the other; there is no intermediate position”
(Degler [1971] 1986, p. 102). However, others argue that
in the United States, as in many other parts of the world,
including Brazil, there are a variety of degrees for what
people consider to constitute white, black, and mulatto.

In the United States research provides compelling
data that the darker the skin hue of an African American,
the more racism and discrimination he or she will experi-
ence in economic life, health care, and sentencing out-
comes for criminal punishment (Goldsmith et al. 2006;
Eberhardt et al. 2006; Carter 2007). Elizabeth Klonoff
and Hope Landrine found that “67% of subjects who
experience frequent discrimination were dark-skinned and
only 8.5% were light-skinned. Dark-skinned Blacks were
11 times more likely to be in the high discrimination
group than their light-skinned counterparts” (Klonoff and
Landrine 2000, p. 336).

Arthur Goldsmith, Darrick Hamilton, and William
Darity Jr. found that “among black males there was a sub-
stantial wage advantage (on the order of 7 percent) for hav-
ing light skin” (Goldsmith, Hamilton, and Darity 2006, p.
245). In cases where black defendants are accused of killing
whites, Eberhardt and colleagues suggest that “jurors are
influenced not simply by the knowledge that the defen-
dant is Black, but also by the extent to which the defen-
dant appears stereotypically Black” (Eberhardt et al. 2006,
p. 385). In Mississippi and some other states the darker the
skin hue, the broader the nose, and the fuller the lips, the
more likely a defendant will be convicted of a crime and,
when applicable, sentenced to death (Eberhardt et al.
2006; Gyimah-Brempong and Price 2006).

SEE ALSO Colorism; Moreno/a; Pardo; Passing; Phenotype;
Race; Race Mixing; Racism; Rape; Slave Trade;
Slavery; Whiteness
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Ruth Thompson-Miller

MULTI-CITY STUDY OF
URBAN INEQUALITY
The Multi-City Study of Urban Inequality (MCSUI) is
composed of a set of related surveys, funded by the Russell
Sage Foundation and Ford Foundation and available from
the Inter-university Consortium for Political and Social
Research, that focus on how the relationship between

race, employment, and housing generate and perpetuate
urban poverty and racial inequality. Four household sur-
veys, using standardized sampling frameworks and similar
questions, were conducted between April 1992 and
August 1994 in four metropolitan areas: Atlanta, Boston,
Detroit, and Los Angeles. Complementing these surveys
were thirty-minute phone interviews of about nine hun-
dred business establishments in each of the four metropol-
itan areas. Almost 1,200 of the employer surveys were
conducted with employers identified in the household
survey as the current or last employer of the respondent.
In addition, in-depth, face-to-face follow-up interviews
were conducted in each city with about forty-five employ-
ers identified by household respondents holding jobs
requiring no more than a high school education.

The MCSUI is the work of a large interdisciplinary
team of researchers. It started with conversations among
researchers at the University of California Los Angeles and
the University of Michigan who had written on various
aspects of urban inequality. The original plan was to con-
duct a two-city comparative survey expanding on the
1976 Detroit Area Study, which addressed racial attitudes
and residential segregation. The objective of the MCSUI
project was to create a database that could be used to
explore how racial attitudes and stereotypes, labor market
dynamics, and residential segregation interact to create
urban inequality. The project expanded to four metropol-
itan areas, the household surveys adopted a much broader
focus, and employer surveys were added. (Alice O’Connor
[2001] provides a detailed history of the development of
the MCSUI.)

The MCSUI has many unique features. First, the sur-
veys are very extensive, both in terms of the number of
households interviewed and the breadth of the interviews.
Completed household interviews number 1,529 in
Atlanta, 4,025 in Los Angeles, 1,543 in Detroit, and
1,820 in Boston. These in-person interviews averaged
about ninety minutes, with approximately six hundred
questions being asked. The number of completed
employer interviews is 3,510. Second, the household sam-
ple includes approximately an equal number of each
racial-ethnic group and an oversampling of low-income
households, which provides for more detailed analysis
than allowed for by most surveys. Third, linking the
household and employer surveys is a unique and perhaps
unprecedented feature, allowing analysis of both the sup-
ply and the demand side of the labor market. Fourth, the
surveys contain much more detailed information than
most social and labor market surveys. The household sur-
vey gathered information well beyond a standard set of
demographic characteristics to include the respondents’
views about neighborhood and community issues; atti-
tudes about integration, racial stereotypes, and discrimi-
nation; and the nature of social networks.

Multi-City Study of Urban Inequality
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Questions on labor market dynamics incorporate a
standard set of variables, as well as more nuanced variables
such as length of time on job, size of employer, instances
of harassment and discrimination, use of networks,
requirements regarding wage levels and commute times,
access to knowledge about job opportunities, and job
search activities. Employers were queried about character-
istics of their firm, including composition of the firm’s
labor force, vacant positions, the person most recently
hired, educational qualifications, and the firm’s recruiting
methods, as well as demographic information for the
respondent, job applicants, customers, and labor force.

Fifth, while the MCSUI provides for much finer
detail than can be found using typical national-level data,
it still allows for comparative analysis across metropolitan
areas. Household survey questions were asked in at least
two of the four survey cities, and most questions were
asked in all four cities. Comparisons are aided by the con-
trast between the four metropolitan areas, which represent
different regions of the country, different economic con-
ditions, different population growth rates, and different
racial/ethnic makeup.

Six books that rely on the MCSUI were published by
the Russell Sage Foundation. The first book explored
issues that were informed by the employer surveys. Each
of the metropolitan areas was the focus of a book, while a
sixth book used the surveys to explore issues in a multi-
metropolitan framework. The MCSUI has also been the
basis for a number of dissertations and dozens of journal
articles.

Given the richness of the MCSUI, the research that
has used the data spans a wide range of topics across many
disciplines. The following provides a flavor of what has
been learned. Several papers explore how the mismatch
between residential location and employment opportuni-
ties results in negative labor market outcomes for low-
skilled minorities. The role of information about jobs,
access to job opportunities, job discrimination in the sub-
urbs, fear of being poorly treated in suburban locations,
and job search strategies have been found to be associated
with worse employment outcomes for central-city minori-
ties. Using questions concerning the specific skills
required for jobs, it was determined that jobs requiring
lower levels of skill are more likely to be found in the sub-
urbs. A comparison of the results from MCSUI with the
1976 Detroit Area Study found a substantial increase in
willingness of whites to live in integrated neighborhoods.

Racial stereotypes are widespread and influence the
way minorities view one another, and the factors that
determine perceptions of discrimination differ by race.
Researchers have found that racial discrimination, stereo-
types, and economic disparities all contribute to main-
taining residential segregation. The employer survey

shows that employers use an applicant’s neighborhood as
a signal that affects the employer’s hiring decision, and
that new jobs require not only “hard” skills (i.e., those
associated with computers, math, and writing) but also
“soft” skills (those involving behavioral and personal inter-
actions). Researchers have found that job search methods
are bundled differently by race and ethnicity and that
reliance on different social networks leads nonwhites to
lower-status, lower-wage, racially segregated jobs.

The MCSUI can be used to explore many of the
existing single-factor explanations of urban inequality, but
the richness of the MCSUI data allows for investigations
of more complex explanations and of alternative hypothe-
ses and for research that delves beneath what other data,
such as census data, can tell us. The MCSUI has advanced
urban poverty research and has the capacity to further our
understanding of how urban poverty and racial inequality
are generated and perpetuated.
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MULTICOLLINEARITY
A multiple regression is said to exhibit multicollinearity
when the explanatory variables are correlated with one
another. Almost all multiple regressions have some degree
of multicollinearity. The extent to which multicollinearity
is a problem is widely misunderstood. Multicollinearity is
not a violation of the classical statistical assumptions
underlying multiple regression. Specifically, multi-
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collinearity does not cause either biased coefficients or
incorrect standard errors. For this reason, while identify-
ing multicollinearity can be helpful in understanding the
outcome of a regression, “corrections” to reduce multi-
collinearity are rarely appropriate.

In the regression model

yi = b1xi1 + b2xi2 + … + bkxik + ei

there is multicollinearity if the x variables are cor-
related with one another, as is usually the case. The con-
sequence of such correlation is that the estimates of 
regression coefficients are less precise than they would 
be absent such correlation. For example, in the regression
yi = a + b1xi1 + b2xi1 + ei with n observations, the variance
of the estimated coefficient ?1 can be thought of as 

.

When x1 and x2 have a high correlation, corr(x1, x2),
the uncertainty about b1 will be large. Because the formu-
las for reporting standard errors reflect this, such uncer-
tainty will be correctly reflected in the reported regression
statistics.

Fundamentally, a regression estimates the effect of
one explanatory variable holding constant the other
explanatory variables. If one or more variables tended to
move together in the available data, in which case the data
will be multicollinear, then very little evidence is available
about the effect of a single variable, as is reflected in the
variance formula above.

The only “cures” for multicollinearity are (1) to find
data with less correlation among the explanatory variables,
or (2) to use a priori information to specify a value for the
coefficient of one of the correlated variables, and by so
doing avoid the need to separately estimate the effect of
each variable.

If one explanatory variable equals a linear combina-
tion of other explanatory variables (for example, if x1 = 
x2 + x3) the regression has perfect multicollinearity. Perfect
multicollinearity makes it impossible to estimate the
regression model, as indicated by the infinite variance in
the formula above. However, perfect multicollinearity
almost always indicates an error in specifying the model.
One common error is the dummy variable trap, in which
a complete set of dummy variables and an intercept, or
more than one complete set of dummy variables, are
included in a regression. For example, including a variable
for female gender (coded 1/0), a variable for male gender,
and an intercept would cause the regression to fail.

Because of limits on the numerical accuracy of com-
puter arithmetic, a high degree of multicollinearity can
lead to numerical, as opposed to statistical, errors in com-
puting regression results. This is rarely a problem with

modern software, which typically includes internal checks
for such errors.

One indication of significant multicollinearity is that
individual coefficients are insignificant but sets of coeffi-
cients are jointly significant. For example, a set of indica-
tors of underlying socioeconomic status (e.g., mother’s
education and father’s education) may be jointly signifi-
cant even though no single indicator is significant. In such
situations, investigators sometimes drop all but one indi-
cator. While not strictly rigorous, such a procedure is not
harmful so long as the coefficient on the retained variable
is interpreted as a proxy for the entire set of socioeco-
nomic indicators rather than being the effect of the spe-
cific variable that was retained. (One might retain only
mother’s education, but interpret the effect loosely as
“parent’s education.”)

Another indication of multicollinearity that is some-
times used is a high variance inflation factor (VIF), which
measures the increase in variance of ?i due to correlation
between xi and the other explanatory variables. In the
example above, the VIF is 1/(1 – corr(x1, x2)

2).

SEE ALSO Least Squares, Ordinary; Principal
Components; Properties of Estimators (Asymptotic and
Exact)
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MULTICULTURALISM
Multiculturalism is the notion that people in a given soci-
ety should coexist with one another, without having to
fear or resent that their cultural identity will be not be
accepted if it does not fit in with the normative cultural
climate of that society. Scholars have also defined multi-
culturalism as an attempt to preserve a “cultural mosaic”
of separate ethnic groups. While the term multiculturalism
originated in Sweden in 1957, Canada was the first coun-
try to recognize that multiculturalism was integral to its
national identity and adopted it as its national policy in
1960. Originally the term made explicit reference to racial
and ethnic groups living within a particular nation. Soon
the term spread to most of the Western world, as democ-
racies grappled with increasing competition along racial,
ethnic, linguistic, and religious lines. With time, and
increasing awareness of difference, gender and sexual ori-
entation, age, and disability, issues of geographic origin
and immigration were also folded into the general con-
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struct of multiculturalism. As such, multiculturalism
came to be seen as an official policy to manage and ensure
diversity.

Multiculturalism emphasizes diversity and social
cohesiveness by recognizing that previous programs of
assimilation or absorption not only distorted but also in
many ways served to destroy individuality. Therefore
diversity, rather then being perceived as problematical, is
presented as the model. The notion of strength through
diversity is in direct contrast to previous assimilation or
absorption models that held sway in countries such as
Canada, the United States, Australia, and England.
Multiculturalism encourages all to fully participate in the
social processes of a nation while being free to maintain
and perpetuate individual group identities. Therefore
multiculturalism fostered concerns for race relations,
social justice, and civic participation. Multiculturalism as
a social movement aims at minimizing conflict, encourag-
ing inclusion, and celebrating the differences, which are
represented by various identity groups that comprise a
pluralist society. Multiculturalism, so defined, can be dis-
cussed in terms of historical (factual), ideology, policy, and
critical discourse.

MULTICULTURAL IDEOLOGY

Ideologically, multiculturalism refers to a set of ideas,
which attempt to explain, justify, or promote diversity,
cultural awareness, and inclusiveness. As a consequence
associated with multicultural ideology are values, atti-
tudes, and perspectives that are intended to define inter-
action among diverse populations.

Within the United States, the growth and spread of
multicultural ideology is associated with the increased agi-
tation for civil rights of African Americans and the
increased immigration of Asian and Hispanic Americans
during the mid- to late 1960s. In the 1970s and 1980s
feminists provided the necessary critical mass to which the
intellectual and educational elite responded. As magazine
articles and books began exposing the multicultural ideol-
ogy the media and political elite began discussing the issue
as well. By the mid-1980s, the ideology of multicultural-
ism became the dominant expression of liberal values, and
the target for conservative attacks.

MULTICULTURAL POLICY

Multicultural policy refers to the political apparatus estab-
lished to institutionalize and normalize cultural diversity
within a multicultural society. Such policy attempts to
create environments that value cultural diversity, encour-
age tolerance for difference, promote cultural awareness,
and create systems of inclusion. Within such a framework,
cultural groups are encouraged to preserve their distinc-
tiveness by asserting their right to be different. While mul-

ticultural policies vary across nations, several distinctive
features seem universal to include: official acceptance of
linguistic differences in the media, schools, and public
conveyances; support of cultural festivals and holidays;
support of religious and cultural differences in the mili-
tary, schools, and other major institutions; support of
alternative artistic expressions; and support of cultural
diversity in political offices, business practices, and educa-
tional offerings.

MULTICULTURALISM AS CRITICAL
DISCOURSE

Challenging a historical past dominated by “dead white
men” in almost every avenue of education represents the
critical discourse of multiculturalism. Prior to this dis-
course, few educators challenged the dominance of white
males in classics, theory, music, art, literature, and poli-
tics. Beginning in the late twentieth century, the critical
discourse of multiculturalism argued for a more inclusive
academic canon that looks at history from a female and
multicultural perspective. Educational institutions have
witnessed the creation of academic departments in
women’s, gender, and queer studies, African American and
black studies, Latin and Hispanic studies, and Jewish and
Muslim studies, to name a few. Even with this prolifera-
tion and othering of the academic discourse many argue
that rather than encouraging inclusion these academic
programs have fostered divisiveness and balkanization.

MULTICULTURAL PROBLEMS AND
THE CONSERVATIVE BACKLASH

Many on the Right, both in politics and education, per-
ceived the advance of multiculturalism as a direct threat to
Western values, history, and culture. Even before author
Nathan Glazer declared “we are all multiculturalists now”
in 1997, a full-scale assault was levied. Ignoring that this
book represented Glazer’s personal misgivings regarding
multiculturalism, there has been a constant assault upon
multiculturalism. This assault, taking both scholarly pre-
sentations and political movements, has been vociferous
and constant since the mid-twentieth century. Under the
rubric of political correctness, attacks made in the early
twenty-first century utilize the arguments of freedom and
inclusiveness to attack multiculturalism. Accordingly,
multiculturalism is described as a misguided policy and
ideology, which victimizes cultural, gendered, racial, and
ethnic groups while demonizing primarily white males.
Thus, it is argued that rather than leading to greater indi-
viduality and freedom, multiculturalism has become
another vicious form of bias. Critics of multiculturalism,
citing such movements as black English, bilingualism,
affirmative action, feminism, and gay marriages, point to
what they perceive as the ethnic and racial balkanization
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of American society into identity groups, riots, and
increased conflict, and the advancement of extreme lib-
eral/homosexual/feminist agendas at odds with the core
values of America.

The debate over multicultural education engenders
such passion because it is about more than adding other
voices to a reading list or determining whether waving a
confederate flag is deemed hate speech. At the center of
the issue of inclusiveness are questions of what constitutes
knowledge and whose knowledge should be valued. Allan
Bloom’s Closing of the American Mind (1987) eloquently
speaks to these issues. Bloom blamed technology, the sex-
ual revolution, and the introduction of cultural diversity
into the curriculum at the expense of classics for produc-
ing students without wisdom, values, or morality. In an
academic universe where multicultural perspectives are
explored the question of whose voice is heard becomes
more difficult to decide.

SEE ALSO Diversity; Ethnicity
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MULTIDIMENSIONAL
INVENTORY OF BLACK
IDENTITY
As defined by Robert M. Sellers and colleagues in the
Multidimensional Model of Racial Identity (MMRI),
racial identity is the significance and qualitative meaning
that individuals attribute to being black in their concep-
tualizations of self (Sellers, Smith, Shelton, et al. 1998).
The significance component of racial identity is referred
to as racial centrality, and the qualitative meaning of racial
identity is referred to as racial ideology and racial regard.
The MMRI outlines four ideologies that reflect African
Americans’ views on what it means to be black: (1) a
nationalist ideology; (2) an oppressed minority ideology;
(3) an assimilationist ideology; and (4) a humanist ideol-

ogy. Additionally, African Americans vary in their affective
and evaluative judgments of their racial group (private
regard) and in their beliefs about others’ affective and eval-
uative judgments of African Americans (public regard).

The Multidimensional Inventory of Black Identity
(MIBI) is a measure that assesses the dimensions of racial
identity outlined by the MMRI (Sellers, Rowley,
Chavous, et al. 1997). Participants indicate their agree-
ment with various statements on a scale from 1 (strongly
disagree) to 7 (strongly agree). The MIBI is composed of
seven subscales. The centrality scale consists of items
measuring the extent to which being African American is
central to the respondents’ definition of himself or herself
(e.g., “Being black is important to my self-image”). The
regard scale is composed of two subscales, private and
public regard. The private regard subscale consists of items
measuring the extent to which respondents have positive
feelings toward African Americans in general (e.g., “I feel
good about black people”). The public regard subscale
consists of items measuring the extent to which respon-
dents feel that other groups have positive feelings toward
African Americans (e.g., “Overall, blacks are considered
good by others”). The ideology scale of the MIBI has four
subscales. The assimilation subscale consists of items
measuring the extent to which respondents emphasize the
relationship between African Americans and mainstream
America (“Blacks should try to work within the system to
achieve their political and economic goals”). The human-
ist subscale consists of items measuring the extent to
which respondents emphasize the similarities among indi-
viduals of all races (“Blacks would be better off if they
were more concerned with the problems facing all people
rather than just focusing on black issues”). The minority
subscale consists of items measuring the extent to which
respondents emphasize the similarities between African
Americans and other minority groups (“The same forces
which have led to the oppression of blacks have also led to
the oppression of other groups”). Finally, the nationalist
subscale consists of items measuring the extent to which
respondents emphasize the uniqueness of being African
American (“White people can never be trusted where
blacks are concerned”). The factor structure and conver-
gent validity have been established in samples of college
students (Sellers, Chavous, and Cooke 1998), and all sub-
scales of the MIBI have been shown to have adequate
internal consistency in studies with adults (Rowley,
Sellers, and Smith 1998; Sellers, Chavous, and Cooke
1998) and older adolescents (Chavous, Bernat, Schmeelk-
Cone, et al. 2003).

The MIBI differs from other widely used measures of
racial or ethnic identity in that it does not assess mecha-
nisms for identity development. Jean S. Phinney’s 1992
model assesses the extent to which the individual has
searched for information regarding their ethnic group and
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the extent to which he or she has committed to that iden-
tity. Thomas A. Parham and Janet E. Helms’s Racial
Identity Attitude Scale (1981) measures individuals’
movement from problack, antiwhite beliefs to an achieved
identity that includes tolerance for other groups and in-
group pride. In contrast to these other models, the MMRI
is primarily concerned with the significance and content
of an individual’s identity at a specific point in time.

The MMRI has made significant contributions to
research on African Americans. The MMRI and MIBI
have been used in research regarding African American
adults’ and adolescents’ experiences with discrimination
(Sellers and Shelton 2003; Sellers, Caldwell, Schmeelk-
Cone, et al. 2003), adolescents’ academic beliefs and
achievement (Rowley 2000; Sellers, Chavous, and Cooke
1998), and family dynamics and substance abuse
(Caldwell, Sellers, Bernat, et al. 2004). The MMRI pro-
vides a vehicle for understanding the diverse experiences
of African Americans in the United States.

SEE ALSO Identity; Ideology; Race
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MULTIDISCIPLINARY
RESEARCH
SEE Research, Trans-disciplinary.

MULTIFINALITY
The term multifinality refers to a condition in which the
same cause leads to different outcomes. Although the con-
cept of multifinality may seem trivial at first glance, it has
posed serious challenges to the concept of causality that
happens to lie at the heart of science. In fact, the concept
of causality is so important that scientists work tirelessly
throughout their lives to identify the causes of important
outcomes (conflict, aggression, anger, etc.). Of course, sci-
entists are not unique in their preoccupation with causal
relationships. Indeed, most people work tirelessly
throughout their lives trying to figure out the factors that
cause a range of important outcomes, from the desired
affection of a potential love interest to success in the
boardroom. From a practical standpoint, the ability to
understand causal relationships carries enormous benefits
because knowing the factors that cause important out-
comes provides the key to predicting and controlling
those outcomes. For example, the knowledge that X (par-
enting skills) causes the outcome Y (childhood achieve-
ment) can be used to manipulate X (through training in
parenting skills) to cause changes in the outcome of Y
(increased childhood achievement).

Although the exact criteria for assuming a causal rela-
tionship between two variables has long been a subject of
debate, most scholars agree that at least three important
criteria must be met to assume that one variable causes
another. First, the two variables must covary such that
changes in the first variable correlate with changes in the
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second variable. Second, the variable assumed to be the
cause (e.g., poor parenting skills) must precede in time the
observation of the outcome or effect variable (e.g., low
childhood achievement). Third, all alternative explana-
tions (e.g., low socioeconomic status, unstable home envi-
ronment, genetic factors, etc.) must be ruled out before
concluding that the proposed causal variable X (poor par-
enting skills) did cause the outcome Y (low childhood
achievement). Assuming these criteria are satisfied, one
can tentatively assume that X causes Y.

Although the concept of causality may appear
straightforward, closer inspection reveals that what may
seem to be a straightforward causal relationship can actu-
ally be quite complex in real life. Particularly in the social
and behavioral sciences, multifinality and the related con-
cept of equifinality qualify the ability to assume a direct
causal relationship between a single cause (X ) and a single
effect (Y ): Multifinality recognizes that sometimes the
same cause (X ) produces many different outcomes (Y1,
Y2, Y3), whereas equifinality recognizes that, at other
times, different causes (X1, X2, X3) produce the same out-
come (Y ).

More specifically, equifinality recognizes that differ-
ent causes may, nevertheless, arrive at a common out-
come. Stated otherwise, many roads lead to the same end.
For example, in developmental psychology, research sug-
gests that the different developmental experiences (poor
parenting skills versus low socioeconomic status) can lead
to the same outcome (low childhood achievement). As
noted earlier, multifinality is unique in its recognition that
similar, or even seemingly identical, causes may lead to
different outcomes. In developmental psychology,
research suggests that sometimes the same developmental
experiences (child abuse) can lead to different outcomes
(high childhood achievement versus low childhood
achievement). In addition, goal psychologists have shown
that the same behavior (working out at the gym) can
result in the satisfaction of many different goals (goal 1:
improve fitness; goal 2: meet new people). As these exam-
ples illustrate, the concept of multifinality describes a case
in which a single road can lead to many different desti-
nations.

So, what does the concept of multifinality mean for
the goal of identifying causal relationships between vari-
ables? Multifinality (as well as the sister concept of equifi-
nality) poses a serious challenge to science because it
reduces the ability to confidently conclude that one causal
variable (X ) always leads to a second outcome variable 
(Y ). That is, multifinality ultimately makes it difficult to
confidently conclude that a particular outcome (Y ) is,
and always is, the result of a particular causal condition 
(X ). Although adding complication, the awareness of
multifinality has enriched rather than invalidated the sci-

entific pursuit of identifying causal relationships.
Scientists have simply had to adjust the discourse and ter-
minology they use when addressing the concept of causal-
ity to account for multifinality. Specifically, multifinality
(and the sister concept of equifinality) has forced scientists
to abandon attempts to discuss causal relationships
between variables as statements of fact. Instead, scientists
have refined their claims to present and discuss proposed
causal relationships in the language of probability rather
than fact. That is, scientists realistically incorporate a
measure of error into their causal statements to account
for multifinality, and to suggest that X is likely to cause
rather than always causes Y, and that Y is likely rather than
always caused by X. In this sense, the concept of multifi-
nality has only prompted scientists to face the cold hard
fact that, however probable, there is no such thing,
including a causal relationship, that is absolutely certain 
in life.

SEE ALSO Causality; Regression; Regression Analysis;
Social Science
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MULTILATERALISM
The simplest definition of multilateralism focuses on
numbers: that is, an agreement or alliance among three or
more members. Yet multilateralism also has a qualitative
dimension. In this sense, it refers to rule-governed behav-
ior in which states restrain their pursuit of immediate
goals, presumably in order to achieve long-run interests
through cooperation. As John Ruggie writes, “multilater-
alism is an institutional form which coordinates relations
among three or more states on the basis of ‘generalized’
principles of conduct … without regard to the particular-
istic interests of the parties or the strategic exigencies that
may exist in any specific occurrence” (1992, p. 571).

In particular, three normative principles constitute
the institution of multilateralism. First, indivisibility refers
to the notion that all actors are equal participants in the
cooperative endeavor. It is illustrated by the concept of
collective security, where an attack on any state is seen as an
attack on everyone. Second, nondiscrimination implies

Multilateralism
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that any benefit received by one state must be available to
all, as exemplified in the most-favored-nation principle of
the World Trade Organization. Finally, diffuse reciprocity
refers to the idea that concessions and rewards balance out
over the long run and states do not need to insist upon a
strict tit-for-tat exchange (specific reciprocity).

While multilateral cooperation often occurs through
formal organizations, it need not. Kenneth Abbot and
Duncan Snidal (1998) have pointed out the efficiency and
legitimacy that such organizations can bestow, though
Charles Lipson (1991) has argued that the flexibility 
and low political profile of informal cooperation may 
sometimes make this a preferable means of acting 
multilaterally.

The concept of multilateralism is not new. An early
example was the Concert of Europe, in which the great
powers of nineteenth-century Europe coordinated their
management of the international system by moderating
their own behavior and consulting with one another over
any territorial changes. Alliances such as the North Atlantic
Treaty Organization and collective security organizations
such as the United Nations represent other examples of
multilateral cooperation designed to protect security.

Multilateralism is also prominent in economic rela-
tions. Much of the controversy over regional trade agree-
ments stems from the conflict between the principle of
multilateralism (and especially its nondiscrimination
norm) and the preferential treatment that members of
regional trade blocs receive from one another. In this con-
text, multilateralism is seen as valuable not only because it
facilitates liberalization, but also because it prevents polit-
ical rivalries and alignments from interfering with eco-
nomic exchange and thus diminishing both the economic
effects and the political benefits of interdependence.

While multilateralism provides states with many
advantages, it raises challenges as well. This is particularly
true when states with differing levels of power coordinate
their behavior. Large states often accuse small states of
free-riding, while the latter see powerful states as under-
mining the principles of multilateralism by seeking to fur-
ther narrow interests. Yet, states still see multilateralism as
an effective way to achieve their interests. Very often, it is
simply too costly or even impossible for states to go it
alone.

This is true even for a hegemon like the United
States, which rediscovered the value of multilateral insti-
tutions during the second term of President George W.
Bush when Washington sought the legitimacy provided
by UN approval in order to advance its goals in such
places as Iraq, Iran, and North Korea.

SEE ALSO Bilateralism; Internationalism; Napoleonic
Wars; Trilateralism; Unilateralism; United Nations;
World Trade Organization; World War I; World War II
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MULTIPARTY SYSTEMS
Electoral competition among a high number of parties
and the formation of multiparty coalition governments
are typical features of most democratic regimes. In con-
trast, two-party systems producing single-party govern-
ments are characteristic of a few of the oldest,
institutionally frozen democracies, including the United
Kingdom of Britain and the United States of America. In
the past, two-party systems were considered a sound for-
mula for effective and stable government. But the expan-
sion of suffrage rights and the diffusion of democratic
regimes, not only in continental Europe but also across
the rest of the world, has confirmed Robert Dahl’s early
intuition: “It might be reasonable to consider multiparty
systems as the natural way for government and opposition
to manage their conflicts in democracies, while two-party
systems, whether resembling the British pattern or the
American, are the deviant cases” (1966, p. 334).

The degree of multipartyism can be measured not
only by the absolute number of parties in the system, but
also by their relative size. For this purpose, several indices
of fractionalization, including the “effective number” of
parties, have been proposed in which each party is
weighed by its proportion of either votes or seats (depend-
ing on the electoral or legislative focus of the analysis). A
conventional estimate is that multiparty systems exist
when there are at least three effective parties. In other
words, there is still a two-party system, even if there are
more than two parties in the assembly, if two of the par-
ties are sufficiently large (as happens, for instance, in the
British House of Commons). About three-fourths of more
than eighty democratic countries with more than one mil-
lion inhabitants at the beginning of the twenty-first cen-
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tury have multiparty systems, that is, more than three
effective electoral parties.

MULTIPARTY ELECTIONS

In any complex society, multiple parties can be formed on
the basis of the politicization of new issues if political
entrepreneurs take the initiative to introduce policy pro-
posals alternative to the status quo. Potential issues to be
politicized include defense, security, taxes, freedom, trade,
school, property, family, welfare, the environment, race,
and so on. The corresponding parties raising new policy
alternatives have historically been called conservatives, lib-
erals, radicals, socialists, Christians, agrarians, greens, eth-
nic, regionalists, and many other labels. In two-party
systems, the agenda can be manipulated by shifting
salience to only one or a few issues at a time, which usu-
ally produces high polarization between the two parties.
In multiparty systems, by contrast, multiple policy issues
can be given salience by different parties at the same time,
thus broadening the public agenda and the opportunities
for citizens’ choice.

There has been some discussion over the propensity
of multiparty systems to promote either “moderate” or
“polarized” electoral competition. Polarization indices
capture the degree of party concentration of votes or seats
and the relative distance between various parties’ policy
positions. Obviously, polarization is minimal when there
is only one, internally compact party—that is, when all
voters prefer the same policy, which is indeed a rare occur-
rence in a democratic regime. But polarization is maximal
when the number of parties is two, they have similar size,
and are located at a great distance from each other. In
countries with more than two parties, the higher the num-
ber of parties, the lower their relative distances (because
intermediate, relatively close positions emerge), and the
lower the degree of polarization in electoral competition
among them.

A traditionally illustrative case is Switzerland, where
there are a high number of parties and a high degree 
of policy consensus among them. Systematic analyses 
have shown that, in general, high fractionalization, that 
is, a high number of parties, is associated with low 
polarization.

In fact, most democratic party systems have moderate
degrees of both party fractionalization and party polariza-
tion. At the beginning of the twenty-first century, multi-
party systems exist in democratic countries such as
Argentina, Belgium, Brazil, Costa Rica, the Czech
Republic, Denmark, Finland, France, Germany,
Indonesia, Israel, Japan, the Netherlands, New Zealand,
Norway, Poland, Sweden, Switzerland, as well as in the
European Parliament and many other institutions.

MULTIPARTY COALITIONS

In multiparty assemblies, decision-making usually
requires the formation of majority multiparty coalitions.
In most parliamentary regimes, cabinets are formed with
more than one party. In regimes with separate powers,
multiparty coalitions are also frequently formed both for
legislative decisions and in support of presidential 
cabinets.

When parties form coalitions, they usually prefer
partners with relatively close policy and ideology positions
in order to maintain consistency with their own positions
and win voters’ credibility. As a consequence, majority
coalitions typically include the median legislator’s party,
which can be located around a centrist, moderate posi-
tion. If there is proportional representation, the median
party corresponds to the median voter’s choice. As the
median voter’s position minimizes the sum of distances
from all the voters, this outcome can be considered rela-
tively socially efficient. In contrast, in a two-party system
with a majoritarian electoral rule, a single party may
receive a majority of seats in the parliament on the basis of
a minority of popular votes, which does not necessarily
include the median voter. On average, multiparty coali-
tion cabinets based on proportional representation are
substantially closer to the median voter’s position than are
single-party cabinets based on plurality or majority rules.

In multiparty cabinets, the distribution of offices
among parties may follow two criteria. On some issues of
general interest, such as economic policy and interior and
foreign affairs, the parties in the coalition tend to compro-
mise on intermediate and moderate policies. Over time,
even if some partners of the successive governmental coali-
tions change, there is a significant degree of consensus and
continuity on major policies, in contrast to frequent policy
reversals when single-party governments alternate. On other
issues, separate portfolios are allocated to different parties
according to the issue on which they are most prominently
defined—such as finance for liberals, education for
Christians, labor for socialists, agriculture for agrarians,
environment for greens, culture for regionalists, etc.—
which may satisfy people with intense issue preferences.

LARGE ELECTORAL RULES

The formation of multiple parties promotes the choice of
inclusive political and electoral institutions. In general, if
there are only one or two large parties they prefer small
assemblies and single-member electoral districts with plu-
rality rule, that is, institutions able to exclude others from
competition. In contrast, multiple small parties prefer
large assemblies and large electoral district magnitudes
(that is, high numbers of seats per district), the latter using
proportional representation rules, able to include them in
the system.

Multiparty Systems
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But the pressures from multiparty systems to adopt
inclusive electoral rules work differently in countries of
different size. In large countries, a large assembly with the
number of seats positively correlated to the country’s pop-
ulation can be sufficiently inclusive. In the United States,
for instance, the ideological range of Congress members,
in spite of belonging formally to only two parties, is sim-
ilar to that of typical multiparty systems in Europe,
including conservative, Christian-democratic, liberal, and
social-democratic positions. This derives from the fact
that each representative is elected by the rather homoge-
neous population of a small territory in a very large and
heterogeneous country. The two parties are large umbrel-
las for varied representation.

By contrast, in small countries in which small assem-
blies do not create large room for political variety, the
development of multiple parties favors more strongly the
adoption of inclusive, large multimember districts with
proportional representation rules. A relevant development
is that the average size of democratic countries decreases as
a consequence of the fact that the number of countries and
the number of democracies in the world increase. As the
number of parties also increases within each democratic
country, more and more countries tend, thus, to adopt
electoral systems with rules of proportional representation.

All in all, traditional two-party systems, which
reflected early political developments in relatively simple
societies with limited suffrage rights, have been associated
in recent times with high electoral polarization, adversar-
ial politics, socially biased, minority governments, and
policy instability. In contrast, multiparty systems, which
result from widespread and continuing initiatives for pol-
icy and ideology innovation in democratic countries, are
associated with inter-party competition and cooperation,
broad public agendas, coalition governments with major-
ity social support, consensual and relatively stable policy-
making, and inclusive political institutions.

SEE ALSO Democracy; First-past-the-post; Party Systems,
Competitive; Plurality
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MULTIPLE BIRTHS
Aristotle long ago aptly noted that multiple births are
“praeter naturam,” that is, “outside nature’s normal
course.” Being outside the normal, their reception in soci-
ety is also different than that afforded to the single child.
In many parts of the world, they are seen as good luck and
have become absorbed into the local mythology. This was
the case in ancient Rome and Greece, for example, and
also in Mesoamerica. In other parts of the world, as was
often the case in some but not all parts of Africa, they were
not welcomed, being seen as evidence of maternal marital
infidelity.

The fact that Aristotle’s dictum remains correct cen-
turies later is based on two inescapable facts: First, all mul-
tiple births are high-risk pregnancies in contrast to
singletons (single births), and second, as the human
female is genetically programmed to have a single child,
both mother and child suffer these risks. This latter state-
ment relates to the facts that under normal circumstances
98 percent of human pregnancies deliver one child only
and that the distensibility of the human uterus is clearly
limited. This reality is probably the greatest reason that
higher-order multiples deliver preterm.

Twins are the most common form of multiple preg-
nancies, followed by triplets and then the rare occurrences
of quadruplets and quintuplets. Prior to modern tech-
nologies for assisted reproduction, the incidence of 
twins was 1 in 89 deliveries, of triplets 1 in 892, and of
quadruplets 1 in 893. All that changed after 1975 when
clomiphene citrate became available; even more drastic
changes followed post-1985 with the introduction of in
vitro fertilization and embryo transfer. The rate of twin
births has more than doubled, while that of triplets has
tripled. U.S. trends were duplicated in many other locali-
ties that have access to modern treatments for infertility.

Twins are either identical or fraternal, though neither
term is correct in that identical twins, derived from a sin-
gle fertilized ovum, are never truly identical at the molec-
ular genetic level, and fraternal twins, derived from two
fertilized ova, may be female as well as male. More precise
terms are monozygotic (MZ), meaning “one-egg,” and
dizygotic (DZ), meaning “two-egg,” which both refer to
embryological origins. Natural twins, the most frequent
form of multiples, occur most commonly in Africans and
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least commonly in Asians, with the Euro-American
Caucasian population in-between. The exact reasons for
this have never been clarified, but it is known that the
majority of twins in African populations are dizygotic,
whereas the majority in Asian populations are monozy-
gotic. In Caucasians, approximately two-thirds of natu-
rally occurring twins are DZ and one third are MZ. In
Africans, DZs far outnumber the MZs, presumably
because of frequent double ovulation. In Asians, MZs pre-
dominate due to the relative scarcity of double ovulation.
These racial variations have always been regarded as fact
within the literature on multiples and have never been
interpreted as signs of racial superiority/inferiority.

A third type of twins is the so-called Siamese or con-
joined variety, named after the twins Eng and Chang,
from Siam (now Thailand). These occur in somewhere
between 1 in 50,000 and 1 in 100,000 births. Their cause
is due to partial division of one zygote after thirteen days
post fertilization. Female conjoined twins are more com-
mon than males in a ratio of 1.6:1, for reasons that are not
entirely clear. It has been suggested that when conjoined
twinning occurs at the embryonic plate, it is more lethal
in males, though this has not been proven.

The prime cause of morbidity and mortality among all
multiples is preterm delivery and low birth weight, which
go hand in hand. Whereas the normal gestational length for
singletons is forty weeks, the median gestational length is
thirty-seven weeks for twins, thirty-three weeks for triplets,
thirty-one for quadruplets, and twenty-nine for quintu-
plets. The increased numbers of preterm multiples raises
U.S. rates of cerebral palsy by at least 7 percent. Mothers of
multiples face five risks: anemia, postpartum bleeding, PIH
(high blood pressure), polyhydraminos (excess water in one
of the amniotic sacs), and preterm labor.

SEE ALSO Twin Studies
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MULTIPLE EQUILIBRIA
Derived from the Latin, the word equilibrium means
“equal weight” or “balance” as illustrated by an equal-
armed scale. Physically, a body acted upon by two or more

forces in a state of equilibrium maintains a stationary
position. This state is known as static equilibrium, as dis-
tinct from dynamic equilibrium, in which the body’s posi-
tion may change over time but maintains a state of static
equilibrium at any given instant. The orbital motion of
planets exemplifies dynamic equilibrium. Along with the
notion of equilibrium comes that of stability, the tendency
of a system to return to an equilibrium position after
experiencing small perturbations of parameters influenc-
ing its prior equilibrium state. In the late nineteenth cen-
tury, these concepts were adapted to economics and later
game theory. In economics, the aim was, in part, to
address the central question of prices that coordinate sup-
ply and demand.

DEFINITION OF MULTIPLE
EQUILIBRIA

For the most part, economic equilibria are studied through
the development, analysis, and application of mathemati-
cal models. The values of interest are solutions of systems
of equations and inequalities. Economists distinguish
between general and partial equilibrium theory. Partial
equilibrium theory differs from general equilibrium theory
by having a specific set of variables held constant for the
analysis. The French economist Léon Walras (1834–1910)
is credited with being the father of general equilibrium the-
ory. His great seminal work, Elements of Pure Economics
(1874), sets forth his conception of the subject in increas-
ing levels of completeness and detail. In dealing with a
pure exchange economy with multiple markets, he devel-
oped a mathematical model in the form of a system of
simultaneous equations having exactly as many unknowns
as equations; a solution of the system would presumably
yield an equilibrium. As it happens, neither the existence
nor the uniqueness of a solution to the formulated system
is guaranteed on the grounds of having as many equations
as variables. Moreover, even if a solution exists, there is no
guarantee it will be nonnegative (or even real).

Walras’s system was first rigorously addressed in the
mid-1930s by Abraham Wald (1902–1950), a doctoral
student (and participant in the Mathematical
Colloquium) of Karl Menger (1902–1985). Between the
work of Walras and Wald there appeared a series of signif-
icant contributions. Gustav Cassel (1866–1945) simpli-
fied some of Walras’s writings. Independently, Frederik
Zeuthen (1888–1959), Hans Neisser (1895–1975), and
Heinrich von Stackelberg (1905–1946) emphasized the
importance of modeling some or all constraints with
inequalities rather than equations. Around this time, Karl
Schlesinger (1902–1985) introduced the notion of com-
plementary slackness, which says that if a resource is not
fully utilized, then its price must be zero, and if a price is
positive, then the corresponding inequality constraint
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must hold as an equation. These advances culminated in
Wald’s existence proof of competitive equilibrium. This,
however, was to be superseded almost twenty years later
by the work of Kenneth Arrow and Gerard Debreu
(1921–2004).

ORIGIN AND STATUS OF THIS
CONCEPT

It is difficult to pinpoint the discovery of multiple equilib-
ria. On the history of general equilibrium analysis, Arrow
and F. H. Hahn remark, “in general, there is no need that
equilibrium be unique, and examples of non-uniqueness
have been known since Marshall” (1971, p.15). In fact, in
section 64 of his Elements, Walras points out that in a two-
commodity exchange problem there could be no solution,
and in section 65 he notes that there could be multiple
equilibria. Irving Fisher’s (1867–1947) 1891 PhD thesis
contains an equilibrium model for an exchange economy
and an ingenious hydraulic physical model for computing
equilibrium prices and the resulting distribution of
endowments. More recently, William Brainard and
Herbert Scarf have elaborated this work and simulated the
capability of Fisher’s device to compute equilibrium prices
and even to find multiple equilibria.

If an economy has multiple equilibria, their number
may be finite or infinite. Debreu argues that “such
economies still seem to provide a satisfactory explanation
of equilibrium as well as a satisfactory foundation for the
study of stability provided that all the equilibria of the
economy are locally unique. But if the set of equilibria is
compact (a common situation), local uniqueness is equiv-
alent to finiteness” (1970, p. 387). He gives sufficient
mathematical conditions for the existence of finitely many
equilibria. This line of investigation employs the concept
of a regular economy, a detailed exposition of which is
beyond the scope of this entry. The key concept involves
the rank of the Jacobian matrix of the excess supply map-
ping. An economy is regular if this Jacobian is of full rank
at every equilibrium point. Taking this a step further, if
the determinant of the Jacobian at an equilibrium point p
is positive (negative), define i(p) = 1 (i (p) = –1). The sum
of i(p) over all the finitely many equilibria is 1. This
implies that the number of equilibria of a regular econ-
omy is finite odd. Hence if i(p) = 1 for every equilibrium
point p, then there can be only one of them. Conditions
for local uniqueness have received considerable attention
in literature. Michael Allingham (1989) gives a readable
account of the subject.

THE SIGNIFICANCE OF MULTIPLE
EQUILIBRIA

The possibility that a general equilibrium model can have
multiple equilibria presents challenges on a variety of

fronts. Timothy Kehoe (1998) gives necessary and suffi-
cient conditions for uniqueness of equilibrium. But, as he
concedes, “useful conditions that guarantee uniqueness of
equilibrium are very restrictive.… The problem is that
translating these mathematical conditions into easy-to-
check and interpretable economic conditions, they lose
their necessity” (1998, p. 38). Kehoe identifies the crux of
the matter saying “it may be the case that most applied
models have unique equilibria. Unfortunately, however,
these models seldom satisfy analytical conditions that are
known to guarantee uniqueness, and are often too large
and complex to allow exhaustive searches to numerically
verify uniqueness” (1998, p. 39).

The size of models can require aggregation and therein
lies another problem. A type of result separately discovered
by Hugo Sonnenschein, Rolf Mantel, and Debreu implies
that aggregate excess-demand functions do not inherit all
the properties known to be sufficient for proving unique-
ness of equilibrium. In short, there could be more than one
price vector at which excess demand is zero. This finding is
sometimes called the anything goes theorem.

Franklin Fisher (1983), among many others, has
emphasized the importance of disequilibrium analysis, the
study of the process by which prices change when the
economy is not in equilibrium. This is made all the more
complicated by the presence of multiple equilibria.

In addition to dynamics, critiques of the Arrow-
Debreu general equilibrium theory have signaled the need
to consider features such as uncertainty, (asymmetric)
information, money, and taxes. Some of this is addressed
in Stephen Morris and Hyun Song Shin (2001) and Fabio
Petri (2004). It has been said that there is a role for pub-
lic policy in the reconciliation of cases where there are
multiple equilibria in applied problems.

SEE ALSO Equilibrium in Economics; General
Equilibrium; Jacobian Matrix; Nash Equilibrium;
Partial Equilibrium; Prisoner’s Dilemma (Economics);
Walras, Léon
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MULTIPLE GENDERS
SEE Gender, Alternatives to Binary.

MULTIPLE
INTELLIGENCES
THEORY
Among various theories of intelligence are some that view
intelligence as a system. The overarching assumption in
these theories is that intelligence is not a single entity but
a multifaceted structure. Correspondingly, traditional def-
initions of intelligence were called excessively narrow, and
the quest for definitions and theories reflecting the variety
of ways humans think, learn, and adapt to their environ-
ments began in the early 1980s in the United States.
Among such systemic theories of intelligence are, most
notably, Howard Gardner’s theory of multiple intelligences
and Robert Sternberg’s triarchic theory of intelligence.
Another relevant example is the theory of emotional intel-
ligence, initially presented in the scientific literature in
1900 by Peter Salovey and Jack Mayer and popularized by
Daniel Goleman in his 1995 best-selling book.

Gardner’s theory of multiple intelligences (also
referred to as MI theory) assumes the presence of a num-
ber of distinct forms of intelligence. Individuals possess
these types of intelligence in varying degrees, which estab-
lishes their unique cognitive profiles. The theory arose
based on the argument that traditional definitions of
intelligence do not capture the wide variety of abilities
humans display. While presenting and defending this
argument, Gardner analyzed cases of individuals with
unusual talents, neuropsychological evidence supporting
the idea of specialization of certain brain areas on process-
ing particular types of information, evolutionary evi-

dence, and psychological studies of intelligence.
According to Gardner, there are eight primary forms of
intelligence:

linguistic (manifested in dealing with spoken or
written words);

musical (demonstrated in dealing with rhythm,
music, and hearing);

logical–mathematical (invoked while reasoning
inductively or deductively and dealing with
abstractions and numbers);

spatial (engaged in vision and spatial judgment);

bodily-kinesthetic (required for movement and
doing);

interpersonal (needed for interactions with others);

intrapersonal (manifested in dealing with self );

naturalistic (demonstrated in dealing with nature,
nurturing, and classification).

The addition of a ninth type—existential (descriptive
of the capacity to raise and consider existential questions)
intelligence—is under consideration. Because of its
humanistic approach to acknowledging and promoting
the value and contributions of each and every student, the
MI theory has been embraced and supported by the edu-
cational community around the world.

A number of schools and many teachers claim to use
MI theory as the fundamental framework for their peda-
gogies. Yet the theory has been widely criticized as well. It
has been argued that the theory is based primarily on
Gardner’s intuition and observations rather than evidence,
that there are no or limited empirical data to support the
evidence, that the separation between the constructs of
multiple intelligences and personality types is blurry, that
the assumption that all students are gifted in something
might lead to intellectual relativism, and that there has
been no systematic evaluation of the value of the theory in
the classroom.

The MI theory has many implications, among which
the following four are stressed. First, because individuals
possess different degrees of varying intelligence, it is
important to identify “dominant” intelligences early and
try to enhance these intelligences. Yet teaching for all
types of intelligence is important because students need
help developing the intelligences in which they demon-
strate weaknesses. Second, dominant intelligences also
represent dominant learning modalities, and teaching
should match the pattern of dominant abilities. Thus
schools should offer education that is centered on individ-
uals and their profiles of intelligence. Third, because many
intelligences exist, there should be many assessments, not
only those that traditionally focus on linguistic and logi-
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cal-mathematical intelligences. Fourth, of importance is
the realization that different cultures differentially treat
various intelligences. Thus what might be viewed as “pre-
ferred” intelligence in one culture might not be such in
another culture.

Sternberg’s theory of triarchic intelligence was devel-
oped at the same time as Gardner’s theory of multiple
intelligences. Being a part of the same quest against tradi-
tional narrow definitions of intelligence, Sternberg
defined intelligence as mental activity central to one’s life
in real-world environments and aimed at adaptation to,
selection, and shaping of these environments; thus the
main premise is that this mental activity is relevant to suc-
cess in real life. Correspondingly, in the late 1990s
Sternberg changed the name of the theory to the theory of
successful intelligence. As per its original name, the theory
consists of three parts: analytical (also referred to as com-
ponential), practical (also referred to as contextual), and
creative (also referred to as experiential). Analytical intelli-
gence is evoked while analyzing, evaluating, criticizing,
reasoning, and judging. Practical intelligence is used while
implying, implementing, and using. Creative intelligence
is manifested while discovering, inventing, dealing with
novelty, and creating. Based on the prediction of the the-
ory, intelligent people are expected to identify their
strengths and weaknesses and make the most of their
strengths and compensate for their weaknesses.
Individuals are not restricted to excelling in only one of
the three intelligences; both integrated and uneven pro-
files of intelligences are possible. This theory has also been
widely accepted by both educators and psychologists.
Unlike the MI theory, Sternberg’s theory has a large body
of empirical research associated with it. From a practical
point of view, it has influenced U.S.-based practices of
college admission, pedagogies across all levels of school-
ing, and the identification of gifted and talented students.
Although the theory has numerous critics, over the years
of its existence it has strengthened its empirical and theo-
retical grounds.

Intellectually, the theory of emotional intelligence is
associated with Gardner’s (through intra- and interper-
sonal intelligences) and Sternberg’s (through practical
intelligence) theories. Emotional intelligence is typically
referred to as an ability, capacity, or skill to perceive and
register, judge and assess, and manage and act on the emo-
tions of self and others, yet there is currently no consen-
sus definition for this term. The roots of the theory are in
the use of the term social intelligence by the American psy-
chologist Edward Thorndike, who used this term to refer
to the skill of getting along with other people. The term
emotional intelligence is associated with the PhD disserta-
tion work of Wayne Payne (1986). The field of emotional
intelligence is relatively new, and a number of psycholo-

gists and educators are continuing to work on the defini-
tion, assessment, and predictive power of this concept.

SEE ALSO Creativity; Cultural Relativism; Intelligence;
Intelligence, Social; IQ Controversy; Personality
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MULTIPLE
PERSONALITIES
Multiple personality disorder, now labeled “dissociative
identity disorder” (DID), is a psychological condition
characterized by the presence of two or more distinct per-
sonality states that reflect an inability to integrate various
aspects of identity, memory, and consciousness into a sin-
gle coherent identity. The latest edition of the Diagnostic
and Statistical Manual of Mental Disorders requires the fol-
lowing conditions for diagnosis:

1. multiple distinct identities

2. recurrent control of the person’s behavior by at least
two identities

3. an inability to recall important personal information

4. the absence of a general medical condition or
substance use that could otherwise explain the
dissociative symptoms (American Psychiatric
Association 2000)

According to publications by Frank W. Putnam
(1989) and Richard P. Kluft (1984), identities are consid-
ered entities with a coherent sense of self that respond to
certain stimuli with a consistent pattern of behavior and
feelings. Many argue, pointed out Colin A. Ross in
Dissociative Identity Disorder: Diagnosis, Clinical Features,
and Treatment of Multiple Personality (1997), that the dis-
tinct identities—“alters,” “subpersonalities,” or “personal-
ity states”—that characterize DID are not separate
personality states per se but “fragmented parts of one per-
sonality” that individuals create to adapt to painful life
experiences (Ross 1997, p. 144). Reports on the number
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of alternate identities vary considerably from two to sev-
eral hundred with the average between thirteen and fif-
teen. The most common alters reported, according to
Ross, are those of children, “protectors,” “persecutors,”
and alters of the opposite sex. In addition often a host
alter appears to control the body the majority of the time.
Support for the notion of distinct personality states come
from research suggestion differences in vocal patterns,
handedness, respiration, and brain wave activity between
alters; however, Scott O. Lilienfeld and Steven Jay Lynn
(2003) have criticized this work because of naturally
occurring variability among these factors and lack of con-
trolled studies.

Epidemiological studies estimate that 6 to 12 percent
of the U.S. inpatient psychiatric population and 1 to 3
percent of the general population meet DID criteria (Ross
1997). DID is consistently reported to occur more often
in females, perhaps due to the increased rate of females
seeking inpatient treatment. Individuals diagnosed with
DID often meet criteria for mood and anxiety disorders.
In particular there is a high comorbidity between post-
traumatic stress disorder and DID (Ross 1997). J.
Douglas Bremner and Elizabeth Brett confirmed this in
their 1997 study when they found that dissociative symp-
toms occur more often in individuals with post-traumatic
stress disorder.

Reports of DID in the United States have increased
since the mid-1980s, although the cause of the increase is
subject to speculation. Some, such as David Gleaves in his
1996 article “The Sociocognitive Model of Dissociative
Identity Disorder: A Reexamination of the Evidence,”
attribute the rise in reported cases to increased awareness
and understanding of the disorder. Others, like Nicholas
Spanos in his 1994 article “Multiple Identity Enactment
and Multiple Personality Disorder: A Sociocognitive
Perspective,” claim the rise in DID is the result of misdi-
agnosis, fabrication, or suggestibility through the use of
questionable therapeutic techniques and media portrayal
of DID. Nonetheless, research demonstrates that DID is
reliably diagnosed across clinicians and settings (Ross,
Duffy, and Ellason 2002; Latz, Kramer, and Hughes
1996). However critics question this reliability claiming
that DID is reported by a small number of specialized 
clinicians.

The cause of DID is debated. The posttraumatic
model was articulated by David Gleaves (1996), although
several predecessors had connected DID and trauma by
the early 1980s (Coons 1980; Greaves 1980; Spiegel
1984). Gleaves hypothesizes that DID is a posttraumatic
condition in which dissociation functions as a coping
strategy in response to overwhelming psychological pain
brought about by childhood maltreatment. The high rates
of self-reported physical and sexual abuse and/or post-

traumatic stress disorder among those diagnosed with
DID support this theory. Conversely the sociocognitive
model introduced by Spanos (1994) posits that DID is a
socially derived condition produced by therapeutic sug-
gestion and sociocultural influences, such as the media. It
is hypothesized that DID can occur in the absence of
childhood abuse and that alters are role enactments 
created and maintained by social reinforcement. For
example, role-playing studies, such as the 1985 report
conducted by Nicholas P. Spanos, John R. Weekes, and
Lorne D. Bertrand, demonstrate that features of DID can
be elicited from participants without the disorder through
subtle cues or suggestions. This evidence supports argu-
ments that features of DID are known to the public and
may be easily induced (Lilienfeld et al. 2003). Finally,
some theorists combine these two positions, proposing
that the cause of DID cannot be entirely iatrogenic or
trauma induced and that multiple pathways should be
considered (Ross 1997, p. 92).

Regardless of the cause, DID continues to be catego-
rized as a major psychological disorder. Most agree that
DID symptoms exist and cause significant distress regard-
less of origin. Continued research may provide clarifica-
tion regarding factors that contribute to the development
of DID, prevention, and intervention. Further it may be
essential to consider that both models provide important
information about the development and maintenance of
DID that could lead to a more complex conceptualization
of the disorder in the future.

SEE ALSO Anxiety; Mental Illness; Mood; Neuroticism;
Personality; Post-Traumatic Stress; Psychotherapy
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MULTIPLEX
SEE Symbols.

MULTIPLIER, THE
In macroeconomics, the multiplier is the ratio of a change
in the equilibrium level of national income (or of aggre-
gate employment) to the change in autonomous spending
(or in employment on public-works projects) that brought
it about. As early as Walter Bagehot’s Lombard Street in
1871 and Alfred and Mary Marshall’s Economics of
Industry in 1879 (and arguably even in an oration by
Pericles, as reported by Plutarch), it has been recognized
that an initial round of spending in one sector caused suc-
cessive rounds of spending as the recipients of each round
of income spent that increase in their income in ways that
created more income for others.

John Maynard Keynes and Hubert Henderson
invoked this long-held belief in their 1929 pamphlet Can

Lloyd George Do It?, in which they endorsed the pledge by
Liberal leader (and former prime minister) David Lloyd
George to eliminate Britain’s interwar unemployment
through public-works spending that would indirectly gen-
erate more jobs than just the direct employment on pub-
lic works. The problem with winning acceptance for that
argument was that it was unclear why the process would
be finite, why employing one person on public works
would not push the whole economy to full employment.
The crucial advance was not recognition of successive
rounds of spending but the analysis of the leakages from
each round of spending that led to the multiplier having
a finite value. If a fraction of each round of income is not
spent on domestic output, the geometric series of rounds
of spending sums to a finite value (just as, about the same
time, it was shown that in a fractional-reserve banking sys-
tem, a change in the monetary base leads to a finite
change in the money supply because of leakages into cur-
rency and required reserves).

The successive contributions to this analysis by Ralph
G. Hawtrey, Lyndhurst F. Giblin, Richard Kahn, Jens
Warming, J. M. Keynes, Michal Kalecki, and John
Maurice Clark from 1928 to 1935 are reprinted in
Dimand (2002) (see Hegeland 1954; Wright 1956; Davis
1980; Kahn 1984; Dimand 1988, 1994). Keynes’s 1933
pamphlet The Means to Prosperity and his General Theory
(1936), crediting Kahn (1931), used such a finite-valued
spending multiplier to analyze how expansionary fiscal
policy could increase output and employment in an econ-
omy operating below full employment, with the differ-
ence that while Kahn (1931) analyzed successive rounds
of employment, Keynes (1933, 1936) considered succes-
sive rounds of spending. Davis (1980) argues that, in
addition to the influence of Kahn (1931), Keynes was also
influenced by correspondence with Hawtrey. Translated
from changes in income and autonomous spending to
their levels, the multiplier analysis led to the IS goods
market equilibrium condition of the IS-LM model.
However, understanding of the multiplier process and the
goods market equilibrium condition need not imply sup-
port for activist fiscal policy. Hawtrey, the British Treasury
economist who provided early numerical examples and
algebraic analysis of the finite-valued multiplier, held that
fiscal expansion would simply crowd out private invest-
ment because he considered the demand for money not
responsive to the interest rate (in later terminology, a ver-
tical LM curve).

The Keynesian spending multiplier k represents the
change in equilibrium income and expenditure (Y ) result-
ing from a change in autonomous investment (I ) or gov-
ernment spending (G ), ∆Y = k ∆I or ∆Y = k ∆G,
assuming that the price level, money wage rate, and inter-
est rate do not change. It can thus be best viewed as the
amount by which the IS curve (the goods market equilib-
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rium condition) shifts horizontally at a given interest rate
in the Hicks-Hansen IS-LM diagram (which is drawn for
given prices and money wages) rather than as a change in
the ultimate equilibrium of a complete model. The aggre-
gate demand curve, on an aggregate demand/aggregate
supply diagram with the price level and income on the
two axes, would shift by as much as the IS/LM intersec-
tion shifted. In a footnote at the start of the very first mul-
tiplier article, Kahn (1931) promised a second article
showing the results carried through even if fiscal expan-
sion increased money wages, but that article never
appeared and the footnote is not in the reprint in Kahn
(1972). The Keynesian spending multiplier k, long the
workhorse of introductory macroeconomics courses, is
1/(1 – z), where z is the marginal propensity to spend. If
there were no taxes or imports, the marginal propensity to
spend would equal the marginal propensity to consume
out of disposable income, c. With an income tax rate, t,
and a marginal propensity to import, m, the marginal
propensity to spend z = (1 – t) c – m. Since the marginal
propensities to consume and save out of disposable
income add to 1 (s + c = 1), the denominator of the mul-
tiplier, 1 – z, is equal to s (1 – t) + t + m. The larger the
leakages from spending on domestic output into taxes,
saving, and imports, the smaller the multiplier for a small
open economy. (The multiplier for a large open economy
would have to recognize that an increase in imports has a
multiplier effect on equilibrium income in the rest of the
world, which causes the rest of the world to import more
from the home country.)

Because a change in taxes affects disposable income
rather than spending in the first round, its effect will be
proportionally smaller than that of a change in govern-
ment spending. If there were only lump-sum taxes, with
(for simplicity) no proportional taxes and no marginal
propensity to import, the multiplier for a change in gov-
ernment spending would be 1/(1 – c) and that for a
change in taxes would be c/(1 – c). Notice that for a bal-
anced budget increase in government spending, with
lump-sum taxes increased by as much as government
spending, the balanced budget multiplier would (1 – c)/
(1 – c), which is 1.

The empirical importance of the simple Keynesian
multiplier was diminished by the permanent income and
life-cycle theories of consumption, which argued that the
marginal propensity to consume out of a change in cur-
rent income (and hence also the value of the multiplier) is
much smaller than had been assumed. The importance,
and presumed size, of the multiplier was further dimin-
ished by the theory of Ricardian equivalence or debt neu-
trality, which argued that a deficit-financed increase in
government spending causes consumers to save in antici-
pation of the future tax liabilities implied by the govern-
ment borrowing, so that any change in government

spending, whether financed by current taxes or by bor-
rowing against future taxes, will only shift the IS curve by
the amount of the balanced budget multiplier effect. The
multiplier continues to be a central feature of introduc-
tory macroeconomics courses but in more advanced
courses is subsumed in the goods market equilibrium con-
dition represented by the IS curve. The multiplier is used
in regional and urban policy analysis to analyze the effects
on a local economy of a public-works project such as a
new sports stadium.

SEE ALSO Economic Growth; Economics, Keynesian; Full
Employment; Involuntary Unemployment; Kahn,
Richard F.; Keynes, John Maynard; Macroeconomics;
Propensity to Consume, Marginal; Propensity to
Import, Marginal; Underemployment; Unemployment
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MULTIRACIAL
MERITOCRACY
SEE Meritocracy, Multiracial.

Multiracial Meritocracy
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MULTIRACIAL
MOVEMENT
The American multiracial movement is best known for its
advocates’ efforts throughout the 1990s to add a “multira-
cial” category to the 2000 census. By the end of that
decade, the federal government, along with a number of
state governments, had not only devoted substantial
resources to investigating the issue; eventually it also
agreed to document race in a new way. Although a mul-
tiracial category was not added to the census in 2000, for
the first time ever a “mark one or more” (MOOM)
option—allowing individuals to identify officially with as
many groups as they saw fit—appeared on the form.

The Office of Management and Budget (OMB) is
responsible for coordinating the activities of all federal 
statistical agencies, including the Census Bureau.
Responding to ongoing criticism of the census and to
rapid change in the racial and ethnic makeup of the coun-
try, the OMB conducted a comprehensive review of the
racial categorization system from 1993 to 1997. While a
variety of issues were considered, the review eventually
focused on the multiracial category proposal. Before the
review, identification with more than one race was not
allowed. After the review, the OMB gave everyone the
option to identify with as many races as they wished.

The experience of parents registering children from
the growing number of interracial unions for school
loomed large in the OMB decision. Many of these parents
felt that a monoracial census forced unacceptable and
avoidable decisions on individuals and families to identify
with one parent and deny the other. The issue of multira-
cial recognition on government forms helped to galvanize
the multiracial movement, which started with a handful
of groups that formed on the West Coast in the late 1970s
and early 1980s. In 1988 a number of these local adult
organizations joined forces to create the Association of
MultiEthnic Americans (AMEA), whose political objec-
tive was to push the OMB to add a multiracial category
on government forms.

Soon after the establishment of the AMEA, two other
organizations claiming national memberships and net-
works also came to the fore: Project RACE (Reclassify All
Children Equally) and A Place For Us (APFU). The three
groups’ orientations and goals were divergent from the
beginning; however, they shared the conviction that it was
inaccurate and improper to force multiracial Americans
into monoracial categories. On this basis, the groups often
worked together during the 1990s. AMEA took the posi-
tion that multiracial people should have the right to claim
their entire heritage and embrace their total identity. One
means to that end, AMEA maintained, was multiracial
recognition on the census. For Project RACE, the main
objective was to get a multiracial classification on all

school, employment, state, federal, local, census, and
medical forms requiring racial data so that multiracial
children would not have to suffer the adverse conse-
quences of being regarded as “Other.” Finally, APFU
viewed the “support and encouragement of interaction
between anyone involved with interracial relationships” as
their purpose and a “color-blind society” as their goal.
Together the three represented the backbone of the mul-
tiracial category effort. In the mid-1990s, during the
height of the movement’s activity, there were thirty active
adult-based multiracial organizations across the United
States and approximately the same number of student
organizations on college campuses.

Over the course of that decade, civil rights groups
increasingly came to perceive the multiracial movement as
a threat. The civil rights community feared that a multira-
cial category would dilute the count of minority popula-
tions, and—although in actuality this prospect triggered
different concerns for different civil rights organiza-
tions—their shared position was that a multiracial identi-
fier would undercut existing civil rights safeguards.
Multiracial advocates, however, saw compulsory single-
race categories as an outdated response to a growing mul-
tiracial reality and maintained that their recognition
would come at no adverse civil rights cost.

In MOOM and related stipulations, the OMB tried
to strike a balance between capturing increasing diversity
and providing the statistics necessary to measure discrim-
ination and enforce the nation’s civil rights laws. Even so,
the implications of MOOM remain unclear and the cir-
cumstances invite further challenge. For instance, in order
to distinguish those persons who selected a single race—
say Asian—from those who selected Asian and another
race, groups were reported in ranges from minimum to
maximum sizes: This created alternate—yet official—
counts of racial groups. As a result, the denominator is
debatable. Moreover, allowing people to mark more than
one race resulted in a total of fifty-seven possible multiple-
race combinations in 2000. Add to that the five official
single-race categories plus a sixth option, “Some Other
Race,” and the tally increases to sixty-three racial cate-
gories. Because each racial category is also divided by a
question asking respondents if they are Hispanic, the con-
stellation of race/ethnic mixtures swells to a universe of
126 possibilities. As a result, the proliferation of categories
could itself complicate civil rights enforcement efforts.
The decision to allow people to identify with multiple
racial heritages has introduced new data, questions, and
controversies into an already volatile debate on race-con-
scious public policy.

SEE ALSO Civil Rights Movement, U.S.; Identification,
Racial; Marriage, Interracial; Minorities; Mulattos;
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Multiracials; Politics, Identity; Race; Race Mixing;
Race-Conscious Policies; Racial Classification
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MULTIRACIALS IN THE
UNITED STATES
The 2000 U.S. Census provided the first opportunity for
persons to self-identify with more than one race. More
than 6.8 million Americans, representing 2.4 percent of
the U.S. population, marked two or more races in the
2000 Census. Of these self-identified persons of multiple
races, 2.2 million reported just two categories: white and
“some other race,” representing the largest category, or
32.32 percent of multiple-race combinations; and white
and American Indian, 15.86 percent of the multiracial
population. The next largest categories reported combina-
tions of white and Asian, or 12.72 percent of the multira-
cial population, and white and black, or 11.50 percent of
the multiracial population. In other words, nearly three-
quarters of the multiracial population reported two races,
combining white with something else (Social Science
Data Analysis Network 2000). Hawaii and Alaska are the
states with the largest multiracial populations (21.4 per-
cent and 5.4 percent, respectively). In the continental
United States, California and Texas have the largest num-
ber of counties with multirace populations that exceed 5
percent (Besl 2001).

The 2000 Census method of counting multiracial
populations may yield under estimates of the total num-
bers of persons who identify as multiracial. Analysis of the
National Longitudinal Study of Adolescent Health, a
panel that includes multiple indicators of race, shows that
contextual factors influence responses to the multirace
question. For example, whereas 3.6 percent of all (non-
Hispanic) respondents reported multirace identification
when interviewed in a home setting, 6.8 percent reported

multirace identification in a self-administered school
interview (Harris and Sim 2002).

Alternative methods of counting multiracials would
permit persons to identify as multiracial or biracial, a posi-
tion advocated by multiracial advocacy groups such as
Project RACE and the Association of MultiEthnic
Americans (Rockquemore and Brunsma 2002), groups
that have mobilized various constituencies to identify per-
sons of mixed race as a separate category (Farley 2002;
Childs 2004). Some believe that this method of counting
multiracials would result in a larger count of multiracials
and a lower count of single-race persons, particularly
blacks (Farley 2002).

At various points in U.S. history, persons of mixed
racial heritage have been documented and counted within
single racial categories. In early censuses racial categories
included free whites, slaves, free colored (nonwhites), and
all other persons, excluding Indians not taxed (see U.S.
Census Bureau 1821, p. 14). Persons of multiple races
were included as slaves, free colored, or “all other per-
sons.” Rules evolved to assign mixed-race persons to spe-
cific single-race categories; a common one in most U.S.
states was the “one-drop rule,” whereby persons with even
a small amount of black blood were assigned to the Negro
category (Hunter 2005). American Indians of mixed her-
itage were classified by a different rule. In the 1870 census
Francis A. Walker, superintendent of the census, reported
that “[T]he principle that has governed in the classifica-
tion of persons of part-Indian blood in the present census
has been as follows: Where persons reported as ‘Half-
breeds’ are found residing with whites, adopting their
habits and life and methods of industry, such persons are
to be treated as belonging to the white population” (U.S.
Census Bureau 1871, p. xiii).

In the 1850 census Negroes were designated for the
first time as either black or mulatto (Daniel 2002, p. 40).
Mulattos accounted for 24.8 percent of the black popula-
tion in the North and 11.2 percent of the black popula-
tion overall (Daniel 2002, p. 40). The 1890 census
categorized mixed-race Negroes into further groups. Of
the 62,622,250 persons counted in the 1890 census,
7,638,366 were reported to be colored, and of those,
7,470,049 were classified as “of Negro descent.” Persons
of Negro descent were further classified as Negroes,
mulattos (one-half black), quadroons (one-quarter black),
and octoroons (one-eighth black). Negroes accounted for
6,337,980 of those classified as persons of Negro descent,
and mixed-race persons of Negro descent represented
about 15 percent of the black population.

In New Orleans and Charleston, mixed-race persons
were middlemen between the black and white communi-
ties, justifying a codification that made a distinction
between Negroes determined by the one-drop rule and
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multiracial persons with separate identities, social organi-
zations, and networks (Daniel 2002, pp. 55–60).
However, this status was threatened by Plessy v. Ferguson
(1896), which solidified the one-drop rule and denied
octoroons rights held by whites (Daniel 2002, p. 79). The
allegation that persons of mixed race have social and eco-
nomic advantages has been challenged in recent research,
although lighter skin color seems to confer educational
and income advantages to African American women
(Hunter 2005, p. 48).

In 1977 the Office of Management and Budget
(OMB) Statistical Policy Directive 15 established four racial
classifications for use in federal statistics and administrative
reporting: (1) white, (2) black, (3) Asian or Pacific Islander,
and (4) American Indian or Alaskan Native. These classifi-
cations, along with two ethnicity categories and the cate-
gory “some other race,” provided the basis for reporting and
data collection. After considerable lobbying by multiracial
groups and following public hearings and a workshop
hosted by the National Academy of Sciences, the OMB
issued new regulations in 1997. The revised standards
stated that the minimum categories for racial classification
would be: American Indian or Alaska Native; Asian; black
or African American; Native Hawaiian or other Pacific
Islander; and white. Respondents to federal questionnaires
or surveys would be able to select one or more races. The
2000 census included a sixth racial category, “some other
race” (U.S. Census Bureau 2000), and the OMB provided
further clarification on collecting and reporting multiracial
data for federal civil rights monitoring and enforcement
(Office of Management and Budget 2000).

During the 1990s a vocal group of multirace advo-
cates unsuccessfully lobbied for the inclusion of a specific
Census category called multiracial. Although such a cate-
gory can be inferred from the 1997 OMB standards, it did
not achieve the political ends its advocates desired. Kim
Williams, a leading analyst of the multirace political move-
ment, concluded that advocates want the multiracial desig-
nation to help improve the self-esteem of children of mixed
race backgrounds. The multirace political movement is
seen as an alternative to traditional civil-rights approaches
focusing on single races (Williams 2005; 2006).

SEE ALSO Marriage, Interracial; Miscegenation;
Multiracial Movement; Race Mixing
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MULTISECTOR MODELS
Economists use models to understand different aspects of
the economy. A multisector model is used primarily to
study the allocation of resources across different economic
activities. A multisector model, however, has more uses
than simply the study of the distribution of resources.
Some of the most exciting work being done with multisec-
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tor models is in the economic theory of growth and devel-
opment. This work originates in the observation that as an
economy grows its production activities and employment
shares move from agriculture to industry and services,
with services eventually claiming the vast majority of the
country’s employment potential. So, if economists can
understand what causes these shifts in sectoral employ-
ment shares, they might understand what makes countries
grow; conversely, if they can understand what makes
countries grow, they might understand how the workforce
allocates its time across economic sectors.

What is an economic sector? The United Nations has
produced a system of activity classifications—the ISIC
(International Standard Industrial Classifications),
designed to help classify economic sectors across countries
in a comparable way. Using the ISIC, one can define sec-
tors as one-digit, two-digit, three-digit, and so on,
depending on the detail required. For example, agricul-
ture, industry, and services are one-digit sectors, whereas
textiles and vehicle manufacture are two of the many two-
digit sectors within manufacturing.

Economists, however, find that a more useful way of
defining a sector draws from the objectives of the multisec-
tor model in hand. Examples of multisector models can be
found in the fields of economic growth, development eco-
nomics, labor economics, international trade, spatial (geog-
raphy) economics, business cycles, and others. In each case,
the definition of the sector may differ, and the challenge
facing the applied economist is to find the correspondence
between the way the sector is defined in the model and the
ISIC classification. For example, a multisector model may
define sectors according to whether the goods produced
within a sector are primary, secondary, or tertiary; agricul-
tural, industrial, or service goods; tradable or nontradable;
and public or private. In addition to matching the sectors
in the model to the ISIC classification, for other purposes a
multisector model may define sectors according to whether
the goods are traditional or modern, rural or urban, pro-
duced in a formal or informal business environment, and
produced at home or in the market.

Multisector models in economic development have
added to our knowledge of how an economy leaves the
stagnant agricultural state and enters modern growth. An
important example is the multisector model by Gary
Hansen and Edward Prescott (2002). Their model has a
traditional sector and a modern sector. Both sectors pro-
duce the same goods but with different technologies.
Land is a fixed factor that is used only in the traditional
sector but not in the modern sector. Modern technology
has a higher rate of productivity growth than traditional
technology. Both technologies have diminishing marginal
return to their inputs. Hansen and Prescott show that, ini-
tially, resources are devoted only into the traditional sec-

tor, but as the technology of the modern sector improves,
more resources shift into it.

A related class of multisector models has enriched our
understanding of the declining share of agriculture, the
rise and fall of industry, and the rising share of services
observed in most countries that have experienced modern
growth. L. Rachel Ngai and Christopher Pissarides (2007)
show that when sectors produce goods that are comple-
ments of each other, resources move from the sector with
high productivity growth to the sector with low produc-
tivity growth. Since agricultural and manufacturing sec-
tors experience, on average, faster productivity growth
than the services sector, resources are shifted away from
agriculture and into manufacturing and services. As the
agriculture sector shrinks, eventually resources also shift
away from manufacturing and into service production.

So far, the examples of what defines a multisector
model are based mainly on technology, but there are other
definitions, such as those that are based on preferences and
institutions. Addressing the same issue of the decline in
agriculture and the rise of services, Piyabha Kongsamut,
Sergio Rebelo, and Danyang Xie (2001) present a multi-
sector model that is based on preferences. In their model,
agriculture produces an inferior good and services a luxury
good; then, as incomes rise, demand shifts from agricul-
ture to services. As a result, resources shift from agricul-
tural to service production.

A third class of multisector models relies on an insti-
tutional definition. One class of institution-based multi-
sector models is motivated by the fact that official statistics
only report formal market activities. However, there are
plenty of studies that show that a large fraction of resources
is allocated to informal activities and activities at home.
These studies are based on the time-use surveys conducted
by individual countries, such as the United Kingdom and
the United States, and on a cross-country survey con-
ducted by the World Bank. The production activities at
home and in the informal sector can all potentially be pro-
duced in the formal market sector, which will then enter
the official statistics. The economic activities at home
include child care, cooking, cleaning, and so on. If the
child is sent to a day-care center, its care will be recorded as
part of GDP (gross domestic product). Home production
is substantial in most of the time-use surveys. For example,
it took up as much time as market production in the
United States during the 1990s. The economic activities in
the informal sector in general refer to activities that evade
government regulation, including tax evasion. This is a
more common phenomenon in developing countries.

There are many reasons why economists care about
whether a certain activity is done in the formal market
sector or in the informal or home sector. Two intuitive
and important reasons concern accurate measurement of
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economic activity and the formulation and implementa-
tion of public policies that will increase social welfare.
Knowing what fraction of the economy’s resources are
devoted to the formal market sector is important for
understanding and interpreting measured GDP, especially
when comparisons are made across countries. Second and
perhaps more importantly, it might have different policy
implications not only for welfare but also for measured
economic activities.

A good example is the multisector model by Stephen
Parente, Richard Rogerson, and Randall Wright (2000).
In their model, goods can be produced in the nonmarket
sector or in the market sector. They show that distor-
tionary policy that affects capital accumulation has a
larger impact on measured GDP in their multisector
model than in the usual one-sector model. This improves
our understanding of the reasons that cross-country
income differences are so large. Models with home and
market sectors are also used for explaining the dynamics
of labor supply. Taxes on the market sector play an impor-
tant role in these models as they shift production from the
formal market to the home or informal sector.

SEE ALSO Economic Model; Input-Output Matrix;
Models and Modeling; Social Accounting Matrix;
Structural Transformation; Two-Sector Models
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MUNDELL-FLEMING
MODEL
The Mundell-Fleming model integrates international
trade and finance into macroeconomic theory. This

approach was developed in the early 1960s by the
Canadian economist Robert Mundell (winner of the 1999
Nobel Prize in economics) and the British economist J.
Marcus Fleming (1911–1976). In this period, both
authors were members of the International Monetary
Fund’s Research Department, where they independently
extended the traditional Keynesian model to an open
economy setup in which the capital and goods markets are
internationally integrated. The resulting research consti-
tutes the original version of the Mundell-Fleming model
(Mundell 1963; Fleming 1962).

The Mundell-Fleming model shows that, under a
flexible exchange rate regime, fiscal policy does not have
any power to affect output, while monetary policy is very
effective. The opposite is true if the exchange rate is fixed.
The assumption that international capital markets are
completely integrated plays a crucial role in determining
these results.

FLEXIBLE EXCHANGE RATE CASE

Since a monetary expansion tends to decrease the interest
rate, this policy also encourages an outflow of financial
capital as domestic investors seek higher returns by pur-
chasing foreign bonds. Investors need to buy foreign cur-
rency to acquire foreign bonds. Accordingly, the supply of
domestic currency increases to purchase the foreign cur-
rency needed to acquire foreign bonds. The domestic
exchange rate depreciates; that is, more units of domestic
currency must be exchanged for each unit of foreign cur-
rency. This makes domestic goods cheaper compared to
foreign goods, thus improving the trade balance (pur-
chases of imports decline and sales of exports increase)
and stimulating domestic output and employment. The
domestic money demand therefore increases, bringing the
domestic interest rate back in line with the world interest
rate. In the equilibrium that emerges after the monetary
expansion, the interest rate is unaltered while output is
increased proportionally to the increase in the money 
supply.

In the case of a fiscal expansion, the initial increase in
domestic government spending creates an excess demand
for goods and tends to raise output, employment, and
income. This, in turn, raises the demand for money and
the level of the interest rate. The fact that the domestic
interest rate is now higher than the world interest rate
causes an inflow of capital, which causes an appreciation
of the domestic exchange rate (fewer units of domestic
currency must be provided for each unit of foreign cur-
rency). In this case, therefore, domestic goods become
more expensive compared to foreign goods, and the trade
balance deteriorates (more imports are purchased and
fewer exports are sold), depressing domestic output,
employment, and income. A new equilibrium is reached
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in which the trade balance is worsened while output and
the interest rate are restored to their original levels.

Free capital mobility and trade integration therefore
determine the ability of monetary policy to stimulate the
domestic economy but frustrate the effects of fiscal policy
when the exchange rate is flexible.

FIXED EXCHANGE RATE CASE

The results illustrated above are reversed in a pegged
exchange rate regime. With pegged interest rates, the cen-
tral bank increases or decreases the money supply as nec-
essary so as to maintain a fixed rate of exchange of
domestic currency for foreign currency. In this case, the
pressure for exchange rate depreciation that follows a
monetary expansion is neutralized by central bank inter-
vention in the foreign exchange market, with no final
effect on domestic output. Similarly, the central bank
intervenes to neutralize the domestic exchange rate appre-
ciation that follows a fiscal expansion. This allows the fis-
cal policy shock to raise the level of domestic output. The
central bank commitment to a given exchange-rate level
therefore implies high effectiveness of fiscal policy.

REAL WORLD RELEVANCE OF THE
MODEL

Some of the underlying assumptions and policy options of
the Mundell-Fleming model, such as international capital
market integration and the possibility of permitting the
fluctuation of the exchange rate, were not predominant
features of the world economy in the early 1960s.
Restrictions to trade assets and foreign exchange were
widespread, and the majority of currencies were fixed
within the Bretton Woods system. In this regard, the
Mundell-Fleming model is, to a large extent, more appro-
priate for describing the global economy as it developed
after the collapse of the Bretton Woods system, which is
characterized by high financial integration and floating
exchange rates, than the economic reality of the times in
which the model was originally developed. This prophetic
trait of the analysis, as well as the success of the theoreti-
cal predictions in matching empirical facts (such as the
effects of U.S. macroeconomic policies in the 1980s), help
explain the influence of the Mundell-Fleming model
among both academics and policymakers. The model has
nevertheless not been immune to criticisms, some of
which have stimulated further research.

CRITICISMS AND EXTENSIONS

One important criticism of the model is that the assump-
tion of perfect capital mobility might be extreme.
Mundell (1963) was well aware of this limitation and rec-
ognized that the assumption should not be taken literally.

Introducing imperfect capital mobility into the model
implies that a fiscal expansion can play a role in affecting
output under a flexible exchange rate and monetary pol-
icy can have a role under a fixed exchange rate, but the
results on the relative effectiveness of the two policy
instruments still hold.

Several other shortcomings of the Mundell-Fleming
model have also been emphasized. In particular, the
model is completely static and therefore not able to
address issues related to the long run, as well as to the
transitional dynamics of private wealth and government
finance. In order to address this limitation, Rudiger
Dornbusch (1976) introduced more sophisticated,
“rational” (rather than static) private agents’ expectations
into the model. This extension implies an “overshooting”
result: following a monetary expansion, the exchange rate
depreciates more in the short run than in the long run.

Furthermore, in the Mundell-Fleming model the
relations between economic variables are not explicitly
derived from a microfoundation of agents’ behavior. This
prevents an analysis of the welfare impact of macroeco-
nomic policies based on a utility measure. Because of this,
any welfare consideration in the Mundell-Fleming model
is necessarily limited to the effects of output movements,
neglecting the welfare implications of such variables as
consumption and leisure time. Several researchers are
therefore attempting to move beyond the Mundell-
Fleming model (see Obstfeld 2001) by developing a new
framework for the analysis of macroeconomic interde-
pendence, which is explicitly based on microeconomic
foundations and intertemporal optimizing behavior. This
field of research aims at introducing a more rigorous
analysis of the welfare impact of macroeconomic policies.
Whether the new framework will ultimately succeed in
supplanting the Mundell-Fleming model remains to be
seen. The fact that the researchers active in this area still
consider the Mundell-Fleming model as the relevant
benchmark against which to compare their results is, in
any case, a testimony to the model’s lasting influence.

SEE ALSO Balance of Payments; Exchange Rates; IS-LM
Model; Macroeconomics; Trade
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MUNDIAL UPHEAVAL
SOCIETY
SEE Wolf, Eric.

MÜNSTERBERG, HUGO
1863–1916

The science of psychology in the United States dates from
the early laboratories of the 1880s, yet it quickly spread
beyond the laboratory into several applied fields in the
early twentieth century. Arguably, no figure in American
psychology was more identified with the promotion of
applied psychology than Hugo Münsterberg. By 1916 he
had published influential books on forensic psychology,
educational psychology, psychotherapy, industrial psy-
chology, and the psychology of motion pictures.
Münsterberg was born June 1, 1863, in Danzig,
Germany. According to biographer Matthew Hale Jr.,
when Münsterberg died on December 16, 1916, in
Cambridge, Massachusetts, “he was arguably the best-
known psychologist in America and the most prominent
member of America’s largest minority, the German-
Americans” (1980, p. 3).

Münsterberg’s roles as public psychologist and
German nationalist defined his years in the United States.
He earned his PhD in psychology in 1885 at the
University of Leipzig under Wilhelm Wundt (1832–
1920), usually acknowledged as the founder of scientific
psychology. Münsterberg’s experimental work there was
principally on the subject of the will. In 1887 he earned a
medical degree from the University of Heidelberg, and
then began his academic career in that same year at the
University of Freiberg. Münsterberg’s research showed
that the will was not directly experienced, but was the
result of the perception of changes in muscles, joints, and
tendons. That finding was in opposition to Wundt’s ideas
about voluntary control, a controversy that brought atten-
tion to Münsterberg’s work. One admirer was William
James (1842–1910), who invited him to come to Harvard
University in 1892 to direct the psychology laboratory.

Münsterberg accepted Harvard’s invitation for a three-
year period, but then returned to Germany. He hoped to
secure a position in one of Germany’s more prestigious
universities, but when that was not forthcoming he
returned to Harvard in 1897. He remained there for the
rest of his career.

The laboratory did not hold Münsterberg’s interest
for long. His first book in English, Psychology and Life
(1899), was based on a series of articles in the popular
press. It gave him a taste of the role of psychological expert
and seemed to lure him into a greater public presence. On
the Witness Stand (1908), also based on popular articles,
delved into the accuracy of memory, eyewitness testi-
mony, false confessions, lie detection, and jury delibera-
tions. It is considered the pioneering book in forensic
psychology. In 1913 he published his most influential
work, Psychology and Industrial Efficiency, a book that was
popular with American managers seeking to increase effi-
ciency. Münsterberg was interested in matching worker
abilities to job requirements. He believed that psychology
possessed the tools to create that match by determining
the psychological traits required for any job and using
mental tests to identify suitable workers. In a time in
which efficiency was the watchword for American busi-
ness, Münsterberg’s book promoted opportunities for psy-
chologists in the business world, especially in advertising
and employee selection.

Münsterberg also served as a spokesperson for
German culture in the United States, a task he carried out
in books, magazine articles, letters to editors, and public
speeches. His defense of Germany’s aggression in the early
years of World War I (1914–1918) made him despised by
most Americans, including his Harvard colleagues. He
lived the last few years of his life as a social outcast, the
stress of which perhaps contributed to his death at age
fifty-three.
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MURDER
Roughly 1 in 15,000 people is murdered in the United
States each year (Stolinsky and Stolinsky 2000).
Computed over a seventy-five year life span, this equates
to a 1 in 200 chance of being murdered at some point in
an American’s lifetime (Ghiglieri 1999). Homicide rates
vary predictably from culture to culture (Wilson and Daly
1997). In the United States the rates of killing are much
higher than in many industrialized nations, exceeding
those in Canada, many western European nations, and
Japan. In many other countries, including Venezuela,
Colombia, and South Africa, homicide rates exceed those
in the United States by as much as a factor of ten (United
Nations 1998). Among those nations that currently
exhibit low homicide rates, murder rates were much
higher in the recent past, suggesting that the relative
absence of homicide is a fairly new societal invention
(Ruff 2001; Dower and George 1995). All of these
within-culture rates of homicide do not include casualties
of warfare or genocide.

The homicide rates in industrialized nations are
much lower than in many non-industrialized cultures.
Homicides account for roughly one in ten deaths of adult
men among the Huli of Papua New Guinea; one in four
deaths among the Mae Enga also of Papua New Guinea;
and one in three deaths among the Dugum Dani of the
Highlands of West New Guinea and the Yanomamo of
central Brazil (Chagnon 1988). In a 1993 study Douglas
T. Kenrick and Virgil Sheets found that homicidal fan-
tasies among people in the general population are even
more frequent than actual killings.

Despite the fact that tens of thousands of murders are
committed worldwide each year, the psychology of homi-
cide is not well understood. For our understanding of
homicide to be complete, we must explain, for example:
(1) why men are vastly overrepresented among murderers
(87 percent); (2) why men are also overrepresented among
murder victims (75 percent); (3) why women commit
some kinds of homicide more than men (e.g., infanticide
of own children); (4) why people kill in qualitatively dis-
tinct conditions, leading to predictable motives for mur-
der; and (5) why people experience murder fantasies in
circumstances that turn out to correspond closely to the
contexts in which people actually commit murder.

The majority of theories that have been used to
explain homicide were not designed specifically for that
purpose. They are general theories of behavior regarding
all crimes, or all violent crimes. For this entry these expla-
nations will be considered as they apply to murder specif-
ically. Unfortunately space limitations prevent an
exploration of all relevant theories of murder.

CULTURAL AND SOCIAL THEORIES
OF HOMICIDE

Different theories of homicide need not be competing.
They often address different levels of explanation and are
often complementary, capable of contributing unique
insight to the explanation of why a person commits 
murder.

According to 1973 and 1977 studies by Albert
Bandura cultural and social theories of homicide rely on
fundamental principles of learning theory. These theories
propose that learning from the social environment is
responsible for differences in homicide rates between
groups, including differences in men’s and women’s
propensities to kill. The specific environmental source
identified as the causal force behind murder differs from
theory to theory (Cullen and Agnew 2006; Walsh and
Ellis 2006). For example some theorists suggest disorga-
nized communities lead to crime (Bursik and Grasmick
1993; Sampson 1993; Shaw and McKay 1969); others
argue that crime is learned through differential association
with deviant peers (Akers 1973; Sutherland and Cressey
1978; Sykes and Matza 1957); while others argue that the
gap between desires for a better lifestyle and lack of legit-
imate means to fulfill them creates strain that fuels crime
(Cohen 1965; Cloward and Ohlin 1960; Merton 1938;
Messner and Rosenfeld 1994). Each of these theories
argues that murder is the product of learning by normal
people. Other theories propose that homicide is the result
of psychological dysfunction.

PATHOLOGICAL THEORIES OF
MURDER

Pathology theories of murder propose that people commit
murder when their thinking is abnormal. The causes of
cognitive malfunctions vary, as do the forms of abnormal
cognition they produce. For example suboptimal arousal
theory is based on the observation that some people have
a preference for intense environmental stimulation. Those
who feel most starved for arousal are presumed to be more
likely to engage in highly arousing thrill seeking and risk
taking activities (Ellis 1987). Criminal behaviors includ-
ing murder may be committed more often by those who
are suboptimally aroused.

Seizuring theories of crime are based on research into
the causes of epilepsy. Not all seizures lead to convulsions.
If subconvulsive seizures are located in the limbic system,
argued Dan Mungas in his 1983 article “An Empirical
Analysis of Specific Syndromes of Violent Behavior,” they
may have significant effects on emotions, sometimes
resulting in criminal behavior.

Other pathology explanations, such as the one
offered by R. J. Lueger and K. J. Gill in their 1990 study
“Frontal-Lobe Cognitive Dysfunction in Conduct

Murder
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Disorder Adolescents,” have argued that failure of the
frontal lobes to function properly may disinhibit violent
behavior. Frontal lobe damage is associated with increased
impulsivity and lack of planning ability that may con-
tribute to some murders.

Another pathology theory is rooted in the observa-
tion that one male out of every 700 to 1,000 is born with
an extra Y-chromosome, and one male out of every 500 is
born with an extra X-chromosome (Hoffman 1977). Both
genetic abnormalities result in males who score lower on
standard intelligence tests (Horgan 1993) and show an
increased likelihood of criminal behavior, including mur-
der. However these genetic abnormalities are likely to
explain only a tiny fraction of the homicides committed,
since males with an extra chromosome only constitute 1
to 2 percent of the total prison population (Witkin,
Mednick, Schulsinger, et al. 1976).

PERSONALITY DIFFERENCES AND
MURDER

Explanations of murder have not been limited to individ-
ual differences so extreme they are considered disordered.
Individual differences in personality also have been pro-
posed to contribute to the likelihood that an individual
will commit murder. For example people who score high
on measures of antisocial personality, low in conscien-
tiousness, high in neuroticism, and low in intelligence
have been shown to be more likely to engage in criminal
activities, including murder (Plomin, DeFries, McGuffin,
and McClearn 2000; Hodgins 1992; Monahan,
Steadman, Silver, et al. 2001).

Individual differences in personality may also lead to
the differential activation of cognitive mechanisms that
produce homicidal tendencies in other ways. Personality
leads people to experience the same environments differ-
ently, seek out different environments, and be excluded
from a certain subset of social environments (Rowe 1994;
1996). People with personalities that lead them to occupy
environments characterized by high levels of interpersonal
conflict may be more likely to encounter contexts that
predictably lead to murder.

Another group of explanations for murder propose
that individual differences may make homicide more
adaptive for some people in terms of evolutionary fitness.
Cheater theory argues that two alternative reproductive
strategies have evolved in human males. One type of male
is law abiding and loyal. Male cheaters, conversely, are
argued to adopt strategies of criminality, including mur-
der, in contexts of social exchange to obtain resources and
short-term mating strategies in mating relationships.

David Rowe’s alternative adaptation theory points
out that criminals typically devote more effort to mating
than they do to parenting (Rowe, Vazsonyi, and Figueredo

1997; Rowe, Vazsonyi, and Flannery 1995). Furthermore
Rowe argued that criminality is a strategy that can only
thrive when there are others to exploit. As the number of
criminals in a population increases, the effectiveness of
criminal strategies like murder will decrease.

Conditional adaptation theory attempts to integrate
adaptive individual difference theories and learning theo-
ries. It proposes that everyone has the same genetic poten-
tial to exhibit criminal behavior at birth, and early life
experiences cause individuals’ potentials to change.
Children who witness poor, unstable relationships
between their parents and live in relatively resource-scarce
environments are argued to be more likely to adopt short-
term, opportunistic mating strategies as adults and riskier
strategies for obtaining resources, including theft, vio-
lence, and murder (Belsky 1997). While the preceding
adaptive individual difference theories suggest that mur-
der may be adaptive for some people, other explanations
propose that homicide is not evolutionarily adaptive for
anyone.

According to Martin Daly and Margo Wilson in their
1988 publication Homicide, homicide may be considered
an over-reactive mistake, the by-product of evolved, func-
tional psychological mechanisms (adaptations) designed
for nonlethal outcomes. For example the behavior of a
teenage mother who abandons her newborn in a dump-
ster to die may be explained by the failure of her psycho-
logical mechanisms for parenting to engage. Despite their
contention that murder is a maladaptive by-product of
psychological adaptations, Daly and Wilson did empha-
size that an evolutionary account of homicidal behavior is
extremely important.

The previous explanations of homicide are able to
predict some characteristics of who is likely to become a
criminal and identify some broad features of situations
that may trigger criminal behavior. However they share
many of the same weaknesses, including: (1) no compre-
hensive explanation of the patterns of homicide; (2) no
predictions about when homicide, instead of some other
criminal behavior, is likely to occur; (3) no explanation for
a large number of the observed patterns of homicide; (4)
failure to provide an explanation for why people who are
not pursuing a general strategy of criminality would ever
commit homicide; (5) an inability to explain why the
majority of ordinary people report experiencing homicidal
fantasies; and (6) failure to explain the prevalence and pat-
terns of people’s homicidal fantasies.

David M. Buss and Joshua D. Duntley proposed a
new theory that humans possess adaptations for murder
that addresses these weaknesses. Although some
researchers have suggested the possibility of adaptations
for homicide (Ghiglieri 1999; Pinker 1997) and others,
such as Napoleon A. Chagnon in his 1988 article “Life
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Histories, Blood Revenge, and Warfare in a Tribal
Population,” have argued that humans may have an
instinct to kill, no other theorists have gone into depth in
exploring the likely design of adaptations for homicide
(see a notable exception dealing with warfare entitled The
Evolution of War and Its Cognitive Foundations by John
Tooby and Leda Cosmides).

Homicide adaptation theory (HAT) proposes that
natural selection could have favored murder to solve some
of the ancestrally recurrent problems that lead to conflict
with others. Homicide is unique from nonlethal solutions
to conflict because a dead competitor cannot inflict costs
on or influence the environment of his killer in the future.
According to HAT, natural selection has built in psycho-
logical processes that lead us to fantasize about murder
and, rarely, kill others when we encounter contexts of con-
flict that were successfully won by homicide in the evolu-
tionary past.

Homicide adaptation theory does not imply that
homicide would have evolved to be the preferred strategy
for each or any adaptive problem in all situations. In most
sets of circumstances the extremely high costs of commit-
ting murder would have outweighed its benefits. The the-
ory does propose that homicidal behavior was sometimes
the best of available solutions for rare combinations of
adaptive problems and circumstances, which provided
selection pressure for the evolution of homicide 
adaptations.

SEE ALSO Bandura, Albert; Crime and Criminology;
Culture; Death and Dying; Morbidity and Mortality;
Neuroscience; Punishment
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MUSEVENI, YOWERI
1944–

Yoweri Kaguta Museveni, president of Uganda, was born
“among the Banyankore Bahima nomads of south-western
Uganda in about the year 1944” (Museveni 1997, p. 1).
In 1970 he graduated with a BA in political science from
Tanzania’s University of Dar-es-Salaam. While there,
Museveni enjoyed the tutelage of the pan-Africanist
scholar Walter Rodney (1942–1980) and the Trinidadian
American civil rights leader Stokely Carmichael (1941–
1998). Museveni’s early Marxist inclinations evolved dur-
ing this period, although he is more of a nationalist cum
pragmatist than an ideologue. When the dictator Idi
Amin (c. 1924–2003) took power in Uganda in 1971,
Museveni joined the anti-Amin movement. After Amin
was overthrown in 1979, Museveni occupied several min-
isterial portfolios in two interim governments in Uganda
before a rigged general election in 1981 resulted in a sec-
ond government for Milton Obote (1924–2005).
Museveni and his National Resistance Movement (NRM)
and National Resistance Army (NRA) then launched a
protracted guerrilla war against Obote that ended in 1986
with Museveni’s takeover as president.

Upon assuming power Museveni was faced with two
daunting challenges: a collapsed state and a subsistence-
level economy. The NRM initiated several reforms geared
toward the reconstruction of the state: the institutionaliza-
tion of local councils (LCs), general elections for parlia-
ment and president, constitutional reform, the
construction of a national army, the resuscitation of civil
society, and a crusade against the HIV/AIDS pandemic.
By 1996 Museveni had reestablished statehood, security,
and relative peace, but his nineteen-year ban on political
party activity and his role in the constitutional repeal of
presidential term limits have constrained political compe-
tition and blocked the much-heralded transition to
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democracy. Political corruption among top government
officials including cabinet ministers has tarnished the
image of the NRM government at home and abroad.
Most notably, scandals such as the “ghost soldiers” deba-
cle, through which military officers were paid for nonex-
istent staff, and the importation of defective helicopters
from Belarus in 1997 earned Uganda the ignominious
rank of 113 in the Transparency International’s corruption
index. Finally, Uganda has received a lot of criticism for its
counterinsurgency tactics against the Lords Resistance
Army (LRA), a rebel group that has destabilized northern
Uganda and brutally massacred thousands.

Museveni revolutionized Uganda’s economy by
enacting liberal reforms in monetary and fiscal policy and
paving the way for a free-market economy; in particular,
the Uganda shilling was devalued and floated against
other currencies, and forex bureaus facilitated foreign
exchange. Government subsidies and state controls were
removed. Through privatization, parastatals were sold and
social expenditures cut. Finally, trade was liberalized,
deficits minimized, and inflation kept in check. However,
over 50 percent of Uganda’s recurrent expenditure is ser-
viced by donors, and notwithstanding the poverty-reduc-
tion programs such as Entandikwa, Bonna Baggaggawale
and Universal Primary Education (UPE), unequal wealth
distribution and poverty continue to be major challenges.
A small, politically well-connected clique has emerged
that is adept at rent-seeking and wealth accumulation, and
with a per capita income of about $170, in 2007 Uganda
ranks among the poorest countries in the world.

In the mid-1990s Museveni was hailed as one of a
new breed of African leaders, but his exploits in neighbor-
ing Democratic Republic of Congo (DRC), Rwanda, and
Sudan have harmed his status. Uganda’s incursion into the
DRC in 1998, ostensibly conducted to rout out anti-
Uganda rebels, became a pretext for exploiting Congo’s
wealth. In December 2005 the International Commission
of Jurists ruled that Uganda had violated Congo’s sover-
eignty and plundered its natural resources, and it identi-
fied top Ugandan military officers, including the
president’s brother, Salim Saleh, as culprits. Relations
between Uganda and Rwanda deteriorated as the two
sought control over the mineral-rich area of eastern
Congo. Until recently, Uganda has perennially accused
Sudan of providing safe haven to the LRA. Sudan in turn
has blamed Uganda for supporting the Sudan Peoples
Liberation Army (SPLA). Thus the off-and-on relations
between Kampala and Khartoum have been shaped by
these cross-border conflicts.

Museveni has been at the vanguard of reestablishing
the East African Community (EAC). Although the EAC
is still in its infancy, he can be credited for providing
strong leadership by speaking to the virtues of an

expanded and integrated regional market. The jury is still
out with regard to the success of the EAC, and only his-
tory will determine the achievement of Museveni’s states-
manship in the region.

SEE ALSO Amin, Idi
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MUSIC
The study of music from a modern social scientific per-
spective has a distinguished history, reaching back to Jean-
Jacques Rousseau’s 1781 Essay on the Origin of Language
(1998). Major advances include the development of com-
parative musicology by nineteenth- and early-twentieth-
century scholars such as Erich von Hornbostel, Alexander
Ellis, Carl Stumpf, and Curt Sachs; Max Weber’s path-
breaking work on musical “rationalization” during the
emergence of European capitalism in The Rational and
Social Foundations of Music (1921); the close attention
paid to music (both “classical” and “popular”) and to the
mass mediation of music by Theodor Adorno and other
associates of the Frankfurt School of critical theory; and
the development of ethnographic musical anthropology
(often wrongly subsumed under the history of ethnomu-
sicology in contemporary intellectual histories) by George
Herzog, Melville Herskovits, David McAllester, John
Blacking, Alan Merriam, and Steven Feld from the mid-
twentieth century onward. Sociological approaches to
music have proliferated in many national traditions in the
twentieth century, and include such distinctive disciplines
as ethnomusicology, ethnographic musical anthropology,
the sociology of music, folkloristics, the psychology of
music, popular cultural studies, and so-called “new” (his-
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torical) musicology; even the discipline of music theory
has begun to grapple with cultural and social perspectives
on sound structure and musical meaning. And music has
become an important focus for cultural analysis in disci-
plines such as comparative literature, working-class stud-
ies, sociology, media studies, performance studies, gender
and sexuality studies, race and ethnic studies, and many
area studies traditions.

Given the heterogeneity of these approaches and dis-
ciplines, it is challenging to summarize a paradigmatic
contemporary view of music as such—that is, as an object
of specifically sociological inquiry. Even limiting consider-
ation to the approaches prevalent in the Euro-American
academy in the early twenty-first century would require
separate considerations of approaches from anthropology
(see Feld and Fox 1994), ethnomusicology (see Ellingson
1992), popular cultural studies, historical musicology, and
psychology. A survey of the broad claims and premises of
these approaches, however, suggests important points of
consensus.

Chief among these is that music is not only, or even
primarily, a sonic phenomenon that can be considered
apart from human social action. Most modern approaches
to music as an object of social inquiry begin with the
premise that the object of such inquiry must be what
musicologist Christopher Small (1998) calls musicking—
that is, the active making of musical sound and interpre-
tation by socially situated agents. Whether this active
process is viewed as a behavioral or mental phenomenon,
or as primarily mediated by language, the sociological
study of music broadly rejects a central principle of elite
Western musical aesthetics that long dominated the
humanistic study of music. This principle asserts the
autonomy of (specifically, “art” or “classical”) music from
social life, and typically entails the hypostatization of the
“work” of musical art, often represented by a written text
(“score”) that describes a phenomenologically specific
sonic musical “structure,” unrelated to the social organiza-
tion of its creators’ lifeworlds, or the music’s social “con-
text,” and distinctive from any actual instantiation of the
musical work in performance. In the traditionally human-
istic music disciplines, as in the traditionally natural scien-
tific ones, musical structure has been primarily explained
in terms of principles of human neurobiology and cogni-
tion, or abstract mathematical models of formal systems,
or histories of stylistic influence that are described as
largely independent of social or cultural determinations,
or in terms of particular individualistic (or conversely,
aculturally universal) psychological characterizations of
composers, performers, and listeners.

In contrast, the core premise of almost all sociomusi-
cal approaches is the claim that there must be determinate
relationships between music as sound structure and the

“social structure” of musical activity in particular, or more
generally the social structure of the human communities
in which particular idioms and genres of musicking take
place. The anthropologist John Blacking famously and
influentially described this relationship as one between
“humanly organized sound” and “soundly organized
humanity” ([1974] 1995), while anthropologist Alan
Merriam offered a succinct and widely cited model for the
sociological study of music as the mediation of “concept,
behavior, and sound,” with all three abstractions rooted in
a “cultural context” of community-specific functional val-
ues (1964). Merriam described the aims of musical
anthropology as “the study of music in its cultural con-
text,” which he later revised to become “the study of
music as cultural context” (1964, 1977). Alan Lomax
developed a systematic approach to the study of formal
patterns of relationship between “folk” music “song struc-
ture” (broken down into codified descriptions of perfor-
mance techniques and aesthetic ideals) and social struc-
ture (defined as a bundle of functional traits characteristic
of particular forms of social organization, such as egalitar-
ian or hierarchical political structures) (1962).

Interpretive and phenomenological traditions of the-
orizing “culture” reshaped Euro-American sociomusical
scholarship in the 1970s and 1980s, influenced by devel-
opments in cultural Marxism and popular cultural stud-
ies, interpretive anthropology, semiotics, folkloristics, and
linguistic anthropology. Most contemporary sociomusical
scholars tend to describe principled relationships between
abstracted sonic and social structures in terms of media-
tion rather than in terms of correspondence, homology, or
determination. Steven Feld (1984a, 1984b, 1988) and
Thomas Turino (2001), among others, have stressed the
complexity of this mediation, applying semiotic and com-
munication theory to characterize the principled relation-
ships that might obtain between sonic and social
structures.

But despite this diversity of approaches, the key prob-
lem in sociomusical scholarship has been, and remains,
the question of music’s social essence: How does musical
practice, understood as comprising sonic, conceptual, and
behavioral dimensions, either reflect, determine, or medi-
ate social life? What kind of analytic purchase does music
provide on “sociality” or “culture” that is not provided by
analyzing language or other modalities of human practice
and communication? And how might the social functions,
meanings, and values enacted in specific forms of musical
practice be understood as providing the basis for a general
social theory that would explain why it is a fact that all
humans make music? These are ultimately comparative
questions that presume a universal basis for a diverse range
of human practices, the boundaries of which remain
poorly understood or even described, especially when
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compared with the massive advances in addressing these
same questions for language in linguistic theory.

Several major empirical and methodological foci have
been central to the efforts of ethnomusicologists, musical
anthropologists, and other sociomusical scholars to
address such questions systematically. Among these foci,
the most important have been the mutual embeddedness
of music and language in song (see Feld and Fox 1994);
the inextricable association between music and emotional
or affective dimensions of culture; and the nexus of music
and ritual (also generally understood to include dance,
poetic language, and other forms of the patterned com-
municative embodiment of social experience and ideol-
ogy). A final major focus that has emerged as central in
recent years is a questioning of the adequacy of conceptual
distinctions between “folk,” “art,” and “popular” musics,
with the last category grounding an increasingly forceful
critique of the investment of Western musical disciplines
in an ideologically narrow conception of musical meaning
and value. Beyond that, the turn to popular music as not
only a legitimate object of sociomusical inquiry, but as
perhaps the most important musical expression of “mod-
ern” societies has reshaped contemporary sociomusical
thought profoundly.

Many contemporary sociomusical scholars challenge
the longstanding ideological and analytic delimitation of
“folk” musics as functional and communal and fundamen-
tally face-to-face and oral forms of expression detached
from the political and economic logics of capitalist moder-
nity, a delimitation bound up in the nationalist projects of
nineteenth-century folkloristics (an important ancestor of
contemporary ethnomusicology, which remains very much
concerned with questions of culture as a symbol of political
identity, rather than culture in the anthropological sense of
a way of life or system of values). Increasingly, many
sociomusical scholars also challenge the delimitation of
“art” musics—and their partial exemption from sociomusi-
cal study—as autonomous and individualistic idioms unre-
lated to the functions of folk and popular musics. Many
contemporary sociomusical scholars, including an increas-
ing number of musicologists concerned primarily with
interpreting the Western “art” musical canon, as well as eth-
nomusicologists and anthropologists who write about non-
Western “art” musical traditions such as Hindustani music
(Neuman 1990), increasingly describe “art” musics not in
terms of their transcendence of mere social function or cul-
tural symbolism, but in terms of specific systems of elite
patronage and labor organization that arise when wealthy
and cosmopolitan classes and societies are able to support
music as a specialized form of economic activity and leisure
practice, and thus to support the making of music as a pro-
fession. Such a characterization, which eschews the idea
that “art” musics are distinguished from other musics by
their degree of autonomy from social life, makes the dis-

tinction between “art” musics and “popular” musics largely
one of degree, because “popular” musics are generally
understood primarily as products of a commercial process
of mass mediation and economic exchange in the service of
such non-aesthetic social functions as symbolizing ethnic,
generational, and nationalistic political identities, earning a
profit (the industrial apparatus of popular music produc-
tion has been extensively studied since by sociologists in
recent years), and providing a pleasurable leisure experience.

Conversely, many sociomusical scholars have been
concerned to show the high levels of artistry and individ-
ual expressive genius characteristic of “folk” and “popular”
musics, increasingly with the aid of music theorists now
attempting to describe the particular dimensions of com-
plexity and aesthetic significance in “popular” musics,
which are often refractory to theoretical models designed
to elucidate the structural complexity of (especially
Western) “art” musics. But the overwhelming thrust of
contemporary sociomusical scholarship has been to
breach the wall separating the study of music as an elite
“art” and the study of music as a fundamental human
activity, which in modern societies has come to mean an
activity imbricated with commerce and modern social
functions.

Recent developments in sociomusical scholarship,
heavily influenced by popular music studies, have
advanced the enormous significance of modern musical
and communications technologies for a vast range of con-
temporary musical practices, focusing on the diverse ways
technological mediation shapes and is shaped by commer-
cial, aesthetic, political, and cultural imperatives.
Ethnomusicology in particular has focused on the emer-
gent category of world music and, in turn, the central
modern social scientific subject of cultural, economic, and
political globalization, a focus that brings together per-
spectives on “art,” “folk,” and “popular” musics under the
umbrella of a broader theory of cultural modernity and
the global circulation of musical commodities and styles
(see Stokes 2004). This turn has engendered a strong cri-
tique of the ideological history of established sociomusical
concepts (as much as musicological ones), such as the
premise of a universal human musicality or the premise of
an “authentic” or “unmediated” mode of human musical
experience that is not determined by particular social his-
tories and cultural systems.

Inarguably, the sociological study of music, despite a
long history of systematic work, is still in its theoretical
infancy, and remains a less widely institutionalized tradi-
tion of thought than parallel humanistic and natural sci-
entific traditions. However, the influence of sociomusical
theory on those traditions has grown substantially since
the mid-twentieth century, and increasingly it has become
fundamental to contemporary interdisciplinary musical
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thought, in the process sharply revising many deeply
entrenched ideologies of musical value and assumptions
about music’s essential sociality.

SEE ALSO Bluegrass; Blues; Calypso; Classical Music;
Distinctions, Social and Cultural; Ethnology and
Folklore; Ethnomusicology; Hip Hop; Jazz; Music,
Psychology of; Popular Culture; Popular Music;
Reggae; Rock ’n’ Roll; Rousseau, Jean-Jacques; World
Music
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MUSIC, PSYCHOLOGY
OF
The psychology of music is a field of scientific inquiry
studying the mental operations underlying music listen-
ing, music-making, dancing (moving to music), and com-
posing. The field draws from the core disciplines of
psychology, cognitive science, and music, and music-
related work in the natural, life, and social sciences. The
most prominent subdiscipline is music cognition, in
which controlled experiments examine how listeners and
performers perceive, interpret, and remember various
aspects of music.

The field traces its origins to experimentation with
musical instruments in ancient Greece and China.
Aristoxenus (364–304 BCE) argued that one should study
the mind of the listener, not merely the collection of
sounds impinging on the ear. Descartes, Galileo, and the
eighteenth-century French composer Jean-Philippe
Rameau, among others, were interested in musical scales
and questions of consonance and dissonance (i.e., pleas-
ant/unpleasant sound combinations). In the late 1800s,
the German physicists Hermann von Helmholtz and
Gustav Fechner, and the German psychologist Wilhelm
Wundt, applied modern scientific methods to study musi-
cal experience. The Gestalt psychologists (e.g., Christian
von Ehrenfels and Max Wertheimer) asked how a melody
retains its identity under transposition, that is, with all
component pitch or duration values changed but their
relations preserved. In the early twenty-first century,
music psychology is experiencing a renaissance, with an
exponential increase in scholarly activity over the preced-
ing century (700 papers were published in 2006). This
surge of interest follows increasing communication across
scholarly disciplines, the emergence of cognitive psychol-
ogy in the 1960s, and new technologies that facilitate the
preservation, presentation, and manipulation of sound
(e.g., magnetic tape, hard disks, computers, digital signal
processing).

Prominent lines of research include: (1) perception
and cognition (e.g., perceptual thresholds—the smallest
perceptible differences in pitch, loudness, etc.; memory
for musical attributes such as melody, rhythm, timbre,
etc.; attention and perceptual organization including
fusion/separation of voices and instruments); (2) develop-
ment (how music behaviors change across the life span);
(3) performance, motor planning, and the attainment of
expertise; (4) assessment and predictors of musical ability;
(5) the role of music in everyday life; (6) disorders of
music processing; (7) cross-cultural similarities and differ-
ences; (8) the impact of music training on nonmusical
domains; (9) education (how best to teach music); and
(10) the biological and evolutionary basis of music.
Scholars in the field have taken increased interest in musi-
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cal emotion, music-language comparisons, and neural
substrates of musical behaviors, the assessment of the lat-
ter in particular having been made possible by advances in
neuroimaging.

The media-promoted notion that passive exposure to
classical music (especially Mozart) enhances intelligence is
exaggerated. The original research suffered from inade-
quate controls, with the effect being attributed to arousal;
and equal short-term benefits have been seen from listen-
ing to books on tape or performing any mentally stimu-
lating task prior to taking cognitive tests. Modest
long-term benefits on academic performance have been
linked to systematic or formal music training, perhaps
because such training incorporates components of school-
based learning. Some studies—and some anesthesiolo-
gists—have noted that listening to music reduces pain and
stress (probably by distraction effects or by increasing
endorphins and dopamine) and increases feelings of well-
being and social relatedness.

A central controversy is music’s historical and neu-
roanatomical relationship to language. Some cross-cul-
tural similarities in the structure of music (e.g., octaves,
scales) and in music processing probably arise from cogni-
tive constraints; these remain to be identified, but cross-
species studies are revealing innate constraints.

A long-standing problem affecting public policy (and
the distribution of educational opportunities) is how to
identify musical aptitude, or the potential to acquire
musical expertise. Some scholars contend that genetic
variations primarily underlie musical ability or talent,
whereas others dispute this, arguing instead that high lev-
els of music achievement are primarily attributable to the
combined effects of motivation and effort. Impediments
to progress on this issue include difficulties defining musi-
cal talent, quantifying performance for component skills
(rhythm, pitch, melody, harmony), and their manifesta-
tions in complex domains such as performance, interpre-
tation, and composition.

Much of the neural basis for music perception and
cognition remains obscure, particularly at the level of the
cerebral cortex. The stability of pitch over large dynamic
ranges, how multiple instruments and voices are sepa-
rated, the creation and violation of musical expectancies,
and how melodies are recognized under transposition,
remain unsolved.

Comparatively little work has been conducted out-
side of Western musical contexts. The relation between
music and culture, and the evolutionary origins of music,
remain relatively understudied. Prominent ongoing
inquiries concern the social psychology of music—the
influence of peer groups, music and ritual, trance states,
and automatic (machine) recognition of music and style;
and identifying the neural substrates of musical behaviors.

SEE ALSO Classical Music; Cognition; Culture; Education,
USA; Music; Neuroscience; Popular Music; Social
Psychology
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MUSLIMS
Muslims are the second-largest religious group in the
world, after Catholics (Saenz 2005). The group is racially
and ethnically diverse, but the Muslim identity has taken
on racial connotations at various points in U.S. history,
most recently after the terrorist attacks on the World
Trade Center in New York City and the Pentagon build-
ing near Washington, D.C., on September 11, 2001.
Although the racialization of a religious identity is not a
new phenomenon—for example, Jews experienced an
identity change during and after the Holocaust—the
impact of this transformation and increased “otherization”
of Muslims and Muslim Americans has profound impli-
cations for a group that is seen as both a religious and 
a cultural threat to the mostly white, Christian U.S. pop-
ulation.
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BELIEFS AND PRACTICES

Currently, over a billion Muslims live in Europe, Asia,
Africa, and North America. There are roughly forty-four
Islamic countries in the world today. Although Muslims
vary in their particular religious practices and cultural
beliefs from region to region, the majority follow the same
basic tenets of Islam (Esposito 1998).

Islam is one of three Abrahamic religions, along with
Christianity and Judaism, that trace their communities
back to the biblical Abraham. The basic teachings of Islam
were said to have been revealed to Muhammad (c.
570–632), the final prophet, and collected and recorded
in the Qur’an. Muslims rely on the Qur’an for the funda-
mental Islamic teachings and guidelines for their lives.
Aside from the teachings in the Qur’an, Muslims also
believe that Muhammad led an exemplary life that all
Muslims should attempt to emulate. These examples can
be found in the hadith, the documented reports of the
prophet’s life, which Muslims also rely on for spiritual and
practical direction.

In addition, every Muslim is required to follow the
five pillars of Islam—obligatory practices outlined in the
Qur’an (Nasr 2003). The first of these is the profession of
faith, where a Muslim declares, “There is no god but God
and Muhammad is the messenger of God,” emphasizing
the monotheistic nature of the religion (Esposito 1998, p.
68). In making this declaration, a person becomes a
Muslim. The second pillar is prayer, or salat. Muslims are
instructed to pray at specific times, five times a day.
Prayers begin with the azan, the call to prayer, followed by
an ordered series of recitations from the Qur’an in con-
junction with bowing and prostrations toward the direc-
tion of Mecca. Zakat, the third pillar of Islam, is a
religious tax required of those who have enough money to
give to the poor and needy. Giving of alms is not volun-
tary, but rather a duty defined by sharia, or Islamic law.
Fasting during Ramadan is the fourth pillar of Islam.
Every year, Muslims are required to fast from sunrise to
sunset during the Islamic month of Ramadan, based on
the lunar calendar. According to John Esposito (1998),
this is a time for Muslims to reflect on their spiritual
beliefs and gratitude for good health and wealth, and to
remember their duties toward those who are less fortunate
than themselves. The final pillar of Islam is pilgrimage, or
hajj. During the twelfth month of the Islamic calendar,
Muslims who are physically and financially able are
required to perform the pilgrimage to Mecca; this needs to
be done only once in a person’s lifetime. Once in Mecca,
Muslims perform a series of rituals such as circling the
Ka‘ba (House of God) while reciting verses from the
Qur’an. According to Seyyed Nasr “hajj signifies a return
both to the spatial center of the Islamic universe and to

the temporal origin of the human state itself ” (Nasr 2003,
p. 95).

ISLAMIC CIVILIZATIONS

Islamic civilization grew rapidly after the death of
Muhammad in 632. Over the course of the century begin-
ning around 600 CE, an Islamic Empire spread to occupy
what was once known as Arabia, Central Asia, North
Africa, and parts of Europe. Throughout the next few cen-
turies, Islamic imperialism had a profound effect on the
arts, sciences, and philosophy. Many scholars note that
during this time Islam advanced beyond predominantly
Christian Europe in many areas, including trade and com-
merce, exemplified by the urban centers that popped up
all across the Islamic Empire (Turner 1995; Esposito
1998; Nasr 2003). Islamic scholars greatly contributed to
the progress of math and science, expanding on Greco-
Roman geometry and advancing algebra and trigonome-
try. Universities and academies flourished in Islamic
countries. Nonetheless, although Islamic contributions
were significant, they are often overlooked in Western cul-
tures. The Enlightenment brought about a positivist view
of the world that refuted religious explanations, ignoring
the contributions of Islamic civilizations while promoting
eurocentric scientists and artists.

SECTS OF ISLAM

Islam has never been a homogenous or unified religion.
During the era of Islamic imperialism there were vast dif-
ferences in Islamic practices and the development of
Islamic cultures. The best known sects today are Sunni
Islam, Shiism, Sufism, and the Nation of Islam.

Sunni and Shiite Islam Sunni Muslims constitute the
majority of the roughly one billion Muslims in the world
today; Shia comprise the second-largest Islamic sect. After
Muhammad’s death a schism occurred over who should be
the next caliphate, or leader of the Muslims. Abu-Bakr
became the first caliphate after Muhammad, followed by
Umar, Uthman, and then Ali (the son-in-law and cousin
of Muhammad). The Shia believe that Ali should have
been the first caliphate because of his blood relation to
Muhammad. Sunnis practice a more decentralized version
of Islam than the Shia, which does not require one reli-
gious authority, but relies instead on a community of
learned religious scholars and the standard religious texts.
Thus, Sunnis are more literalist than Shia when interpret-
ing the Qur’an and hadith. Shia follow the Qur’an too,
but they rely on imams, religious leaders, who they see as
divinely guided by God to help them interpret the
Qur’an. Thus, they follow a more authoritarian form of
Islam compared to Sunnis, who are more communitarian
in their practice.
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Sufism Sufis follow a very different version of Islam than
Sunnis and Shia. Whereas Sunnis are more literalist in
their interpretation of the Qur’an, the Sufis’ interpretation
is more symbolic and allegorical, and their religious prac-
tices are often described as mystic. Sufism developed out
of a desire to return to a purer and more spiritual version
of Islam as a reaction to the corruption that Sufis felt had
became rampant during imperialist Islam. Hence, Sufis
embrace an ascetic way of life and reject materialism in an
attempt to return to the lifestyle of Muhammad’s time.
Sufism focuses particularly on God’s love and meditation.

The Nation of Islam The Nation of Islam is a newer sect
of Islam, introduced to African Americans in the 1930s
through Wallace D. Fard (1891?–1934?) and then made
popular in the United States by Elijah Muhammad
(1897–1975). Fard took passages from both the Bible and
the Qur’an and preached a religion that encouraged black
liberation, using messages from Islam about brotherhood
and social justice to encourage African Americans to reject
the domination of their white oppressors. Elijah
Muhammad took over leadership of the Nation of Islam
after Fard disappeared in 1934. He claimed that Fard was
Allah (the Arabic word for “God”), and that he was his
messenger. It was during Muhammad’s leadership of the
Nation of Islam that the sect welcomed the most conver-
sions, due to the popularity of one of Elijah’s disciples,
Malcolm Little, or Malcolm X (1925–1965), and the
racially charged climate of the 1960s in the United States.
As the civil rights movement gained momentum, the
Nation of Islam offered an alternative to African
Americans who lived in mostly poor urban areas and who
felt that their immediate issues and needs were not being
addressed by the leaders of the mainstream movement.
The Nation of Islam lost members in 1964 after the split
with Malcolm X and the passage of the Civil Rights Act,
and suffered a further decline in membership after the
death of Elijah Muhammad in 1975. Elijah Muhammad’s
son Warith Deen Muhammad (b. 1933) succeeded him
and converted to Sunni Islam, taking many leaders with
him and leaving the Nation of Islam under the leadership
of Louis Farrakhan (b. 1933).

MUSLIMS AFTER SEPTEMBER 11,
2001

The events of September 11, 2001, had an impact on
Muslims around the world. Since then, both Afghanistan
and Iraq have been invaded by the United States with the
support of a number of allies. In the Euro-American media,
anti-Muslim rhetoric demonstrates a simplified and reduc-
tionistic understanding of Islam and its followers rather
than depicting the various political and cultural particu-
larities of Muslims from different Muslim countries.

Moreover, Muslims are often portrayed as a homogenous
group fanatical in their religious beliefs, and either partici-
pants in, or supporters of, terrorism. Muslims in the United
States face increasing racism through racial profiling and
the perpetuation of negative stereotypes in the media. Jack
Shaheen’s Reel Bad Arabs (2001) identified roughly 900
American movies from the 1900s through the early 1990s
in which Muslims and Arabs have been negatively stereo-
typed. Because these images are so long-standing, they s
eem to Americans to be “normal,” “natural” attributes of
Muslims, and this has led to public and political support for
the creation and implementation of racist laws and policies
such as the U.S. Patriot Act, which has curbed the civil
rights of Muslims in the United States and spurred military
action against Muslim-majority countries.

The United States is not the only country where
Muslims face racism and persecution due to misunder-
standing of their culture and religious beliefs. In France,
Muslim girls are forbidden from wearing the hijab (head-
scarf ), and in 2005 a Danish newspaper published a polit-
ical cartoon that depicted Muhammad as a terrorist. Acts
of violence by Muslims are stripped of their political moti-
vations and reduced to religious fanaticism; images of
Muslims as violent terrorists perpetuate an already anti-
Muslim ideology that Islam is a threat to both modernity
and a democratic world. In truth, Islam is not a mono-
lithic religion; Muslims vary in their cultural makeup,
political views, level of religiosity, and in the type of Islam
that they choose to practice.

SEE ALSO Enlightenment; Fundamentalism, Islamic;
Islam, Shia and Sunni; Jihad; Muhammad;
Mysticism; Orientalism; Pan-Arabism; Racialization;
Racism; Religion; September 11, 2001; Stereotypes;
Terrorism
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Saher Selod
David G. Embrick

MUSSOLINI, BENITO
1903–1945

Universally recognized as the founder of fascism, Benito
Mussolini remains an enigmatic figure about whom his-
torical interpretations differ. He was born in Predappio,
Italy, on July 29, 1883, and died in Mezzegra on April 28,
1945. Before 1935 world opinion viewed him as the per-
son who had saved his country from communism and
revived its fortunes, and Italian fascism had many imita-
tors. After World War II Mussolini’s reputation changed
from that of a savior to that of an inept and brutal dicta-
tor, if not a clownlike figure. From the historiographical
viewpoint it took until the 1970s for more serious inter-
pretations to emerge.

THE EARLY YEARS

The son of a socialist blacksmith and a devout Catholic
schoolteacher, Benito Mussolini was born in the
Romagna. He exhibited violent tendencies as a youth and
alternated between social interaction and withdrawal. In
an attempt to impart discipline to her son his mother sent
him to a Catholic boarding school, but Mussolini rebelled
against the harsh discipline and resented the discrimina-
tion against the poorer students.

Even at that early age Mussolini called himself a
socialist, and it was through his socialist contacts that he
found a teaching position in 1902, which he had to leave
because of a scandalous love affair. He spent time in
Switzerland and Trent writing for Italian socialist newspa-
pers. He avoided the draft at first but later fulfilled his
military obligations and spent several years teaching.

Between 1906 and 1912 Mussolini established a
national reputation as the leader of the Socialist Party in
Forlì and as a journalist. During that period the Italian
Socialist Party was split between reformists and revolu-
tionaries such as Mussolini who believed in violence. In
1911 Italy declared war on Turkey over Libya. Mussolini
was arrested and jailed for blocking troop transports. At
the Congress of Reggio Emilia in 1912 he successfully
proposed the expulsion of old and respected reformists.
He later became editor of Avanti!, the socialist daily news-
paper, infusing it with a violent tone, greatly expanding its

circulation, and increasing party membership. In June
1914 his calls for revolution seemed to come true with a
serious revolt in the Romagna known as Red Week.
However, when the movement collapsed, Mussolini lost
his belief in a revolution driven by Marxist principles but
retained his faith in revolution as a goal in itself.

POLITICAL ASCENDANCY

When World War I broke out, Mussolini supported the
Italian Socialist Party position favoring neutrality but
soon changed his mind because he thought the war would
produce a revolution. The party expelled him, and
Mussolini accepted financial support from industrialists
to found his own newspaper, Il Popolo d’Italia, leading
socialists to charge that he had betrayed their cause.

Mussolini participated in the conflict as a corporal
and was wounded. After the war he created a movement
that he considered both socialist and nationalist. The new
movement took the name fascist from a meeting of his
supporters organized as the fasci di combattimento in
Milan on March 23, 1919.

The fascists presented themselves in the 1919 elec-
tions with a radical program but did not elect anyone. In
1919 and 1920 violence by leftists advocating a revolution
divided Italy. Nationalist groups fought the leftists in the
streets, and fascist squads, known as the Black Shirts
because of their distinctive uniform, distinguished them-
selves for their violence. They gained support in rural
areas, where returning peasant soldiers who had been
promised land threatened large landholders. In the cities
strikes and fighting raged as the country struggled to
return to a peacetime economy amid unemployment and
business crises. The fascists received support from 
moneyed interests and abandoned their 1919 program.

In 1921 and 1922, leftist influence in the country
declined and the Socialist Party split into three major
groups—revolutionaries, reformists, and communists—
that were unable to resist the fascists. In that situation of
political instability traditional politicians refused to lead
the country. On October 28, 1922, the fascists marched
on Rome and King Victor Emanuel III refused to sanction
martial law because he feared civil war. He offered the post
of prime minister to Mussolini, who promised to bring
stability and peace to the country.

Mussolini’s first government included fascists in the
most important posts and received a vote of confidence
even though the parliament included only thirty-five fas-
cist deputies; the majority assumed that it could vote the
government out. In the 1924 elections the fascists received
a majority as a result of widespread intimidation.
Giacomo Matteotti, a socialist deputy, denounced the vio-
lence and called for new elections but was murdered. That
event caused a crisis in the country that the opposition
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could not exploit because Mussolini retained the king’s
support. Between 1925 and 1929 Mussolini altered
Italian institutions and successfully set up a dictatorship.

Known as the Duce, Mussolini established a one-
party state, brooked no political opposition, and created a
secret police, although he controlled the country through
the established police forces. Many Jews supported his
regime, and there was no official anti-Semitism until
1938, when, to the surprise of many people, racial laws
were enacted. In the economic sphere Mussolini followed
traditional policies until the Great Depression. Later he
worked through nonfascist economists to establish an
innovative state holding company (IRI) that rescued fail-
ing companies to save the economy. The fascists also
established a corporate state, which divided the national
economy into sectors run by institutions in which
employers and employees were represented; in practice,
however, employers had control. Both strikes and lockouts
were prohibited.

In foreign policy Mussolini talked tough but was too
weak to act unilaterally. In 1934 he stopped Hitler from
absorbing Austria. The failure of the Allies to provide
what he considered a proper reward led him gradually to
support Hitler because he believed that he could exploit
the balance of power that was emerging in the interwar
period. His invasion of Ethiopia and intervention in the
Spanish Civil War enmeshed him with Hitler, and he later
proved unable to resist Hitler’s embrace. Under
Mussolini’s leadership and against the advice of his foreign
minister, Italy entered into the “pact of steel” with
Germany on May 22, 1939. This agreement assumed that
war would break out in three years and obliged both
countries to coordinate their military action and eco-
nomic production.

THE OVERTHROW

When World War II broke out before three years had
passed, Mussolini declared Italian neutrality but then,
convinced that Germany would win, entered the war on
its side despite Italian military unpreparedness. The poor
performance of his nation in the conflict and the invasion
of Sicily in 1943 led to the overthrow of the Duce.
Mussolini was imprisoned but freed in a daring German
rescue. The Germans brought him to northern Italy to
head the Italian Social Republic as the Allies fought their
way up the Italian peninsula. He tried to flee with the
retreating Germans at the end of the war but was recog-
nized by Italian resistance fighters, handed over by the
Germans, and shot. His body, along with that of his mis-
tress, was hung by its heels at a gas station in Milan and
exposed to mob violence.

A small Italian neofascist party survived the war. That
movement later became more moderate, shed its extrem-

ist elements, and participated in the parliamentary struc-
ture of the Italian republic that replaced Mussolini’s
regime.

SEE ALSO Authoritarianism; Colonialism; Dictatorship;
Fascism; Hitler, Adolf; Left and Right; Personality,
Cult of; Revolution; Socialism; Spanish Civil War;
World War I; World War II
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MUTH, JOHN
SEE Efficient Market Hypothesis; Expectations, Rational.
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DESTRUCTION
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SEE Farsightedness.

MYRDAL, GUNNAR
1898–1987

Gunnar Myrdal, a Swedish economist and 1973 Nobel
Prize winner for his early work on monetary theory, made
major contributions to macroeconomic theory, interna-
tional economics, development economics, economic
methodology, and social and economic policy. He was a
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critic of mainstream neoclassical economics and a propo-
nent of institutionalist economics.

Myrdal’s early work on money was theoretical in
nature. As a leading contributor to the Stockholm school,
he followed Knut Wicksell’s (1851–1926) cumulative
process analysis, in which cumulative inflation occurs
when banks hold the loan rate of interest below the natu-
ral rate of interest (at which saving out of full-employ-
ment income is equal to investment), resulting in a high
level of investment demand. In a 1931 work (published in
English in 1939 as Monetary Equilibrium), Myrdal exam-
ined the implications of banks maintaining a high loan
rate, which results in low investment, low aggregate
demand, and unemployment. This analysis is sometimes
seen as a precursor of Keynesian analysis. However, it
focuses more on expectational issues and dynamics rather
than on equilibrium with unemployment, which is
arguably central to Keynesian analysis.

Following this, Myrdal and his wife, Alva, became
actively involved with politics and policymaking, playing
a major role in the creation of the Swedish welfare state in
the 1930s. In the 1940s Myrdal served in the Swedish par-
liament, as chairman of the Planning Commission, as
minister of Trade and Commerce, and as executive secre-
tary of the United Nations Economic Commission for
Europe.

Following his purely theoretical work on money, his
scholarly contributions became increasingly critical of
mainstream neoclassical economics, leading him to adopt
what may be called the institutionalist approach. In addi-
tion to giving real-world institutions a central role in his
analysis, Myrdal’s approach emphasized the role of values
and the importance of noneconomic factors. He saw an
interdependence between economic and noneconomic
factors, and criticized the neglect of noneconomic factors
by most economists. In addition, he was critical of the
tendency of many economists to hide their values under
the guise of objectivity, and he argued that economists
should make their value premises explicit; his own values
emphasized equity and concern for the poor and the
underprivileged, in addition to efficiency. Although these
aspects of his writings mark a departure from his earlier
work, his emphasis on cumulative processes and dynam-
ics, in contrast to the static equilibrium analysis of neo-
classical economics, reveal continuity.

In his An American Dilemma (1944), Myrdal applied
the cumulative causation approach to the study of race
relations in the United States, explaining discrimination
and the poor conditions of African Americans in terms of
the interplay of low opportunities, low incentives, and
hence low effort (for instance, in obtaining a better edu-
cation). In Economic Theory and Under-developed Regions
(1957), he examined the problem of inequality among

nations, and explained increasing international inequality
in terms of cumulative causation. He pointed out that
although there are spread effects from rich to poor coun-
tries—due, for example, to economic expansion in the
former increasing the demand for products from the lat-
ter—backwash effects, involving increasing returns and
external economies leading to a high level of profitability
in rich countries and the siphoning of capital from poor
countries, tend to outweigh them. While the cumulative
causation concept provides a fruitful approach to analyz-
ing vicious circles and rising inequality, it is problematic
because it does not distinguish between unstable cases and
situations in which the cumulative process converges to a
stable equilibrium.

Myrdal’s monumental three-volume Asian Drama
(1967) provides an excellent example of the institutional-
ist, interdisciplinary approach to the study of the prob-
lems of less-developed countries. Among the many
contributions of this work are: the analysis of the implica-
tions of dysfunctional land tenure systems, such as share-
cropping, on agricultural productivity and growth; the
crisscrossing of interest groups based on caste, religion,
and economic status, which stands in the way of organiz-
ing the poor in favor of land reforms; and the concept of
the “soft” state that is unwilling to employ coercion to
implement its declared policy goals, reflecting the power
structure and the gap between the declared and real inten-
tions of the state (rather than its gentleness).

Myrdal’s analysis of economic problems caused him
to question the ability of the market to produce equitable
growth and development. This view, and his concern for
economic and social justice, made him a strong advocate
of interventionist government policies and planning. He
was also in favor of applying the concept of the welfare
state to the world as a whole, for instance, through
increases in foreign aid to poor nations. However, his dis-
cussion of soft states and his criticism of foreign aid
because of its diversion to corrupt politicians suggest that
he was not blind to the problems of the interventionist
approach.

SEE ALSO American Dilemma; Cumulative Causation;
Stockholm School
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Amitava Krishna Dutt

MYSTICISM
It is a major premise of the mystical traditions that it is pos-
sible for humanity to come into direct contact with the one
God, the one Goddess. These traditions can be found in
many places and in many eras. This entry provides a brief
introduction to this profound area of human experience.

One such tradition can be found in the Holy
Kabbalah, which embodies the mystical, esoteric teachings
of the Jewish faith. Its primary glyph is the tree of life,
which is a complex symbol that represents both the micro-
cosm and the macrocosm (the symbol of which is the Star
of David—a hexagram uniting two triangles). The tree is
composed of ten emanations of God, called sephira, and
twenty-two connecting paths that correspond to the
twenty-two letters of the Hebrew alphabet. Each sephiroth
is associated with a different vision experience. The two
greatest of these visions are the vision of God face-to-face
and the vision of union with God. It is interesting to note
that even Moses, who received the Ten Commandments
on Mount Sinai, was denied the vision of God face-to-face.
He was only allowed to see his “hind parts.” The vision of
union with God was experienced by several prophets in the
Old Testament, including Elijah. Christians refer to this
experience as being “translated.” Once one experiences this
vision, in accord with Kabbalistic teachings, one is taken
from the earth. A relatively modern manifestation of these
teachings can be found in the writings of the Hermetic
Order of the Golden Dawn, an organization that only
lasted about twenty years but was composed of such
important figures as William Butler Yeats (1865–1939),
Dion Fortune (1890–1946), and Israel Regardie (1907–
1985). Offshoots of this group can be found today.

The Holy Kabbalah is the centerpiece of a larger body
of knowledge referred to as the Western esoteric tradition.
It included such people as the Swiss physician Paracelsus
(c. 1493–1541), Nostradamus (1503–1566), and Isaac
Newton (1642–1727). These alchemists, in their search
for the philosopher’s stone, sought the hidden truths by
which they could successfully engage in a process called
the great work. This process entails transforming all that is
lead or dross within one’s nature into pure gold. These
transformational processes allow one to transcend ordi-
nary human limitations and bring one into contact with
the higher powers and the beings through whom these

powers flow. This approach is referred to as process theol-
ogy, which is in close harmony with mystical traditions.
This process is often described as being “on the path” or
as one’s “personal journey.” Perhaps the best known exam-
ple of this is the story of Saul who was blinded for three
days and nights on the road to Damascus. There he met a
holy man by the name of Ananias who aided him in his
spiritual transformation by which he became Paul, the
Apostle.

The mystical tradition exists within Christianity as
well, although it has been historically suppressed. The
founding fathers, such as Origen (c. 185–254 CE), placed
much more emphasis on the inner Christ than is true of
most of Christendom today. The Gnostic movement in the
early church promoted this approach by developing prac-
tices by which one could experience the Christ principle
found deep within the consciousness of all people. This
gave it a universalistic thrust that would appeal to mystics
of all ages. Mahatma Gandhi (1869–1948) stated, when
asked what religion he was, that in his true essence he was
a Christian, in his true essence he was a Hindu, in his true
essence he was a Buddhist. Implied in this answer, is that
all world religions flow from the same source. It is their
concrete expressions that give rise to dogmatism and social
conflict. Were all people to adopt this perspective, religious
strife, bigotry, and arrogance would come to an end.

The centerpiece of Buddhism is the achievement of
nirvana or enlightenment. That experience is so powerful
that it releases one from the wheel of rebirth. This event
happened in the life of Prince Siddhartha (who became an
enlightened one) when he sat under the banyan tree 2,500
years ago and declared unto humanity that all is sorrow.
He had what the Kabbalah describes as the vision of the
sorrow of the world. He then gave us the noble eightfold
path by which one can experience the ineffable bliss. This
process entails the raising of the kundalini fire up the
spinal chord, vivifying each chakra along the way until it
reaches the thousand-petal lotus located within the crown
chakra. Each petal of the lotus represents a different spir-
itual power. Thus, an enlightened one is born. Successful
completion of this process frees one from the wheel of
rebirth.

Native American spiritualism provides yet another
fine example of mysticism. Wankan Tanka, the Lakota
term for the Great Spirit, suggests the awe one experiences
when one draws near these primal forces. Lakota culture,
like many Indian tribal cultures, emphasizes the harmony
ethos in which tribal members are encouraged to place
their lives in harmony with these powerful forces found in
nature. Such rites as sweats, crying for a vision, and the
most sacred of all Lakota rituals, the sun dance, aid one in
this process, termed the medicine path. The focus here is
to come into an understanding of who one is and the spir-
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itual purpose for which one has been placed on earth.
Native culture is about being. Anglo culture is about
doing.

Modern psychology also contains traditions that
speak to these exalted states of consciousness. William
James (1842–1910), the father of psychology, wrote The
Varieties of Religious Experience (1902), which provides
descriptions of these experiences. More recently, transper-
sonal psychologists have devoted considerable effort to
better understand these phenomena. The American psy-
chologist Abraham Maslow (1908–1970), a forerunner of
this tradition, described these events as peak experiences
that can have great meaning for those who experience
them. Regardless of the tradition to which one subscribes,
all agree on the premise that it is possible to come into
contact with God.

SEE ALSO American Dilemma; Buddhism; Christianity;
Cox, Oliver C.; Gramsci, Antonio; Hegel, Georg
Wilhelm Friedrich; Ideology; Judaism; Lukacs, Gyorgy;
Marx, Karl; Marxism; Myrdal, Gunnar
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Paul R. Newcomb

MYSTIFICATION
The obfuscatory dimension of human reason has been a
subject of Western philosophical investigation since
Aristotle, and the term mystification has been deployed in
various ways to explain how deception, disguise, and dis-
simulation play a role in driving human behavior. It has
relevance throughout the social sciences—for example, in
experimental psychology, with game theory in political
science and economics, and in sociological analyses of
propaganda and mass action—as both a methodological
approach for testing behavioral subjects and as an explana-
tory paradigm for rationalizing human action. For the
purposes of this article, discussion is principally limited to

the most developed employment of mystification as a cat-
egory of theoretical analysis originating in the Marxian
political economic tradition. When reference is made to
mystification in Marx, one of three processes is potentially
being referenced: a mystification of the consumptive and
productive processes that underlie the commodity; a mys-
tification of historical truth through the promulgation of
narratives sympathetic to the structural position of domi-
nant classes; or a philosophical mystification of the impor-
tant role practice plays in driving history through the
relativization of ideological positions over material reality.

MYSTIFICATION OF THE
COMMODITY

Karl Marx’s discussion of commodities in volume 1, part
1, of Capital famously differentiates between use and
exchange values, where

as use-values, commodities differ above all in
quality, while as exchange-values they can only
differ in quantity.… if we make abstraction from
its use-value, we abstract also from the material
constituents and forms which make it a use-value
[in particular, the labor embodied in its construc-
tion]. It is no longer a table, a house, a piece of
yarn or any other useful thing. All its sensuous
characteristics are extinguished (Marx 1990a, p.
128; emphasis supplied).

He suggests that labor time expenditures, though
obscured in the exchange of its product, are calculable,
while value in exchange derives socially, thus making the
commodity more “mystical,” “abounding in metaphysical
subtleties and theological niceties” (p. 163). Thus through
their exchange, commodities “appear as autonomous fig-
ures endowed with a life of their own, which enter into
relations both with each other and with the human race,”
a process Marx regards as “fetishism which attaches itself
to the products of labour as soon as they are produced as
commodities, and is therefore inseparable from the pro-
duction of commodities” (p. 165). Marx’s writings con-
cerning fetishism have been extensively referenced and
syncretized with other categories of analysis within the
social sciences and humanities, particularly with respect to
the concept of consumption (not only of commodities,
but also of ideas, literature, art, and so on). In Marx and
his more orthodox interpretation, however, fetishism’s
meaning (with respect to the production commodities on
the one hand and capital on the other) is quite specifically
economistic.

Volume 3 of Capital contains an exhaustive cost
accounting of the mystification of the productive process,
in which Marx provides a very thorough econometric dif-
ferentiation between profit and surplus value and differen-
tiates his method from that of classical economics. Marx
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concludes the volume with a critique of the classical eco-
nomic “Trinity Formula” of “capital-profit (or better still
capital interest), land-ground-rent, and labour-wages,”
wherein he argues that

this economic trinity [and its itinerant] connec-
tion between the components of value and wealth
in general and its sources completes the mystifica-
tion of the capitalist mode of production, the
reification of social relations, and the immediate
coalescence of the material relations of production
with their historical and social specificity: the
bewitched, distorted and upside-down world
haunted by Monsieur le Capital and Madame la
Terre, who are at the same time social characters
and mere things (Marx 1990b, pp. 968–969).

While this cost-accounting antidote to mystification
continues to enjoy some popularity among Marxist econ-
omists, the thrust of this intervention in contemporary
social science can largely be found in the proliferation of
commodity studies increasingly popular since the mid-
1980s. There is also an extensive body of work in cultural
studies, beginning most prominently with the critical the-
ory of the Frankfurt School, which, rather than focusing
on an accounting or analysis of production, theorizes the
commodity principally in terms of consumption, through
studies of media such as advertising, art, and literature.
The contemporary literature on fetishization (of every-
thing from commodity fetishization to the fetishization of
the state) in fact stems very much from these particular
theoretical developments.

HISTORICAL MYSTIFICATION

Capital, volume 1, part 8, on “So-Called Primitive
Accumulation,” presents an alternative history of the rise
of capitalism focused on political economic inequities
arising out of a history of exploration and conquest by the
West. In it, Marx argues that the bourgeoisie has mystified
the development of capitalism by reifying the birth of cap-
italism as a story about the saving and hard work of
Europeans. “So-called primitive accumulation” is thus
simply “the historical process of divorcing the producer
from the means of production” (1990a, p. 875). He
argues here that in fact the resources accumulated in the
West for its massive capitalist expansion emerged from
centuries of brutally extractive and exploitative relation-
ships with the non-West, particularly with expedition and
colonialism in the Americas.

Marx’s intervention inspired a large body of work in
the social sciences and economic history devoted to dis-
cussing the dominance of capitalism in world historical
terms and the matrices of its relationship with the non-
West, most conspicuously with the work of Andre Gunder
Frank, Samir Amin, Immanuel Wallerstein, and Walter

Rodney. At the same time, reactions against Marx’s theory
of capitalist development have emphasized its cultural
dimensions, beginning notoriously with Max Weber’s The
Protestant Ethic and the Spirit of Capitalism, which argues
the success of modern capitalism as having derived from
the asceticism of European Protestantism and the moral
values placed on saving and accumulation.

While the Marxian analysis of historical mystification
provides a useful backdrop for understanding how knowl-
edge is produced and politicized, claims of mystification
in historical representation more generally have had an
active scholarly life outside the Marxian tradition. This is
evident in the historical debates about the emergence and
development of modern racism. Denying any connection
to Marx, the sociologist Oliver C. Cox criticized many of
his peers, such as Robert Park and Gunnar Myrdal, as well
as anthropologists (notably Ruth Benedict), for suggesting
that racial inequality was based on institutionalized mar-
ginalization or ethnocentrism. He argued conversely that
racism was historically contingent upon class inequalities
and programs of global capitalist expropriation and colo-
nialism that prompted racial antagonisms. Cox even sug-
gested that Myrdal’s famous Carnegie studies of race
(which, following W. Lloyd Warner, suggested an analogy
between race and caste) were “mystical.” Critics main-
tained Cox’s assertions were mystical themselves, ignoring
a long history of racial antagonisms that predated capital-
ism. The debate highlights competing concerns about the
predominance of global capital institutions against
charges that economic reductionism inheres in such an
approach.

PHILOSOPHICAL MYSTIFICATION

The final dimension of Marx’s discussion of mystification
relates to his insistence on developing a materialist theory
of praxis. A student of Georg F. W. Hegel, Marx was con-
cerned with adapting Hegel’s Grundilinien der Philosophie
des Rechts (1821; Eng. trans., Elements of the Philosophy of
Right, 1991) for a historical approach grounded less in
thoughts and ideas and more in the reality in which they
are performed. The postface to the second edition (1873)
of Capital contains Marx’s most relevant criticism of the
obfuscatory power of philosophy as complicit in the prac-
tical building of power relationships:

the mystification which dialectic suffers in Hegel’s
hands by no means prevents him from being the
first to present its general form of motion in a
comprehensive and conscious manner. With him
it is standing on its head. It must be turned right
side up again, if you would discover the rational
kernel within the mystical shell. (Marx 1990a, 
p. 103)
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Marx’s tempered criticism of Hegel (he refers to him
in the same breath as a “mighty thinker”) sees his own
dialectical method as “exactly opposite,” where “the ideal
is nothing but the material world reflected in the mind of
man” (1990a, p. 102). Marx thus sees himself standing
steadfast against the complicity of a German idealist
legacy that abetted the legitimacy of the state and empire:
“in its mystified form, the dialectic became the fashion in
Germany, because it seemed to transfigure and glorify
what exists” (1990a, p. 103).

Marx’s materialist legacy continues to be a subject of
much debate in the social sciences. Regardless of its mer-
its or shortcomings, there is an extensive tradition of
scholars (beginning prominently with György Lukács,
Antonio Gramsci, and here also with elements of the
Frankfurt School) concerned methodologically with out-
lining the development of ideology through theories of
practice. Scholars such as Gramsci (and later Michel
Foucault) maintain that mystification enables forms of
domination based on social and cultural institutions that
inculcate and naturalize inequitable social relations, rather
than domination legitimated by force. Of course, such
works tend to be more critical and radical in their
approach but nonetheless recall writings by Émile
Durkheim, Weber, and others on religion and the origina-
tion and maintenance of social order. Others are
unabashed in their appreciation of the benefits of mystifi-
cation. The American political-philosophical movement
known as neoconservatism (fomented mostly through the
work of Leo Strauss) extols the virtues of mystifying a self-
destructive public through articulated deception (a “noble
lie”) by a vanguard elite. Still, among the vast majority of
social scientists, mystification remains a troublesome
social process around which conversations about decep-
tion, hegemony, and social justice occur.

SEE ALSO American Dilemma; Cox, Oliver C.; Gramsci,
Antonio; Hegel, Georg Wilhelm Friedrich; Ideology;
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Anthropology; Marxism; Myrdal, Gunnar

B I B L I O G R A P H Y

Mantz, Jeffrey W., and James H. Smith. 2006. Do Cellular
Phones Dream of Civil War? The Mystification of
Production and the Consequences of Technology Fetishism
in the Eastern Congo. In Inclusion and Exclusion in the
Global Arena, ed. Max Kirsch. New York: Routledge.

Marx, Karl. 1990a. Capital: A Critique of Political Economy.
Trans. Ben Fowkes. Vol. 1. New York: Penguin Books in
association with New Left Review. (Orig. pub. 1867.)

Marx, Karl. 1990b. Capital: A Critique of Political Economy.
Trans. Ben Fowkes. Vol. 3. New York: Penguin Books. (Orig.
pub. 1894.)

Robinson, Guy. 1998. Philosophy and Mystification: A Reflection
on Nonsense and Clarity. New York: Routledge.

Jeffrey Mantz

MYTH AND
MYTHOLOGY
In educated circles, myths or mythical materials can be
concepts, images, symbols, and narratives. They may be
regarded variously by different persons, within specific
sociohistorical contexts, as being more or less important at
different stages of biosocial development. Accordingly,
adolescents may deconstruct mythic heroes during the
transitions from the sixth to the twelfth grade.

Myths have often been labeled as “sacred,” or at least
as essential parts of the religio-ritual-scriptural complexes
of religious institutions. This has been the dominant posi-
tion within myth studies, as represented in the title of a
collection of essays edited by the American folklorist Alan
Dundes (1934–2005), Sacred Narrative: Readings in the
Theory of Myth (1984). Dundes begins his introduction
on page one of this collection: “A myth is a sacred narra-
tive explaining how the world and man came to be in their
present form,” which now seems as at least a doubly lim-
iting definition, linking the sacred to a creation myth.

The concept of “the secular” is established precisely as
“the profane” (literally outside the temple walls) in highly
religious societies. Yet increasingly, less-religious Western
peoples have begun to notice that “the religious” actually
represents, at most, some selective enclaves, and that “the
secular” (the term means, etymologically, only “of this age,
contemporary”) is the primary source of experience for
most people in our era. And it has become all too obvious
that quite apart from holding “sacred” status, hundreds of
hardly religious mythic figures and images are more influ-
ential today than traditional religious ones: Pop culture
has become the major source of experience in our soci-
eties, one in which the ironically self-named singer
Madonna or rappers such as Eminem are referred to far
more frequently than figures and stories from traditional
religious repertoires.

Of course, myths remain “sacred” within explicitly
religious organizations. Recent decades have witnessed
strong growth of fundamentally restrictive puritanisms,
and there, to be sure, “mythical” connotes false, sacrile-
gious, or heathen. Even highly educated persons may
equate myth with any religious institution’s attitude that
they oppose. Demonstrations of the problems that primi-
tive Christians had with their Jewish compatriots and
forebears (the New Testament has several equations of
“myth” with “Jewish concepts”) generally help more neu-
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tral audiences to understand some of the hostility that led
to early-Christian burning of the great Alexandrian collec-
tion of all remaining Greek manuscripts because they were
mythic and hence “anti-Christian.”

OTHER CLASSIFICATIONS OF
MYTH

Modern and contemporary anthropological evaluations of
the mythic include Bronislaw Malinowski’s (1884–1942)
emphasis upon myth as an active social force and Claude
Lévi-Strauss’s proposals that myths represent attempts to
resolve philosophical dialectics between—ultimately—
being and nonbeing. Yet it is perhaps an open question
whether or not myths really resolve the ancient
Zoroastrian dichotomies reflected in the Hebraic
prophetic contrast between human inclinations toward
good or evil. The issue was posed by the Talmud no less
than in the Christian Didache’s ethical teaching about the
“Two Ways”—itself an echo of the Greek image of
Herakles at the crossroad having to choose between plain-
Jane virtue and gorgeous vice. What is more obvious than
resolving this particular ethical-intellectual dichotomy is
that mythic orientations can be understood as ultimately
responsible for long-range positions that can lead to mili-
tary aggression and racism or, on the other hand, to
utopian planning, multiculturalism, and pacifism.

At some point in the development of mythological
studies (mythography), issues of form/structure versus
content/ideological dimension appeared. Formally, many
myths (although certainly not all, as assumed repeatedly)
seemed to be strongly related to rituals, especially those
associated with life transitions and communal festivals.
And likewise it has become evident that myths ought to
be less readily regarded as coherent narratives than as frag-
ments, whether in ordinary discourse or in displayed
works of art (see especially Danser 2005, pp. ix–x, p. 14,
and chap. 3).

Alive within a mythological universe, then, myths are
less scriptural monoliths than segments of memories, por-
tions of wholes that may or may not cohere as “religious”
systems, yet have a flavor of mythicity that identifies “the
American dream,” the Western hero monomyth, rock and
roll, or a political plank. “Mythicity” usually seems naively
natural, although it is certainly difficult to parse in tech-
nical language; we may be least aware of those mytholog-
ical perspectives through which we cipher importance and
significance in culture.

Myths reinforce ancient educative values, as Plato (c.
427–347 BCE) notably realized. But one might look also
at contemporary Navajo myths that, in their entirety,
project an amazingly exact geographical gazetteer of their
native nation’s boundaries. Such mythological perform-
ances (and later texts) are also evocative scenarios—the

metaphors by which societies elect to follow this or that
projected sociopolitical choice as well as various
hermeneutical-interpretive-moral alternatives.

Here the mythological and the ideological-political
spheres overlap, because myths model moral choices (pos-
itively or negatively). They are often ways the individual
learns how to adjust to social roles and statuses—one’s
own and those of peers with whom one chooses to associ-
ate. Mythological materials can be seedbeds of new
metaphors for comprehending and changing societies,
providing perspectival ways of seeing that are constantly
changing images of possible realizations of communal,
artistic, and individual growth and fulfillment. Martin
Luther King’s 1963 “I have a dream!” speech, for example,
had a powerful mythico-political force.

FORWARD-LOOKING MYTH

Notably, myths can fund prospects for the future derived
from the traditions of the past, as they lubricate the tran-
sitions and initiations that fine-tune social interactions
and provide the symbols of communication. It is easy to
note their afterlife in language, as is seen in English-lan-
guage adjectives originating from the Greeks: hermetic,
mercurial, Apollonian, Dionysian, narcissistic, oedipal.

Many of these figures reflect the central roles of cre-
ativity and development that somehow always recur as an
important dimension of the mythological. Such a dimen-
sion represents various options in cultures that are seldom
still regarded today as formative and revisionary, yet con-
tinue to ferment like dreams and visions, revolutionary
modes of imaging. Hence, there are so many instances of
mythical stories of transformations and changes, meta-
morphoses and apocalyptic endings, as well as recourses to
originary energies of beginnings, the recountings of which
still have the affective-effective power to motivate and
stimulate change.

TRADITIONAL CATEGORIES OF
MYTHS

Two important categories of myths that remain very much
alive in American schools are those from classical Greece
and Rome, and world mythologies. The former were sim-
ply part of the worldview and diction of antiquity, not at
all a matter of coherent pantheons, as it would appear
from modern textbooks and lists of mythical symbols, but
instead a situation where deities and heroes were respected
primarily as the powerful figures of specific cities or
locales. Any one of them had various ritual epithets,
according to how the figure had manifested locally (the
Zeus of such and such a town). Later handbooks and cat-
alogues appeared only as earlier Greek culture was waning
and Roman adaptations of many of the Greek figures
threatened to replace them. The polished, famous
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accounts of Apollodoros (c. second or first century BCE

and Ovid (c. 43 BCE – 17 CE) become the models for
medieval and Renaissance rediscoveries of long-latent
mythological resources.

Thanks to Plato and then subsequent movements
within Greek thought, the two basically identical terms
for “word, saying”—logos and mythos—were differenti-
ated. The “mythical” came to be considered less important
than the “logical,” and the history of Western science was
off and running with Aristotle (384–322 BCE). In the
Roman period, largely due to excesses of allegorical inter-
pretation, mythos had become so disdained that the Latin
equivalent of the Greek mythos, fabula (as in fabula fic-
tiva), named such traditional mythological stories—and
then later the Christian apologists sought to show that the
Christ myths were superior to the traditional Western sto-
ries (even though their artists repeatedly created early
Christian images using the traditional heroic models).

Certainly biblical folklore and mythology presents a
third most important source of Western mythological tra-
ditions, but today “world mythology” has become yet
more central in most educational contexts, even at the
United States Military Academy in West Point, New York,
where the English department is responsible for the
humanities education of the plebes. The Academy has
found world mythology to be an excellent way to incul-
cate tolerance and receptivity to other world cultures (pri-
marily using one of the many widely available collections,
such as Donna Rosenberg’s World Mythology [1999]).

NEW MULTIDISCIPLINARY FOCUS

Mythological studies in itself provides a convenient can-
vass of the history of scholarship: the study of myths and
rituals has become a focus of many analyses in literature,
anthropology, and religious studies. Attitudes toward the
mythological today are less “monotheistic” than in the
past—but few scholars would argue for earlier models that
presumed that myths merely constituted primitive
attempts at science, or reflected interpretations of astro-
logical models. Rather, a multidisciplinary approach
acknowledging several factors is widely accepted: psycho-
logical functions, sociological applications, even philo-
sophical dimensions are now considered relevant.

Myths and mythologies are like the lenses in our now
variously tinted spectacles: we see through them. Even
today, we code our universe with mythic figures and sto-
ries, and our psyches still echo them at night. In popular
culture, ideological implications arise when myths are re-
ified in such ways as to reinforce political or religious val-
ues, or when certain sets of mythological figures are con-
sidered a society’s primary models for gender or power
relationships.

In such monocultures, whole bodies of mythology
may be suppressed or ignored; it is remarkable how few of
the general U.S. population today are aware of the com-
plexity of American Indian or African American mytholo-
gies, or how uncritically people regard stories about or
from other times and cultures.

COMMUNICATING AND
INCULCATING CULTURE

Yet, beyond the aesthetic beauty of stories, myths have
important communicative functions as they are put to
corporate use in shaping communities or individually in
forming self-identity. Hence Plato’s concern that the pri-
mary stories (myths) told to young Greeks were told by
their uneducated childhood nurses; but, on the other
hand, he was quick to devise his own mythical stories to
convey sophisticated philosophical teachings (Brisson
1998 and 2004 are exhaustive in their scope).

Particularly when myth is employed in politics or for
inculcating religious moralities, it readily assumes claims
of being a “truth” that would never be attributed to other
types of stories. While secondary or tertiary mythical
influences may not excite the faithful, the primary myths
soon attain canonical or scriptural force, and may even be
considered absolute, closed to analysis or criticism.
Monotheistic “literal” interpretations have become sus-
pect in a postmodernist world, due to the fact that they
are naïve and untheorized.

Beyond romantic effusions of admiration, contempo-
rary appreciations of myth can at last include ancient
appropriations while realizing that they garner ancient
wisdoms at their own risks—even while developing con-
temporary realizations and reapplications of what seem to
remain long-lasting (one may no longer say “eternal” or
“universal”) cultural inheritances. Myths and mythologies
resurface repeatedly because of the long history they trail
as representing important sociocultural values, seldom fig-
ured explicitly in popular culture expressions, yet all too
often lodged beneath the glitz and glamour of popular
films, television shows, and advertisements.

SEE ALSO Magic; Religion
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NADER, RALPH
1934–

Ralph Nader has been one of the most important and
enduring figures of the American Left since his emergence
on the national stage in 1965 with the publication of
Unsafe at Any Speed. In this work, Nader argued that the
American automobile industry paid insufficient attention
to safety. The book sparked public outrage and congres-
sional action, including the creation in 1966 of the
National Highway Safety Bureau (now the National
Highway Traffic Safety Administration) and passage of
many car safety regulations. Perhaps more enduringly,
Nader persuaded the public to give more weight to safety
concerns when purchasing cars. With his far-reaching
advocacy work over the decades, Nader has firmly estab-
lished his place in the radical American tradition as a critic
of the concentration of corporate power. Nader views cor-
porate power as a threat to consumer rights and health,
the environment, government integrity, and, most impor-
tantly, a well-functioning democracy.

The son of immigrant parents from Lebanon who
owned a modest restaurant in a small Connecticut town,
Nader earned his undergraduate degree at Princeton
University and a law degree at Harvard. His years after law
school were spent traveling, dabbling in journalism, and
practicing law in Connecticut. He relocated to
Washington, D.C., when his work on auto safety caught
the attention of policymakers, and he quickly established
himself as the most effective “policy entrepreneur” of his
generation.

The 1966 to 1976 period marks the height of Nader’s
influence in American politics. With an innate talent for

conducting exhaustive policy research, generating public
attention, and manipulating the press, Nader’s advocacy
pushed such legislation as the Wholesale Meat Act, the
Wholesale Poultry Products Act, the National Gas Pipeline
Safety Act, and the Radiation Control for Health and
Safety Act through to passage in the late 1960s. His stature
in Washington grew to such proportions that Democratic
presidential nominee George McGovern invited Nader to
consider joining his ticket in the 1972 election.

Building on his successes and public acclaim, Nader
established a consumer advocacy group in Washington,
the Center for the Study of Responsive Law, in 1968. Staff
lawyers, publicists, and grassroots activists, dubbed
“Nader’s Raiders” for their proclivity to challenge the
Washington and corporate establishment, investigated
patronage practices at the Federal Trade Commission, spe-
cial interest pressure in Congress, and the safety of the
nuclear power industry, among other issues. Over the
years, Nader would create a long list of not-for-profit
advocacy groups, including the Public Interest Research
Group, Public Citizen, and Democracy Rising.

Nader’s career, however, has been marred by his
inability to accept compromise as the price of democratic
politics. His intransigence derailed the effort to create a
federal department of consumer affairs. He also turned
against many of his protégés who served in the Jimmy
Carter administration (1977–1981) because, in Nader’s
view, they were too quick to compromise on matters of
corporate regulation. Nader lost battles, allies, and influ-
ence as a consequence of his ideological purity.

By 1980 a concerted effort by American business to
counter Nader’s consumer rights movement by increasing
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corporate lobbying paid off. Conservative Ronald Reagan
(1911–2004) won election as president, and Congress and
the country moved in a more conservative direction.
Throughout the 1980s and 1990s, Nader and his allies
fought to hold the advances in regulatory policy that they
had made in the 1960s and 1970s.

Locked out of the newly conservative Washington
establishment, Nader traveled and lectured throughout
the country, seeding small citizen projects at the state and
local level. Unhappy with the centrism of the Bill Clinton
Democrats in the 1990s, Nader ran for U.S. president
four times: in 1992 as a write-in candidate for the
Democratic nomination in the early primary states; in
1996 as the Green Party nominee; in 2000 as the candi-
date of the Association of State Green Parties; and in 2004
as an independent candidate. Nader argued that both
major parties were beholden to corporations, and he
promised to enact campaign finance reform, limit free
trade agreements, and extend government regulation of
the environment and the economy. In all of his runs,
Nader would win no more than 3 percent of the popular
vote (in 2000).

The move into electoral politics embittered many for-
mer Nader’s Raiders, who thought that Nader’s run for the
presidency jeopardized the Democratic Party’s chances. In
2000 these critics were proved right when Nader siphoned
likely voters for the Democratic nominee, giving
Republican candidate George W. Bush a narrow margin
of victory in the state of Florida, a victory that provided
Bush with enough electoral votes to win the presidency.
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NADER’S RAIDERS
The first Nader’s Raiders were seven law students and
recent graduates assembled by the consumer advocate
Ralph Nader in the summer of 1968 to undertake a study
of the Federal Trade Commission (FTC). The group
investigated the agency’s activities with great thorough-
ness. The journalist William Greider, then a Washington
Post reporter, gave the group its name, and the label stuck.

Although Nader initially complained that the name rang
of the “cult of personality,” he later admitted that it
brought the group valuable publicity.

The Raiders’ 185-page report issued in January 1969
spared no one. It called for a total revamping of FTC prac-
tices and personnel and received extensive press coverage.
President Richard Nixon asked the American Bar
Association (ABA) to appraise the performance of the
FTC; ultimately the students’ report—and the ABA
appraisal that followed—sparked a congressional investi-
gation and a major overhaul of the agency.

The success of the group established a pattern for
subsequent teams that would work with Nader on similar
projects. In 1969 about a hundred undergraduate and law
students, most from Ivy League schools and many from
affluent families, were hired to investigate an array of areas
of government and corporate abuse, including mine
safety, the health hazards of air pollution, and the over-
sight of the food industry by the Food and Drug
Administration.

Although the Raiders earned only modest pay, com-
petition for those jobs quickly grew fierce. By 1970 more
than three thousand students had applied for two hun-
dred summer jobs. In subsequent summers new investiga-
tions examined worsening water pollution and the lack of
an effective response from the federal government, the
indignities and frauds practiced by nursing homes, the
dangerous use of pesticides in agriculture, and bureau-
cratic mismanagement under the Community Mental
Health Centers Act.

Charged with researching the performance of key
government agencies and previously ignored social prob-
lems, those task forces produced reports that forced the
federal power structure to take notice. The Raiders’
impact can be measured by the fact that their first four
reports had combined sales of over 450,000. By 1972 the
Raiders had completed seventeen books. Their practice of
providing both particulars and meticulous documentation
made their reports hot copy. The fact that they were
largely students exposing instances of government foot-
dragging, special-interest collusion, corporate malfea-
sance, and outright corruption made the reports
compelling. Reflecting later on revelations of environ-
mental pollution and government scandal in the Nixon
and Reagan administrations, Nader commented that in
hindsight the reports were “quite understated” (Bollier
1991, Chap. 1).

Nader used the proceeds from the settlement of an
invasion of privacy lawsuit he filed against General
Motors in 1970 to extend the Raiders’ size and reach. He
funded a network of consumer groups that provided train-
ing grounds for political activists and lawyers. After their
work with Nader some Raiders went into private law prac-

Nader’s Raiders
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tice, where they represented the interests of injured con-
sumers and workers, helping to generate an increase in
tort lawsuits in the 1970s and 1980s. Many of those law-
suits redressed real wrongs, for example, by recovering
damages for victims of the Ford Pinto, which became
notorious for exploding and burning when rear-ended.
Businesses claimed, however, that many of those lawsuits
were filed on unjustifiable grounds, clogging the courts
and leading to outrageous verdicts, particularly when they
involved punitive damages.

SEE ALSO Consumer Protection; General Motors; Interest
Groups and Interests; Nader, Ralph; Privacy
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NAEP, THE
SEE National Assessment of Educational Progress.

NAFTA
SEE North American Free Trade Agreement.

NANOTECHNOLOGY
Nanotechnology, or nanotech, is a collective term for sev-
eral dozen related techniques that manipulate and manu-
facture molecules that are measured by the nanometer
(one-billionth of a meter, or 10–9m, in scientific nota-
tion). Instruments invented in the early 1980s now enable
scientists to observe and rearrange molecules and atoms as
never before, thereby enriching our knowledge of the
world of the nanoscale. Viruses and atomic surfaces, for
example, are understood much better than before, while
carbon atoms are arranged into new shapes, including
spheres and tubes. Because of its ability to rearrange the

building blocks of matter, nanotech has great potential to
affect medicine, information technology, materials sci-
ence, the environment, and other areas. Developments in
medical diagnostics and therapeutics, along with smaller,
faster computers, are especially exciting, while toxicity and
threats to privacy are uncertain but worrisome. Social sci-
entists are interested in nanotech because it also affects
economic, cultural, social, and political conditions.

While the scientific basis of nanotech is many
decades old, the policy framework emerged in the late
1990s and early 2000s as governments organized public-
sector funding and encouraged private-sector investments.
Some social scientists began to study nanotech at that
time. Many had previously studied biotechnology or
information technology, so they brought mature research
methods and sophisticated insights to nanotech. Their
work consisted not only of observing the emergence of a
new technology, but also of trying to influence its direc-
tion before society became locked into an unfortunate tra-
jectory of technological determinism. Furthermore, the
status of the scholarly literature has been dynamic.
Commentaries on nanotech in the sciences, the humani-
ties, or the social sciences become outdated very quickly.

HISTORY AND HYPERBOLE

Four kinds of issues are especially prominent in social sci-
ence research on nanotech. First there are several con-
tested histories of nanotechnology. One version says that
nanotech began with a prescient talk in 1959 by Richard
P. Feynman (1918–1988), the 1965 Nobel laureate in
physics. Another points to the invention of the scanning
tunneling microscope by IBM scientists Gerd Binnig and
Heinrich Rohrer in 1981. A third narrative emphasizes
the vision popularized by K. Eric Drexler in his 1986
book Engines of Creation. A fourth indicates that the
underlying science was well established but intellectually
diffuse until January 2000 when President Bill Clinton
gathered many strands into one agenda called the
National Nanotechnology Initiative (NNI).

In weighing these narratives, the critical perspectives
of the social sciences reveal an ideological landscape of
explicit and implicit discourses, with much competition
to establish definitions, iconic images, and authoritative
meanings, not to mention priorities for government fund-
ing. The Feynman origin theory appeals to quantum
physicists and some people in the California Institute of
Technology community, where Feynman taught for more
than thirty years. The account that begins with the scan-
ning tunneling microscope is preferred by the IBM com-
munity and most nanoscientists other than quantum
physicists. The Drexler story is more credible outside of
scientific circles than within because it delivers limitless
promises of technological salvation, although several sci-
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entists credit Drexler for inspiring their scientific work.
Finally, the NNI version demands that nanotechnology
produce tangible products quickly, which justifies gener-
ous government support for science and technology, plus
government cheerleading for private-sector developments.
It also draws upon a sense of economic nationalism: The
NNI is a way for the United States to maintain economic
and technological leadership. This story has parallel ver-
sions elsewhere, particularly in a series of European Union
plans to unify European nanotechnology.

A second set of issues involves the power and conse-
quences of hyperbole, both for and against nanotechnol-
ogy. Nanotech evokes some intense interpretations of
culture and technology: The so-called nano visionaries
describe a magical set of tools that will transmute matter,
end death, and perform other amazing changes, while
their counterparts on the other end of the ideological
spectrum preach that nanotech leads to the end of
humanity, the end of our environment, and other evils.

These forms of hyperbole cause one to wonder
whether they are grounded in the scientific and technical
realities of nanotech. Or, do they express hopes and fears
unrelated to nanotech reality, but gratuitously superim-
posed on nanotech? Another question is the changing
relation between the technology and the hyperbole. Is the
antinano hype discredited when beneficial applications
come into our lives? Is there a nanophobic backlash: Do
policymakers and nonexperts feel deceived by extravagant
promises that turn out to be unrealistic? Social scientists
have been tracking these questions of hope and trust.
Furthermore, changes in relations between the technology
and the hyperbole do not necessarily constitute a victory
of one form of hype over another. They can also take the
form of centrist positions displacing either form of hype.

DEMOCRATIC AND MORAL
RESEARCH

The third cluster of questions appeals to the conscience of
the social sciences, for these are the issues of justice and
the common good. Nanotechnology has consequences for
power, wealth, privacy, trust, discrimination, and other
moral questions that animate social scientists. One topic
is especially salient, namely, the longstanding problem of
how a democratic society uses democratic processes to
make science policy. The philosopher and educator John
Dewey (1859–1952) argued that when a democratic soci-
ety makes science policy, it needs many citizens who are
well informed about science. Jon D. Miller pursued this
by measuring civic scientific literacy beginning in the early
1980s, and he found consistently that it was dreadfully
low. In a parallel development in the United Kingdom in
1985, a program for public understanding of science took
the form of a simplistic agenda in which scientists talked

and nonscientists listened and then passively internalized
what they had been told. This is entirely unrealistic.

At the same time, however, social scientists in the
United States observed stakeholder democracy in which
the general population may be uninterested and inert
about scientific policy, but those who see themselves as
being affected by a given policy will take an active inter-
est. Participatory democracy is the label for the activism of
nonexperts who take part in making science policy. Case
studies include AIDS activists playing constructive roles
in clinical trials, or environmental disputes in which non-
experts become important actors, or laypersons serving on
advisory committees for the National Institutes of Health.
The ideas of stakeholder democracy and participatory
democracy are corroborated by observations that show
that nonexperts can acquire, understand, and deploy tech-
nical information when they have to. Meanwhile, social
scientists in the United Kingdom advocate something
similar called upstream public engagement in nanotechnol-
ogy policy. This is meant to be an antidote to the simplis-
tic plan of public understanding of science.

Nanotech is not necessarily more suitable to partici-
patory democracy and upstream engagement than other
technologies, but it gained attention among nonexperts at
the same time that these discourses matured. And so, by
historical coincidence, nanotechnology became a platform
for experimenting with mechanisms and processes by
which nonexperts have active and constructive roles in the
creation of science policy. This is likely to be among the
most important forms of social science activity concerning
nanotechnology.

The fourth area of interest is a soul-searching debate
about the moral value of a program named SEIN, which
stands for “societal and ethical implications of nanotechnol-
ogy.” This is a priori problematic. Implications usually sug-
gests that when the new technology arrives, it changes the
society, and the consequences are understood after the fact.
But if one wants to advocate one policy or another before
nanotech causes major disruptions, it is necessary to revise
the meaning of SEIN. Societal interactions with nanotech
suggests that society coevolves with the technology, in
which case stakeholders can make decisions about nanotech
before technological change becomes a fait accompli.

This leads to an argument about the connection
between SEIN and ELSI, the program to study the “ethical,
legal, and societal implications” of the Human Genome
Project. ELSI was generally recognized as a successful effort
to describe and communicate those topics from the Human
Genome Project, but many social scientists felt that ELSI
constituted an uncritical acceptance of the agenda of the
project. If SEIN is a child of ELSI, does this mean that
social scientists are censoring themselves when they receive
government funding to do SEIN research?

Nanotechnology
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The U.S. Congress had ELSI in mind as a model
when it included a program for SEIN in the Twenty-first
Century Nanotechnology Research and Development Act
of 2003. For this reason, some social scientists conclude
that SEIN is not meant to raise social or ethical questions
in government-funded nanotechnology research. They say
that SEIN is intended to lubricate popular acceptance of
nanotech, that is, to eliminate the social frictions that
frustrate technological determinism.

The U.S. government’s programmatic documents on
nanotechnology often reveal a spirit of technological
determinism, but that does not necessarily mean that
there is a coherent plan for SEIN that conforms to that
spirit. SEIN is very vaguely described in the 2003 act and
related documents. Furthermore, the idea of participatory
democracy for nanotech—that nonexperts will have active
and constructive roles in nanotech policy—is at least as
credible among those who are doing government-funded
SEIN work as the manipulative view of SEIN. One reason
is because much of nanotech is meant to lead to tangible
consumer products, and it would be a major disaster for
industry and government to misread consumer concerns
and values, especially after investing billions of dollars to
create those products.

This is not to claim that government science bureau-
crats have become leftists. The point rather is that the
future and the value of SEIN research are far from deter-
mined. There is neither documentation nor experience to
conclude that SEIN is intrinsically corrupt for social sci-
entists.

Nanotechnology derives from multiple strands of sci-
entific work, some of which are many decades old. It also
evokes numerous everyday issues concerning economy,
culture, society, and power, and it is strongly shaped by
visions of what will happen in the near future. To a social
scientist, this is worth noting: a culture whose past, pres-
ent, and future are interesting and problematic.

SEE ALSO Microelectronics Industry
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NAPOLÉON
BONAPARTE
1769–1821

Napoléon Bonaparte was born in Ajaccio, Corsica, to a
noble family of modest means, the second of eight chil-
dren of Carlo and Letizia Buonaparte. He studied at a
military school at Brienne in France, then at the École
Militaire in Paris, and became a second lieutenant in an
artillery regiment (1785). Following the outbreak of the
French Revolution, he returned to Corsica and served in
the Corsican National Guard. Sharp disagreements with
Pasquale Paoli, the elder Corsican leader, forced him to
flee to France with his family in 1793. The revolution
opened the higher military ranks to talent, allowing
Napoléon to advance rapidly. France also needed new offi-
cers to fight the revolutionary wars after numerous noble
officers had fled the country. In 1793, Napoléon partici-
pated in the siege of the port of Toulon, which had
revolted against the Republic with the help of the British
fleet. Napoléon’s artillery expelled the enemy fleet, and he
was promoted to general. In 1795, his guns dispersed a
royalist insurrection against the government in Paris; sub-
sequently, he rose to major-general and was appointed
commander of the interior. In March 1796, Napoléon
married Josephine de Beauharnais.
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Soon, Napoléon invaded northern Italy, where he
defeated the Austrians in numerous battles, including Lodi,
Arcole, and Rivoli (1796–1797), and forced them beyond
the Alps. He then negotiated the Treaty of Campo Formio
with Austria, which left most of northern Italy under
France and ended the War of the First Coalition. Only
Britain remained at war, and so Napoléon sailed to Egypt to
strike at British trade. He defeated the Mamelukes and
occupied Egypt (1798) but was left stranded after the
British admiral Nelson destroyed his fleet at Abukir.
Meanwhile, scholars who accompanied him explored Egypt
and in effect launched the field of Egyptology. Napoléon
returned to France, and with the help of Abbé Sieyès and
Lucien Bonaparte, he overthrew the corrupt and unpopular
Directory in the coup of Brumaire (November 9–10, 1799)
and became First Consul.

The new Constitution of Year VIII, approved by a
plebiscite, endowed Napoléon with extensive power. In
1800, he secured his position by defeating Austria at
Marengo and signing the Treaty of Luneville (1801),
thereby ending the War of the Second Coalition. In 1802,
he signed the Treaty of Amiens with Britain. Soon, he
became consul for life.

Napoléon betrayed the original ideals of the French
Revolution by establishing a dictatorship. He eliminated
free speech and outlawed any form of opposition. He cre-
ated the first modern police state, forming a powerful police
force under Joseph Fouché to secure law and order and sup-
press criticism of his government. Fouché set up a network
of spies to suppress dissent. An attempt on Napoléon’s life
in December 1800, the “machine infernal,” gave him an
excuse to crush the remaining Jacobins. Pro-Bourbon roy-
alist revolts were also suppressed and their leaders executed.
Napoléon purged the legislative branch of liberal critics and
emptied it of any power. He established strict censorship,
closing down numerous newspapers.

During the same years, Napoléon also launched sig-
nificant reforms designed to consolidate his power and
create a more efficient state. He established a more effec-
tive state bureaucracy and appointed the prefects, subpre-
fects, and mayors who ran its eighty-three departments
and cities. He continued the revolution’s principle of mak-
ing careers “open to talent” by appointing officials based
on merit rather than birth. Napoléon increased public rev-
enues by adding new taxes and improving tax collection.

Napoléon signed the Concordat of 1801 with Pope
Pius VII, which shored up Catholic support and sanctioned
continuing state control over the French church.
Catholicism was recognized as “the religion of the vast
majority of French citizens” but not as the state religion.
Napoléon nominated new bishops, while the pope invested
them with spiritual authority. The pope also acknowledged
the new owners of pre-1789 church properties.

In 1804, Napoléon’s most important legacy, the Civil
Code, known also as the Code Napoléon, took effect.
Possessing a simple, concise, and coherent style, it laid the
foundations of France’s legal unity. It confirmed impor-
tant revolutionary principles, such as legal equality, free-
dom of occupation, and the right of private property. It
also sanctioned a strong, patriarchal family structure and
subordinated the wife to the husband. Napoléon believed
that obedience to the father would extend to submission
to the head of state. The code allowed divorce on three
grounds: ill treatment, criminal conviction, and adultery.

Napoléon constructed a system of national education
characterized by uniformity, hierarchy, and state control.
He aimed at turning students into loyal citizens and train-
ing them as efficient bureaucrats. His most lasting legacy
was a system of secondary schools, the lycées, with a stan-
dardized curriculum and strong discipline. A new admin-
istrative body, the Imperial University, ran the national
education system and licensed teachers.

In 1804, Napoléon crowned himself emperor at the
Notre Dame Cathedral, with Pope Pius VII present, thus
terminating the Republic. He created an imperial court
and nobility, appointed his relatives as top military officers
and civil servants as nobles, and endowed them with fiefs
and privileges, although most of his nobility was based on
merit. Napoléon wished to imitate great Greek and
Roman leaders such as Alexander, Caesar, and Augustus.
Imperial Rome fascinated him and was his point of refer-
ence. He assumed the title of consul, adopted the eagle as
one of his symbols, built the Arc de Triomphe to celebrate
his victories, and gave his son the title of King of Rome.
Jacques-Louis David, the main exponent of neoclassical
art and Napoléon’s court painter, glorified him in some
unforgettable paintings, most notably Napoléon Crossing
the Great Saint Bernard and Sacre de Joséphine, which
recorded the coronation ceremony.

Napoléon also reversed the revolutionary laws on
slavery. In 1794, the Convention had ended slavery, fol-
lowing a massive slave insurrection in Saint-Domingue
(Haiti), France’s most profitable colony. Toussaint
Louverture, an ex-slave, emerged as the leader of that
revolt. Following emancipation, he joined the French
army and, in 1801, became the colony’s governor. In
1802, however, in response to demands of plantation
owners, Napoléon restored slavery and dispatched
General Charles Leclerc to reoccupy Saint-Domingue.
The French faced stiff resistance, however. Leclerc sum-
moned Toussaint to a meeting, arrested him, and dis-
patched him to France, where he died in jail in April
1803. Still, the French failed to defeat the rebels, and in
January 1804, leaders of the rebellion established an inde-
pendent state, which they named Haiti. The loss of Haiti
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convinced Napoléon to abandon his colonial plans and
sell Louisiana to the United States (1803).

While his colonial plans failed, Napoléon repeatedly
defeated his enemies in Europe and established a large
empire there. He achieved these goals by means of a for-
midable Grande Armée based on an improved conscrip-
tion system initiated by the revolutionary regime and
introduced throughout his empire. The Grande Armée
was, in effect, a European army, consisting of Poles,
Italians, Germans, and people of other nationalities aside
from French. The emperor stressed effective organization,
training, discipline, morale, and good use of weapons,
most notably artillery, and he promoted officers on the
basis of merit. Napoléon introduced no innovations in
weapons and tactics, inheriting these from the Old
Regime and the revolution, respectively. Napoléon’s prin-
cipal military innovation was making the corps the stan-
dard unit, replacing the division, which became
subordinate to the corps. A corps numbered 20,000–
30,000 troops, comprising infantry, cavalry, artillery, engi-
neers, and support units. It was usually commanded by a
marshal and able to wage a battle on its own.

Napoléon’s aggressive foreign policy caused the
resumption of hostilities with Britain in 1803. At
Boulogne, he prepared an army to invade his archenemy
but never carried out that attack. In 1805, Russia and
Austria joined Britain, forming the Third Coalition.
However, Napoléon defeated the Austrians at Ulm and an
Austrian-Russian army at Austerlitz, his greatest victory,
later that year. In the Treaty of Pressburg, Austria ceded
substantial territories to France and her German allies. In
early 1806, the French occupied southern Italy and
expelled the Bourbons from Naples; they then routed
Prussia at Jena and Auerstädt. In Berlin Napoléon
declared the Continental Blockade, intended to seal off
Britain from trade with Europe and force its surrender. In
1807, he inflicted a severe defeat on the Russian army at
the Battle of Friedland. In the subsequent Treaty of Tilsit,
Tsar Alexander I recognized Napoléon’s domination in
western and central Europe and the newly created Duchy
of Warsaw, and agreed to join the blockade. Napoléon’s
only defeat during these years came at sea, when the
British navy under Nelson destroyed the French navy 
at Trafalgar (October 1805), eliminating any hopes
Napoléon had of invading Britain.

In 1807, Napoléon occupied Portugal briefly before
being expelled by the British. In 1808, he toppled the
Spanish Bourbons, replacing them with his brother
Joseph. The Spanish revolted, and Napoléon led an army
to quell it. But Spanish armies and guerrillas, with sizable
British military support, persisted in their resistance, and
after five years forced Joseph to evacuate Iberia. The

“Spanish Ulcer” exacted a huge price in human lives and
expense, contributing to Napoléon’s downfall.

In 1809, the Austrians suffered their fourth defeat by
Napoléon, this time at Wagram. In the Treaty of
Schönbrunn, they surrendered still more lands, which
became the Illyrian Provinces. In 1810, Napoléon married
Marie-Louise, an Austrian princess, after divorcing
Joséphine, who had borne him no heir. Marie-Louise soon
gave birth to a son, who never rose to power, however.
Meanwhile, Pope Pius VII refused to join the blockade of
Britain, and Napoléon annexed Rome and the Papal State
to his empire and exiled him to France (1809).

Napoléon expanded his empire continuously. Aside
from his imperial title, he assumed other titles: the
Mediator of the Swiss Confederation (1803), the King of
Italy (1805), and the Protector of the Confederation of
the Rhine (1806). He appointed his brothers as rulers of
his satellite kingdoms: Joseph in Naples and later Spain,
Louis in Holland, and Jerome in Westphalia. Eugène de
Beauharnais, his stepson, became viceroy of the Kingdom
of Italy, and Murat, his brother-in-law, received the
Kingdom of Naples after Joseph left. Napoléon also
annexed lands to France, which by the end of 1810 spread
over an area of 293,000 square miles and consisted of 130
departments. Among these territories were Piedmont,
Liguria, Tuscany, Rome, the Rhineland, the Netherlands,
Hamburg, and Lübeck.

Napoléon’s imperial rule possessed a Janus face, com-
bining reforms, modeled on the French system, with
exploitation. In his subject states he introduced constitu-
tions, efficient bureaucracies based on merit, legal equal-
ity, property rights, termination of the seigneurial system,
reduction of church power, and an advanced school sys-
tem. At the same time, Napoléon exploited the fiscal
resources of these lands and drafted their young men into
his army.

The Continental Blockade failed to force the British
to capitulate, and in 1810 Russia resumed trade with
Britain. Napoléon’s Grande Armée, 600,000 strong and
comprising at least ten nationalities, invaded Russia to
force Alexander I to return to the blockade. Napoléon
reached Moscow, but the tsar refused to negotiate with
him. Napoléon had no choice but to retreat in disarray,
losing most of his troops.

He now faced a formidable European coalition as
Austria and Prussia resumed hostilities. His defeat at the
Battle of the Nations at Leipzig in October 1813 forced
him out of Germany; shortly thereafter, he lost the rest of
his empire. In April 1814, he abdicated and was exiled to
Elba, while Louis XVIII assumed the throne.

In March 1815, Napoléon escaped from Elba, landed
in southern France, and marched unopposed to Paris.
This time he ruled for only 100 days, proclaiming a new
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constitution and gathering a new army to fight against the
European powers. In June 1815, his last campaign ended
at Waterloo, where he was defeated by the British and
Prussian armies led by Wellington and Blücher.

Waterloo marked the end of the Napoleonic Era. The
British exiled Napoléon to the remote island of St. Helena
in the south Atlantic. At St. Helena, Napoléon dictated
his memoirs to Emmanuel de Las Cases and talked with
other persons who recorded their conversations, thereby
helping to create the myth of an emperor who governed
for the benefit of the French and other European nation-
alities. Napoléon died in May 1821.

SEE ALSO Authoritarianism; Constitutions; Dictatorship;
French Revolution; Haitian Revolution; Militarism;
Napoleonic Wars; Toussaint Louverture; War
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NAPOLEON COMPLEX
As a colloquial term used occasionally in psychology, psy-
chiatry, and psychoanalysis, the Napoleon complex refers
to a specific type of inferiority complex associated with
short people, and especially with short men. It is also
sometimes called the “Napoleon syndrome” or the “short-
man complex.” Individuals with this disposition are
claimed to overcompensate for their short stature by being
excessively belligerent, hostile, or quarrelsome in their
interpersonal relationships. A fictional example is

depicted in John Steinbeck’s Of Mice and Men : The char-
acter Curley was a “shorty” who always felt obliged to
prove his worth by picking fights with bigger men.
However, the Napoleon complex is said to motivate other
forms of behavior besides interpersonal violence and
aggression. Most innocuously, a short male might make
himself feel taller by placing home wall hangings a little
lower than normal. Or he might wear shoes with slightly
thicker heels.

In contrast, such persons may be driven to ameliorate
their supposed low self-esteem by pursuing highly ambi-
tious goals. In fact, the eponymic source for the term is
Napoléon Bonaparte, whose military and amorous con-
quests have been attributed to the desire to compensate
for his diminutive size. Nevertheless, this attribution lacks
merit insofar as Napoléon was actually a bit taller than the
average Frenchman of his day. His alleged shortness
derived from a commonplace misunderstanding of the
contemporary French inch (which was 7 percent longer
than the modern English inch) as well as a mistranslation
of his nickname le petit caporal into “little corporal” (when
petit indicates affection rather than dimension). Thus,
ironically, Napoléon is not a genuine example of the
Napoleon complex. Indeed, the fact that he surrounded
himself with an elite guard of soldiers who were all at least
six feet tall suggests that he was not at all defensive about
his own height.

The Napoleon complex is often associated with the
name of Alfred Adler, a former associate of Sigmund Freud
and the founder of Individual Psychology. A key concept
in Adler’s theory was the inferiority complex. Although this
psychological condition may take many forms, an espe-
cially crucial one is the sense of organ inferiority with
respect to some physical trait. This conception may have
been partially inspired by Adler’s own experiences as a
sickly child, including a bout with rickets that prevented
him from walking until he was four. Under special circum-
stances, the individual may respond to organ inferiority by
directly overcompensating for the disability. An illustration
is Wilma Rudolph, a victim of debilitating childhood polio
who later became the first American woman to win three
track-and-field gold medals at the Olympic Games. Other
times overcompensation will adopt a more oblique or sym-
bolic form. Hence, because short persons cannot easily
make themselves physically taller, they may act to appear
psychologically taller—more dominant, assertive, even
antagonistic or arrogant. For some individuals of potential
genius, the solution may be an extraordinary need for
power that takes the guise of military conquest.
Accordingly, the Napoleon complex can be viewed as a
particular implication of Adlerian psychology.

Even so, Adler himself did not invent the term.
Despite identifying numerous “complexes” of various
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kinds, the Napoleon complex was not included among
them, nor was Napoléon used to illustrate overcompensa-
tion. Moreover, the complex does not constitute a recog-
nized personality disorder in the Diagnostic and Statistical
Manual of Mental Disorders published by the American
Psychiatric Association, and the term is seldom granted an
entry in encyclopedias and dictionaries devoted to psy-
chological science and practice. In addition, the Napoleon
complex is almost never the explicit subject of scientific
research in the professional journals of psychology, psy-
choanalysis, or psychiatry. In the main, it represents a
pseudoscientific term that is popular among journalists
who want to provide an apparent explanation for the
behavior of politicians, entrepreneurs, and other celebri-
ties who happen to be shorter than average. It has also
become a mainstay of folk psychology, the expression at
times being evoked to explicate the odd behavior of a
friend or acquaintance.

Yet, somewhat surprisingly, the Napoleon complex has
recently been introduced as a scientific concept in a totally
unexpected discipline, namely, evolutionary biology. In ani-
mal species that feature male competition for reproductive
opportunities and resources, it is sometimes the smaller
rather than the larger male who most likely initiates aggres-
sive behavior. This phenomenon has been subjected to cost-
benefit analyses that indicate the conditions under which
such seemingly maladaptive behavior is most likely to be
selected. Nonetheless, it is clear that this usage departs sig-
nificantly from the original meaning of the term. This novel
application may therefore not revive the Napoleon complex
as a technical term in the social sciences.

SEE ALSO Inferiority Complex; Overachievers; Personality;
Personality, Authoritarian; Psychoanalytic Theory;
Psychology; Self-Esteem
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NAPOLEONIC WARS
The Napoleonic Wars (1803–1815) were fought between
the French emperor, Napoléon Bonaparte (Napoléon I;
1769–1821) and the European powers of Britain, Austria,
Russia, and Prussia. Ultimately, the wars extended to all

corners of the European continent, profoundly affecting
European politics, society, and culture. The wars encom-
passed eight separate military campaigns divided into
three broader periods: 1803 to 1807, the ascendancy of
Napoleonic power in Europe; 1807 to 1812, the height of
Napoléon’s Grand Empire; and 1812 to 1815, the decline
and fall of Napoléon’s empire.

Napoléon became ruler of France in November 1799
when he participated in a coup d’etat, overthrowing the
Directory. He immediately inherited the war of the
Second Coalition, the last of the wars of the French
Revolution. Within months of coming to power he
declared the French Revolution ended, and defeated the
Second Coalition led by Austria and England. Napoléon
concluded the Peace of Lunèville with Austria in 1801. He
created satellite republics in Italy (the Cispadane and
Cisalpine Republics) in 1796 and 1797, but consolidated
them into the Italian Republic in 1802. England signed
the Peace of Amiens in 1802 after losing their continental
allies. The peace was an expedient, and neither Britain nor
Napoléon trusted the other. In May 1803 Britain declared
war on France, inaugurating the Napoleonic Wars.

In January 1805 Spain joined France in an anti-British
alliance. Napoléon prepared an invasion force to be ferried
and protected by a combined Franco-Spanish fleet. Britain
sought allies to tie the French to the continent. By summer
1805 England, Russia, and Austria formed a Third
Coalition against France. Napoléon’s policies in Germany
and Italy prior to 1805 alienated Austria and Russia, lead-
ing to the formation of the Third Coalition in July 1805.
Napoléon, however, capitalized upon his favorable rela-
tions with the princes of Germany to gain their support
against Austria. The campaign of 1805 was Napoléon’s
most successful. In October he achieved a dramatic victory
over the Austrian army at Ulm in Bavaria. Napoléon
invaded Austria, taking Vienna by the end of November.
At Austerlitz on December 2, 1805, Napoléon soundly
defeated the combined Russo-Austrian army under the
eyes of Tsar Alexander I and Kaiser Franz I.

Victory over the Third Coalition enabled Napoléon
to make sweeping changes to the map of Europe. The
Holy Roman Empire (Germany) was abolished in the
summer 1806 and replaced by the Confederation of the
Rhine, with France as its protector. Austria and Prussia
were excluded from this new German entity. The number
of German territories was substantially reduced through
secularization and mediatization from 120 to 37. The
Italian Republic, a kingdom after 1804, annexed Venetia,
nearly doubling its size.

In February 1806 a French army occupied the
Kingdom of the Two Sicilies, giving Napoléon the entire
peninsula. He then isolated Great Britain by instituting an
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economic blockade embodied in the Milan and Berlin
decrees, often referred to as the “Continental System.”

Tensions between Prussia and France culminated in
September 1806 in the second campaign of the Napoleonic
Wars. The Prussian army was destroyed in two battles, Jena
and Auerstadt (October 14, 1806), and the kingdom was
overrun. The belated arrival of a Russian army in Poland
extended the war into the winter and spring of 1807.
Napoléon fought the Russians to a draw at Eylau in
February, but decisively defeated them in June at Friedland.
The victory over Russia virtually completed Napoléon’s
conquest of Europe. Tsar Alexander I met the French
emperor at Tilsit and agreed to a continental alliance.

Shortly after Tilsit, Napoléon authorized the invasion
of Portugal, a British ally. Spanish support for Napoléon’s
endeavors was lukewarm after the destruction of its fleet
at Trafalgar in October 1805. The Spanish king, Carlos
IV, and his first minister, Manuel de Godoy, wanted to
extricate themselves from the French alliance. Napoléon
distrusted the Spanish and in spring 1808 overthrew the
Spanish monarchy and occupied Spain. He placed his
elder brother Joseph on the throne, which generated enor-
mous popular resistance. The Spanish feared the revolu-
tionary anticlericalism of France, and the imposition of a
foreign king. Formal Spanish military resistance gave way
to a guerilla war that continued until 1814. Napoléon led
a second army into Spain in October 1808, reestablishing
French control, but Portugal was lost to the British earlier
in the year. Napoléon kept more than 250,000 French
and allied troops in the Iberian Peninsula for the next four
years. The Peninsular War tied down military resources,
and provided Britain with a theater of war on the
European continent.

The British army in Portugal in 1809 was led by
General Arthur Wellesley, later the Duke of Wellington.
He used the small kingdom to conduct offensive opera-
tions into Spain, and played a “cat and mouse” game with
King Joseph and the French army through 1810. French
military power, tied down by Spanish guerillas, was insuf-
ficient to retake Portugal. In 1812, as Napoléon invaded
Russia, Wellington launched an invasion of Spain sup-
ported by the Portuguese and Spanish. Between 1812 and
1813 Joseph and the French Imperial army were forced
back to the Pyrenees, and in 1814 Wellington crossed into
southern France, finally ending the Peninsular War.

Napoléon returned to Paris in January 1809 to face a
new threat from Austria. The Austrians believed that with
Napoléon occupied in Spain they stood in a good position
to regain control of the German and Italian states. In April
1809 Austrian armies invaded the Confederation of the
Rhine, the Kingdom of Italy, and the Grand Duchy of
Warsaw—the Napoleonic satellite state of Poland. A com-
bination of Napoléon’s military skill, and more signifi-

cantly the strength of his alliances with the German
princes and Russia, enabled him to defeat Austria. By
mid-May Napoléon sat in Vienna. Although he was
repulsed at Aspern-Essling, he attacked again in July and
defeated Archduke Charles at Wagram.

Napoléon extended the borders of imperial France in
1810 to include Holland, northwest Germany, Tuscany,
and the Papal States. The expanding imperium led to con-
frontation with Tsar Alexander I of Russia. In June 1812
Napoléon invaded Russia with a French Imperial army of
500,000 men. By the end of September Napoléon had
defeated the Russians at Borodino and captured Moscow.
Tsar Alexander and his generals evacuated the capital and
withdrew east of the city, refusing to surrender or negoti-
ate. Napoléon withdrew from Moscow in the middle of
October with no prospect of a clear victory. During both
the advance and retreat, his army suffered far more from
desertions and disease than from battle casualties. In
December the army that returned to central Europe was
reduced to 120,000 men. The enormity of the French
losses led Tsar Alexander to continue the pursuit and lib-
erate Europe. In March 1813 Frederick William III, the
king of Prussia, joined the coalition against France.

Napoléon had rebuilt the French army by the spring
1813 and defeated the Russians and Prussians at Lutzen
and Bautzen in Saxony. All sides agreed to a temporary
armistice through the summer. During this time Austria
joined the coalition against France. The armistice expired
in August, and Napoléon found himself under attack
from three directions—Prussia, Poland, and Austria.
German princes defected from their French alliances, and
in October Napoléon was soundly beaten at Leipzig, forc-
ing him to abandon Germany.

Prussian forces crossed the Rhine at the end of
December. Coalition armies moved into France from
Spain, Germany, and Belgium. Napoléon initially held the
Prussians and Russians at bay, but was ultimately over-
whelmed by numbers. Napoléon abdicated in April 1814,
and went into exile on the island of Elba. Louis XVIII, the
brother of the former French king, was restored to 
the throne.

Napoléon returned to France in February 1815 and
was welcomed by the army and the French population,
who had lost their taste for kings. The coalition, meeting
in Vienna, committed itself to his utter defeat. Napoléon
assembled an army and invaded Belgium. In June 1815 he
was defeated at Waterloo by British and Prussian armies.
He abdicated a second time and was taken prisoner by the
English. The former French emperor spent his remaining
days on the island of St. Helena in the south Atlantic. He
died in 1821.

The Napoleonic Wars transformed the European con-
tinent, reshaping the borders of Germany and Italy.
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Napoléon purposely fostered Italian nationalism in order
to strengthen his satellite states, but in Germany and
Spain, nationalism emerged in reaction to French military
occupation. Liberalism, the desire for constitutional gov-
ernment, also manifested in Western and Central Europe.
The Napoleonic Wars also led to the creation of a
European international system established at the Congress
of Vienna (1814–1815), which was based upon the princi-
ples of balance of power and territorial compensation. The
congress system called upon the monarchical powers to
suppress revolutions to prevent another crisis like the one
that had affected Europe for the previous twenty-five years.

SEE ALSO Borders; Constitutions; Empire; Imperialism;
Liberalism; Monarchy; Monarchy, Constitutional;
Napoléon Bonaparte; Nationalism and Nationality;
Revolution; War
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NARCISSISM
Narcissism refers to a personality trait that includes
grandiosity, vanity, and self-love. Narcissistic individuals
are often described with such adjectives as arrogant, self-
centered, cocky, or conceited. The term narcissism is
derived from the ancient Greek myth of Narcissus.
According to the myth, Narcissus was a handsome young
man who was in search of his ideal romantic partner. One
day he fell in love with his own reflection in a pool of
water. Narcissus died while gazing at his reflection, and on
that spot a flower (a narcissus or daffodil) grew.

The British sexologist Havelock Ellis (1859–1939)
was the first to suggest the character of Narcissus for
describing a psychological state. It was Sigmund Freud
(1856–1939), however, who made narcissism into a cen-
tral concept in psychology. In the early twenty-first cen-
tury the concept of narcissism can be found in several

branches of the social sciences. Most frequently narcissism
is used in psychology, where it refers to both a personality
trait and a personality disorder. Narcissism is also used in
fields such as sociology, political science, and criminology.

In personality psychology narcissism is considered to
be a continuously distributed, “normal” personality trait.
Narcissism appears to have three core characteristics: First,
narcissism is associated with an inflated view of the self.
Narcissists see themselves and their actions in an overly
positive light. This often includes a sense of uniqueness
and entitlement (e.g., “I deserve special treatment”).
Second, narcissism is associated with interpersonal rela-
tionships that lack warmth and emotional intimacy.
Third, narcissism is associated with a pattern of behaviors
that maintain the inflated, grandiose view of the self.
Examples of such behaviors include bragging, showing
off, and blaming others when things go wrong. Narcissism
and high self-esteem are often confused. Both traits are
associated with feeling positively toward oneself. With
narcissism, however, those positive feelings are linked
specifically to their perceived standing on so-called agen-
tic traits, such as social status, intelligence, confidence,
and physical attractiveness. Narcissism is not associated
with positive feelings on what are called communal traits,
such as caring, warmth, and compassion. In contrast,
individuals with self-esteem feel positively about them-
selves on both agentic and communal traits.

In clinical psychology and psychiatry narcissism is
described as a personality disorder (i.e., narcissistic person-
ality disorder, or NPD). A personality disorder is a rela-
tively stable and fixed pattern of thinking, feeling, and
behaving that leads to emotional suffering and functional
impairment (e.g., problems in love or at work). According
to the Diagnostic and Statistical Manual of Mental
Disorders (1994), NPD involves a pattern of grandiosity, a
need to be admired, and a lack of empathy; the disorder is
assessed using nine specific criteria, including arrogant
behavior, a sense of entitlement, and fantasies of success
and brilliance.

In sociology and social history narcissism has been
used to describe culture or a cultural movement. A narcis-
sistic culture is one where values like self-promotion, indi-
vidualism, and self-centeredness are central and where
narcissistic individuals are common. The most well-
known example of this cultural perspective on narcissism
is the historian Christopher Lasch’s The Culture of
Narcissism (1978). Lasch argues that American culture is
becoming increasingly narcissistic.

In political science the concept of narcissism is used
in the study of leadership. Some leaders, especially dicta-
tors and despots (e.g., Adolf Hitler, Joseph Stalin), have
been described as narcissistic. In addition narcissism has
been examined as a potential factor in political terrorism.
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In criminology narcissistic personality traits are thought
to predict criminal behavior, including murder, rape,
assault, spousal abuse, and white-collar crime. Narcissism
is also a key feature of a psychopathic personality, which is
perhaps the most important personality profile for pre-
dicting serious criminal behavior.

Several significant issues remain unresolved in the sci-
entific study of narcissism. First, there remains debate over
the definition of narcissism. While there is strong agree-
ment on key features of narcissism like grandiosity and
low empathy, there is disagreement about the link
between narcissism and feelings of depression or unhappi-
ness. Some theorists argue that narcissism contains a com-
ponent of depression or low self-esteem; others argue that
narcissism is related to positive emotions. Still others
argue that narcissism is linked to negative emotions and
self-perceptions but that these feelings are experienced
only at an unconscious level. Second, while there are sev-
eral theories about the development of narcissism in indi-
viduals, there is no firm conclusion about its etiology.
Some researchers argue that narcissism results from per-
missive parenting, while others argue that narcissism is a
reaction to cold, controlling parents. Finally, the role of
culture in maintaining narcissism is not well understood.
Some researchers and theorists have identified a rising tide
of narcissism, but the cause of this remains unclear.

SEE ALSO Freud, Sigmund; Individualism; Leadership;
Neuroticism; Obsession; Personality; Political Science;
Psychology
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NARRATIVES
Whether defined in literature, law, philosophy, or the
social sciences, narrative has generally been understood as

a form of accounting or representing events in language,
whether these are real or fictitious, and in a manner that
suggests a causal relation between each event. Two of the
earliest theories of narrative occur in Plato’s Republic and
Aristotle’s Poetics, both philosophers being concerned with
the role of narrative in mimesis. Where Plato (c. 427–347
BCE) distinguishes between mimesis and diegesis, with the
latter requiring the poet to speak in his own name rather
than in another’s voice, Aristotle (c. 384–322 BCE) identi-
fies narrative itself as a mode of mimesis—the other mode
being direct representation, as in drama.

At the heart of both philosophers’ discussion is the
relationship of narrative to actuality. Plato condemns
mimesis in poetic and visual art. However, he also asserts
the necessity of tales that model virtuous thought, as
opposed to those that invite the imitation of others’ emo-
tions. Plato thus turns to a narrative form, allegory, to
explicate the relationship between language and the things
it ostensibly names.

Aristotle, by contrast, treats mimesis as a faculty nat-
ural to humans. According to Aristotle, we learn through
imitation because it affords observation and inference.
More importantly, the vehicle of this learning is catharsis.
Plato condemns mimesis and narrative catharsis on the
grounds that they invite false and dangerous emotion in
an observer.

Aristotle’s emphasis on the affective function of nar-
rative has been a persistent theme throughout Western
philosophy. In the twentieth century, it was taken up most
notably in the work of Sigmund Freud (1856–1939), who
defined catharsis as the release of abnormal affect, and
deployed it in trauma therapy while defining trauma as a
state characterized by an incapacity to narrate. He thereby
normalized narrative in psychological terms.

The tension between an impulse to narrate and the
effect of narrative has continued to play itself out, not
only in psychology, but also in the social sciences. Thus,
one hears the echo of Aristotle when Hannah Arendt
(1906–1975) remarks that the distinguishing characteris-
tic of the human is not only the capacity to discern events
in history, but also to narrate these events. Arendt empha-
sizes the political element of storytelling in a manner that
anticipates Jürgen Habermas. She stresses the commu-
nicative and deliberative processes essential to the forma-
tion of a public sphere through speech and action.

Walter Benjamin (1892–1940) likewise writes of the
“art of storytelling” as that which enables intergenerational
social relations. Benjamin’s focus on the immediacy of tra-
ditional storytelling as opposed to the information-bearing
function of the novel or newspaper has been criticized for
its nostalgia. However, it resonates strongly with those the-
ories of sociality in eras and contexts that have not been
dominated by technologized forms of print and electronic
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media. Moreover, his emphasis on the ethics of listening
has found sympathy in the fields of anthropology, sociol-
ogy, folklore studies, and the like, which have taken as their
primary object of analysis the speech of others.

In their analysis of the difference between myth and
novelistic narrative, Theodor Adorno (1903–1969) and
Max Horkheimer (1895–1973) arrive at a theory of the
latter’s relation to the development of bourgeois moder-
nity’s self-mythologizing impulses. This conclusion is out-
lined in Dialectic of Enlightenment (Dialektik der
Aufklärung, 1947), where they engage the political conse-
quences of a shift from the atemporality of myth to the
novelistic narrative that accompanies the rise of capital-
ism. They thus see the temporalizing effect of narrative as
the basis of individuation and the cultural ground of
bourgeois subjectivity.

The development of narrative studies was nonetheless
interrupted by structuralism and its focus on binary oppo-
sitions. In this, structuralism tended to elide both the
Aristotelian and the Platonic emphases on sequentiality,
temporality, and causality. By the mid-twentieth century,
however, counterdiscourses had emerged. Their propo-
nents were historians led by Hayden White, Carlo
Ginzberg, and Natalie Zemon Davis. Informed by
Northrop Frye’s (1912–1991) analysis of narrative struc-
ture, White argues that historians employ the same strate-
gies of emplotment as fiction, the exception being
chronicles and annals that are not concerned with emplot-
ment and are therefore, for White, nonnarrative. The task
of metahistory is, then, to interrogate the presuppositions
within which these narratives are produced.

Much of the turn to narrative studies was inspired by
a rereading of Mikhail Bakhtin (1895–1975). In conver-
sation with Georg Lukács (1885–1971), Bakhtin identi-
fies the novel form as the space characterized by the
reciprocity and simultaneity of many voices and dis-
courses. Their interplay suggests, for Bakhtin, a resistance
to formula. Lukács’s Marxist reading posited the novel as
a bourgeois form of narrative and an antithesis to the
closed atmosphere of the heroic Greek epic world. For
Bakhtin, the novel is heteroglossic. It resists the drive to
totalization because its language bears the history of use
by people of different classes and origins. The imperative
in his work becomes an ethical one, and insists upon
attending to those voices that have yet to be heard by the
dominant. Underpinning this theory is a concept of his-
torical time that rolls forward incessantly as each unheard
voice comes to be heard.

In their approach to narrative, the twentieth century
can be understood in part as a conflict between material-
ists and structuralists. Among the most influential struc-
turalists, along with Roland Barthes (1915–1980) and
Tzvetan Todorov, Gérard Genette drew upon linguistics to

analyze the underlying structures of narrative, and to ask
what we mean by the term narrative, and, thereby, to
engage discourse embedded within discourse. Narratology,
as he practices it, addresses the typology of narrators—
here, continuing questions about who or what narrates and
at what level—to identify classes of narrators according to
their points of view or their diegetic or extra-diegetic roles.
Accordingly, Genette considers narrative time in terms of
duration and frequency (that which is iterative).

This question of time is taken up by Paul Ricoeur’s
(1913–2005) three-volume interdisciplinary Time and
Narrative (Temps et Récit, 1984/1988). Ricoeur argues that
all human experience is temporal and that narrative, being
more than the mere creation of the individual, is the
understanding and orderly mimesis of this lived time. He
thereby liberates the study of narrative from purely liter-
ary considerations. For this reason, his work has exercised
enormous influence on Hayden White, Clifford Geertz
(1926–2006), and others. White draws upon Ricoeur in
his arguments on mimesis and claims that narrative coher-
ence is far more imaginary than actual. As an interpretivist
anthropologist, White argued that story—as the irre-
ducibly mediated text within which experience becomes
available to the analyst—must be treated in its narrativity
and not merely as the receptacle of information.

Mieke Bal extended the work of Genette and Ricoeur
by introducing the question of point of view as part of her
argument against the extreme formalism of structuralism.
She revisits narratological structure, offering a theory of
focalization. Her reading of biblical texts returns to them
the narrative elements that structuralists such as Mary
Douglas had explained away in the interest of finding
such primal oppositions as those between the pure and the
impure, the clean and defiled. In renarrating these biblical
myths, Bal also insists that the traditions of reading narra-
tive perform ideological work and that the reading of any
given story tends to be conducted within the terms of
socially privileged metanarratives. It was this analysis that
resonated so well within social sciences.

Renewed and wider interest in narrative grew in the
social sciences in the mid-1980s. Reasons for this interest
came from different spheres, including postcolonial, gen-
der, and critical race theorists. Among formalist analysts of
narrative, feminist critic and film theorist Teresa de
Lauretis returns to Russian formalism—particularly to
semiotician Yuri Lotman (1922–1993)—to analyze meta-
narrative structure in terms of patriarchal logics, noting
that the climax/catharsis in most Western literature and
cultural texts is achieved in the moment that a masculine
subject possesses or traverses or passes through a feminine
obstacle. De Lauretis’s feminist critique of the viewing
structures in cinematic texts asks—like such theorists as
Barbara Johnson, Annette Kolodny, Shoshana Felman,
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and Mary Ann Doane—questions of point of view.
Doane, Johnson, Felman, and Kolodny question metanar-
ratives within psychoanalysis.

In postcolonial and subaltern studies, for example,
Edward Said (1935–2003) took up narrative theory to
consider the discursive possibilities for third-world subjects
vis-à-vis the Western philosophical and ideological hege-
monies. Linked to anticolonial and postcolonial assertions
of narrative forms and voices that had been discredited by
hegemonic master narratives, critical race theory also draws
upon anthropology, sociology, history, philosophy, and
politics. In critical legal studies, legal scholar Patricia
Williams announced in The Alchemy of Race and Rights,
“My words are my only valuables” (1991, p. 211) thus sig-
naling the manner in which critical race theory would dis-
tance itself from mainstream legal discourse. Williams,
Richard Delgado, Derrick Bell, Mari Matsuda, Kimberlé
Crenshaw, Kendall Thomas, William Tate, and others
challenged the neutrality of the law, particularly with
regard to race. Bell’s direct, narrative criticism epitomized
the stylistics of critical race theorists, although Crenshaw,
Thomas, and others retained their legalistic styles. All
assert the value of a narrated personal experience in tan-
dem with the principles and precedents of legal thought.

The notions of social construction and the reality of
race and discrimination are ever-present in the writings of
contemporary critical race theorists, who also draw upon
pioneers in the field, including W. E. B. Du Bois
(1868–1963), Frantz Fanon (1925–1961), and Max
Weber (1864–1920). In Black Skin, White Masks (1952),
Fanon—a student of Aimé Césaire, founder of the négri-
tude movement—gave a first-person account of experi-
encing the embedded mechanisms of racism. This
insertion of direct experience would be found in the nar-
rative critique of colonialism and its legacies in the work
of fiction writers as well as theorists of colonialism and
anticolonialism. Fanon, like Du Bois at the turn of the
twentieth century, showed how one’s weltanschauung was
shaped by social and ideological factors. Interest in Fanon
was renewed in the late 1980s and 1990s as postcolonial
theorists like Homi Bhabha sought a language that would
enable a more effective understanding of the legacies of
colonization. Cultural anthropologists, having collected
narratives and treated them as signifiers of the world,
joined literary theorists in attending to narrative’s role in
pointing to more than a simple pattern of oppressive/
oppositional violence between colonizer and colonized.

SEE ALSO Arendt, Hannah; Aristotle; Du Bois, W. E. B.;
Ethnography; Ethnology and Folklore; Fanon, Frantz;
Fiction; Freud, Sigmund; Habermas, Jürgen;
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NASH, JOHN
1928–

In a few short papers between 1950 and 1953, John F.
Nash Jr. formulated two major concepts of game theory:
the Nash bargaining solution and Nash equilibrium. His
formulation of noncooperative equilibrium was one of the
greatest conceptual breakthroughs in social science. Nash
then turned his focus to mathematical analysis and made
important contributions to the theory of manifolds. His
work was tragically interrupted by mental illness after
1960. Decades later, his recovery and return to active
work was widely celebrated in the field of economics,
where his ideas had triumphed even in his absence. (See
Sylvia Nasar’s biography A Beautiful Mind: A Biography of
John Forbes Nash Jr. published in 1998. A popular movie
in 2001 presented a fictional version of Nash’s life.)

The Nash bargaining solution (1950a, 1953) is a gen-
eral theory of efficient and equitable outcomes for two-
person bargaining problems. A bargaining problem is
characterized by a convex set of allocations that are feasi-
ble for the players, where each allocation is a pair of
numerical payoffs, one for each player. Letting 0 represent
the payoff that a player could get without any cooperative
agreement, we assume that the allocation (0,0) is in the
feasible set.

In simple examples where both players’ payoffs are
measured in transferable units of money, a reasonable
solution would divide equally the amount that they can
earn by cooperating. But Nash argued that when payoffs
are not transferable, a reasonable solution should remain
invariant when the scale in which a player’s payoffs are
measured is multiplied by a positive constant or when fea-
sible alternatives other than the solution are eliminated.
Remarkably, Nash proved that these properties are satis-
fied by a unique solution, which maximizes the multi-
plicative product of the players’ gains. Nash’s bargaining
solution has become the cornerstone of the theory of
cooperative games without transferable utility.

Nash equilibrium is a general solution concept for
games in strategic form. A strategic-form game is defined
by specifying the set of players, the set of strategies for
each player, and the payoff that each player would get
from every possible combination of strategies that the
players could choose. A Nash equilibrium is a combina-
tion of strategies such that no player can increase his or
her expected payoff by choosing a different strategy, when
the other players’ strategies are held fixed. Nash (1950b,
1951) proved that any finite game has such noncoopera-
tive equilibria, when randomized strategies are admitted,
and he argued that noncooperative equilibrium analysis
should be a general methodology for analyzing games of
any kind. In 1953 he worked to show how his cooperative
bargaining theory could be based on equilibrium analysis

of noncooperative games in which players independently
choose their bargaining strategies.

The importance of Nash equilibrium is manifested
when we consider any question about reforming any eco-
nomic, political, or social institution. To reform an insti-
tution is to change the rules of the game that people play
in this institution. A case for reform must depend on
some predictions about how people would behave in this
institution, with or without the reform. If a case for
reform depended on a prediction that was not a Nash
equilibrium, it could be undermined by an individual
who recognizes that behaving differently would earn a
better payoff. Such difficulties are avoided by analyzing
and comparing Nash equilibria of different institutions.

Nash equilibrium formalizes basic economic assump-
tions concerning the intelligence and rationality of indi-
viduals. The assumption of payoff-maximizing individual
behavior has been common in economic analysis since
Augustin A. Cournot (1838). But Nash equilibrium also
assumes the independence of individual decision-making,
which was viewed as a restrictive assumption until John
von Neumann (1928) presented a broader concept of
strategic decision-making, in which a strategy is a com-
plete plan of actions for a player in all possible contingen-
cies (Myerson 1999). This concept of strategy was used in
Nash’s argument that any dynamic bargaining process can
be studied as a noncooperative game in which players plan
their strategies independently before bargaining begins.

Later work in noncooperative game theory has
refined and extended the equilibrium concept to take
fuller account of sequential decision-making and commu-
nication in games. These developments broadened the
analytical power of noncooperative game theory, which
has transformed the scope of economics. Before Nash,
many economists accepted a narrow definition of eco-
nomics as being principally concerned with production
and allocation of material goods. But noncooperative
game theory provides a general framework for studying
competition in any arena, and so economists have come to
define their field more broadly, as being concerned with
analysis of incentives in all social institutions. Thus by
accepting game theory as a core analytical methodology
alongside price theory, economic analysis has returned to
the breadth of vision that characterized the ancient Greek
social philosophers who gave economics its name.

SEE ALSO Equilibrium in Economics; Game Theory; Nash
Equilibrium; Noncooperative Games; Strategic Games
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NASH EQUILIBRIUM
Nash equilibrium is a fundamental concept in the theory
of games and the most widely used method of predicting
the outcome of a strategic interaction in the social sci-
ences. A game (in strategic or normal form) consists of the
following three elements: a set of players, a set of actions
(or pure-strategies) available to each player, and a payoff
(or utility) function for each player. The payoff functions
represent each player’s preferences over action profiles,
where an action profile is simply a list of actions, one for
each player. A pure-strategy Nash equilibrium is an action
profile with the property that no single player can obtain
a higher payoff by deviating unilaterally from this profile.

This concept can best be understood by looking at
some examples. Consider first a game involving two play-
ers, each of whom has two available actions, which we call
A and B. If the players choose different actions, they each
get a payoff of 0. If they both choose A, they each get 2,
and if they both choose B, they each get 1. This “coordi-
nation” game may be represented as in Figure 1, where
player 1 chooses a row, player 2 chooses a column, and the
resulting payoffs are listed in parentheses, with the first
component corresponding to player 1’s payoff. The action
profile (B,B) is an equilibrium, since a unilateral deviation
to A by any one player would result in a lower payoff for
the deviating player. Similarly, the action profile (A,A) is
also an equilibrium.

As another example, consider the game “matching
pennies,” which again involves two players, each with two
actions. Each player can choose either heads (H) or tails
(T); player 1 wins a dollar from player 2 if their choices
are the same, and loses a dollar to player 2 if they are not.
This game is shown in Figure 2 and has no pure-strategy
Nash equilibria.

In some cases, instead of simply choosing an action,
players may be able to choose probability distributions
over the set of actions available to them. Such randomiza-
tions over the set of actions are referred to as mixed strate-
gies. Any profile of mixed strategies induces a probability
distribution over action profiles in the game. Under certain
assumptions, a player’s preferences over all such lotteries
can be represented by a function (called a von Neumann-
Morgenstern utility function) that assigns a real number to
each action profile. One lottery is preferred to another if
and only if it results in a higher expected value of this util-
ity function, or expected utility. A mixed strategy Nash-
equilibrium is then a mixed strategy profile with the
property that no single player can obtain a higher value of
expected utility by deviating unilaterally from this profile.

The American mathematician John Nash (1950)
showed that every game in which the set of actions avail-
able to each player is finite has at least one mixed-strategy

Nash Equilibrium

Figure 1

(1,1) (0,0)B

A (0,0)(2,2)

A B 

Figure 2

(1,�1) (�1,1)T

H (�1,1)(1,�1)

H T 

Figure 3

(1,1) (3,0)D

C (0,3)(2,2)

C D 

374 INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION



equilibrium. In the matching pennies game, there is a
mixed-strategy equilibrium in which each player chooses
heads with probability 1/2. Similarly, in the coordination
game of the above example, there is a third equilibrium in
which each player chooses action A with probability 1/3
and B with probability 2/3. Such multiplicity of equilib-
ria arises in many economically important games, and has
prompted a large literature on equilibrium refinements
with the purpose of identifying criteria on the basis of
which a single equilibrium might be selected.

Nash equilibria can sometimes correspond to out-
comes that are inefficient, in the sense that there exist
alternative outcomes that are both feasible and preferred
by all players. This is the case, for instance, with the equi-
librium (B,B) in the coordination game above. An even
more striking example arises in the prisoner’s dilemma
game, in which each player can either “cooperate” or
“defect,” and payoffs are as shown in Figure 3.

The unique Nash equilibrium is mutual defection, an
outcome that is worse for both players than mutual coop-
eration. Now consider the game that involves a repetition
of the prisoner’s dilemma for n periods, where n is com-
monly known to the two players. A pure strategy in this
repeated game is a plan that prescribes which action is to
be taken at each stage, contingent on every possible his-
tory of the game to that point. Clearly the set of pure
strategies is very large. Nevertheless, all Nash equilibria of
this finitely repeated game involve defection at every
stage. When the number of stages n is large, equilibrium
payoffs lie far below the payoffs that could have been
attained under mutual cooperation.

It has sometimes been argued that the Nash predic-
tion in the finitely repeated prisoner’s dilemma (and in
many other environments) is counterintuitive and at odds
with experimental evidence. However, experimental tests
of the equilibrium hypothesis are typically conducted
with monetary payoffs, which need not reflect the prefer-
ences of subjects over action profiles. In other words, indi-
vidual preferences over the distribution of monetary
payoffs may not be exclusively self-interested.
Furthermore, the equilibrium prediction relies on the
hypothesis that these preferences are commonly known to
all subjects, which is also unlikely to hold in practice.

To address this latter concern, the concept of Nash
equilibrium has been generalized to allow for situations in
which players are faced with incomplete information. If
each player is drawn from some set of types, such that the
probability distribution governing the likelihood of each
type is itself commonly known to all players, then we have
a Bayesian game. A pure strategy in this game is a function
that associates with each type a particular action. A Bayes-
Nash equilibrium is then a strategy profile such that no
player can obtain greater expected utility by deviating to a

different strategy, given his or her beliefs about the distri-
bution of types from which other players are drawn.

Allowing for incomplete information can have dra-
matic effects on the predictions of the Nash equilibrium
concept. Consider, for example, the finitely repeated pris-
oner’s dilemma, and suppose that each player believes that
there is some possibility, perhaps very small, that his or her
opponent will cooperate in all periods provided that no
defection has yet been observed, and defect otherwise. If
the number of stages n is sufficiently large, it can be
shown that mutual defection in all stages is inconsistent
with equilibrium behavior, and that, in a well-defined
sense, the players will cooperate in most periods. Hence,
in applying the concept of Nash equilibrium to practical
situations, it is important to pay close attention to the
information that individuals have about the preferences,
beliefs, and rationality of those with whom they are strate-
gically interacting.

SEE ALSO Game Theory; Multiple Equilibria;
Noncooperative Games; Prisoner’s Dilemma
(Economics)
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NASSER, GAMAL ABDEL
1918–1970

Gamal Abdel Nasser, who served as president of Egypt
from 1956 to 1970, was born on January 15, 1918, in the
small village of Bani Mor in the Egyptian province of
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Assiut, where he lived for eight years. He came from a
humble and poor background to become one of the most
prominent and influential leaders in the Middle East and
the third world. His father worked as a mail carrier in the
Egyptian Ministry of Communication, a position that
required him to move with his family from Bani Mor to
Alexandria and finally Cairo, where Nasser lived for ten
years. In his memoirs, Nasser spoke proudly of his hum-
ble origin. His poor background might have been behind
his socialist tendencies and his commitment to improve
the living conditions of Egyptian peasants and workers.

During his high school years, Nasser participated in
student demonstrations against the British occupying
forces. After receiving his high school diploma in 1937,
Nasser entered the Egyptian Royal Military Academy,
which started admitting sons of lower-income families in
1936. A year later, he joined the Egyptian army, where he
met several of his future colleagues, including Anwar el-
Sadat (1918–1981) and Zakaria Mohyi El Deen, both of
whom served as his vice presidents, and Abdul Hakeem
Amer, who became a minister of defense. In 1942 Nasser
was transferred to Sudan, where he and other officers
founded the Free Officers, a secret revolutionary organiza-
tion. The Free Officers was a secular nationalist move-
ment that was opposed to the British occupation of Egypt,
the “corrupt” royal family, and the domination of Egypt’s
economy and parliament by a small landowning class. In
1948 Nasser was a member of the Egyptian army that
along with other Arab armies was sent to Palestine to
thwart the establishment of Israel. The humiliating defeat
of the Arab armies in the 1948 war raised his awareness of
the Palestinian problem and the inefficacy of the existing
Arab governments.

On July 23, 1952, Nasser and his Free Officers seized
power and deposed the king. A year later, the Revolutionary
Command Council of the Free Officers promulgated a 
new constitution, abolished the monarchy, and declared
Egypt a republic. Though General Mohammad Naguib
(1901–1984) served as the head of the government from
1952 to 1954, Nasser held the real power through his 
control of the Revolutionary Command Council. In
November 1954 Nasser placed Naguib under house arrest,
accusing him of knowing about an attempt by a member of
the Muslim Brotherhood to assassinate Nasser.

In 1956 Nasser was elected president of Egypt, a posi-
tion he held until his death in 1970. As president, Nasser
created an authoritarian police state, banning political
parties and suppressing political opposition, including the
local communists and members of the Muslim
Brotherhood. He ruled the country through the Arab
Socialist Union, a government-controlled party.

Between 1956 and 1966, Nasser introduced several
socialist measures, including the nationalization of various

industries, private companies, and banks, and he
expanded the public sector significantly. He also intro-
duced agrarian reform, including the confiscation of
2,000 square miles of cultivable land from wealthy
landowners, which he distributed to Egypt’s poor peas-
ants. The aim of these socialist measures was to improve
the living conditions of the country’s peasants and work-
ers. Nasser contended in his book The Philosophy of the
Revolution (1955) that Arab socialism was a prerequisite
for Arab unity and freedom and for surmounting the
social and economic legacy of colonialism.

In addition to his domestic socialist reforms, Nasser
adopted an anti-Western and anticolonial foreign policy.
Initially however, he tried to secure arms from Britain and
the United States, and it was only after the two countries
declined his request that he acquired such weapons from
the Soviet Union and Eastern Europe. Along with Prime
Minister Jawaharlal Nehru (1889–1964) of India and
President Sukarno (1901–1970) of Indonesia, Nasser also
founded the nonaligned movement.

Nasser tried to obtain Western funding to build a
dam on the Nile (the Aswân Dam) that would provide
electricity to neighboring villages and towns and increase
the amount of cultivable land available to peasant farmers.
Though at first the administration of U.S. president
Dwight D. Eisenhower (1890–1969) expressed an inter-
est in financing the construction of the Aswân Dam, it
rescinded its offer to protest Nasser’s anti-Western policies
and his rapprochement with the Soviet Union, Eastern
Europe, and Communist China, as well as his nonalign-
ment policy. In reaction, Nasser nationalized the Suez
Canal Company with the hope of using the income gen-
erated from tolls levied on ships crossing the canal to
finance the construction of the dam. The Suez Canal
Company was seen as a symbol of Western colonialism
and hegemony.

In response to the nationalization of the Suez Canal
Company, Britain, France, and Israel invaded Egypt and
occupied Sinai in late 1956. Under pressure from the
United Nations and the United States, however, the
invading armies were forced to withdraw and UN peace-
keeping troops were deployed into the Sinai. The invasion
of Egypt intensified Nasser’s opposition to Western influ-
ence and military alliances in the Middle East, and made
him a strong advocate of Arab nationalism and freedom
from colonial control. The Suez crisis also significantly
increased Nasser’s popularity in the Arab world. Likewise,
his message of social justice at home and anticolonialism
abroad inspired millions of Arabs, who formed political
parties to bring about Arab unity and socialism.

In response to a request from the Syrian military and
civilian leaders for a merging of Syria and Egypt, Nasser
created in 1958 the United Arab Republic as the first step
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toward Arab unity. The union ended in 1961; Syrian mil-
itary officers and civilians resented Egyptian domination
of Syrian politics, the secret police’s harsh repression of
Syrian opposition, and nationalization of the Syrian pri-
vate sector. In 1962 Nasser sent his army to Yemen in sup-
port of the military coup that overthrew the monarchy.
Egyptian military intervention in Yemen, which lasted for
five years, was costly.

In May 1967 Nasser incited the June War (the Six-
Day War) when he requested the withdrawal of the UN
Emergency Force from Sinai and closed the Gulf of Aqaba
to Israeli ships. In reaction, Israel launched a surprise
attack on Egypt and occupied the Sinai Peninsula. In the
aftermath of the humiliating defeat of his army, Nasser
resigned from office, but he rescinded his decision in the
wake of massive popular support for his rule. However,
Nasser never regained his previous stature, and his govern-
ment became increasingly dependent on military and eco-
nomic aid from the Soviet Union.

Nasser died of a heart attack on September 28, 1970.
Five million Egyptians attended his funeral, making it the
largest funeral in history. His legacy has been the subject
of intense debate. Some criticize his autocratic rule and his
suppression of political opposition. Others criticize his
aggressive and militaristic foreign policies, including his
incitement of the 1967 June War and his military involve-
ment in Yemen. Such military ventures tainted his legacy
and caused severe difficulties for Egypt and the Arab
countries. In contrast, others commend his struggle
against Western colonialism, his restoration of Arab dig-
nity, and his embodiment of the dream of Arab unity and
nationalism. Still others commend Nasser’s role in mod-
ernizing Egypt’s educational system and making it free to
the poor, as well as his strong support of the arts, theater,
film, music, and literature.

SEE ALSO Arab League, The; Arab-Israeli War of 1967;
Arabs; Nationalism and Nationality; Pan-Arabism;
Suez Crisis; United Arab Republic
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Emile Sahliyeh

NAST, THOMAS
1840–1902

Thomas Nast both drove and commented on the most
pressing questions of his age through evocative engravings
and cartoons. Highlighting nationalism, political corrup-
tion, and urban poverty, Nast launched a new means of
communication that appealed to and touched an entire
nation.

Nast gained fame with Harper’s Weekly magazine,
where he worked from 1859 until 1886. Reflecting his
emotional responses to the carnage he saw as a war corre-
spondent, Nast’s engravings went beyond reporting and
into the realm of the visual editorial. Vivid engravings of
the battles of the Civil War (1861–1865), the patriotic
sacrifice needed to preserve the Union, and the harsh real-
ities of slavery made the war real to the average citizen and
inspired them to service. One of his most representative
images shows Columbia weeping as a tattered Union
amputee shakes the hand of a refined Southern soldier.
Called “Compromise with the South,” this use of allegory
and warnings against the sacrifice of right in the name of
expediency became a powerful tool for the Republican
campaign to re-elect President Abraham Lincoln.

As the war ended, Nast turned to immigration, polit-
ical corruption, and free silver as ripe ground for his
images. Moving from commentary to activism, Nast’s
work unmasked the political corruption behind the “party
boss” system and helped imprison New York’s infamous
Boss Tweed. In a series of cartoons from 1869 to 1872, the
artist openly accused Tweed of rigging elections and
accepting bribes, all while giving a moral slant to the sub-
ject that turned the public against the iron-fisted leader.
The power of Nast’s imagery is best expressed by a quote
attributed to Tweed himself: “Stop the damned pictures
… my constituents can’t read, but, damn it, they can see
pictures” (Fischer 1996, p. 2). In this age of immigration,
emotional images appealed to an urban citizenry that was
often illiterate yet anxious to make their way in a new
country.

Nast aptly demonstrated the role of political cartoons
in electoral campaigns. In 1872 his visual barrage of car-
toons contributed to the defeat of Horace Greeley’s run
against Ulysses S. Grant. By 1876, his support for
Rutherford B. Hayes propelled the candidate to the pres-
idency. The power of Nast’s aura is undeniable: His candi-
dates won seven consecutive presidential elections and his
images of the elephant and donkey battles have currency
in the twenty-first century.

Depicting a clear line between good and evil, Nast’s
style was pedantic, explicit, and expressed a definitive
right-wing stance. His harsh black-and-white lines and
crosshatchings for Harper’s Weekly stood in stark contrast to
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the more subtle irony in his competitors’ illustrations for
Puck magazine. Nevertheless, Nast’s methods redefined the
political cartoon medium. Instead of relying on the talking
bubbles of the eighteenth century, he liberally incorporated
labels and allegory to emphasize the character and ideas of
his subjects. His ultrarealistic style instantly made a point
without requiring lengthy analysis from his audience, a
quality still admired in cartoonists in the early twenty-first
century. Through Nast’s efforts, the political cartoon
stepped out of the shadow of commentary and into the
realm of activism, where it remains today.

SEE ALSO Cartoons, Political; Media; U.S. Civil War
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Rita B. Trivedi

NATION
The term nation connotes a broad community of individ-
uals, whose members consider themselves linked on the
basis of shared long-standing cultural practices, ethnicity,
history, memories, or traditions, who are typically associ-
ated with a specific geographical homeland, and who are
predisposed to make political claims of autonomy, sover-
eignty, or other assertions of rights on the basis of their
membership. Though nations are abstractions, in practice
they are quite real to those who believe they belong to
one. The idea that nations are real and legitimate forms of
social organization is a fundamental assumption in ideolo-
gies of nationalism and national self-determination.

While in vernacular and economic use nation is often
synonymous with country or state, the historical and socio-
logical understanding of the term does not demand the
existence of government or recognized statehood. Despite
this difference, nation and state are often used interchange-
ably. For example, the United Nations is in fact an assem-
bly of states, not nations, much as international relations
actually refers to relations between states. To further con-
fuse matters, citizens of states are often described as having
that state’s nationality. However, states grant citizenship to

recognize rights in the political community of the state,
whereas nationality solely describes one’s membership in
the nation. Nation is also commonly used as a synonym for
an ethnic group, which may in some cases overlap in prac-
tice, though the term is analytically distinct.

Core disputes in theories of the nation include the
very nature of nations’ existence: Are they real? Is it natu-
ral for humans to organize themselves into nations? Are
these organizations based on natural differences, or are
these differences social constructions? How long have peo-
ple felt themselves part of nations? Is membership volun-
tary or ascribed?

Eighteenth- and nineteenth-century theorists
believed that all people were born as members of a nation,
with an inherent national character endemic to their
group. Philosophers such as Johann Gottfried Herder
(1744–1803) argued that nations were naturally occurring
linguistic and cultural communities, real and hereditary
expressions of an eternal essence, generally unchanging
over time, which deserved self-determination due to their
differences from other groups. This school of thought has
come to be known as primordialism. While contemporary
scholarship has generally rejected this view, it lives on in
the rhetoric of nationalist leaders, and in some representa-
tions of nations in popular media, particularly during
times of war, when conflicts may be portrayed as ancient
hatreds with no identifiable beginning and no possibility
for resolution.

Refining the primordialists’ belief that nations are
natural and real, perennialist scholars emerged in the mid-
twentieth century to describe the robustness of nations
without reliance on nature. Authors such as Anthony D.
Smith suggested that nations may have a birth moment in
the past, rooted in unique cultural practices and traditions
that could be described as ethnic. However, once estab-
lished, these characteristics of the nation become
entrenched to the point of permanence, perennially reiter-
ated in subsequent generations. Tales of “golden ages” or
ancient battles with other national groups are passed
down to younger generations, told and retold to cement
the new generation’s links with its past.

Against this view of nations as ancient or eternal, so-
called modernist theorists such as Ernest Gellner and
Benedict Anderson examined the process of nation forma-
tion and argued that nations resulted from economic
advances and industrialization. These authors grow out of
a social constructivist tradition, which argues that no
human enterprise can be understood as innately natural or
“real.” From this perspective, nations are invented or
imagined, and only gain legitimacy through broad public
acceptance, not a priori existence. Anderson, perhaps the
most famous representative of the modernist or construc-
tivist school, argued that nations were “imagined political

Nation
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communities,” in which individuals came to believe that
they were connected through cultural and political bonds
to others whom they had never met, even the dead or not-
yet-born. According to Anderson, these beliefs were dis-
seminated as a byproduct of modern inventions such as
the printing press, which, in combination with the capi-
talist desire to sell books and newspapers, helped stan-
dardize language and information dissemination across
wide territories. “Print-capitalism” increased the scope of
communities, but also defined their boundaries. As infor-
mation spread, images of both the in-group and the out-
group were constructed.

Modernists also highlight the role of the state in con-
structing the nation, through common symbols such as
flags and holidays, common institutions such as public
education and national museums, and through activities
that cemented the community’s boundaries and limits,
such as maps and censuses. The modernist paradigm has
created a vast research program into the history of nations,
asking how particular nations developed and how belief in
these nations was manifested. Furthermore, it has opened
up new perspectives: Once a nation is seen as imagined or
constructed, it becomes possible to conceive of alterna-
tives. This raises the questions of whether membership in
the nation is a choice, either at the individual or the group
level, and whether nations can be based on civic values,
such as political principles, rather than ethnic traditions.
In turn, postmodernists, writing since the mid-1990s, have
argued that nations can never be fully constructed, that
their content is subject to “discursive” redefinition and
change, and that nations continually undergo reconstruc-
tion and reproduction.

As their name suggests, modernists also argue that the
nation is a recent phenomenon. Many authors point to
the French Revolution as a critical historical moment in
the spread of the idea. When revolutionaries called for
government to represent the people, they referred to the
nation, instead of a particular class, religion, or region.
This arguably had the effect of making illegitimate those
forms of government that did not claim to represent the
nation. Simultaneously, the ideology that states should
represent nations, and that nations should have their own
states, potentially hides other divisions that might exist
within a society, for example, gender or class disparities.
Postmodern and Marxist scholars have critiqued the
“hegemony” of the nation as an organizing principle of
political life.

A country whose borders coincide with a perceived
national homeland is called a nation-state. However, this is
an ideal type, and with the growth of immigration and
globalization the idea of a homogeneous nation-state is
arguably losing relevance. On the other hand, political
leaders may nonetheless rule as if their state were an

uncontested nation-state, and accordingly may enact poli-
cies on behalf of “their” nation, thereby keeping the
nation a part of political life. As Rogers Brubaker suggests,
the nation cannot be written off; even if its meaning can-
not be pinned down, the idea of a nation remains useful
as a “category of practice.”

SEE ALSO Citizenship; Ethnicity; Identity; Nationalism
and Nationality; Revolution; Society; Sovereignty;
State, The
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Mark Ashley

NATION OF ISLAM
In his classic work The Black Muslims in America (1961),
religion scholar C. Eric Lincoln (1924–2000) argued that
originally the Nation of Islam was less a religious move-
ment than a protest movement against centuries of racial
oppression. Founded in 1930 by W. D. Fard (pronounced
Far-rod ), the Nation of Islam borrowed heavily from the
teachings of Marcus Garvey’s (1887–1940) United Negro
Improvement Association and Noble Drew Ali’s
(1886–1929) Moorish Science Temple. Built around
Islamic symbolism and a philosophy that challenged white
supremacy, the Nation of Islam encouraged members to
work toward economic and social independence from the
white community. Far more radical than protest organiza-
tions including the National Association for the
Advancement of Colored People (NAACP), the Urban
League, the Southern Christian Leadership Conference
(SCLC), the Congress of Racial Equality (CORE), and
the Student Nonviolent Coordinating Committee
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(SNCC), the Nation of Islam espoused racial segregation
as a solution to institutional racism.

The Nation of Islam began in Detroit, Michigan. 
W. D. Fard, a peddler possibly of Arab descent, began
teaching small gatherings of “so-called Negroes” about the
glorious history of “Afro-Asia.” Fard warned his followers
that ignorance of their past weakened them to the 
“tricknology” of whites, namely white supremacy. Fard
argued that ignorance of history produced in the “Asiatic”
community a sense of intellectual and moral inferiority.
Education, he reasoned, preceded liberation, and therefore
it is the responsibility of black men and women to seek
knowledge and then to use that knowledge to inform daily
practices. Fard, for example, admonished blacks to live and
eat as their ancestors had in order to reclaim their birthright
and to reestablish a system of equality, justice, and freedom.
Fard also instituted Muslim Girls Training Classes, which
taught girls and women the domestic arts, and the Fruit of
Islam, which was a form of military training for men. These
gender-segregated programs were designed to promote a
sense of dignity, self-discipline, and social order.

Fard chose Elijah Muhammad (1897–1975), for-
merly Elijah Poole, as his lieutenant in the Nation of
Islam. Born in Sandersville, Georgia, Poole was the son of
William, a pastor, and Mariah, a domestic servant. With
his wife Clara, Elijah Poole joined the great migration
north in 1923 to flee the racial violence, poverty, and the
boll weevil infestation that had destroyed crops in the
South. The Pooles settled in Detroit with their two chil-
dren (three more children would follow). In Detroit,
Elijah Poole became a devoted follower of Fard, and 
eventually cast away his “slave name” to become Elijah
Karriem and eventually Elijah Muhammad in 1933.
Following Fard’s disappearance from Detroit in 1934,
Elijah Muhammad fought to maintain his position as the
Minister of Islam. In his capacity as leader, Elijah
Muhammad deified Fard as the embodiment of Allah.
This decision effectively positioned Fard as the last
Prophet of Allah, a heretical notion for Sunni and Shiite
Muslims. After serving three years at MCI Prison for fail-
ure to register for selective service during World War II
(1939–1945), Elijah Muhammad resumed leadership of
the Nation of Islam in 1946. Following his release,
Muhammad continued to reach out to black prisoners.

While serving time at Norfolk Prison Colony in
Massachusetts, Malcolm Little (1925–1965) was intro-
duced to the teachings of Elijah Muhammad. Malcolm
Little identified strongly with the idea that his past behav-
ior was the result of having been brainwashed by white
supremacy. In response, Little spent his time in prison
studying history, philosophy, and religion. He also main-
tained an ongoing correspondence with Elijah
Muhammad, and eventually converted and changed his

name to Malcolm X. Following his release from prison in
1952, Malcolm X began a journey that would eventually
lead to his becoming the most articulate, powerful, and
controversial spokesman for the Nation of Islam.

Unlike the other protest organizations at the turn of
the century that fought for the full benefits of citizenship in
an integrated United States, the Nation of Islam espoused a
philosophy that whites were “blue-eyed devils” created by
an evil black scientist named Yacub. Slavery, de jure segre-
gation, the epidemic of lynchings, and institutional racism
were offered as proof by followers that even if whites were
not devils, they acted like devils. The militant and antiwhite
rhetoric of the Nation of Islam made the organization
unpopular even within the black community, and until the
1960s the philosophy appealed almost exclusively to south-
ern migrants living in the urban Northeast and Midwest.
Membership levels grew and shrank from 1930 to 1942,
probably never rising above one thousand. In the 1950s,
membership in the Nation was possibly as high as five thou-
sand. With a large recruitment drive in the 1960s, Nation
membership most likely reached its highest level of about
twenty thousand. The number of members is not, however,
indicative of the influence of Elijah Muhammad’s and
Malcolm X’s teachings. There were thousands of African-
Americans who sympathized with the Nation’s philosophy
of self-sufficiency and Afrocentrism, and with the Nation’s
declared willingness to physically defend their community.

There were two major tensions within the Nation of
Islam following Malcolm X’s rise as the organization’s
most charismatic spokesman. The first tension sur-
rounded the relationship between Nation of Islam philos-
ophy and “orthodox” Islam. With greater media attention
came greater scrutiny, and a number of Sunni Muslims
were more than willing to highlight the differences
between Nation teachings and traditional Islam. In the
press, Elijah Muhammad was characterized as a phony by
Sunni Muslims who knew that the leader’s beliefs were a
syncretic blend of Christianity and black nationalism lay-
ered with Islamic symbolism. By the 1960s, Elijah
Muhammad’s son Wallace Muhammad and Malcolm X
were pushing their leader to adopt traditional Islam, but
Elijah Muhammad held firm to the original tenets of his
organization. The second tension had to do with the ques-
tion of race. The Nation of Islam was characterized in the
press as a black supremacist organization that preached
hate. Black leaders including Martin Luther King Jr.
(1929–1968) and NAACP attorney Thurgood Marshall
(1908–1993) castigated the organization. The Nation’s
anti-integration stance and tolerance of self-defense was
seen as a threat to the current gains of the civil rights
movement. Beyond the political repercussions, many
blacks thought that the philosophy of the nation was cyn-
ical and untenable.

Nation of Islam
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Major changes occurred in the Nation of Islam in the
1960s. Scandals surrounding Elijah Muhammad, integra-
tion following civil rights legislation, and the assassination
of Malcolm X (renamed El-Hajj Malik El-Shabazz before
his death) all contributed to the slow delegitimization of
some of the beliefs and practices of the Nation of Islam.
When Elijah Muhammad died in 1975, he passed leader-
ship to his son Wallace Muhammad. Wallace Muhammad
subsequently dismantled the Nation of Islam and built 
the World Community of Islam in the West, now the
American Muslim Mission. The American Muslim
Mission continues to promote Sunni Islam within the
African American community. In 1977 Minister Louis
Farrakhan rejected the leadership of Wallace Muhammad
and rebuilt the Nation of Islam in order to continue the
teachings of Elijah Muhammad. While still focused on the
mission of black empowerment, Louis Farrakhan’s Nation
of Islam continues to incorporate traditional Islamic 
practices.

SEE ALSO Black Power; Civil Rights Movement, U.S.;
Islam, Shia and Sunni; King, Martin Luther, Jr.;
Malcolm X; Muhammad, Elijah; National Association
for the Advancement of Colored People (NAACP)
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Carolyn M. Rouse

NATIONAL ADVISORY
COMMISSION ON CIVIL
DISORDERS
SEE Kerner Commission Report.

NATIONAL
ASSESSMENT OF
EDUCATIONAL
PROGRESS
The National Assessment of Educational Progress (NAEP)
was mandated by Congress in 1969 to provide accurate
measurement and reporting of levels and trends in aca-
demic achievement of U.S. elementary and secondary stu-
dents. NAEP has met this goal through regular testing of
students in selected subjects and most often at the fourth,
eighth, and twelfth grades. For most NAEP reporting, stu-
dent achievement in the most recent assessment is com-
pared with student achievement in previous years in the
same subject and grade to identify changes and trends.

NAEP provides a continuing assessment of the core
subjects of reading, mathematics, writing, and science.
National and state assessments in reading and mathemat-
ics are conducted every other year, and every four years in
science and writing. NAEP also tests achievement in other
subjects that are widely taught in the schools, such as U.S.
history, civics, geography, economics, and the arts, but
they are assessed less often and sometimes at only one
grade. In addition NAEP conducts special studies on top-
ics such as long-term achievement trends, the influence of
course-taking on outcomes, assessment results in urban
schools, and the effects of educational technology.

NAEP policy setting, administration, and implemen-
tation are conducted by several organizations. NAEP pol-
icy is set by the National Assessment Governing Board
(NAGB), whose members are appointed by the secretary
of education. Members include governors, educators,
school administrators, state legislators, and the public.
NAGB selects the subject areas for assessment, develops
the general objectives and specifications for the assess-
ment, prepares guidelines for reporting, and is responsible
for making all policy decisions. NAEP administration is
the responsibility of the National Center for Education
Statistics (NCES), which oversees assessment develop-
ment and scoring. NAEP implementation is carried out
through contracts, grants, and cooperative agreements
with qualified organizations and individuals. They define
the material to be assessed within each subject and at each
grade level, prepare the assessment instruments, select the
school and student samples, score student responses, ana-
lyze the data, and write the NAEP reports.

The most important part of the assessment process is
the development of a content framework. It defines what
students should know and be able to do at each assessed
grade level, how assessment items should be written to
address that content, and what should be reported. The
framework is prepared from the work of many content
experts, teachers, curriculum specialists, policymakers,
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and public representatives. It is then given final review
and approval by NAGB.

The assessments include multiple-choice items and
constructed-response items that require students to give
short or extended written responses. NAEP also collects
background data through questionnaires completed by the
students, their teachers, and school administrators. Some
data, for example student demographics such as gender,
race and ethnicity, and region, are standard for all NAEP
assessments. Background information is also obtained on
factors that may influence academic performance, such as
time spent on homework, instructional practices, and
teacher background. Additional questions may directly
relate to the subject being assessed. For example, in eco-
nomics, students might be queried about whether they have
had a course in economics in their high school careers.

NAEP uses probability sampling to select a represen-
tative group of students to participate in the assessment.
The sample size for each state averages one hundred
schools and three thousand students at each grade level
and within each subject. The sample is sufficiently large so
it can produce reliable and valid results at the national
level at each grade level and for subgroups of students
defined by specified characteristics such as gender, race
and ethnicity, eligibility for a lunch subsidy, and region.
State-level results are also reported for reading, mathemat-
ics, writing, and science.

NAEP assessments also use item sampling of subject
matter content. In item sampling, each student is only
given a sample of all the test items. This design means that
NAEP can administer a large number of items, and
because the assessment blocks are linked, valid and reliable
achievement results can be constructed for representative
samples of students in each subject area and grade level.
By law, only the overall results for a representative sample
of students are reported. Given this sampling, it is impos-
sible to report individual student results.

Subject-matter results are reported by averages and
percentiles and by achievement levels. The primary means
of reporting are three achievement levels defined by
NAGB. Students at the basic level “demonstrate partial
mastery of prerequisite knowledge and skills that are fun-
damental for proficient work at each grade.” Students at
the proficient level “demonstrate solid academic perfor-
mance for each grade assessed. These students demon-
strate competency over challenging subject matter, 
including subject-matter knowledge, application of such
knowledge to real-world situations, and analytical skills
appropriate to the subject matter.” Students at the
advanced level “demonstrate superior performance.”

The scores and achievement levels are developed inde-
pendently for each subject; thus the results cannot be com-
pared across subjects. In general, however, the results for

subjects show that most students score either below or at
the basic level, far fewer score at the proficient level, and
very few score at the advanced level. For example, the 2005
twelfth-grade science assessment reported the following
results for students: below basic, 32 percent; basic, 39 per-
cent; proficient, 26 percent; and advanced, 3 percent.

NAEP results, including scale scores and achievement
levels for subgroups of students as well as background data
that relate to student achievement, are used for research in
a wide variety of studies. The NCES provides training on
their use for primary or secondary education analysis and,
in combination with other student and school data sets,
makes the NAEP data available to researchers. Studies
have been conducted on how student achievement is
affected by the prior academic work of students, student
experiences outside of school, class size, and teacher char-
acteristics. In addition, student, teacher, and school fac-
tors have been investigated to identify their effects on
achievement levels of ethnic, gender, and regional groups.

NAEP is not without critics despite the money and
effort expended to develop accurate measures of achieve-
ment. Levels of understanding, but not trends, may be
understated because of the voluntary nature of the assess-
ment and the lack of student motivation to score well,
especially when it is administered to graduating seniors.
The measures are aggregate ones for the national or state
level; no individual or school-specific results are reported.
NAEP may also create incentives for establishing a
national curriculum in the schools.

SEE ALSO National Family Health Surveys; National
Longitudinal Study of Adolescent Health; National
Longitudinal Survey of Youth; Panel Study of Income
Dynamics; Surveys, Sample
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NATIONAL
ASSOCIATION FOR THE
ADVANCEMENT OF
COLORED PEOPLE
(NAACP)
The National Association for the Advancement of
Colored People (NAACP) was incorporated in 1910 as an

National Association for the Advancement of Colored People (NAACP)
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organization dedicated to mobilization on behalf of racial
justice. The founding of the organization occurred
through the discourse and several meetings among black
and white intellectuals, business persons, educators, and
professionals who, over a number of years prior to the
NAACP’s founding, laid the groundwork to mobilize
efforts to fight racial discrimination against African
Americans. Many of the leaders and participants of these
precursory efforts reached a consensus on developing a
major organization that would fight racial discrimination,
and eventually, the NAACP was established.

One meeting that contributed to the development of
the NAACP was held in Niagara Falls, New York, in
1905; this meeting marked the founding of the Niagara
Movement. At the meeting, the participants discussed
their opposition to the accommodationist policies of
Booker T. Washington (1856–1915). They supported
black progress by way of higher education in cultural and
scientific studies, economic development, and integration
within the formal political structures with full citizenship
rights, the franchise, and civil rights.

By the time of the second annual Niagara Movement
meeting in 1906, several members were alarmed by the
continuing brutality, lynching, and loss of property,
among other oppressive conditions, facing blacks at that
time. This led white leaders Mary White Ovington
(1865–1951) and Oswald Garrison Villard (1872–1949),
grandson of abolitionist William Lloyd Garrison
(1805–1879), along with W. E. B. Du Bois (1868–1963),
to convene a meeting, referred to as The Call, to discuss
the “Negro question.” On February 12, 1909, the one-
hundredth anniversary of the birthday of Abraham
Lincoln (1809–1865), fifty-three signatories (who com-
prised the membership of the National Negro
Committee) called for a national conference to be held on
May 30, 1909.

By the time the second national conference was held
in May 1910, the National Association for the
Advancement of Colored People was incorporated by five
people: Du Bois, Villard, Ovington, Walter E. Sachs
(1884–1980), and John Haynes Holmes (1879–1964).
The Niagara Movement, from which the NAACP was an
outgrowth, eventually dissolved. Many of the movement’s
members, however, were also members of the NAACP.
Continuing many of the concerns of the Niagara
Movement, the NAACP proposed to address the social
and political equality of African Americans. A 1911
NAACP program declared that its objectives were to
sponsor meetings and lectures on questions about race,
political representation, foreign affairs, antilynching pol-
icy, disfranchisement, educational inequities, discrimina-
tion in employment, crime, and public accommodations.

THE ORGANIZATIONAL
STRUCTURE

The organization’s leadership consisted of a National
Board of Directors that was elected from a slate of candi-
dates chosen by the NAACP Nominating Committee.
Members of the National Board of Directors had the
power to establish committees, departments, bureaus,
branches, and college chapters. The National Board of
Directors consisted of the president (an ex officio mem-
ber), vice president, treasurer, chairman of the board (the
most powerful officer of the association), and the executive
secretary. Other NAACP members made up youth coun-
cils, college chapters, and various branches within states.

Some notable former members of the NAACP Board
of Directors include the political scientist Ralph Bunche
(1904–1971) and Eleanor Roosevelt (1884–1962), wife
of President Franklin D. Roosevelt (1882–1945). Other
famous members include Du Bois, who acted as the direc-
tor of publicity and research and who, for a number of
years, acted as editor of the association’s chief publication,
The Crisis. Ida B. Wells-Barnett (1862–1931), a strong
advocate of antilynching policy in the early twentieth cen-
tury, was also a member. James Weldon Johnson
(1871–1938), known for writing the lyrics to “Lift Every
Voice and Sing,” the “Negro national anthem,” was a
national organizer of membership, and he later became
executive secretary of the organization.

NAACP membership was (and continues to be) open
to all people, regardless of race. Much of the leadership in
the early organization consisted of whites. Since 1932,
when Louis T. Wright (1891–1952), a black man, was
appointed to the Board of Directors, African Americans
have been more central to the association’s leadership.
Today, the organization is structured similarly to its past
organization, comprising a National Board of Directors,
several departments, state branches with regional offices,
youth councils, and college chapters. Julian Bond, a long-
time civil rights activist, became chair of the Board of
Directors in 1998. In 2005 Bruce S. Gordon became
NAACP president, replacing Kweisi Mfume, a civil rights
activist and former Maryland representative of the U.S.
House of Representative who had served as NAACP pres-
ident since 1996.

Despite its sound leadership, strong following, and
prior financial stability, the NAACP faced both financial
difficulties and leadership woes during the early 1990s.
During this time, the NAACP experienced alleged finan-
cial malfeasance, a budget deficit, and a sex scandal that
involved its president, Benjamin F. Chavis Jr. (now known
as Benjamin F. Chavis Muhammad). The controversy sur-
rounding Chavis’s leadership led to his being asked by the
National Board of Directors to resign from the presidency.
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Mfume is credited with leading the organization out of its
troubled period.

In 2006 the NAACP comprised over two thousand
local chapters and more than 500,000 members. It faces
the challenge of increasing its membership among a
younger generation of political activists. Financial support
comes mostly from individuals and corporate donors.
Prior to the separation of the NAACP Legal Defense and
Educational Fund, Inc. (LDF, also known as the “Inc.
Fund”) from the main organization, the association bene-
fited financially from tax-exempt donations made to the
Inc. Fund. The NAACP also has tax-exempt charitable
status, which was initiated via the NAACP Special
Contribution Fund in 1964.

POLITICAL INVOLVEMENTS

NAACP political activism consists of policy reviews, polit-
ical lobbying, political protests, political mobilization,
and legal challenges. The organization’s early policy con-
cerns were related to African Americans acquiring civil
rights. The NAACP compiled and disseminated informa-
tion to members and other blacks about senators’ and rep-
resentatives’ votes on policies that affected civil rights.
This information served as a public record of official sup-
port for antiblack policies and as a means by which sup-
port could be galvanized for NAACP policy concerns.

The NAACP lobbied U.S. presidents and members
of Congress for support of civil rights policies, and openly
opposed President Woodrow Wilson’s (1856–1924) initi-
ation of segregation in the federal government. Early pres-
sure from the NAACP in the 1940s contributed to
President Franklin Roosevelt’s implementation of
Executive Order 8802, which desegregated the American
defense industry. Such pressure on the executive branch
also resulted in President Harry S Truman (1884–1972)
implementing Executive Order 10308, which created a
committee to enforce the prohibition of racial discrimina-
tion in employment.

In 1930 the NAACP successfully galvanized support
in Congress to block the confirmation of Judge Robert
Parker of North Carolina (an opponent of black rights) to
the U.S. Supreme Court. Similar tactics have been used by
the association in more recent years to acknowledge sup-
port or nonsupport of various nominations to govern-
ment posts.

In the early twentieth century, Walter White
(1893–1955), former NAACP executive secretary, and
James Weldon Johnson lobbied Congress to secure the
passage of the Dyer Anti-Lynching Bill, but the bill failed
due to a lack of support in the Senate, despite its passage
in the House of Representatives. Thereafter, the NAACP
decreased its attention to antilynching policy and adopted
a focus on other policy interests. Important legislative vic-

tories—the Civil Rights Act of 1964, the Voting Rights
Act of 1965, and the Fair Housing Act of 1968—occurred
as a result of the efforts of NAACP leaders Roy Wilkins
(1901–1981) and Clarence Mitchell (1911–1984).

In international affairs, the NAACP denounced
African colonization, calling international conferences on
the subject in 1919, 1921, 1923, 1927, and 1944. The
Pan-African Congress (under the direction of DuBois)
specifically asked the U.S. president to take a stand against
colonialism and the exploitation of black people around
the world.

Political protests by NAACP members also 
challenged segregated environments. Rosa Parks (1913–
2005), an NAACP member, ignited protests across the
South when she refused to give up her seat on a segregated
bus in 1955 in Montgomery, Alabama. Moreover, sit-ins
by NAACP Youth Council members in Greensboro,
North Carolina, in 1960 led to nonviolent protest strate-
gies that challenged and eventually desegregated lunch
counters.

One of the most effective strategies for fighting racial
discrimination consisted of the NAACP litigating Jim
Crow laws in the South and eventually in other regions of
the country. Charles Hamilton Houston (1895–1950),
special counsel for the NAACP and dean of Howard
University Law School, launched the NAACP’s litigation
campaign.

In 1939 Thurgood Marshall (1908–1993), an
NAACP attorney who was later appointed to the U.S.
Supreme Court, formalized the litigation strategy within
the NAACP when he developed the NAACP Legal
Defense and Educational Fund (LDF). Becoming a for-
mal entity within the NAACP in 1940, the LDF fought
cases that challenged restrictions against blacks voting in
primary elections (Smith v. Allwright, 1944); restrictive
covenants (Shelley v. Kraemer, 1948); and educational seg-
regation and discrimination (Brown v. Board of Education
of Topeka, 1954). These LDF efforts effectively changed
the second-class citizenship status of African Americans.
The landmark decision in Brown declared that the “sepa-
rate but equal” doctrine established in Plessy v. Ferguson
(1896) was unconstitutional.

Upon the separation of the LDF from the NAACP in
1957, Robert Carter (NAACP general counsel) continued
the NAACP’s litigation strategies through the NAACP
Legal Department. Under Carter’s counsel, the NAACP
won a decision in Gomillion v. Lightfoot (1960), in which
the Supreme Court acknowledged the concept of “one
person, one vote.”

The NAACP was one of the leading civil rights
organizations of the modern civil rights movement, along
with the Congress of Racial Equality (CORE, founded in
1942), the Student Nonviolent Coordinating Committee
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(SNCC, founded in 1960), the Southern Christian
Leadership Conference (SCLC, founded in 1956), and
the National Urban League (founded in 1910). These
organizations mostly supported nonviolent, direct action
strategies (sit-ins, marches, picketing, and especially litiga-
tion) to protest racial discrimination.

By the mid-1960s SNCC (whose membership com-
prised many of the black youth in the movement) and
CORE became more radical and militant as members
became frustrated with the violent and mostly unmoved
opposition of many white Americans to black progress.
SNCC leader Stokely Carmichael (1941–1998) expressly
supported the notion of “Black Power” as a new objective
of black protest. The commitment of the NAACP and
other organizations to integrationism (integrating blacks
in white society) contrasted with the increasingly nation-
alistic sentiments of activists like Carmichael and other
black youth, as Black Power and black nationalism gar-
nered more support among the black masses.

The national executive director at that time, Roy
Wilkins, publicly denounced what he perceived to be the
racially separatist and antiwhite orientation of Black
Power ideology. The Black Panther Party, at that time a
prominent black nationalist organization and a leading
proponent of Black Power, disagreed with a political strat-
egy that focused on integrating blacks with whites in soci-
ety. Instead, the Black Panthers emphasized building the
black community (without white resources or integration)
to address race and poverty. The party supported building
a “black nation.”

The Black Panther Party criticized the NAACP as
being a mainstream, passive, and bourgeois civil rights
organization that represented older, outmoded views
about the position of blacks in American society.
Moreover, the Black Panthers disagreed with the
NAACP’s strategy to address racial discrimination with-
out self-defense and without critical opposition to class
oppression. In contrast, the Black Panther Party sup-
ported more militaristic tactics to protest racial discrimi-
nation and violence by whites, and it focused on
implementing programs that addressed the overwhelming
poverty of black Americans. Although the NAACP sup-
ported pacifist resistance and protest movements on a
national level, some local chapters and members—in par-
ticular, Robert F. Williams (1925–1966), president of the
Monroe, North Carolina, chapter of the NAACP—sup-
ported self-defense tactics that were akin to the black
nationalist tenets of the Black Panther Party.

The vanguard leadership of the NAACP also differed
generationally and ideologically from the Black Panther
Party, which was comprised mostly of black youth. This
generational difference translated into what members of
the Black Panther Party perceived to be the desire of older

activists to assimilate into white society, as opposed to
appreciating black culture as distinct from white influ-
ence. The Black Panther Party ushered in an increasing
embrace of black pride among black youth and the black
masses—a transformation of African American identity
that also emphasized less reliance on white resources and
more appreciation for black self-determination. As sup-
port for black pride became more popular among the
black masses, the NAACP became more supportive of
black consciousness and black community-building. As
always, however, the NAACP was prejudicial about racial
separatism.

Over the years, the NAACP has continued to address
issues related to race and discrimination. It has also incor-
porated into its political agenda more programs focusing
on economic inequality. Such issues as disparities in edu-
cation, redistricting and vote dilution, fair housing, crim-
inal justice, and environmental racism now form part of
the NAACP’s commitment to fighting racial discrimina-
tion. The NAACP has also protested apartheid in South
Africa, sponsored voter registration drives, encouraged
increased voter turnout, challenged negative images of
blacks in the media, promoted economic empowerment,
and advocated improved healthcare regardless of race.
NAACP activism has been extended to address the dis-
crimination of various racial and ethnic minorities, while
still focusing on the conditions of African Americans.

SEE ALSO African American Studies; African Americans;
Black Panthers; Black Power; Brown v. Board of
Education, 1954; Civil Rights; Civil Rights
Movement, U.S.; Du Bois, W. E. B.; Integration; Jim
Crow; Race; Segregation
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NATIONAL DEBT
A national debt is generated when a government runs a
budget deficit for consecutive fiscal years; hence its expen-
ditures (for administration, defense, welfare programs,
and so forth) exceed its revenues (taxes). In such cases, the
government seeks to finance its deficit by borrowing
money either from internal sources or from abroad. The
“national debt” is the sum total of all the outstanding obli-
gations (bonds, bills, and notes) issued by the Treasury.

Consequently, much of the concern about public deficits
arises from their cumulative effect on the national debt.

Nowadays, most countries, regardless of their level of
development, face persistent deficits and increasing
national debts, which in many economies (such as Latin
America, Southeast Asia, and Europe) have reached alarm-
ing proportions in relation to their GDP, which is the
basis for appraising the size and the safety of national
debts. To cite examples, for the United States this ratio is
approximately 65 percent; for Italy, 120 percent; for
France, 75 percent; and for Belgium, 100 percent. Most
contemporary economic policies have as a major target
the reduction of the national debt, and most governments
follow stabilization policies that reduce their public
deficits through cutting their expenditures. But what is
the burden of a public deficit and by extension of a
national debt?

A major burden of national debt on an economy
comes from interest payments, which, however, should
not burden an economy if the payment does not involve a
leakage of income to foreign holders of the debt (external
debt) or if it does not impose severe distortions in the way
income is distributed among various groups. In general, as
long as growth continues and the debt’s relation to GDP
remains the same, there is no reason why a national debt
cannot increase indefinitely. Is there, then, no burden to a
debt? If debt remains a constant fraction of the GDP, we
should experience no burden because tax revenues would
provide the needed interest. If debt increases, it should
still pose no burden as long as the economy grows fast
enough to provide the additional tax revenues needed for
additional interest.

Critics of budget deficits often argue that the burden
of deficits eventually falls on future generations because
deficits cause the “crowding-out effect” that results from
the intense competition for capital funds between private
and public investors. The outcome of this search for funds
is an increase in interest rates, which eventually reduces
growth in the business sector and the income stream of
future generations. Furthermore, the increase in interest
rates attracts foreign investors and leads to foreign indebt-
edness; as a result, the externality of the debt creates
increasing leakages from the domestic income stream.

Is the debt too large? Is the deficit a danger to an
economy? These questions cannot be answered without
taking into consideration many aspects of the economic
policy a government is pursuing. Deficits can be useful in
promoting growth by generating demand (the Keynesian
perspective), or they can be dangerous as they generate
excess demand (the monetarist and new classical perspec-
tives). The general consensus among economists and pol-
icy makers, however, is that there is no absolute
magnitude that separates a useful debt from a dangerous
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one. A deficit that is mainly incurred to promote public
growth-producing services such as education, health, and
infrastructure (productive activities) will definitely have
an impact on the development process of an economy that
is different from a deficit incurred to promote activities
such as administration and defense (nonproductive activ-
ities). The reason is that growth-promoting state activities
generate future income activities and tax revenues to repay
the debt, whereas the second case is just a form of income
leakage.

SEE ALSO Aggregate Demand; Government;
Macroeconomics; Policy, Fiscal

B I B L I O G R A P H Y

Eisner, Robert. 1994. The Misunderstood Economy: What Counts
and How to Count It. Boston: Harvard Business School Press.

Heilbroner, Robert, and Peter Bernstein. 1989. The Debt and the
Deficit: False Alarms/Real Possibilities. New York: Norton.

Lipsey, Richard G., Paul N. Courant, and Christopher T. S.
Ragan. 1998. Economics, 12th ed. New York: Addison-
Wesley.

Persefoni V. Tsaliki

NATIONAL DEFICIT
SEE National Debt.

NATIONAL ECONOMIC
ASSOCIATION
The National Economic Association was founded in 1969
as the Caucus of Black Economists (CBE). At that time,
fewer than three score African Americans in the United
States were identified as holding a PhD in economics.
Most were employed as faculty or administrators in histor-
ically black colleges and universities (HBCU). A small
number held faculty positions at major research universi-
ties throughout the country. Others held professional
positions in the federal government in agencies including
the Department of Labor, Agriculture, Treasury, and
Housing and Urban Development, and in the Federal
Reserve system. The great majority of black economists
were men, but the first African American known to earn a
PhD in economics was a woman, Sadie T. M. Alexander,
a member of an old Philadelphia family. She received her
degree from the University of Pennsylvania in 1921. The
most prominent African American woman in economics
in 1969 was Phyllis A. Wallace, who had earned her PhD
from Yale University in 1948 and was then director of

technical studies at the U.S. Equal Employment
Opportunity Commission.

Given the gender mix of African American econo-
mists when the NEA was founded, it is important to note
that an increasing number of African American women
have completed doctoral degree programs and entered the
field since 1969. The narrowing gender gap among black
economists might reflect the black female/male imbalance
in higher education, where many institutions show a ratio
of two or more black women enrolled for every black
man. (A similar gender gap is seen in the greater propor-
tion of African American women than men entering the
medical and legal professions in recent years.)

GENESIS OF THE NEA

Economists are organized around fields of topical interest,
such as the American Economic Association (AEA),
American Finance Association (AFA), Econometric Society
(ES), Labor and Employment Relations Association
(LERA), and others. In 1969 there were seven such organ-
izations; by the end of the twentieth century there were
fifty-one. Most economists hold membership in two or
more such groups. Each year, economists from the various
fields gather together at the Allied Social Sciences
Association (ASSA) meetings to present and discuss new
research, debate economic policy issues, and address other
matters of interest to the profession. Many African
American economists hold memberships in the organiza-
tions, and attend the annual meetings. But in 1969, few
African Americans were invited to present papers or act as
discussants on research panels and in policy forums.

The 1960s was a period of increased black assertive-
ness, as reflected in the emergence of the civil rights move-
ment, the black power movement, and organizations like
the Black Panther Party and the Nation of Islam. Black
members in mainstream professional organizations began
to organize affinity groups to address issues of particular
interest to black people in those fields. In that climate, a
group of black economists gathered together during the
1969 ASSA meetings in New York City to organize the
Caucus of Black Economists.

Leading the organizational effort was a group of black
economists who were affiliated with major academic insti-
tutions. The key organizers were Charles Z. Wilson, pro-
fessor of economics and vice chancellor of UCLA, and
Professor Marcus A. Alexis, University of Rochester.
Joining them were Professor Thaddeus Spratlen,
University of Washington; Professor Karl Gregory,
Oakland University, Michigan; Richard F. America, lec-
turer, the Business School, University of California,
Berkeley; Robert S. Browne, president of the Black
Economic Research Center in Harlem, New York; and
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Assistant Professor Bernard E. Anderson, the Wharton
School, University of Pennsylvania.

The purpose of the Caucus, as expressed in its mis-
sion statement, was to “increase the supply of black econ-
omists, and to promote research and publication on
economic issues of importance to the black community.”
The consensus view among the organizers was that the
economics profession suffered from both the paucity of
black people in the profession and the lack of research and
analysis by black economists on economic issues affecting
the black community. The new organization was commit-
ted to encouraging black college students to study eco-
nomics and choose economics as a career, and to
supporting research and publication by black economists
and gaining recognition for their work.

Members of the dues-paying organization selected a
twelve-person executive board to serve three-year stag-
gered terms. Officers are the president, president-elect,
immediate past president, secretary, and treasurer.
Membership is open to all who support the mission of the
organization. While most members are African American,
Caribbean, or African, all racial and ethnic groups are wel-
come to join, and some white economists have done so.

One of the goals of the CBE was to gain recognition
by ASSA as an affinity group authorized to sponsor pan-
els at the annual ASSA meetings. Groups like AEA, AFA,
and LERA are allocated a number of time slots for panel
sessions they organize on topics of interest to their mem-
bers. Additional time slots and other accommodations are
granted for organizational events such as luncheons, busi-
ness meetings, and receptions.

In 1971, ASSA recognized the Caucus, and granted
time and space for two sessions. That allocation was later
expanded to six, including a joint session with AEA.
Under the rules of the ASSA, however, only the papers
presented in joint AEA sessions were published. The
Caucus acquired a publication vehicle of its own when
Robert S. Browne, founder of the Review of Black Political
Economy, transferred its ownership to the new organiza-
tion. Papers presented at the annual meetings and other
research on race and economics is regularly published in
the Review, a refereed journal published continuously
since 1970.

By 1974, the spirit of protest expressed by black pro-
fessionals in the 1960s receded as mainstream organiza-
tions became more sensitive to the importance of racial
concerns within the social and behavioral sciences. In
response, the CBE leadership agreed to change the name
of the organization to the National Economic Association.

The major professional associations had dropped
their racially exclusionary membership requirements by
the mid-1970s and admitted black members. The
American Economic Association had never barred black

economists from membership, but few other than those
with appointments to the economics departments of
research universities joined. When racial exclusion ended,
black professionals saw much value in maintaining dual
membership in both the mainstream and race-oriented
groups in order to assure that the special interests of the
African American community continued to receive appro-
priate attention.

EDUCATIONAL PROGRAMS

In 1970 the NEA sponsored a summer workshop on eco-
nomics at Washington University in St. Louis in an effort
to promote African American students’ interest in eco-
nomics. A small group of black undergraduates and first-
year graduate students met with faculty members for a
week to discuss economic affairs and recent economic
research, as well as the challenges and opportunities for
graduate study in the field. The NEA’s goal of increasing
the supply of black economists was advanced significantly
when the American Economic Association organized the
Committee on the Status of Minorities in the Economics
Professions. The committee was charged with promoting
minority students’ interest in economics as a profession
and enhancing opportunities for graduate study. That goal
was pursued in part through support for the AEA’s
Summer Program in Economics for Minority Students.

The AEA Summer Program was designed and organ-
ized by Professor Marcus Alexis, one of the founders of the
NEA. The program was hosted by Northwestern
University, where Professor Alexis held an appointment in
the Economics Department. Supported by a three-year
grant from the Rockefeller Foundation, the five-week pro-
gram included courses in price theory, macro theory,
quantitative methods, and public policy. Guest lectures by
prominent black and other economists explained what
economists do, how they do it, and the impact economists
have on public policy and economic affairs. Participants
in the Summer Program who chose to continue on toward
graduate studies in economics were eligible to apply for a
doctoral fellowship/internship program developed by the
Federal Reserve Board.

The Summer Program has continued in regular ses-
sion since 1974, and in addition to Northwestern has
been hosted by Temple University, Philadelphia; the
University of Texas, Austin; and Stanford University, Palo
Alto, California. Since 2003 it has been hosted by Duke
University in Durham, North Carolina. In response to
national developments in affirmative action policy, partic-
ipation in the program has been broadened beyond
African American students to include Hispanics, Native
Americans, and others, including a small number of white
students.

National Economic Association
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Many of the students who have participated in the
Summer Program since its inception have gone on to earn
graduate degrees in economics, including doctorates from
some of the elite graduate programs in the field. Some
completed graduate and professional studies in other
fields, including business and finance, law, and public
administration. A few became entrepreneurs. Most who
remain in the economics profession now hold faculty posi-
tions at a variety of colleges and universities. But as a mat-
ter of fact and concern, 90 percent of university economics
departments in the United States do not have and have
never appointed an African American to their faculty.

PROMOTING RESEARCH

In 1969, black economists had produced little published
research on race and economics. Swedish economist
Gunnar Myrdal had published the major work on the
subject, The American Dilemma, in 1944. Other relevant
work in the field included a theoretical analysis by
Professor Gary Becker of the University of Chicago, The
Economics of Discrimination, published in 1957.

Most studies of black economic conditions by black
scholars were conducted by non-economists. Notable
among that work was W. E. B. Du Bois’s classic 1899
study The Philadelphia Negro. Du Bois also conducted a
series of studies while he was affiliated with Atlanta
University. Other black scholars, including historians
Carter G. Woodson and Charles Wesley, wrote books on
black business and black labor. The most prominent work
by a black economist in the first half of the twentieth cen-
tury was a study coauthored by University of Chicago
professor Abram Harris, The Black Worker (1931).

In addition to the scholarly work, there were occa-
sional studies of local economic conditions in the black
community conducted by the staff of advocacy organiza-
tions like the National Urban League and the NAACP.
Overall, however, there was little published work by pro-
fessional black economists before 1970. In that year,
under the leadership of Charles Z. Wilson, the Caucus of
Black Economists obtained a Ford Foundation grant to
organize a research collaborative which would provide
financial support through competitive grants to encourage
black economists to conduct research on topics related to
the economic status of the black community.

The Research Collaborative awarded grants to a team
of agricultural economists at Virginia State University to
study land loss among black farmers in the South and to
the Black Economic Research Center to support studies
on the economics of discrimination. The grant was also
used to support workshops and seminars where black
economists and others discussed their research. Faculty
from the historically black institutions were especially
encouraged to participate. The goal was to promote cross-

fertilization among scholars in the major research univer-
sities and others in smaller institutions who shared a
mutual interest in race and economics. Meetings were
held in Washington, D.C., New York City, and at Virginia
State University. In 1972, a conference on economic
development in Africa was cohosted by the NEA, and
held at Atlanta University.

Overall, however, the Research Collaborative proved
to be an ineffective device for promoting economic
research by black economists. Several institutional factors
explain the difficulty. Because only small awards could be
made, most of the applications received by the
Collaborative were for funds to “top off ” research that was
already underway. Also, in the early 1970s many black
economists were faculty members at historically black col-
leges and universities (HBCUs), where the emphasis was
on teaching and not research. Only a few HBCUs, includ-
ing Howard University, the Atlanta University complex,
North Carolina A&T, and one or two others had econom-
ics departments where faculty were regularly engaged in
economic research.

Black economists affiliated with non-HBCU research
universities typically received research support through
those institutions. The leadership of the Collaborative pre-
ferred not to use the limited resources from the Ford
Foundation four-year grant to embellish support for those
who, in their view, had access to other funds. In short, the
Research Collaborative, while an innovative initiative, was a
flawed device for promoting academic research by black
economists. Support for the Collaborative was not renewed
by the Ford Foundation when the grant expired in 1974
and the NEA never attempted to revive the project.

RECOGNITION AND HONORS

Over the years, the NEA developed several initiatives to
recognize and celebrate the achievements of black econo-
mists, including the Samuel Z. Westerfield Award, the
Rhonda M. Williams Doctoral Dissertation Award, and
the Sir Arthur Lewis Memorial Lecture. They are con-
ferred only when a suitable and appropriate candidate is
identified to receive the honors.

The Westerfield Award The first award developed by the
NEA was the Samuel Z. Westerfield Award, which is con-
ferred periodically on an economist with a distinguished
record of scholarship, teaching, and public service. The
award is named in honor of Samuel Z. Westerfield
(1919–1972), who earned a PhD in economics at Harvard,
taught economics and was dean of the School of Business at
Atlanta University, and served as deputy assistant secretary
of the U. S. Treasury Department, assistant secretary of
state for Africa, and U.S. ambassador to Liberia.
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The first Samuel Z. Westerfield Award was conferred
posthumously upon Westerfield in 1972. Since that time,
seven economists have received the Westerfield Award, the
NEA’s highest honor: Marcus A. Alexis, Phyllis A. Wallace,
Andrew F. Brimmer, Clifton R. Wharton Jr., Samuel L.
Myers Sr., Bernard E. Anderson, and David H. Swinton.

The Rhonda M. Williams Doctoral Dissertation Award
To encourage and recognize excellence in graduate study,
the NEA established the NEA Doctoral Dissertation
Award in 1992 to recognize outstanding dissertations
written by minority doctoral candidates, selected by a
committee of NEA scholars. In addition to receiving the
award, the recipient is given the opportunity to publish a
revised version of the dissertation in the Review of Black
Political Economy.

In 2001, the award was renamed in honor of Rhonda
Williams, a black economist and professor at the
University of Maryland, who succumbed to cancer in
2000. Professor Williams earned her PhD in economics at
the Massachusetts Institute of Technology, and held fac-
ulty positions at Yale and the University of Texas, Austin,
before her appointment at Maryland. She was widely rec-
ognized as one of the brightest young economic theorists
in the field. The first dissertation award was presented to
William Rodgers of Harvard in 1993, who went on to
hold a full professorship at Rutgers University.

The Sir Arthur Lewis Memorial Lecture One of the most
celebrated members of the NEA was Sir W. Arthur Lewis,
a Nobel laureate in economics and professor of economics
at Princeton University. Professor Lewis was a world-
renowned scholar on economic development theory and
practice. To recognize and encourage work on that topic,
the NEA initiated the Sir Arthur Lewis Memorial Lecture,
which is presented during the ASSA annual meeting. An
economist who has produced seminal research on eco-
nomic development or made a significant contribution to
economic development through public service may be
selected to present the Lewis Lecture. Since 1985, Lewis
Lectures have been presented by Lance Taylor, Donald
Harris, Charles Kindelberger, Ronald Findlay, Irma
Adelman, and Paul Streeten.

SEE ALSO American Economic Association; Black
Sociologists; Discrimination; Lewis, W. Arthur;
National Association for the Advancement of Colored
People (NAACP); Professionalization; Race; Racism
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Bernard E. Anderson

NATIONAL EDUCATION
LONGITUDINAL STUDY
The National Center for Education Statistics (NCES)
sponsored the National Education Longitudinal Study
(NELS). The purpose of the NELS was to collect infor-
mation that would help social scientists to determine the
factors that affect the educational, social, and personal
outcomes of children. The NELS is known for having
exceptional measures of family background, characteris-
tics of schools, and measures of educational attainment.

The study started with the survey of a nationally rep-
resentative sample of eighth-graders in 1988. The survey
was made nationally representative by first choosing a rep-
resentative sample of schools (1,052) and then by ran-
domly sampling students in each of the schools. One of
the advantages of the NELS versus other social science
datasets is that the NELS contains information from stu-
dent questionnaires, teacher questionnaires, parent or
guardian questionnaires, and school administrator ques-
tionnaires. The original survey contained information
from 24,599 students, 5,193 teachers, 22,651 parents,
and 1,052 schools (Curtin, Ingels, Wu, et al. 2002).
Follow-up surveys of the students in the original survey
were conducted in 1990, 1992, 1994, and 2000. Since
there was attrition in the follow-up surveys, the NELS
also surveyed some new students who were not in the
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original survey in order to maintain a nationally represen-
tative sample of students in each of the years. In addition
to the information contained in the questionnaires, the
NELS also contains transcript information, test scores,
and zip code information.

Prior to the NELS, the NCES conducted the
National Longitudinal Study of the High School Class of
1972 (NLS-72) and the High School and Beyond Survey
(HS&B). Many of the components of the NELS were
designed to facilitate comparisons between the surveys.

MAJOR STUDIES AND FINDINGS

Hundreds of social science studies have used the NELS to
evaluate educational outcomes, social outcomes, and per-
sonal outcomes. What follows is a discussion of a few
strands of research where the NELS has proven to be
extremely beneficial.

The literature on school choice has benefited a great
deal from the availability of the NELS. Caroline Hoxby
(2000) used the NELS to evaluate whether school choice
improves school quality. She evaluates the effects of school
choice by measuring the effects of Tiebout choice. Tiebout
choice is the process by which individuals choose where to
live based on the public-good characteristics of the area.
She finds that increases in the amount of Tiebout choice
leads to increased productivity, higher achievement, and
less spending. Her results have recently been criticized by
Jesse Rothstein (2005). She replied to these criticisms in
Hoxby (2005).

The NELS has also been used as a resource for evalu-
ating private-school enrollment. Robert Fairlie and
Alexandra Resch (2002) use the NELS to evaluate enroll-
ment in private schools and test whether private-school
enrollment is related to the fraction of minority students
enrolled in the local public school. They use several
unique features of the NELS, in particular the informa-
tion on the student’s zip code and information on the
racial attitudes of the respondents. The authors find some
evidence of “white flight” from public schools to private
schools when the public schools enroll a large proportion
of minority students.

Given the rich amount of information available on
family background in the NELS, several studies have
measured the effects of particular family characteristics on
educational outcomes. Gary Painter and David Levine
(2000) use the NELS to test whether divorce or remar-
riage of the student’s parents affects educational attain-
ment. The authors found that divorce increased high
school dropout rates and also affected out-of-wedlock
births for young women.

The NELS has also been used to evaluate whether
teacher characteristics affect student learning outcomes
and student evaluations. Ronald G. Ehrenberg, Daniel D.

Goldhaber, and Dominic J. Brewer (1995) used the infor-
mation in the teacher questionnaires to analyze whether
the match between the teacher’s demographic information
and the student’s demographic information influenced the
amount the student learned in the classroom or the
teacher’s evaluation of the student. The authors found
that there was little correspondence between the teacher’s
demographics and learning outcomes but that there
appeared to be a relationship between the teacher’s demo-
graphics and the teacher’s evaluations of demographically
dissimilar students. Thomas Dee (2005) revisited the
information in the teacher questionnaires and found that
teachers who were demographically dissimilar to the stu-
dent being evaluated were more likely to rate the student
unfavorably.

The NELS has also been used to document the extent
of drug usage by teenagers. Philip DeCicca, Donald
Kenkel, and Alan Mathios (2002) used the NELS to eval-
uate the extent of teenage smoking and the effects of cig-
arette taxes on teenage smoking. After utilizing the panel
nature of the NELS, they found that taxes were not
strongly related to teenage smoking. Thomas Dee and
William Evans (2003) used the information contained in
the NELS to document the amount of teenage drinking
and the correlation of teenage drinking to educational
attainment.

FUTURE STUDIES

The most recent and final wave of the NELS was con-
ducted in 2000. The 2000 data include information on
family formation, educational attainment, and earnings.
Future studies will most likely analyze the data included
in the most recent follow-up and compare the outcomes
of respondents of the NELS to the outcomes of the
respondents to the HS&B survey and the NLS-72 survey.

Future studies may also use the large amount of infor-
mation on educational outcomes available in the NELS.
In particular, studies will most likely consider the determi-
nants of whether a student attends college, whether the
student persists in college, whether the student graduates
from college, and what types of curriculum the student
chooses to study in college. In addition, these studies will
also most likely analyze the effects of these educational
attainment measures on earnings.

In the future, we might also see studies that investi-
gate how characteristics of the student’s family and area
where the student grew up affect where the student
chooses to live and work as a young adult. The one limi-
tation of the NELS is that there are no other planned fol-
low-ups, so the ability to measure the effects of factors
during childhood on outcomes in adulthood will be lim-
ited to only those outcomes that are observed when the
individual is approximately twenty-five years old.
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SEE ALSO Acting White; Data, Longitudinal; Drugs of
Abuse; Education, USA; Public Goods; Research,
Longitudinal; Sample Attrition; School Vouchers;
Schooling; Social Science; Surveys, Sample
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NATIONAL ELECTION
STUDIES
SEE Pollsters.

NATIONAL FAMILY
HEALTH SURVEYS
India’s National Family Health Surveys (NFHS) are
designed to provide key information about population
and health conditions and the needs of the country’s
women, men, and children. Information is collected from
nationally representative samples of households through-
out the country. The surveys, which are part of the global
Demographic and Health Surveys program, collect infor-
mation on such topics as reproductive health, child
health, immunizations, family planning, HIV/AIDS,
nutritional status, women’s status, population growth, and
household living conditions.

Since the early 1990s, India has conducted two
National Family Health Surveys and a third is being imple-
mented in 2005–2006. The surveys are conducted under
the stewardship of India’s Ministry of Health and Family
Welfare (MOHFW). The International Institute for
Population Sciences in Mumbai (formerly Bombay) has
been the coordinating agency for all three surveys. The first
two surveys were funded by the United States Agency for
International Development (USAID), with additional
funding from the government of India, and with some
supplementary funds from the United Nations Children’s
Fund (UNICEF) for the second survey. Macro
International, USA, and the East-West Center, USA, pro-
vided technical assistance to the first two surveys. The third
survey is funded by USAID, the U.K. Department for
International Development, the Bill and Melinda Gates
Foundation, UNICEF, the United Nations Population
Fund, and the government of India. Macro International is
again providing technical assistance to the third survey.

The NFHS surveys collect individual, household,
and community-level information by conducting face-to-
face interviews and by measuring key biomarkers. The
interviews and measurements are conducted using well-
developed and tested survey instruments and rigorously
trained survey personnel. Survey questionnaires have been
translated into more than twenty languages, and inter-
views are conducted in the predominant local language of
the respondents. Participation in the surveys is completely
voluntary. Informed consent is obtained from all survey
respondents before questions are asked and before blood
specimens are collected. Stringent quality control meas-
ures are employed in all aspects of survey planning and
implementation, including sample design, the develop-
ment and field-testing of survey instruments, the training
of survey personnel, and the supervision of data collection
and data processing.

The first National Family Health Survey (NFHS-1)
was conducted in 1992–1993 in about 90,000 households
and covered all states of India except Sikkim. The first sur-
vey was aimed at strengthening the research capabilities of
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India’s network of eighteen population research centers
(located mainly in universities and semiautonomous
research institutions throughout the country), which is
supported by the MOHFW. India had resisted conducting
a World Fertility Survey or a Demographic and Health
Survey for many years, but became interested in the NFHS
when it was suggested that this would be the ideal mecha-
nism through which to upgrade the survey capabilities of
its population research centers. The first survey proved to
be a major landmark in the development of a comprehen-
sive demographic and health database for India.

The second National Family Health Survey (NFHS-
2), conducted in 1998–1999 in about 90,000 households
in all Indian states, expanded this database by providing
time-trend information and including additional infor-
mation on postpartum care, the quality of health and fam-
ily-planning services, reproductive health problems, and
domestic violence. The second survey also tested hemo-
globin levels in the blood of women and young children
and tested household salt to see if the salt was iodized.

The third National Family Health Survey (NFHS-3),
which is being implemented in 2005–2006, builds on the
strengths and successes of NFHS-1 and NFHS-2 by main-
taining continuity in core content and coverage, while
adding new dimensions. In response to new and emerging
health and demographic data needs, NFHS-3 has an
extended size and scope. In addition to ever-married
women age fifteen to forty-nine, NFHS-3 is collecting
data for the first time from never married women age fif-
teen to forty-nine, and both married and unmarried men
age fifteen to fifty-four throughout India. NFHS-3 is addi-
tionally collecting blood samples from adult women and
men for HIV testing. NFHS-3 aims to interview about
240,000 women and men and to take blood specimens for
about 280,000 anemia tests and 135,000 HIV tests.

The findings from the NFHS surveys have been used
extensively for evidence-based decision-making. The
information gathered in the surveys has been instrumen-
tal in bringing about a number of major policy and pro-
gram changes in India, and the survey data are being used
to monitor the progress of various population and health
programs.

NFHS data have been used extensively in the devel-
opment and implementation of India’s Five-Year Plans.
For example, the Tenth Plan (2002–2007) has set national
and state goals of increasing exclusive breastfeeding,
achieving timely complementary feeding of children, and
reducing severe undernutrition based primarily on the
findings of NFHS-2. The survey findings of serious health
conditions among scheduled castes, scheduled tribes, and
other disadvantaged groups formed the basis for revising
and refocusing India’s National Health Policy in 2002 to
better address the health needs of the poorest segments of

society. The survey findings on unmet need for contracep-
tion were instrumental in facilitating a complete overhaul
of the country’s family welfare program.

The NFHS data have also been used extensively for
policy and program purposes at the state level. For exam-
ple, based on the NFHS findings of serious nutritional
deficiencies among very young children, the government
of Gujarat developed an action plan to refocus its nutri-
tion programs on children under three years of age.
NFHS data were also instrumental in galvanizing the
Tamil Nadu state government to mount a more aggressive
campaign to deal with the spread of HIV/AIDS.

The NFHS surveys have also greatly increased India’s
capacity to undertake and analyze first-rate demographic
and health surveys. The surveys are considered the “gold
standard” in survey-taking and a source of the most reli-
able information on major population and health indica-
tors in India. Data gathered in the surveys have resulted in
hundreds of research and policy publications in profes-
sional and scientific journals and have been the subject of
numerous Ph.D. dissertations around the world. In addi-
tion, the results of the surveys have received extensive
media coverage. In response to NFHS-2 alone, there were
some three hundred newspaper articles, TV broadcasts,
radio shows, and Internet articles based solely on the sur-
vey findings.

Important limitations of these surveys should also be
recognized, however. First, the survey samples are not
large enough to collect reliable information on certain
important but relatively rare health conditions or events,
such as maternal mortality. Second, the surveys do not
provide the much needed district-level population and
health indicators, again due to inadequate sample sizes.
Third, the data collected on several health indicators in
the surveys are self-reported, making them not as reliable
as clinical data. And finally, the cross-sectional designs of
the surveys limit their usefulness for causal analysis and
understanding reasons for change.

In spite of these inherent limitations, there is over-
whelming evidence that the NFHS surveys have provided
valuable information on key population and health issues,
and have been instrumental in building India’s research
capacity.

SEE ALSO National Assessment of Educational Progress;
National Longitudinal Study of Adolescent Health;
National Longitudinal Survey of Youth; Panel Study of
Income Dynamics; Survey; Surveys, Sample
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Fred Arnold

NATIONAL
GEOGRAPHIC
The National Geographic Society was founded in January
1888 in Washington, D.C., to support “the increase and
diffusion of geographical knowledge.” In October of that
year, the society published the first issue of what was orig-
inally called The National Geographic Magazine, which
was considered a way to fulfill the society’s educational
mission. The generally bland and often technical articles
that characterized the magazine’s early issues (which con-
tained no photographs) scarcely hinted at the style that
was to transform the journal into one of the most widely
read magazines in the United States.

The National Geographic Magazine, issued erratically
for its first eight years, became a monthly in January
1896. In this era, the magazine was edited by committee
and had limited appeal, but November 1896 marked the
appearance of something that would later become a hall-
mark of the magazine: a photograph of a bare-breasted
(“native”) woman.

Frustrated by the magazine’s struggles to gain reader-
ship, the society turned to a young Gilbert H. Grosvenor
(1875–1966), who joined the magazine’s staff in 1899 as
its first full-time employee at the rank of assistant editor.
Under Grosvenor’s leadership, the magazine’s circulation
grew to more than five million by the time of his death in
1966. The keys to the popularization of the magazine
were to be found partly in Grosvenor’s editorial principles,
which included timelines, “absolute accuracy,” “perma-
nent value,” an “abundance of beautiful, instructive, and
artistic illustrations,” eschewing topics of a “partisan or
controversial character,” and steering clear of anything
“unpleasant or unduly critical” (Pauly 1979, p. 528). But
most of all, it was the magazine’s visual presentation that
cemented its status in American popular culture.

It was through the magazine’s famous photographs
that Grosvenor achieved the goal of combining scholar-
ship and entertainment. Public response to the images was
strong, and an unprecedented eleven-page layout of pho-
tos from Tibet in 1905 helped to increase society member-
ship from 3,400 to 11,000 by the end of the year.

National Geographic photographs were intended to pres-
ent an unproblematic, unmediated view of reality, readily
accessible to the average reader. In the 1930s, natural color
photographs came to dominate its pages, enhancing the
magazine’s realism; as a result, the photographs served as
both evidence and spectacle. The color photographs
boosted the magazine’s entertainment value at the same
time that they reinforced the sense that it was truly deliv-
ering the world as it really was to its readers.

The assumptions about the production and dissemi-
nation of visual representations that underlie the maga-
zine’s approach would later be criticized by scholars.
Those who view the production of knowledge as funda-
mentally shaped by power relations have argued that
National Geographic’s articles reinforce a sense of Western
superiority through the juxtaposition of “backward,”
timeless, native cultures with a more “advanced,” progres-
sive Western civilization. The photos and text do not 
simply and unproblematically convey geographic infor-
mation; rather, they create geographic knowledge accord-
ing to an identifiable set of cultural norms. Likewise, the
regular appearance of bare-breasted “native” women in the
magazine encourages a masculinized sense of access and
control to “exotic” cultures that depends on and repro-
duces unequal power relations between those being repre-
sented and those consuming the representations.

Such criticisms have not diminished National
Geographic’s global appeal; in addition to its millions of
readers in the United States, the society publishes interna-
tional editions in about two dozen languages. Well into its
second century of publication, the magazine is still a cul-
tural force with few, if any, peers.
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NATIONAL HEALTH
AND NUTRITION
EXAMINATION SURVEY
SEE Research, Cross-Sectional.
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NATIONAL HEALTH
INSURANCE
Health is described as a state of complete physical, social,
and mental wellbeing. In order to ensure that the popula-
tion of a given nation remains at or achieves a good health
status, health expenditures must be financed. Health care
expenditures are the total amount of spending for per-
sonal health care, administration, research, construction,
and other expenses that are directly related to patient care.
Although insurance coverage is not the sole determinant
of health, timely access to quality care does play a key role
in maintaining and improving health. Many developed
nations have a system of national health insurance to
finance health care for their citizens. Though these plans
vary, all provide national health insurance and take into
account the political, historical, and social factors of the
given society. Variations in national health insurance plans
may relate to the organization of the health care system in
a given country, or to the provisions of the plan. Many
plans guarantee minimal national health insurance to all
constituents; others provide insurance to all who meet low
income standards, and yet others provide national health
insurance with provisions that allow citizens to purchase
supplemental private insurance. Countries that have
national health insurance plans include Australia, Japan,
China, Sweden, Russia, the United Kingdom, Germany,
the Netherlands, Austria, Sri Lanka, Chile, and Canada,
to name a few.

These national health insurance plans have limita-
tions and differing levels of effectiveness. The Canadian
national health insurance plan is one of the most impres-
sive and historically established plans among developed
nations. Initially developed in 1968, this plan is funded by
federal and provincial tax revenues, as well as insurance
premiums paid by all taxpaying citizens. Consequently,
Canada ranks high on indicators that suggest the health of
a society. Infant mortality, for example, is low in Canada,
and the life expectancy of Canada’s citizens is high.
Despite this success, some have criticized Canada’s system
for a decrease in the professional authority of physicians
and the rationing of health care. Critics of Canada’s
national health care system argue that in theory the system
provides everyone with health care, but not necessarily
superior health care.

In contrast, Sri Lanka, a peripheral or developing
nation, instituted a national health insurance plan in 1992.
The Sri Lankan government provides health care to its
civilians mostly free of cost. The Sri Lankan government
split the management of health care between provinces and
administrative divisions. Provincial levels of government
are responsible for the management of all health care insti-
tutions; divisions, which include medical officers, are
responsible for administering health care. Though the

national health insurance plan of Sri Lanka is not as well
established as Canada’s, health indicators for this country
are good. Like Canada, Sri Lanka boasts a relatively low
infant mortality rate (59.6 per 100,000 births), and life
expectancy has been increasing. Although it is too early to
assess the limitations of Sri Lanka’s national health insur-
ance plan, the plan includes provisions for development
and change. The Sri Lankan Ministry of Health is respon-
sible for the formulation of health policy; the ministry
monitors the performance of the country’s health organiza-
tions, and moderates and changes policy when necessary.

The United States stands as one of the world’s devel-
oped nations that does not have a comprehensive national
health insurance plan. Despite the lack of such a plan, the
United States spends a larger percentage of its gross domes-
tic product (the nation’s total economic output) on health
care expenditures than any other country, including coun-
tries that provide national health insurance coverage. Many
American citizens have no insurance. The American health
care system can be characterized as heavily influenced by
such political action committees (PACs) as the American
Medical Association (AMA), the American Hospital
Association (AHA), the American Pharmacists Association
(formerly the American Pharmaceutical Association, APA),
and other special interest groups. The American health
care system is also based upon a profit incentive, and
health care expenditures are funded through numerous
sources. These factors have contributed to vast inequalities
in who receives health insurance and health care. These
factors also explain why there is no national health insur-
ance system in the United States, and the emergence of cat-
egories of Americans who are characterized as underinsured
and uninsured.

The U.S. medical-industrial complex—the rapidly
growing industry that supplies health care services for
profit—is the result of the AMA’s and APA’s professional
and political efforts during the nineteenth century to
establish accredited medical training and unfavorable
views of holistic medical practices. These historical efforts
led to a great increase in the power of these and other spe-
cial interest groups associated with American health care.
While changes to existing insurance standards and policies
are the responsibility of the U.S. government, the corpo-
rations that make up the medical-industrial complex
employ PACs to influence congressional decisions regard-
ing health care. Failures in efforts during the 1990s to
implement a national health insurance system illustrate
the strength of the influence of the medical industry. In
November 1993 the administration of President Bill
Clinton announced a national health insurance plan
called managed competition. This plan would have pro-
vided national health coverage and was designed to
account for problems related to both access to and the cost
of health care. But the aforementioned special interest
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groups opposed this plan, voicing reservations about new
forms of bureaucracy and cost controls. The AMA and
AHA opposed the proposed limits placed on physician
fees and hospital charges, while the APA opposed cost
controls on the production of drugs. Ultimately, the
Clinton plan was not implemented.

Corporate managed care represents an evolutionary
process in the American health industry that started in the
1970s when prepaid health maintenance organizations
(HMOs) were introduced. Ideally, the purpose of man-
aged care is to provide appropriate health care, including
preventive services, thereby reducing costs while main-
taining, even improving, quality. In practice, such plans
typically compete for subscribers by offering the lowest
possible cost for health care. Health care is generally
organized into plans that consist of an insurer who admin-
isters the plan and who has numerous contracts with
physician groups, clinics, laboratories, and so on. Since
the inception of corporate managed care, preferred
provider organizations (PPOs) and point-of-service (POS)
plans have been developed in addition to HMOs.
However, many contemporary managed care corporations
operate on a for-profit basis, which can lead to contro-
versy. The primary issue is that the provision of health care
is pitted against the pressure on corporations to make
profits; the mission of offering access to care runs contrary
to the incentive of financial gain.

Health insurance in the United States is provided
through a mixture of private (individual, employers, fam-
ily) and public (federal, state, and local government)
insurance programs. In 1965 Title XVIII of the Social
Security Act created both the Medicare and the Medicaid
insurance programs. These programs were the first and
remain among the few federal insurance programs estab-
lished in the United States. Medicare is designed to pro-
vide health insurance to persons over the age of sixty-five,
permanently disabled workers and their dependents, and
persons with end-stage renal disease. Medicaid is a jointly
funded federal and state program that is designed to pro-
vide health insurance to the poor, with stringent eligibil-
ity requirements. State Child Health Insurance Programs
(SCHIPs) are a more recent initiative to provide public
health insurance in the United States. These programs
allow states flexibility in planning and implementing
health insurance for low-income children under the age of
eighteen.

Most U.S. health care expenditures are covered
through private insurance programs. Private insurance is
funded largely by employers with employee subsidies. In
addition, many Americans own family or individual poli-
cies. Nonetheless, in 2004 approximately forty-five mil-
lion Americans were uninsured and did not have any
private or public health care coverage. Many of the unin-

sured are poor working-class Americans who may work
only part-time. There are others who are considered
underinsured. They have jobs that provide minimal health
care coverage, or insurance policies with major loopholes
that are often costly to the consumer.

The profit motive and the influence of the medical-
industrial complex are not solely responsible for the lack
of national health insurance in the United States. The cul-
ture of the United States is based heavily on the principles
of individualism, capitalism, and laissez-faire. For many
Americans, the notion of government-run national health
insurance seems un-American. Alternative versions of
national health insurance that are being promoted in the
United States include single-payer and pay-or-play insur-
ance plans. Proponents argue that these alternatives are
less socialistic and would promote capitalism. Although
Americans do not agree on the solution, most public
health officials, health care providers, and U.S. citizens
agree that a more inclusive type of health insurance should
be developed.

SEE ALSO Health Economics; Insurance; Insurance
Industry; Medicaid; Medicare; Mental Health
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NATIONAL INCOME
ACCOUNTS
The national income accounts are an internally-consistent
matrix of statistics on a national economy’s income, con-
sumption, production, foreign trade and asset accumula-
tion. National income accounts have two central roles: the
measurement of economic activity and the measurement
of economic well-being, or progress. In an important
sense, these two roles are one, as economic activity derives
its rationale from its social benefit.

According to British economist A. C. Pigou (1877–
1959), whose work set forth the basic framework for wel-
fare analysis in economics, national income is a measure
of the part of social welfare that can be “brought directly
or indirectly into relation with a money measure” (1932,
p. 31). Pigou’s definition is limited to those elements of
welfare that can be measured by money, but it does not
draw a fixed line between what can and cannot be meas-
ured. In practice, that boundary has evolved over time.

The limited but highly practical achievement of this
measurement task has been one of the great accomplish-
ments of economics, and supports the claim that econom-
ics is an empirical science. A nation’s national income
accounts have grown to include analytical detail on con-
sumption, production, income, and foreign trade, as well
as integrated statistics on saving and investment and their
relation to stocks of physical capital and financial assets
and liabilities. These statistics are central to economic and
political evaluation and planning throughout the world.

The British economist Richard Stone (1913–1991)
received the 1984 Nobel Prize in Economics for establish-
ing the framework for the United Nations’ System of
National Accounts (SNA), which is the international stan-
dard for national income accounting. Its principles are
subscribed to by virtually all nations. Indeed, almost all
countries now prepare national income accounts; more
than two hundred countries have accounts published in
the United Nations’ national accounts statistics.

Why are national income accounts so important to
economies and to governments? First, they provide an
excellent approximation of a nation’s available economic
resources and actual output. This is invaluable for setting
government fiscal and monetary policy, and for evaluating
the impact of governmental policies. Second, national
income accounts provide a precise understanding of the
current state of national economic demand, supply, and
inflation. This creates a sound basis for current business
and financial decisionmaking. Third, the national income
framework has proved to be a useful basis for long-term
forecasting of economic activity for business and govern-
ment planning at multiyear horizons. Finally, the statistics
are used for international and interregional cost sharing
and aid agreements.

National income accounts can only fulfill these roles
because they have been widely accepted as good measures
of economic activity and well-being. They are not now
and are unlikely ever to be ideal measures of either.
Economists and national income accountants persistently
attempt to widen and sharpen national income measure-
ment, including creating satellite accounts (statistics pro-
vided by national income accountants but not included in
the official accounts) that provide data on additional
items not yet of high enough quality or on the same the-
oretical footing as those already measured.

MEASURING WELFARE WITH
MONEY MEASURES

In accepting the measuring rod of money, we accept lim-
itations on our welfare measure both in concept and in
scope. The measure is largely plutocratic, as wealthy
households command more consumption than poor ones.
As such, it is a measure that is comfortable with the exist-
ing structures of economic power. As the American econ-
omist and 1971 Nobel laureate Simon Kuznets
(1901–1985) stressed, changes in income distribution
across households should be a crucial component of the
evaluation of national income, but as of 2006 income dis-
tribution was not included in national income accounts.

Monetized activity sets the general boundary for
national income measurement. Household production—
the use of household time and energy in tasks such as
studying, cooking, and cleaning—is generally not
included in consumption because it is unpriced. One
exception is that owner-occupied housing is treated as if
the household were renting from itself; otherwise the shift
from tenancy to owner-occupation in many countries
would appear as a decline in consumption of shelter serv-
ices. Another exception, important in many countries, is
owner-consumption of farm products.

Production has two objects: consumption and accu-
mulation. This entry will turn first to consumption
expenditures, which form the core of measured welfare
benefits.

Consumption Comparisons Over Time As prices and
money, or nominal expenditures, change, is it possible to
quantify the degree to which consumers are better off in
one period compared to another? Within limits, yes. In
two periods, the consumer buys two different baskets of
goods and services. Now suppose the items bought in the
first period could have been purchased in the second
period for less than the items actually purchased in the
second period. Then we can argue that the consumer
must be better off, for the alternative was freely chosen. If
the second-period consumer pays 2 percent more than the
first-period basket would have cost, real consumption
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expenditures are said to have risen by (at least) 2 percent.
While this does not amount to 2 percent more happiness,
it does imply that the consumer could have remained as
well off using 2 percent less of the products and thus 2
percent less work and capital (assuming constant returns
to scale), so it is a meaningful quantification.

So one measure of price increase, or the inflation rate,
between two periods can be constructed by pricing out
the first period’s basket in both periods. This price index,
called a Laspeyres price index, gives, if anything, an overes-
timate of the rate of inflation. We can go the other way
around. A price index constructed by pricing out the sec-
ond basket in both periods, called a Paasche price index,
creates an underestimate of inflation.

Before the 1980s, which of the two methods was used
did not make a great deal of difference. However, very
rapid declines in the prices of computers and other elec-
tronics caused large gaps between the two methods. The
solution was to construct Fisher ideal indexes averaging the
two inflation rates over each pair of consecutive quarters
(precisely, the two price index ratios are multiplied and
the square root is taken).

Subtracting the inflation rate from the nominal
growth rate, a process called deflation, gives the real
growth rate of output. Similarly, we can calculate real out-
put at disaggregated levels by final product or by industry.
Unfortunately, these subindexes do not sum up exactly to
their aggregate counterparts, because the averaging of
growth rates has a nonlinear impact on levels. National
accounts often include tables that show the contributions
of final product components to the movement of total
gross domestic product in a way that does add up.

These price index methods assume that there are no
new goods or services (products that cannot be found in
the earlier period). As the rate of new-product introduc-
tion has accelerated, price statisticians have turned to
methods (called hedonic methods) that attempt to price
product characteristics, so that a new product can be evalu-
ated as a new bundle of existing characteristics whose
prices can be found in the previous period. The notion is
roughly that if consumers are willing to pay 10 percent
more for a computer that operates 20 percent faster, we can
use that fact to estimate what a 20-percent-faster computer
would have cost last period, even if it was not sold then.

When consumption expenditures are made by gov-
ernments or nonprofit institutions on behalf of con-
sumers, the Fisher ideal method does not apply, because
there is no market price paid by the consumer. Instead, we
can deflate output using the average cost of the inputs (for
example, labor costs by wage inflation) or by the prices of
similar products sold privately.

Cross-Border Comparisons When we compare the con-
sumption of two countries, we face the problem that they
have different currencies. One solution would be to com-
pare the incomes based on the currencies’ exchange rates.
However, many countries control the exchange rates of
their currencies, so that the exchange rate is not market-
based. Where the exchange rate is not controlled, it is often
highly volatile, rendering these comparisons unreliable.

To solve this difficulty, national statisticians construct
measures of purchasing power by pricing similar baskets of
goods in different countries. This is inevitably a cruder
calculation than intertemporal comparisons, because there
are two worse problems: (1) the location of consumption
affects its desirability, and (2) many products are available
in some countries and not in others.

MEASURING OVERALL ECONOMIC
PROGRESS: PRODUCTIVITY
MEASURES

To consumption, we now add investment. To capture
overall economic progress, the rate of net investment—
gross investment less the loss of existing capital due to
depreciation, called capital consumption—provides an idea
of how much more production could have been devoted
to consumption without running down the capital stock,
and at the same time of how rapidly the economy is likely
to grow, since more net investment today implies more
capital input for tomorrow’s production.

Mainly for historical reasons, gross domestic product
(GDP, product without deducting capital consumption)
has been the featured measure of real economic activity.
Consumption of fixed capital is about 10 percent of net
domestic product in countries as different as the United
States and India. Net domestic product, GDP less capital
consumption, would be more exact as a measure of
progress, but GDP is easier to measure in detail.

One way to measure real investment in terms compa-
rable to real consumption could be to deflate nominal
investment growth by the consumption inflation rate, a
measure showing the quantity of consumption that is
given up to provide investment. The alternative, the
method actually employed in national income account-
ing, is to measure the change of prices of these investment
goods themselves, combining them into Fisher ideal
indexes. This measure is the appropriate one for measur-
ing the contribution of the new investment to the stock of
capital assets.

More recently, it has been recognized that intangible
assets can also be accumulated and have been rising in
importance. The 1993 revision of the United Nations’
System of National Accounts called for the recognition of
investment in software, mineral exploration (such as
drilling and surveys), and the creation of expressions, such
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as entertainment, literary works, and original art.
Deliberately omitted were firm research and development
expenditures, which were relegated to a satellite account,
although the long-term value of these expenditures, about
2 percent of U.S. GDP, has been well documented. When
long-lived investments are misclassified as expenses, out-
put is underestimated, as are assets. As a consequence,
future measured output growth and profitability may be
underestimated. Investments in human capital—educa-
tion and on-the-job experience—are also omitted from
national income accounts.

Output Per Person and Productivity For many compara-
tive purposes, it is sensible to measure economic progress
relative to growth in population, hours worked, or total
input of labor and capital services. Angus Maddison
(1995) used real gross domestic product per capita (follow-
ing in Kuznets’s footsteps) to assess total world economic
growth and inequality between regions. His statistics
showed that between 1500 and 1820, world real GDP per
capita rose only about 15 percent, while from 1920 to
1992, it rose 700 percent. His statistics also showed that
the richest regions had roughly three times as much per
capita income in 1820 as the poorest, while in 1992 the
richest regions had fifteen times as much income per
capita, so that this period of industrialization was one of
substantial income divergence overall.

The main household time cost of economic activity is
employment. For this reason, an alternative measure of
economic efficiency is output per hour worked, also called
labor productivity. Because Europeans work fewer hours
per year than Americans, the U.S. economy fares better on
GDP per capita measures, while Europe looks better on
labor productivity measures.

The American economist and 1987 Nobel laureate
Robert Solow (1957), noting that from 1909 to 1949 out-
put per hour in the United States expanded 1.5 percent
annually, argued that roughly one-eighth of this growth
was due to increased capital per worker, and the remain-
der was due to overall advances in the techniques of pro-
duction, or total factor productivity.

Solow used rather crude measures of labor and capi-
tal. Labor hours are not equal in economic value due to
differentials in talent and training (formal or informal)
reflected in differences in compensation rates. The services
available from capital also vary; computers and fiber
optics, for example, are more efficient than mechanical
calculators and copper cable. The current state of the art
in national income is to carefully adjust capital and labor
for these quality differences when constructing measures
of total factor productivity.

Dale W. Jorgenson, J. Steven Landefeld, and William
D. Nordhaus (2005) have argued that gross domestic

income should be deflated so as to reflect these real input
services. That is, labor income would be deflated by the
change in compensation for a given quality of labor serv-
ices, averaged over the various types of labor in the econ-
omy. Similarly, capital income would be deflated to reflect
the cost of capital services of various qualities. Under their
proposal, nominal income and expenditure would remain
equal, but real income, deflated by input prices, and real
expenditure, deflated by output prices, would grow at dif-
ferent rates, with the difference being the growth of total
factor productivity. The growth rate of quality-adjusted
labor depends on demographics and on measures of
human capital production and accumulation that are not
yet in the national accounts.

A BRIEF HISTORY OF THE
DEVELOPMENT OF THE NATIONAL
INCOME ACCOUNTS

The first estimates of national income were made in
England by the politician and economist Sir William
Petty (1623–1687) in the seventeenth century. Petty,
whose aim was tax reform, estimated total expenditure as
40 million British pounds. He estimated capital income as
15 million pounds, obtaining labor income as a residual
25 million pounds. Towards the end of that century,
Gregory King (1648–1712) made more systematic esti-
mates for the income, saving, and expense of England for
the year 1688. In the late seventeenth and early eighteenth
century, the French economist Pierre de Boisguillebert
(1646–1714), also a tax reformer, developed crude esti-
mates of income and consumption in France, followed by
more careful estimates by Sébastien Le Prestre de Vauban
(1633–1707), a military engineer and advisor to the king,
in 1707.

These early isolated estimates were based on compre-
hensive notions of production and output without the
benefit of formal economic theorizing. As economic the-
ory emerged, it unfortunately advocated overly limited
estimates. The French physiocrats believed that only land
produced net output over and above costs, which influ-
enced the chemist Antoine-Laurent Lavoisier’s
(1743–1794) estimates of France’s income in the late
eighteenth century, made while a commissioner of the
public treasury. The classical economists, beginning with
Adam Smith (1723–1790) and continuing through Karl
Marx (1818–1883), distinguished the potential for labor
to produce material wealth and thus emphasized the pro-
duction of goods as opposed to services. National income
estimates in much of the nineteenth century placed their
main reliance on commodity production data, which also
dominated the material product accounting of the Soviet-
bloc countries in the twentieth century.

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 399

National Income Accounts



In 1921 it was possible to count nine countries that
had comprehensive national income estimates for the year
1914, almost all prepared by scholars rather than govern-
ment officials; of these only four could be judged to be
within a probable error of 10 percent. Since that was the
year World War I (1914–1918) broke out, governments
often did not know their economic ability to mobilize for
total war.

Official Estimates National income estimates, it became
clear, were useful in anticipating the potential for income
taxation and for estimating the potential for national
defense production in times of war. The interwar depres-
sion offered new reasons for national income estimation:
gauging the course of the economic crisis and measuring
the relative “pump-priming” impact of government
expenditure.

Beginning in 1925 in Canada and Russia, national
governments began to support ongoing production of offi-
cial estimates of national income. Simon Kuznets, whose
article on “National Income” in the 1933 edition of the
Encyclopedia of the Social Sciences set forth a highly influen-
tial conceptual framework and justification for national
income accounting, inaugurated the U.S. official annual
estimates in 1934 with the publication of National Income,
1929–1932. This publication included not only careful
definitions of the concepts used but also line-by-line deri-
vations of the text tables, with sources and methods.

The publication of General Theory of Employment,
Interest, and Money (1936) by the British economist John
Maynard Keynes (1883–1946), which emphasized the
relationships among consumption, investment, and
employment, added further impetus to the development
of national income statistics, particularly given Keynes’s
active role in government. In England, Colin Clark’s
(1905–1989) National Income and Outlay (1937) laid the
statistical foundations for the modern manifold account-
ing framework by bringing together estimates of income,
output, consumption, government revenue and expendi-
ture, capital formation, saving, foreign trade, and the bal-
ance of payments. By 1939 official estimates were
prepared in nine countries. Richard Stone in the 1940s
put together the integrated system of accounts much as we
have them today.

THE CIRCULAR FLOW OF
ECONOMIC ACTIVITY AND THE
LOGIC OF THE SNA

This entry will now explore the underlying logic that Stone
brought to bear in constructing the SNA, beginning from
the long-recognized fact that monetized economic activity
is essentially both circular and two-sided, as illustrated in
the highly simplified economy depicted in Figure 1.

The Circular Flow Once monetized, economic activity is
necessarily circular. Households, in their role as employ-
ees, supply labor to firms who demand it, and receive
wages. Firms use labor to supply consumption goods and
services, which households buy using their wages.

Two-sided Flow The fact that each transaction has two
equal sides—a purchase and a sale—is a fundamental
source of the interlocking character of the national
accounts. Wages appear as an expense of firms and as an
income of households. Consumption expenditures are an
income of firms and an expense of households.

Were there no other economic actors or activities, we
would have the simple accounts in Table 1. Because
entries appear twice in the table, each set of accounts
appears as a check on the other. Each of these tables
matches resources (also called income or supply) and uses
(also called expenses).

Now let us add capital to the firm’s accounting frame-
work, arriving at Tables 2a and 2b, still highly simplified.
The production of investment goods takes its place along-
side consumption goods in firm resources. The portion of
investment goods used up in production, that is, capital
consumption, appears as a use. The expenditure on invest-
ment is instead an immediate contribution to capital and
appears in the change-of-capital account. Given these def-
initions, the firm’s resources and uses table is balanced by
operating surplus.

The change-of-capital account resources are firm
income (called operating surplus or, in the corporate
account, retained earnings after deducting payouts to
shareholders) and capital consumption, and the use is
capital investment. Capital investment may not equal
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Figure 1. The circular flow of economic activity, as adapted from
Hulten (2005).
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internal funds, and the item balancing the account is net
lending or borrowing. The change-of-capital account
links to the capital stock account because gross invest-
ment less capital consumption equals the increase in cap-
ital stock. Net borrowing or lending similarly equals the
change in net financial assets. (Both these statements
hold in principle rather than fully in practice, due to
revaluations of assets.)

The national income accounts track all these transac-
tions, not only for domestic firms and households, but
also for governments, nonprofit institutions, and the rest
of the world (foreigners as they interact with nationals
through trade, investment, or transfers, such as foreign
aid). Taxes and transfers, transportation costs, interest and

dividend payments, and a host of the messy details of
actual economies must be carefully inserted and meas-
ured. Each of these five groups of transactors has a current
income and expense account (labeled resources and uses in
the SNA), change-of-capital accounts, capital stocks, and
financial assets and liabilities. This entry will not cover all
these details, but their flavor can be discerned from the
following account of gross domestic product.

THE FORMAL CONSTRUCTION OF
GROSS DOMESTIC PRODUCT

The SNA begins from the broader concepts of total supply
and uses of goods and services in the economy. Total sup-
ply can be produced domestically (domestic output) or
purchased from abroad (imports). Domestic output, in
turn, includes both final products and intermediate prod-
ucts that are consumed in production, such as flour baked
into bread. Uses include intermediate consumption (equal
to intermediate production), final consumption, gross
capital investment, and exports. The two sides of the
accounts form an equation: Supply (total output plus
imports) equals uses (intermediate consumption plus final
consumption plus gross capital investment plus exports).
Included in final consumption are expenditures of govern-
ments and nonprofits on behalf of households.

Total supply is a consistent, measurable aggregate of
economic activity, but it is not as good a measure of
domestic economic activity because it includes imports
(produced by foreigners) and because it counts activities
that are early in the supply chain more than once.
Subtracting imports and intermediate consumption from
both sides, we arrive at gross domestic product as defined
from the product side.

Nominal gross domestic product (Table 3) is defined as
the market value of all final goods and services produced
within a country in a given period of time (typically a year
or a quarter year) measured in units of currency. From the
expenditure side, as we have just shown, this includes con-
sumption, investment, net exports (exports less imports),
and government expenditures. Real gross domestic prod-
uct is this quantity made comparable over time by adjust-
ing for inflation.

THREE APPROACHES TO
CONSTRUCTING GROSS
DOMESTIC PRODUCT

Gross domestic product can be measured from three
aspects: by expenditure on final product, by industrial ori-
gin, and by income. Under good statistical practice, the
three sides are measured in large part independently and
the closeness of the independent estimates forms a meas-
ure of the size of statistical errors and omissions.
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Table 1a.

Firm income and expense

Firm Uses Resources

Employee compensation Consumption expenditure

Table 1b.

Household income and expense table

Household Uses Resources

Consumption expenditure Employee compensation

Table 2a.

Firm income 
and expenses Uses Resources

Employee compensation
Capital consumption
Corporate income taxes
Operating surplus

Revenues

Balancing item

Table 2b.

Change-of-Capital
account Uses Resources

Gross capital investment

Net lending (or less net 
borrowing)

Operating surplus
Capital consumption

Balancing item



Expenditures on Final Products To obtain estimates of
final products, government statisticians survey firms that
sell final products: retailers, service providers such as hotels,
equipment manufacturers, and construction companies.
Government expenditures are obtained from governmental
budget statistics and net exports from customs data.

Industrial Origin The contribution of an industry to
gross domestic product is its gross value added, that is, the
industry’s output less purchases of products and services
from other industries (Table 3, column 3). These data are
typically obtained from establishments, defined as units
that produce output at a given location (a farm, a factory,
a store) rather than firms, the legal entities that control
establishments, which supply income data.

Input-output tables that show which industry sup-
plies inputs to each industry enable analysts to calculate
the ultimate resources—raw materials, labor, and capi-
tal—required in each industry’s final products. Such
tables, developed by the 1973 Nobel laureate Wassily
Leontief (1906–1999), a Russian-born American econo-
mist, permit the forecasting of the impacts of large fiscal
projects on the nation’s and the world’s resources.

The revenues of establishments do not include taxes
applied to the product. A consumer might spend 10
euros, but if sales tax is 5 percent, the store’s revenues are
only 9.50 euros. Thus when output is measured as indus-
try gross value added at basic prices, the government’s share,
taxes less subsidies on products, must be also added in.

For a complex, industrial society, measuring industry
value added is harder than measuring expenditures on
final products because it requires data on intermediate
inputs as well as revenue, and on all establishments, not

just those selling final products. On the other hand, this
estimate is not dependent on the accuracy of foreign trade
statistics. And in developing countries where agriculture
remains a large part of the economy, farm surveys are a
means of measuring output with reasonable accuracy. In
such countries, wholesale prices (called basic prices) may
be used to evaluate this output.

Income When we turn to measuring income, we can no
longer ignore the possibility that foreigners may own part
or all of firms located domestically, or may have lent
money to nationals. Domestic product measures output
from activities located within the borders of a nation,
regardless of whether the income accrues to nationals or
foreigners. Gross national income measures the income of
nationals, and must be adjusted for income earned abroad
on foreign investment, less income foreigners earn domes-
tically (Table 3, column 4). Converting to this basis per-
mits us to calculate domestic income and saving.

In principle, the national accounts make a sharp dis-
tinction between firm capital income and household
employment income, but in practice, such business units
as sole proprietorships and partnerships mix employment
and capital income, and are called mixed income. The pre-
cise treatment of this boundary necessarily varies from
country to country.

Although households, nonprofits, and governments
are clearly domestic, there are many income transfers
among them, and with foreign entities. These include
social welfare, education, medicine, and foreign aid.
Determining exactly where to place such payments is to a
certain extent arbitrary. The SNA includes a secondary
income account to accommodate most of these transfers.
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Table 3.

Three measures of gross domestic product

1. Output defined as

 Output of all units gross of intermediate production

Less defined as

2. Intermediates Materials and services consumed during production

Equals defined as  also equal to: and equal to: 

3. Gross Domestic Product 4. Expenditure on final product 5. Output by industrial origin 6. Gross domestic income
 equals sum of: equals sum of: equals sum of: 

 4a. Private Consumption 5a. Gross value added by industry 6a. Compensation of employees
 plus plus

 4b. Government expenditure 5b. Net taxes on product 6b. Taxes, less subsidies, on production and imports
 plus  plus

 4c. Gross Investment  6d. Operating surplus and mixed income, gross
 plus  

 4d. Net exports



Included in the income account, for example, are govern-
ment expenditures on behalf of consumers, which become
final consumption of households in the secondary
account.

The data obtained from tax filings on individuals and
businesses are natural sources for estimates of income.
These data are available with some lag, so they are supple-
mented by employment surveys, corporate reports, and
sales data. Moreover, taxed income may be underreported.
For example, in the United States, the bulk of proprietors
and partnership income is estimated to go unreported in
tax records.

Reconciliation There are inevitably discrepancies between
the three measures of gross domestic product arising from
their separate sources of data. Some countries, such as the
United Kingdom, produce a final measure by averaging
the three. Others, such as the United States, anoint one
side of the accounts as being likely the most accurate (final
product), and show a statistical discrepancy in the others.

National income accountants often produce tables
that provide the details of how they transform the under-
lying data (say, corporate reports) in preparing their
national income counterparts. These sectoral reconcilia-
tion tables help analysts understand the precise meaning
of the national income statistics, and also can help in fore-
casting tax reports or corporate earnings reports.

Accuracy, Timeliness, and Revisions National income
account statistics are revised as new data become available,
and as new theory and empirical analysis improve our
understanding of how to measure economic activity.

Initial official estimates of a given quarter’s economic
activity in advanced economies are made available within
a few weeks of the quarter’s end, when economic reports
for the quarter are incomplete. National accountants gen-
erally prepare one or two revisions in the months imme-
diately following, then annual revisions as tax statistics
become available, and benchmark multiyear revisions
when economic census or other occasional data become
available. It is usually during benchmark revisions that
new concepts and different methods are incorporated.

Because economic decisions are taken in the light of
available statistics, some economic theories need to be
tested in the light of national income statistics as they
appeared when the decisions were taken. In the wake of
work by Dean Croushore and Tom Stark (2001), the col-
lection of real-time data—the preservation of economic
statistics as they appeared at different dates, referred to as
vintages of data—has become a responsibility accepted by
some national income accountants.

CAPITAL AND FINANCIAL
ACCOUNTS

This entry will not discuss the many complexities of cap-
ital and financial accounts, beyond a few important limi-
tations to their measures.

In principle, net investment in domestic assets should
equal the increase in domestic wealth. However, these
book values of assets may differ widely from their market
values. National income accountants have agreed not to
include capital gains on assets—for example, increases in
market value of corporations that are not reflected in
retained earnings—as part of income. Doing so would
make income highly volatile, and would largely separate
movements in income from movements in economic
activity. Excluding capital gains creates difficulties in
measuring the output of financial institutions. Changes in
capital gains are reflected in the financial asset accounts as
changes in assets, but are not otherwise linked to the
accounts.

Capital assets in the national accounts are divided
into produced and nonproduced assets. In particular, land
and mineral rights are considered nonproduced assets that
do not change over time in real terms. Statistically, real
additions to residential land have been small; in the
United States they have been estimated to be less than 1
percent of GDP annually. Mineral depletion is not
deducted from net domestic product.

CRITIQUES AND SATELLITE
ACCOUNTS

The large gap between ideal national income accounts and
actual income accounts has been partially filled by schol-
arly studies that fashion alternative measures, and by satel-
lite accounts prepared by national accountants but
considered too inaccurate, too controversial, or insuffi-
ciently important to be included in the standard accounts.
The literature here is too vast to be cited, but the pioneer-
ing work of American economist Gary Becker, the 1992
Nobel laureate, must be acknowledged.

Household Production Accounts A longstanding concern
about the valuation of the national income accounts is the
productive activity that occurs within the household. To
fill this void, nations are increasingly engaging in surveys
of household time use, in which individuals diarize a day
in five- to fifteen-minute intervals. By adding how the
diarists feel during these activities, worklike activity might
be differentiated from leisure activity.

Worklike activities can be priced either by opportunity
cost (the wage the individual is foregoing) or by replace-
ment cost (the cost to hire someone else to do the activity
or to buy the output). Diaries also supply a measure of
study time (to measure the creation of human capital).
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Human Capital Accounts What are our investments in
labor quality? In the national accounts, the costs of private
and public education are considered household- and gov-
ernment-consumption expenditures, respectively. An
unrecorded input is the time cost of the student or the
worker. Reclassifying education as investment would
involve both a reclassification of consumption items as
investment and an addition to output due to inclusion of
student work time and on-the-job training.

Health Accounts Health is produced through a combina-
tion of household production, environmental impacts,
and medical production. One such quantification is qual-
ity-of-life years, where the average effect on the quality of
life of a given disease is measured either based on capabil-
ity or subjective reports.

Relative to labor, health can be linked to human cap-
ital, evaluating the cost of disease as a diminution of
human capital. Or, more directly, health may be evaluated
when law courts value loss of life or pain and suffering in
civil trials.

Environmental Accounts Economists have long been
aware that economic activity can have externalities,
byproducts—either desirable or undesirable—that affect
other economic agents. Economic impacts may be quan-
tifiable, for example, as costs incurred, when one firm’s
pollution raises the cost of another firm’s activity or
reduces the value of another firm’s land. Or a price may be
placed on the type of pollution either directly via a tax (an
SO2 tax) or through a market in which polluters must buy
the right to pollute a certain amount (SO2 rights). More
broadly, environmental satellite accounts can include the
land, mineral rights, biota, and so forth.

Distribution The distribution of consumption and
income is part of the economic welfare of a nation. Some
of this difference may be due to economic choices, reflect-
ing differing preferences and talents. Yet most observers
believe that for a given level of average per capita income,
a more even distribution of incomes is preferable to a less
even one.

In principle, it is possible to estimate how much con-
sumers are willing to pay to avoid declines in wealth, and
therefore to provide a direct measure of consumer valua-
tion of income distributions. This is an active and contro-
versial area of research. As Kuznets suggested, it would be
desirable at a minimum for national income accounts to
include estimates of income distribution to aid in evaluat-
ing economic welfare.

SEE ALSO Gross Domestic Product; Gross National Income
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NATIONAL
LONGITUDINAL STUDY
OF ADOLESCENT
HEALTH
The National Longitudinal Study of Adolescent Health
(Add Health) is an ongoing study of a nationally represen-
tative sample of more than 20,000 individuals that began
with in-school questionnaires administered to adolescents
in grades seven to twelve in the United States in 1994 and
1995. The in-school survey was followed by three waves of

in-home interviews in 1995, 1996, and 2001–2002, with
a fourth wave planned for 2007–2008 when the sample
will be aged twenty-four to thirty-two.

Add Health was developed in response to a mandate
from the U.S. Congress to fund a study of adolescent
health and was designed by a nationwide team of multi-
disciplinary investigators from the social, behavioral, and
health sciences. The original purpose of Add Health was
to understand adolescent health and health-related behav-
ior with special emphasis on the forces that reside in the
multiple contexts of adolescent life. Toward that goal,
innovative features of the research design provided inde-
pendent measurements of the social environments of ado-
lescents, including contextual data on the family,
neighborhood, community, school, friendships, peer
groups, and romantic relationships.

The Add Health cohort has been followed over time
as research questions turned to how adolescent experi-
ences and behaviors were related to social, behavioral, and
health outcomes in early adulthood. Across all interview
waves, comprehensive data on health and health-related
behavior were collected, including diet, physical activity,
health service use, morbidity, injury, violence, sexual
behavior, contraception, sexually transmitted infections,
pregnancy and childbearing, suicidal intentions and
thoughts, substance use and abuse, and delinquency. Data
were also collected on such attributes as height, weight,
pubertal development, mental health status, and chronic
and disabling conditions. Achievement and academic
progress were updated in each wave, including school per-
formance, school problems, relationships with students
and teachers, self-esteem, self-confidence, and future
expectations for education, health, and family formation.

STUDY DESIGN AND DATA

Add Health used a school-based design in which a strati-
fied sample of eighty high schools was selected from a
sampling frame of all high schools in the United States.
Schools were stratified by region, urbanicity, school type,
ethnic mix, and size. For each high school selected, a
feeder school was identified and recruited with probabil-
ity proportional to its student contribution to the high
school, yielding one school pair in each of eighty different
communities. Overall, 79 percent of the schools contacted
agreed to participate in the study.

During the 1994–1995 school year, in-school ques-
tionnaires were administered to over 90,000 students in
selected schools. The in-school questionnaire provided
measurement on the school context, friendship networks,
school activities, future expectations, and a variety of
health conditions. An additional purpose of the in-school
questionnaire was to identify and select special supple-
mentary samples of individuals in rare but theoretically
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crucial categories. School administrators also completed a
questionnaire in the first and second waves of the study.

In a second stage of sampling using the school rosters
of selected schools, adolescents and their parents were
selected for in-home interviews constituting the Wave I
(WI) in-home sample. To form a core sample, students
were stratified in each school by grade and sex, and approx-
imately 200 adolescents were sampled from each pair of
schools. From answers provided on the in-school survey,
supplemental samples were drawn based on ethnicity
(Cuban, Chinese, and Puerto Rican adolescents), genetic
relatedness to siblings (twins, full sibs, half sibs, and unre-
lated adolescents living in the same household), adoption
status, and disability. Add Health also oversampled African
American adolescents with highly educated parents.
Finally, a special “saturated” sample was included in WI by
selecting all enrolled students from two large schools and
fourteen small schools for in-home interviews. Complete
social network data were collected in the saturated field set-
tings by generating a large number of romantic and friend-
ship pairs for which both members of the pair have
in-home interviews. The core sample plus the special sam-
ples produced a sample size of 20,745 adolescents in WI.
The WI in-home sample is the basis for all subsequent lon-
gitudinal follow-up interviews. A parent also completed an
interviewer-assisted interview at WI. Over 85 percent of
the parents completed the parental interview.

In 1996 all adolescents in grades seven through
eleven in WI (plus twelfth graders who were part of the
genetic sample and the adopted sample) were followed up
one year later for the Wave II (WII) in-home interview
(N=14,738). Response rates for the in-home interviews
are 79 percent for WI and 88 percent at WII.

The in-school and Waves I and II in-home interviews
constitute the adolescent period in Add Health and con-
tain unique data about family context, school context,
peer networks, spatial networks, community context, and
genetic pairs. School context data come from the in-
school surveys based on the census of students in each
school, as well as from school administrator question-
naires. Peer network data are obtained from the in-school
questionnaire where adolescents nominated their five best
male and five best female friends from the school roster
such that links to friends’ survey responses can be made.
Spatial data indicating the exact location of all households
were collected using Global Positioning System (GPS)
devices, and used to merge with extant data describing the
neighborhood and community contexts in which adoles-
cents are embedded. Finally, the “genetic pairs data,”
based on more than 3,000 pairs of adolescents who have
varying degrees of genetic relatedness, represent a fully
articulated behavioral genetic design and are unprece-
dented for a national study of this magnitude.

At Wave III (WIII), all original WI in-home adoles-
cent respondents were reinterviewed from 2001 to 2002
with a response rate of 77 percent. This interview cap-
tured the Add Health cohort during their transition to
adulthood when they were aged eighteen to twenty-six. In
WIII, quota samples of 500 partners each in married,
cohabiting, and dating couples were recruited by Add
Health respondents, resulting in the partner sample of
1,507. Spatial data were again attached to the WIII indi-
vidual-level data using the geocodes of the home resi-
dence. New data on family formation, college attendance
and context, mentoring, and civic participation were col-
lected at WIII. Also new at WIII was the collection of sev-
eral biospecimens. Urine and saliva were collected to test
for STDs and HIV, and buccal cell DNA was collected
from the twins and full siblings in the genetic sample. The
Web site supported by the Carolina Population Center of
the University of North Carolina provides information
about Add Health’s design and data availability.

Add Health has been funded over the period
1994–2010 by the National Institutes of Child Health
and Human Development (P01 HD031921), with co-
funding from seventeen other federal agencies. Add
Health has an enlightened dissemination policy in that
the scientific community is given access to the data at the
same time as are project investigators. As a result, Add
Health has become a national data resource for over 3,000
Add Health researchers who have obtained more than 200
independently funded research grants and have produced
hundreds of research articles published in multidiscipli-
nary journals and research outlets.

ADD HEALTH RESEARCH

Add Health research has exploited its unique design to
explore the role of social contexts in the lives of adoles-
cents, including the importance of family, peer, school,
and neighborhood context as factors influencing adoles-
cent development, behavior, health and well-being, and
outcomes in the transition to adulthood. Ground-break-
ing research is identifying the social contexts that facilitate
genetic expression in health behaviors, including sub-
stance use, sexual behavior, and delinquency and violence.
Add Health has also made possible important new
research on the health status and health behaviors of spe-
cial populations such as disabled youth, adopted youth,
youth living with surrogate parents or relatives, multira-
cial youth, youth with same-sex romantic attractions or
relationships, and adolescents in immigrant families.

Add Health has also been an ideal data set for con-
ducting health disparities research. Large and persistent
racial, ethnic, and socioeconomic disparities in health
exist across the life course in the United States. The reduc-
tion and ultimate elimination of health disparities has
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been identified as a major public health goal, exemplified
by Healthy People 2010, the nation’s promotion and dis-
ease prevention strategy for the first decade of the twenty-
first century. Add Health tracks longitudinal trends in
race and ethnic disparities in the leading health indicators
from Healthy People 2010 across multiple domains from
adolescence to young adulthood. The interdisciplinary
design of Add Health has resulted in a multidisciplinary
user base of researchers in sociology, economics, human
development, public health, biomedical sciences, and
related fields who are exploring social, behavioral, and
biological factors in developmental and health trajectories
from adolescence into young adulthood.

LIMITATIONS OF ADD HEALTH

The school-based design of Add Health misses high
school dropouts in the initial in-school survey, although
dropouts after this point are followed in all subsequent
interviews. Research from 2003 by J. R. Udry and Kim
Chantala, examining the impact of this potential bias of
missing high school dropouts, reports minimal impact. In
addition, because Add Health is an omnibus study, many
standard sociometric scales for various measures are
included in shortened forms. Thus, although the breadth
of topics covered in the Add Health instruments is com-
prehensive, the depth may not be present for all topics.

SEE ALSO National Family Health Surveys; National
Longitudinal Survey of Youth; Panel Study of Income
Dynamics; Sample Attrition; Sampling; Survey;
Surveys, Sample
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NATIONAL
LONGITUDINAL
SURVEY OF YOUTH
The National Longitudinal Survey of Youth (NLSY) is a
set of panel surveys in which the same respondents are
interviewed periodically about various aspects of their life

experiences. Sponsored and largely funded by the U.S.
Bureau of Labor Statistics, the NLSY data do not primarily
contribute to official government statistics; instead the
microdata are available to researchers for basic research on
the life course. By 2006 the bibliography of publications
from these data included over four thousand items on top-
ics such as transition from school to work, job mobility,
youth unemployment, educational attainment and the
returns to education, welfare recipiency, the impact of
training, and retirement decisions. The Center for Human
Resource Research at Ohio State University carries out
much of the content planning, and the National Opinion
Research Center at the University of Chicago carries out
the interviewing, either in person or by telephone.

The precursors of the NLSY are two cohorts of the
National Longitudinal Survey of Labor Market
Experience (NLS), 5,000 each in the Young Men cohort,
aged fourteen to twenty-four in 1966, and the Young
Women, aged fourteen to twenty-four in 1968. The
young men were interviewed biennially until 1981; the
young women continue to be interviewed as of 2006.

Interviewing of a new cohort comprising a 12,686-
member probability sample of the age-specific U.S. popu-
lation of young men and young women aged fourteen to
twenty-two started in 1979 with broadly expanded survey
instruments. Interviews with the NLSY79 cohort were
annual through 1994 and biennial thereafter. This sample
originally included military members (dropped in 1985)
and an oversample of disadvantaged youths (dropped in
1991). So the eligible sample after 1991 consisted of just
fewer than 10,000 respondents. The twenty-second round
of interviewing took place in 2006. Interviewing of a fur-
ther cohort of 8,984 young men and young women aged
twelve to sixteen at the time started in 1997 and contin-
ues biennially as NLSY97.

All children born to the women in NLSY79 become
members of the cohort called Children of the NLSY79,
from which data have been collected biennially since
1986; as these children reach age fifteen they graduate
into a separate young adult sample, begun in 1994 and
also fielded biennially. The child sample and the young
adult sample do not represent probability samples of their
age groups in the United States, as children born to
women who immigrated after 1979 and children born to
women not in the age cohort fourteen to twenty-two in
1979 are excluded from the sampling frame; but they do
represent a sample of all children born to women in the
age cohort.

Data (without identifiers) are available as public use
files, either for analysis online or for downloading, at the
Web site supported by the Bureau of Labor Statistics.
NLSY questions concentrate on labor force behavior but
also ask about education and training, income and assets,
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health conditions, alcohol and substance abuse, and mar-
ital and fertility histories. There are also linked data of
scores on the Armed Services Vocational Aptitude Battery,
which includes measures of cognitive development. Also
linked are data on the secondary schools attended by
respondents. In the child sample, mothers are asked about
pregnancy and prenatal care; children are given cognitive
assessments at ages four and fourteen and are interviewed
about family life between ages ten and fourteen. Members
of the young adult sample are administered interviews
similar to the NLSY79 interview itself.

Because of the longitudinal nature of the data, analy-
ses are possible on a wide variety of topics in economics,
sociology, and other areas. For example, one can trace not
only entrances into and exits from the labor force, but also
marital history, family formation, and the impact of such
changes on labor force participation. The cognitive test
information is useful for controlling for varying inputs in
investigations of individual attainment. The longitudinal
nature of the data also assures that the first criterion of
causality—that the putative cause be temporally prior to
the putative effect—has been met, in a way that cannot be
achieved in a cross-sectional survey.

As in all longitudinal data, attrition from the sample
can detract from the value of the data. In the original
cohorts, if a respondent missed two consecutive inter-
views, that person was dropped from further follow-up.
Hence the sample became less representative as time went
on. In the 1979 cohort, however, efforts are made to con-
tact all respondents at each round, with some success in
recovering lost respondents (a response rate of 80 percent
of the living original respondents for the 2002 round
[Pierret 2005]). Further, a major innovation of the 1979
and 1997 cohorts is the elicitation of life histories.
Respondents not only report about their current status on
such variables as employment and marital status, but also
report and date any changes in these statuses since the pre-
vious interview. Thus if a respondent misses one or more
biennial interviews, longitudinal data for that respondent
are nevertheless available from the retrospective reports
given in the life history. This further ameliorates the prob-
lem of attrition, although possibly at some cost in accu-
racy if respondents’ memories are faulty.

SEE ALSO National Assessment of Educational Progress;
National Family Health Surveys; National
Longitudinal Study of Adolescent Health; Panel Study
of Income Dynamics; Research, Longitudinal; Sample
Attrition; Survey; Surveys, Sample
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NATIONAL
ORGANIZATION FOR
WOMEN
Founded in 1966, the National Organization for Women
(NOW) has approximately 500,000 contributing mem-
bers and roughly 550 chapters across the United States.
NOW maintains a diverse policy agenda and tactical
repertoire. It has employed legal, legislative lobbying, elec-
toral, and protest tactics, leading campaigns not only for
the legal equality of women and for the equal rights
amendment but also against sexual harassment, for the
maintenance of women’s access to abortion clinics and
against clinic violence, against domestic violence and rape,
and for poor women’s rights.

Many individuals contributed to the organization’s
founding, including activists in the union movement and
the civil rights movement as well as men and women
working within the federal bureaucracy. They shared a
common concern that the newly created Equal
Employment Opportunity Commission (EEOC) was
refusing to enforce Title VII of the Civil Rights Act of
1964, which prohibited discrimination against women in
the workplace. Women’s rights advocates like Richard
Graham and Aileen Hernandez, both EEOC commission-
ers, sought a spokesperson to lead an organization similar
to the NAACP, an advocacy organization for African
Americans, that would be dedicated to women’s equality
issues.

Betty Friedan was one individual recruited to take on
this role. A freelance writer who often wrote on women’s
and labor issues, Friedan had gained significant media
attention as a result of The Feminine Mystique, published
in 1963. NOW was formed after members of the National
Conference of the Commission on the Status of Women
(and Friedan, who attended with a press pass) attended a
frustrating annual meeting in 1966 where attendees were
stymied in their attempts to pass resolutions demanding
changes at the EEOC. Twenty-eight women and men
constituted the original founders, and Friedan became
NOW’s first president. She and Pauli Murray wrote the
organization’s original statement of purpose, which said in
part that the purpose of NOW was “to take action to

National Organization for Women
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bring women into full participation in the mainstream of
American society now, exercising all the privileges and
responsibilities thereof in truly equal partnership with
men” (Carabillo, Meuli, and Bundy Csida 1993, p. 47).
From NOW’s inception its leaders were determined that
the organization would operate independently from estab-
lished political institutions, such as political parties, which
they believed had paid only lip service to women’s equal-
ity. They also insisted that the group must be an activist
rather than an educational organization. Organizationally
speaking, NOW is among the most democratic of pro-
gressive social organizations. All members are eligible to
become voting delegates to vote for national board mem-
bers and officers at national conventions and to vote on
resolutions pertaining to NOW’s goals and strategies.

NOW’s earliest actions centered on pressuring the
EEOC to uphold Title VII. Drawing largely on the
resources and talents of the organization’s founders, NOW
initially focused on attracting media attention and on lob-
bying executive agencies and legislators on this issue.
Soon, however, the group’s members (now including
members of the women’s liberation movement) and some
leaders argued that these tactics—long used by organiza-
tions like the NAACP—had failed to produce results.
Consequently over the course of its founding period
(1966–1971), NOW began to incorporate mass mobiliza-
tion and protest activities into its tactical repertoire along
with legislative lobbying, the campaign to ratify the equal
rights amendment, and electoral activism. NOW also
began to focus on broader goals, including abortion rights
and lesbian rights.

The campaign to ratify the equal rights amendment
(ERA) is one of NOW’s best-known endeavors. NOW’s
leaders were not immediately successful in convincing
members to participate in this challenge, however, and as
a result the organization did not focus intently on the
measure until 1978. The ERA was not ratified by its 1982
deadline, falling short by only three states. The campaign
nevertheless proved a potent mobilizing force, swelling
NOW’s ranks to over 200,000 members and exposing
members and leaders to multiple tactics, including lobby-
ing, protest, state-level politics, electoral politics, mobi-
lization, and fund-raising, that for many were their first
experience in politics.

Among the longest-serving of NOW’s presidents is
Eleanor Smeal, who was elected three times and presided
from 1977 to 1982 and from 1985 to 1987. Smeal led the
organization during the latter stages of the equal rights
amendment campaign and spearheaded NOW’s increased
investment in electoral politics, coining the term gender
gap. She founded the Feminist Majority Foundation in
1987. Patricia Ireland led NOW for ten years
(1991–2001) and extended the organization’s involve-

ment in elections, most notably during the 1992 Year of
the Woman. She also led campaigns against sexual harass-
ment and in 1996 worked against the revocation of wel-
fare benefits for poor women. Ireland’s priorities also
included lesbian and gay rights. In 2001 Kim Gandy
became president of NOW.

SEE ALSO Friedan, Betty; Women and Politics; Women’s
Liberation; Women’s Movement
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NATIONAL SAMPLE
SURVEY (INDIA)
The National Sample Survey (NSS) is one of the oldest
continuing household sample surveys in the developing
world. The survey is conducted on a regular basis by the
National Sample Survey Organisation (NSSO), India’s
premier data collection agency. Since 1972, the NSSO has
fallen under the Ministry of Statistics and Program
Implementation of the Government of India (GOI).

The role of the NSS must be seen in the broader con-
text of Indian economic development. At independence
and through much of its early development, the country
was faced with a subsistence production structure (mainly
in agriculture) characterized by mass poverty and hunger.
Systematic data on the extent, magnitude, and patterns of
poverty, as well as on household consumption patterns
and trends, were not readily available for informed policy
interventions. To remedy this, the GOI launched the NSS
to gather nationally representative information on house-
hold structure, consumption, and production.

The first NSS round was conducted in 1950–1951
and included information on land utilization, prices of
essential commodities, and daily wages of skilled and
unskilled laborers at the village level. At the household
level, data was obtained on demographic characteristics as
well as land ownership, cultivation, and utilization. In
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addition, detailed data was gathered on monthly and
weekly consumption, as well as on entrepreneurial activi-
ties, from a subset of the sampled households. The first
round was based on a random sample of only 1,833 vil-
lages out of a total of 560,000.

Since that first round, more than sixty NSS rounds
have been conducted. Naturally, both the organization
and the surveys have undergone many changes since then.
At the organizational level, the technical wing of the
NSSO was divested from the Indian Statistical Institute
and placed under the direct control of the GOI. The field
operations group was placed under the guidance of a gov-
erning council headed by an eminent academic and mem-
bers drawn both from government and academia since
1970; it now functions as a full-fledged wing of the GOI.

Important changes also occurred in the surveys them-
selves. With increased demand for more disaggregated
information, the sample size of the rounds has expanded
significantly, from 1,833 villages in the first round to
more than 14,000 rural villages and urban blocks in more
recent rounds. With the large increase in sample size, a
decision was made (beginning with the 1973–1974
round) to split the rounds into two: quinquennial (or
“thick”) rounds done at approximately five-year intervals
on a large sample of households (about 120,000) and
“thin” rounds undertaken during intervening periods on
smaller samples (approximately 35 to 40 percent of the
thick-round samples). The expansion of the sample size,
especially for the collection of data on consumption
expenditure and employment, has allowed NSS estimates
to be representative at the below-state (but not district)
level. The NSSO is representative at the level of regions—
collections of several districts grouped together on the
basis of broadly similar agro-climatic conditions. Regions
are not administrative units. The NSS has delineated a
total of seventy-eight regions in the country.

The coverage of the NSS varies over the different
rounds. Each round always obtains information on con-
sumption and employment; however, the rounds also
cover other subjects, such as health, schooling, or disabil-
ity, in the form of additional modules. Thus, for instance,
the fifty-eighth round focused on disability, housing con-
ditions, village facilities, and urban slums, while the sixti-
eth round covered morbidity, health care, and conditions
of the elderly. Since its inception, the NSS has covered
some fifty different subjects in its surveys, such as house-
hold debt and investment, literacy and culture, health,
schooling, and village-level infrastructure.

Until 1998 the unit record data from the NSS was
not available to the public. This restricted considerably
the wider use of the surveys by researchers. Indeed, only a
few studies were based on the NSS data, including the
measurement of poverty and unemployment and the con-

struction of price indices, such as those by Ahluwalia
(1978), Bhattacharya et al. (1980), Jain and Tendulkar
(1989, 1990), and Minhas et al. (1987, 1988). In 1998
the GOI made the NSS unit record data, retrospectively
from the thirty-eighth round of 1983, available in the
public domain at a modest fee. Since that time, numerous
researchers have used the data to address a number of
issues, such as health, nutrition, schooling, disability,
small-scale industry, and food subsidies (Borah 2006;
Deolalikar 2005; Gupta 2003; Subramanian and Deaton
1996). Poverty and, to a smaller extent, unemployment
remain the two top issues that are explored by researchers
with the NSS data (e.g., Datt 1999; Deaton and Dreze
2002; Dubey and Gangopadhyay 1998; Sen 2000;
Sundaram 2001a, 2001b; Sundaram and Tendulkar 2001).

The NSS has sometimes changed its data collection
methodology midstream, and this has affected the compa-
rability of NSS estimates over time. This was particularly
the case in the fifty-fifth round, when the NSS adopted a
different reporting period for certain types of consump-
tion expenditures, rendering consumption and poverty
estimates from that survey noncomparable to those from
earlier periods. Another weakness of the data is that,
unlike some other national socioeconomic surveys
(notably the National Socio-Economic Household
Survey, or SUSENAS, of Indonesia), there is no fixed
rotation schedule for the special-interest modules that are
attached to the core consumption-employment module of
the NSS. As a result, it is difficult to obtain nationally rep-
resentative data on important topics such as health and
education on a regular, ongoing basis. For instance, the
NSS included a health-care module in the fifty-second
round conducted in 1995–1996, but this was not
repeated until the sixtieth round in 2004. Likewise, the
topic of rural assets and indebtedness was covered in the
forty-eighth round in 1992 and only revisited in 2003 in
the fifty-ninth round. It would be helpful if a regular rota-
tion schedule were established whereby important topics
such as health, schooling, and assets could be covered
every three or four years.

SEE ALSO National Family Health Surveys; National
Longitudinal Survey of Youth; Panel Study of Income
Dynamics
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NATIONAL SECURITY
Although central to studies across social science disciplines
like political science, national security is a dynamic and
contested concept. This entry surveys its history, defini-
tion, and entailments.

National security seems a simple concept with famil-
iar resonance and clear articulations through history.
Nation-states from their inception have sought security
from external and internal threats and employed many
means to survive. As the English philosopher Thomas
Hobbes wrote in The Leviathan (1660), security is the rai-
son d’être of the Westphalian state: keeping domestic
peace and safeguarding people and property against civil
and foreign threats. Traditionally, external threats are
highlighted, including those involving other states and
matters of territory, population, and military/
economic/political competition. Interstate wars, grand
strategies, armaments, and alliances are emphasized.
However, the internal dimension is also important;
whether the time or place was early modern Europe, colo-
nial America, Imperial Japan, or postcolonial Africa, Asia,
and Latin America, issues of taxation, conscription, con-
stitutional design, royal succession, class relations, reli-
gion, rights and liberties, food supply, and public health
have all to varying degrees affected domestic stability and
probabilities of conflict internally and externally.

Despite ordinary usage, the term national security is
difficult to define. National security is security of the
nation-state, but this means little without defining the
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terms nation-state and security. While there are competing
conceptions, the nation-state is commonly understood as
a political-legal entity possessing a monopoly on legiti-
mate use of force within its territory. The state includes—
in political scientist Barry Buzan’s formulation—physical
(territory, population), institutional (rules, norms, gov-
erning apparatus), and ideational (nationalism, state legit-
imacy) elements. The state also possesses varying types
and degrees of sovereignty. Security is more ambiguous.
The scholar David Baldwin suggested the concept is “con-
fused or inadequately specified” (2000, p. 12), and Buzan
concluded security is “essentially contested,” eluding gen-
eral definition (1991, p. 7). The problem, Baldwin
argued, is not positing a general definition but the many
particular specifications of that definition possible. For
example, most definitions of security center on the idea of
freedom from threat. This is vague and requires further
specification: What constitutes freedom? How much is
necessary? Who and what constitute threats? Who and
what need to be protected? Is threat subjective, objective,
or both; what does this mean for security? Depending on
answers, widely different specifications result. Moreover,
most specifications include other contested terms.
Political scientist Arnold Wolfers’s classic definition of
security as “absence of threats to acquired values … [and]
absence of fear … such values will be attacked” (2000, p.
485) and Baldwin’s modification, “[L]ow probability of
damage to acquired values” (2000, p. 13), both rely on
acquired values. However, as scholar Bernard Brodie
argued, values and vital interests are fundamentally debat-
able with no single, objective meaning.

What then is national security? National security is
freedom from threat to the nation-state. Because national
security absorbs confusion from the term security, it
requires further specification. If the nation-state involves
physical/institutional/ideational components, which com-
ponents need to be secured? If trade-offs are involved in
securing different components, how are preferences over
components determined? How do variations along different
components (e.g., different regime types or cultural-histor-
ical backgrounds) alter conceptions of national security?
Who and what threaten the nation-state? If absolute secu-
rity is unattainable, how much security is necessary?
Without specifying these dimensions, national security is
ambiguous and subject to political manipulation.

Selected definitions show possible variations. The
influential journalist and political commentator Walter
Lippmann said national security means a state need not
sacrifice core values in avoiding war and can maintain
them by winning in war. Scholars Frank Trager and Frank
Simonie maintain national security is policy seeking
favorable national and international political conditions
for protecting and extending vital interests. Professor
Richard Ullman finds national security is threatened by

anything that can drastically and quickly degrade citizen
quality of life or significantly narrow state or nongovern-
mental entity policy choices. Scholar David Lake said
national security is the ability to use wealth as a polity sees
fit. Most definitions include policy objectives like provid-
ing defense, preserving sovereignty over population and
territory, protecting citizens’ lives and property, prevent-
ing external interference, maximizing wealth and/or
power, protecting economic opportunities and quality of
life, promoting national values, seeking international pres-
tige, and securing policy flexibility and leverage.
Interestingly, state survival in the strictest sense of main-
taining Westphalian statehood is mostly a consideration
only for weak or failed states. Overall, each specification
of national security, knowingly or not, imply different
worldviews about the meaning of security and the nature
of world politics and, therein, different understanding of
threats to be guarded against and values to be maximized.

Different definitions of national security preference
different strategies and policy instruments. Traditional
views emphasize maintaining national defenses; ensuring
resilience/redundancy of critical infrastructure; gathering
accurate intelligence to assess threats; and skillfully using
diplomacy and cryptodiplomacy to protect against mili-
tary threats from other states (conventional and uncon-
ventional weaponry delivered via land, sea, air, or space).
Domestic threats are downplayed. External strategies may
vary. Realism identifies national security with state power
and ability to secure national interest, however defined.
Security is achieved by maintaining self-reliance through
internal balancing (strengthening national resources and
military might). External balancing (alliances) is used to
maintain a balance of power among states (e.g., nine-
teenth-century Europe) so no hegemony or coalition can
predominate. Liberalism identifies national security with
states applying reason and ethics to collectively and peace-
fully lead international relations. National security is not
just state security but individual and global empower-
ment. Liberalism advocates international law and institu-
tions, collective security arrangements, and disarmament
(e.g., League of Nations, Kellogg-Briand Pact).
Neoliberalism also sees global strategies like promotion of
free markets, international law/institutions, and transna-
tional relations as key to national (and international) secu-
rity. Neorealism, traditionally the dominant perspective
on national security, identifies security (especially military
security) as the prime motivation of states. Like realism,
neorealism advocates internal and external balancing.
Developing during the cold war, though, neorealism 
takes international structure into greater account.
Understanding that efforts to increase security might par-
adoxically decrease it (e.g., arms race), neorealism devel-
oped more nuanced theories of coercion, or the limited or
threatened use of force to induce an adversary to behave
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in some way. Coercion includes deterrence (discouraging
actions detrimental to coercer’s interests by making per-
ceived costs outweigh benefits) and compellence (chang-
ing target behavior by manipulating costs and benefits).
Conventional and nuclear coercion and coercion short of
force (e.g., sanctions) are thus key policy instruments.
Last, nontraditional views of national security broaden
and deepen the concept to put greater emphasis on third
world security, the constructed nature of security, non
military issues (e.g., human rights, economic/political
development, the environment, demographics, public
health, gender), nonstate actors, and nonmilitary policy
instruments.

SEE ALSO Arms Control and Arms Race; Defense; Defense,
National; Deterrence; Intelligence
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NATIONAL SERVICE
PROGRAMS
In his 2002 State of the Union address, President George
W. Bush called on American citizens to donate four thou-
sand hours to community service—the equivalent of two
working years—over their lifetime. The U.S. government
has supported volunteering and community service in var-
ious ways since the 1930s. One of the ways is to establish
national service programs that engage citizens in helping
other people. The term national service traditionally refers

to a nationwide program of public/community work in
which citizens, mostly young people, serve for one or two
years at a subminimum wage to help the community as
well as themselves (Gorham 1992; Moskos 1988). In
countries such as Israel, Korea, Austria, Singapore, and
Turkey, young people (mostly male) are required to serve
in the military. In other countries, for example, Germany,
(male) citizens may choose whether they want to serve in
the armed forces or participate in alternative national ser-
vice programs. In the mid-1960s, many programs in the
United States began to engage a broader array of the pop-
ulation, including students and senior citizens, in a variety
of activities.

HISTORY OF NATIONAL SERVICE

The first large-scale national service program in the
United States was developed during the Great Depression
of the 1930s. In March 1933 President Franklin D.
Roosevelt created the Civilian Conservation Corps
(CCC). The CCC essentially was an employment/welfare
program that provided basic education and income for
young, unemployed people. The program employed over
three million participants until 1942, when capable young
men were no longer available because of the advent of
World War II (1939–1945) (Perry 2004). The Roosevelt
Administration also created the Works Progress
Administration in May 1935, offering work to more than
3.4 million of the unemployed by the next year (Indiana
University 2006).

National service in the United States reached an early
peak under the administrations of Presidents John F.
Kennedy and Lyndon B. Johnson in the 1960s. The early
success of the Peace Corps in rallying support for public
service contributed significantly to the development of
later service programs, such as Volunteers in Service to
America (VISTA; the so-called domestic Peace Corps), as
well as Foster Grandparents, Senior Companions, and the
Retired Senior Volunteer Program, the latter three of
which have been administered by the Corporation for
National and Community Service (CNCS) since 1993.
The goal of all of these programs was to enact changes in
the ways institutions addressed issues of poverty and com-
munity empowerment.

In the 1970s, the focus of national service programs
shifted from institutions to individuals. New programs,
such as the Youth Conservation Corps in President
Richard M. Nixon’s administration, sought to change
individuals, rather than to alter institutions (Perry 2004).
However, the efforts of President Ronald Reagan’s admin-
istration to shrink the size and breadth of the federal gov-
ernment also led to the downsizing of federal support for
many national service programs (Perry 2004).
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The 1990s witnessed renewed interest in national
service in the United States. President Bill Clinton’s
National and Community Service Trust Act of 1993
expanded the National and Community Service Act of
1990 by creating a new agency called the Corporation for
National and Community Service (CNCS) to house all
domestic national service programs. The Clinton admin-
istration also established AmeriCorps, which provides
full- and part-time community service opportunities to
individuals in education, public safety, the environment,
and human needs. In the wake of the tragic events of
September 11, 2001, the second Bush administration
launched the USA Freedom Corps, an umbrella agency
with responsibility for coordinating volunteer programs
across all federal agencies, and increased AmeriCorps pro-
grams, sponsored by CNCS.

NATIONAL SERVICE PROGRAMS,
POST-2005

As mentioned, CNCS houses all domestic national service
programs: national and state AmeriCorps programs,
AmeriCorps VISTA, AmeriCorps NCCC (National
Civilian Community Corps), Senior Corps, and Learn
and Serve America. In 2005 the CNCS sponsored and
managed about 3.7 million volunteers, with a budget of
about $927 million. Citizen Corps, a vital component of
Freedom Corps administered by the Department of
Homeland Security, represents five programs that provide
opportunities for Americans to participate directly in
security efforts: Citizen Corps Councils, Community
Emergency Response Teams, Medical Reserve Corps,
Neighborhood Watch, the Fire Corps, and Volunteers in
Police Service. In 2006 the Peace Corps program enrolled
7,810 volunteers in seventy-five countries, with a budget
of $318.8 million (Peace Corps 2006).

CHALLENGES

National service programs in the United States face diffi-
cult challenges, including financial, social, and legitimacy.

Funding Challenge Funding national service programs
has been a continual and critical issue. For example, many
AmeriCorps programs have undergone budget cuts.
Continuing concern about the management of the
National Service Trust Fund, which is dedicated for edu-
cational awards to AmeriCorps participants, and budget-
ary cutbacks by the federal government have forced the
program to decrease the number of enrollments (Schwinn
2003; Wilhelm 2003).

Social Challenge National service programs can impose a
social challenge by widening the split between the middle
class and the underprivileged, rather than narrowing it. As

Charles C. Moskos argued in his 1988 book, A Call to
Civic Service, American national service can be seen as
having a “two-tier” system: Elite programs such as the
Peace Corps attract highly educated college graduates.
Ninety-six percent of Peace Corps volunteers have at least
an undergraduate degree, and 13 percent have earned
graduate credits or degrees. By contrast, the large national
service programs such as AmeriCorps attract primarily
entry-level workers by offering a stipend and college edu-
cation awards to participants.

Legitimacy Challenge A third issue confronting national
service is the legitimacy challenge. In this case, legitimacy
means that the overall benefits of these programs must
exceed their costs, or that the benefits would not occur in
the absence of the program. For example, if as survey
research demonstrates, a sizable percentage of Americans
(26.7 percent in 2006) volunteer apparently on their own
volition (Bureau of Labor Statistics 2007), the justification
for subsidizing these efforts through national service
appears suspect. William F. Buckley Jr. (1990) maintains
that there is no point in taxing citizens if the purpose is to
give back the same amount. Of course, national service
programs offer a variety of nonmonetary benefits, for
instance, skill development, civic responsibility, and greater
knowledge and awareness. These benefits, however, are not
readily measurable, and consequently, demonstrating the
legitimacy of these programs remains critical.

PROSPECTS

Despite the promotion by recent presidents of voluntary
national service, marshalling sufficient monetary resources
for this purpose is likely to remain an issue. One way to
augment funds for national service is through partnering
with private and nonprofit organizations, as well as
attempting to recover a portion of related costs from
them, a strategy pursued increasingly by AmeriCorps.

One of the significant changes in national service
programs is increased inclusiveness. Traditionally, national
service programs mainly targeted youth; more programs
have been created to engage diverse populations, such as
older people. These efforts can help to alleviate the socio-
economic gap in national and community service.

Finally, studies of broader scope can be conducted to
address the legitimacy challenge confronting national
service. Analysis of costs and impacts of these programs—
not only for affected communities but also for national
service participants—may demonstrate greater benefits,
improve current programs, and increase public support.

SEE ALSO Great Society, The; Johnson, Lyndon B;
Kennedy, John F.; Military; New Deal, The; Volunteer
Programs; Volunteerism
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NATIONAL SOCIALISM
SEE Nazism.

NATIONAL SURVEY OF
BLACK AMERICANS
The Program for Research on Black Americans (PRBA) at
the University of Michigan’s Institute for Social Research
is the longest-running social science research project
devoted to the collection, analysis, and interpretation of
survey data based on international, national, and regional

probability samples of black populations. The findings
from analyses of the original 1980 National Survey of
Black Americans (NSBA) and over twenty subsequent
studies continue to be of major scientific value and rele-
vance to public policy. Both the quality and the precision
of the original national cross-section, panel, and three-
generation family samples, as well as the numerous subse-
quent studies, make the results of immense importance to
social scientists and policymakers.

The 1980 NSBA adult cross-section study is notable
because, using novel sampling techniques, it permitted for
the first time national estimates of the statuses and life sit-
uations of black Americans across the entire range of
socioeconomic and other demographic groupings in the
population. The inclusion of policy-relevant questions
revealed individual and group opinions and feelings that
fully represented the breadth and diversity of black people
located in all walks of life across the entire United States.

One more recent national study, the 2003 National
Survey of American Life (NSAL), includes a very large,
nationally representative sample of African Americans
(3,600), permitting an examination of the heterogeneity
of experience across groups. The NSAL also includes the
first nationally representative sample of Caribbean blacks
(1,650). As a result, the data from this project permit the
identification of differences among various important
demographic groups often lumped together within the
black American population. A related international study
of black multigeneration family members in the United
States and the Caribbean, as well as large regional adult
samples in Jamaica and Guyana, was completed in 2006.

These types of data are critical due to changing immi-
gration patterns and the major changes in living patterns
and conditions, family structure, and social circumstances
that have occurred among black populations since 1980.
The NSAL successfully employed new methods to ascer-
tain the methodological and substantive influences of
structurally missing members of black households (e.g.,
young men in prisons and lockups) on sampling and
social, psychological, and health estimates. Finally, all
respondents (including the 1,006 whites) in the NSAL
were selected from the targeted geographic segments in
proportion to the African American and Afro-Caribbean
population. Thus, questions related to neighborhood
characteristics, service use, and risk and protective factors,
for example, will make for important and novel compar-
isons not possible with prior studies.

In sum, nearly thirty years of PRBA’s large probabil-
ity studies of political participation, perceived and
reported discrimination, religion, physical and mental
health, and life-course development in population-based
black samples have emanated from the original, path-
breaking 1980 NSBA thirteen-year, four-wave, longitudi-
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nal panel survey. PRBA research continues to make major
contributions to understanding how social, cultural, and
other contextual factors relate to the ways in which racial
status and racialized treatment affect the behaviors, phys-
ical and mental health, attitudes, and values of blacks in
the United States and the larger African diasporas.

SEE ALSO African Americans; Demography;
Discrimination; Employment; Inequality, Racial;
Occupational Status; Race; Racism; Unemployment;
Wages
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James S. Jackson

NATIONALISM AND
NATIONALITY
Nationalism is one of the most potent political forces on
the world stage today. Fusing the intractability of cultural
politics with the power of the state, nationalism organizes
individuals into cohesive political communities that are
unique, exclusionary, and wedded to mythologized histo-
ries. Nationalism sometimes inspires violence and xeno-
phobia, but it also supplies the wellspring for sentiments
such as patriotism and self-sacrifice. The deep emotions
that nationalism taps into make it a powerful tool in the
hands of demagogues, who manipulate nationalist senti-
ments for political gain. Scholars offer several competing
explanations of nationalism and nationality; this entry
highlights where they overlap while indicating some of the
range of scholarship that exists on the topic.

DEFINITIONS AND ORIGINS OF
NATIONALISM

To understand nationalism and nationality, one must first
have a working definition of the terms nation and state. A
nation is a self-identified cultural group that regards itself
as distinctive in some fundamental and significant way.
There is no particular attribute that a group must have in
order to qualify as a nation, but language, ethnicity, and
religion are the three most common bases of national
identity. Nationality is the aspect of identity that derives
from one’s membership in a nation. Typically, members of
a nation imagine themselves to share a common history
that binds them both to one another and to a given terri-
tory, and this sense of mutual attachment feels natural
even if its objective bases are sometimes exaggerated or
even invented. Despite the subjective origins of national
identities, they possess an objective status that shapes how
individuals regard themselves and are treated by others.
Most scholars regard nationalism as a modern phenome-
non due to its explicit association with states, which are a
product of modern European history. States are the terri-
torially based political units that structure global politics
today; their provenance is conventionally attributed to the
Peace of Westphalia (1648). During the period spanning
the age of imperialism in the latter half of the nineteenth
century through the years of decolonization in the mid-
twentieth century, all of the world’s territory and peoples
came to be organized politically as states. As statehood
emerged as the fundamental mode of political organiza-
tion during these years, nationalism became the standard
means of legitimating state authority, with extant political
communities reconceived as nationalities.

Nationalism exists when a nation seeks to fuse its
identity with the administrative apparatus of a state.
Ideally, coordinating the boundaries of a nation and a
state will yield a neatly delineated nation-state, but this
outcome is almost impossible as a practical matter and is
rarely approached in reality. All states are to some degree
multinational, and most states also include segments of
their populations that could one day evolve from subcul-
tures into nationalities. Throughout the world, national-
ism influences social and political relations in important
ways for three related reasons. First, nationality has
become a universal component of identity; everyone
belongs to a nation. Second, nationalist sentiments are
emotional and thus less amenable to rational compromise
than are most other political interests. For example, dis-
putes over land that is deemed to possess nationalist sig-
nificance, as in Israel/Palestine, cannot be solved easily
through bargaining, because the nations involved regard
their identities to be tied deeply to the land itself. Third,
the way that state boundaries were historically drawn
often resulted in the division of nations into multiple
states, the aggregation of several nations within a single
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state, or, most commonly, some combination of the two.
Insofar as nationality issues are politically salient in these
circumstances, the possibility for violence is increased, as
demonstrated for example in the numerous conflicts that
plague central Africa. Taken together, these three factors
promise a pervasive and often disruptive role for national-
ism in world politics for the foreseeable future.

Nationalism originated in Europe. Its roots are most
commonly traced to the Napoleonic Wars of the late eigh-
teenth century, although some identify Henrician
England or even the medieval era as the actual period
when nationalism first emerged. Scholars who focus on
the way groups have described themselves or others using
the vocabulary of nationality tend to place the origins of
nationalism in the earlier periods, whereas those who
stress its role in political mobilization and legitimation
point to the Napoleonic era as marking the true birth of
nationalism. Either way, the widespread acceptance of
nationality as a marker of identity and of nationalism as a
mode of political legitimation depended on the existence
of technological and administrative capacities that could
enable geographically dispersed individuals to imagine
themselves as belonging to a community larger than the
village or town; the invention of the printing press and the
gradual consolidation of Europe into unified states thus
provided essential foundations for the spread of the
national idea.

Nationalism as a social construct has thrived by giv-
ing meaningful form to the basic human tendencies to
categorize and to distinguish the self from others. The
positive and negative features of nationality both issue
from this source. On the one hand, nationality confers
status on the self by defining an individual as belonging to
a higher, meaning-bearing collectivity, which in turn
inspires loyalty and pride in one’s national identity. On
the other hand, nationality is an essentialist characteris-
tic—you either have it or you don’t, and the status of
minority nationalities within states is often one of vulner-
ability and marginalization. By asserting its special nature
and history, in other words, each nation implicitly pro-
vides a rationale for excluding those who are not full
members of the national community.

Nationalism legitimates political authority by
grounding it in the will or “essence” of the community
over whom sovereignty is exercised. As a result, when
rulers do not share the national identity of a territory’s
population, as with colonialism or cases of one group’s
domination of a multinational state, nationalism provides
a way for the population to articulate why it regards the
rule of the community by “others” as being illegitimate. It
is not coincidental that nationalism and democracy took
root together, because both reflect variations on the theme
of popular sovereignty. Despite their similar foundations

in the primacy of the people, however, democracy and
nationalism follow very different logics and are often
mutually exclusive in practice, because democracy is blind
to the cultural characteristics of the individuals who 
participate in its processes. Nationalism, by contrast, seeks
to empower the group—the nation—without necessary
regard for either the individuality of its members 
or the rights and interests of individuals of different 
nationalities.

Within Europe, the blossoming of nationalism as a
political force was spurred by resistance to Napoleon’s
imperial ambitions—hence the widespread identification
of his reign with the birth of nationalism. Because
Napoleon was clearly an “other” in the eyes of the popu-
lations in the territories that he conquered, leaders of
those states, particularly in Central Europe, rallied their
people partly on this basis. In addition, the Napoleonic
Wars also marked the start of the modern era, when the
creation of citizen armies first gave ordinary people a per-
ceived stake in the chessboard warfare of their rulers. After
Europe subsequently conquered the rest of the world,
nationalism in turn supplied a rationale that the world’s
peoples could hold against the Europeans themselves.
Although nationalism was not necessary to challenge the
Europeans as being illegitimate exercisers of sovereign
authority in their colonial possessions, its vocabulary was
adopted by political entrepreneurs among the colonized.
These leaders, including Mohandas K. Gandhi in India
and Kwame Nkrumah in Ghana, recognized that nation-
alism was a construct that could inspire their conationals
to pursue independence, even as it provided a justification
for their efforts that Europeans could understand. A grow-
ing consensus holds that the colonial era ended only after
Europeans accepted that the norm of self-determination
trumped their own interests.

CONTEMPORARY
MANIFESTATIONS OF
NATIONALISM

As a political force, nationalism can take several forms.
First, as just described, nationalist sentiment can lead a
nation to seek control of a government that is dominated
by nonmembers of the nation. This process was most
obvious during the decolonization period of the mid-
twentieth century, when the peoples living in what are
now the states of Africa and Asia gained independence
from European imperialism, and it was repeated in the
1990s, during the most recent wave of nationalist awak-
ening, after the Soviet Empire relinquished control of
many of its subject nations, which became states such as
Ukraine and Kazakhstan. During these episodes, nation-
alism seems to be a positive force—who can argue against
decolonization?—but the fissiparous tendencies thereby
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unleashed can sometimes spiral out of control. For exam-
ple, after Georgia separated from the USSR and became
an independent state, the South Ossetians almost imme-
diately sought to gain independence from Georgia, and
the Abkhazians achieved autonomy within Georgia that
they have since sought to convert into sovereign inde-
pendence. Considerable bloodshed has accompanied both
efforts, and neither situation appears to be close to resolu-
tion. This sort of fractiousness, and the impossibility of
distinguishing legitimate from illegitimate cases of nation-
alist aspirations, has made self-determination on the basis
of national identity deeply problematic.

A second common manifestation of nationalism
occurs when one segment of a state’s population seeks to
align the state’s policies and identity with the nation’s val-
ues or cultural preferences, without regard for the values
of minority nationalities. For example, after Yugoslavia
split into smaller states during the 1990s, Serbian nation-
alists and Bosnian nationalists fought a vicious civil war
whose purpose was to establish the identity of the emerg-
ing Bosnian state as “belonging” to one or the other
nation. This episode was extreme in several respects,
including the efforts of the Serbs to “ethnically cleanse”
the territory of non-Serbs in order to create a nationally
homogenous territory that could then be united with
Serbia. A less dramatic example is the reassertion of
Russian national identity after the fall of the Soviet
Union. Among the manifestations of renewed Russian
nationalism during this period were the renaming of
Soviet cities according to their original Russian designa-
tions, with Leningrad becoming Saint Petersburg once
again, and the reestablishment of the Russian Orthodox
Church as the state religion of Russia. (The church had
been marginalized under Communism’s official policy of
atheism, but it always remained a potent source of iden-
tity and pride for the Russian people.)

A third expression of nationalism is irredentism,
which relates to the relationship between a nation-state
and the members of the nation who live in other states. A
currently prominent example is the status of ethnic
Germans who live in Poland. After World War II, when
the eastern border of Germany was moved westward for
geopolitical reasons, the German population living in the
ceded territory were simply transferred to Poland along
with the land on which they lived. So far, no major prob-
lems have resulted from the status of the German minor-
ity community in Poland, but both states seem to agree
that the situation calls for a neater resolution than is real-
istically possible. Like many nationalist issues, this case
reflects how rarely political line-drawing has historically
taken account of the distribution of the national popula-
tions within the territories. The lack of fit between
national identities and state borders has been the cause of

considerable tensions, and is currently responsible for
instability in, for example, China, central Africa, and
Kashmir, among other places.

Other representative examples of nationalism shaping
politics in the world include: whether Northern Ireland
will remain a province of the United Kingdom or rejoin
with the Republic of Ireland; the recurring debates in the
United States over immigration, which have always
included clear ethnic overtones, especially during the late
nineteenth century, when Chinese nationals specifically
were prohibited from coming to the United States; the
hyper-nationalism of Nazism and Italian fascism; the
failed efforts of Gamel Abdel Nasser to unite the Arabs of
the Middle East under a pan-Arabic umbrella; the disper-
sion of Kurds in Turkey, Iraq, Syria, and Iran; and inter-
mittent efforts of Basques in Spain to establish themselves
as an independent state. All of these examples, which can
be multiplied practically without end, demonstrate how
nationalism evokes fundamental questions about who is,
should be, or can be a member of a political community.
Insofar as this question is answered on the basis of nation-
ality, one should expect the recurrence of inter-national
tensions and conflict, both within and between states.
Then again, it is not clear that the underlying function
that nationalism serves in constructing political identities
can be replaced with a less conflict-inducing alternative.
In the final analysis, the central role of nationalism in
modernity’s cognitive structure guarantees it a long life in
social and political affairs, for good or ill.

SEE ALSO Borders; Colonialism; Culture; Ethnocentrism;
Fascism; Gandhi, Mohandas K.; Identity; Ideology;
Immigration; Jingoism; Land Claims; Nasser, Gamal
Abdel; Nation; Nation-State; Nativism; Nazism;
Nkrumah, Kwame; Other, The; Pan-Arabism;
Patriotism; Self-Determination; Sovereignty
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NATIONALIZATION
Goods and services can be provided by private or by pub-
licly owned producers. Some, such as the postal service or
defense, have historically, though not invariably, been pro-
vided by states. The concept of expropriating other forms
of wealth or activity from private hands into common
ownership began to appear in the eighteenth century. The
idea that private ownership of land—then still the main
source of wealth—vested both economic and political
power in a narrow elite led the English radical Thomas
Spence (1750–1814) to call for land to be owned by local
parishes instead. This was, however, a form of municipal-
ization, not nationalization. In the later nineteenth cen-
tury calls for state ownership of land, as the most obvious
of natural monopolies, were heard in socialist circles. Land
nationalization also appealed as an apparent means of cop-
ing with the periodic bouts of unemployment experienced
in maturing industrial societies. However, land’s dimin-
ishing economic importance and the rivalry of Henry
George’s (1839–1897) concept of taxing land values
ensured that this idea—notwithstanding continuing prac-
tice in communist societies—faded in western Europe and
North America by the early twentieth century.

Meanwhile the idea of common ownership of other
forms of economic capital or activity was gaining support.
Earlier it had been assumed that competition was suffi-
cient to secure the public interest. The high fixed costs of
new utility industries, however, meant that in some places,
such as Belgium, the very development of railways was
from the beginning a state activity. In France private
unwillingness to invest meant that the state built and
maintained the rail network, while private companies ran
the trains until the entire system was nationalized in the
1930s. Nationalization was thus a means of providing
public goods when the market failed to do so. But it was
not just in utilities that nationalization was felt to be ben-
eficial. In a number of countries perceived market failure
in investment also led to bank nationalizations in the
twentieth century.

Nationalization could thus be seen either as a way of
directing investment or of ensuring uniform provision of
services. Some utilities were seen as natural monopolies,
and nationalization was felt to be both more efficient and
less susceptible to private rationing of services to maxi-
mize profits. Private telegraphy providers in Britain before
nationalization in 1868, for instance, were accused of
restricting services and charging excessive prices. It was
also argued that competition was itself wasteful.
Nationalization could rationalize assets to achieve
economies of scale in the coal industry, for instance, that
markets had failed to deliver. In other cases the decision
was forced upon sometimes reluctant governments, as in
the creation of the Canadian National Railways after

World War I (1914–1918), when the government of
Canada took over a variety of struggling companies in
order to save the service from bankruptcy.

Nationalization was promoted as much for political
as economic reasons. In Communist countries, the
nationalization of a wide range of assets was seen as a way
of controlling the means of production and securing a
fairer distribution of social goods. Nationalization of some
industries—notably the drink trade—was widely seen as
desirable on moral or health grounds in the early twenti-
eth century, and parts of this industry remain nationalized
in Finland. And cultural nationalism was a key factor in
the development of broadcasting along nationalized lines
in interwar Europe. Similar considerations, as well as
strategic communications, were to influence the develop-
ment of European airlines as nationalized “flag carriers” in
the middle years of the twentieth century. Security con-
cerns have meanwhile led to the nationalization of a range
of industries, from oil to the Transportation Security
Administration in the United States in the wake of 9/11.

State control reached its greatest extent in Europe in
the years following World War II (1939–1945). This did
not stop angry reactions when European assets were
taken over by third countries, as occurred, for instance,
with the nationalization of the Suez Canal by Egypt in
1956. For Egypt, this was a way of accessing ready rev-
enues for the state.

By the 1970s and 1980s, however, criticisms of
nationalization were growing. The failure of state control
in Communist systems to distribute goods efficiently was
apparent. Evidence in the mixed economies of western
Europe was more varied. A plethora of nationalized air-
lines undoubtedly contributed to overcapacity and ineffi-
ciency in that market. Political interference could, though
it by no means invariably did, lead to overmanning or
inappropriate investment by nationalized industries. More
importantly at the popular level these industries could be
portrayed as huge faceless organizations more responsive
to their unions than to public demand. The rising cost of
maintaining subsidies to nationalized industries by the
1980s also made states increasingly unwilling to shoulder
this burden.

Privatization, popularized in Margaret Thatcher’s
Britain in the 1980s, had two significant consequences.
The rhetoric may have been about competition; in prac-
tice most of the privatized entities remained monopolistic.
The result was the development of a network of regulatory
authorities. Meanwhile financial liability for those indus-
tries has been transferred. So has the political pressure to
use that control to, for instance, mop up unemployment
by expanding the jobs available in the nationalized indus-
tries. Both the financial risk and the political opprobrium
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have been shifted to the private sector, while a degree of
control has been maintained through regulation.

Some countries, like Britain, Germany, and various
eastern European states, have undergone large-scale 
privatization; the process has been less marked in other
countries, such as France. In some cases privatization has
been reversed, not least in Vladimir Putin’s Russia, where
the state has reacquired a number of assets in, for instance,
the oil industry since 2000. Meanwhile in Latin America
privatization has failed to fulfill expectations either in
terms of economic growth or of poverty reduction.
Instead, it was felt to leave major assets, such as the oil
industry, largely in foreign hands. It is to tackle this, in the
hope that it will prevent capital extraction in an increas-
ingly globalized world economy, that nationalization has
made a comeback as a political panacea since 2000 in
Latin America.

SEE ALSO Communism; Dependency Theory; Monopoly;
Nationalism and Nationality; Planning; Privatization;
Public Goods; Railway Industry; Revolutions, Latin
American; Socialism; State Enterprise; State, The;
Washington Consensus
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NATION-STATE
The term nation-state is frequently used but less often
carefully defined or theorized, and conceptual confusion
is exacerbated by the fact that social scientists use the word
in quite varied ways. Agreement is limited to general
observations such as that it describes at least some modern
states that claim to represent a distinct people called a
nation. Indeed, it is possible to identify at least three more
or less distinct meanings of the term, the first of which is
associated with long-dominant theories of international
relations (IR) where it typically denotes any sovereign
state. A narrower view of the nation-state as a particular
type of sovereign state characterizes the other two uses of
the term, one of which focuses on the historical processes

by which this type of polity is created and maintained and
a second that emphasizes the distinct ethno-national com-
position of its population.

A VIEW FROM ABOVE: THE
MODERN SOVEREIGN STATE

A widespread assumption that the terms nation and state
are practically synonymous underlies much of the popular
discourse about the nation-state in world politics and
interstate relations. Names of intergovernmental organiza-
tions like the League of Nations and the United Nations
suggest that their member states are all nations, and phe-
nomena like terrorism or environmental pollution are
labeled transnational because they cut across state borders.
Not even the academic study of relations between states
has been immune to this conceptual ambiguity, as the very
name of the discipline international relations reveals. This
may in part be explained by the influence of IR scholars
in the realist tradition, who often used the terms nation
and state interchangeably, to set the research agenda for
the U.S. leg of the discipline in particular.

Despite the title of Hans J. Morgenthau’s canonical
realist text, Politics among Nations (1948) primarily dis-
cussed politics among states, not nations. While acknowl-
edging that the two are distinct, Morgenthau justified the
practice of treating them as synonyms with the observa-
tion that in modern international relations “a nation pur-
sues foreign policies as a legal organization called a state”
(p. 116). By implication, the term nation-state simply
describes the coincidence of nations and states as actors in
modern world politics. Accordingly, later realists would
frequently use the term synonymously with words like
state, nation, and—colloquially—country. Indeed, neore-
alist or structural realist writers like Kenneth Waltz were
even less inclined to use terms such as nation-state to dif-
ferentiate between types of state, given the neorealist
assumption that the anarchical structure of the interna-
tional system—that is, the lack of a world government—
socializes sovereign states into becoming functionally
similar units.

A dramatic resurgence of substate separatist national-
ism and intra-state ethnic conflict in the decade after the
end of the cold war prompted some neorealists to revisit
the question of the relationship between nation and state.
Few ultimately severed the ties between the two, as illus-
trated by John Mearsheimer’s analysis of what he called
hypernationalism, which echoed Morgenthau’s argument
that nationalism primarily functions to strengthen citi-
zens’ identification with and support for the state. These
reconsiderations thus generally did not result in any major
changes in how the term nation-state is used in neorealist
writing.

Nation-State
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Much of the work in IR since Morgenthau can be seen
as contributing to an enduring debate about core realist
and neorealist assumptions regarding the primacy of the
sovereign state and the inadmissibility of its domestic 
characteristics in explanations of interstate conflicts.
Nevertheless, even realism’s opponents usually accept the
basic connotation of the term nation-state as it is used in
the realist tradition. David Held and other scholars have
argued that the increasing interdependence brought on by
globalization may be causing the decline or even death of
the nation-state, a development that would be incompati-
ble with the key realist assumption of the sovereign state as
the primary actor in world politics. In these debates, how-
ever, critics of realist theory usually accept their opponents’
use of the term nation-state to denote all modern sovereign
states, and like Held primarily focus their critique on the
supposition that the latter is actually sovereign.

However, the preoccupation with the state as nation-
state in IR has come under fire by the growing number of
IR scholars who—like the contributors in Yosef Lapid and
Friedrich Kratochwil’s appropriately titled edited vol-
ume—advocate The Return of Culture and Identity in IR
Theory (1996). Lapid and Kratochwil insist that “a serious
reengagement with the ‘national’ is imperative” consider-
ing “how costly the failure of a clear analytical distinction
between ‘nation’ and ‘state’ is for studies of contemporary
world politics” (pp. 105, 123). In National Collective
Identity (1999), Rodney Bruce Hall agrees and asserts that
“a more coherent theory of international politics must be
predicated, in part, on an adequate theory of the nation-
state.” Hall’s historical examination of the emergence of
nation-states represents one of two major alternatives to
the traditional view of the nation-state in IR.

A HISTORICAL PERSPECTIVE: THE
NATION-BUILDING-STATE

Historical studies of nationalism and the formation of
modern states typically distinguish nation-states from
other contemporary types of state and from premodern
forms of sociopolitical organizations such as empires,
medieval fiefdoms, dynastic states, and the territorial-sov-
ereign states in Europe after the Treaty of Westphalia
(1648). Rodney Bruce Hall focuses on the unique legit-
imizing principles of earlier types of polities as their defin-
ing and distinctive features. Hall’s account of the
emergence of what he called “national-sovereign states” in
nineteenth-century Europe reflects a view common
among students of nationalism, according to which
enlightenment ideas championing the people as the only
legitimate source of a state’s power gradually replaced ear-
lier dynastic legitimizing principles. Unable to adapt in
the face of the popular and nationalist revolts that fol-
lowed the French and American revolutions, the auto-

cratic European states were ultimately transformed into
states whose regimes appealed to the new legitimizing
concept of popular sovereignty.

However, the notion that rulers were legitimate only
to the extent that they represented the people raised an
explosive question: Who were the people? Traditional
practices of defining the people from above—for example,
as the ruler’s subjects—were clearly incompatible with the
idea that the power of the ruler emanated from below,
from the people. Popular sovereignty was based on the
assumption that the people were prior to the ruler, not the
other way around. In the end, nationalism provided the
definitive answer to the question: The people—as a single,
unified entity—was the nation. Popular sovereignty thus
implied national self-determination, most famously
championed in Woodrow Wilson’s Fourteen Points. There
are many variations of this historical narrative but to most
students of the history of nationalism and state formation,
the emergence of nation-states is intimately associated
with the spread of nationalist ideas of self-determination
across Europe and the Americas from the late eighteenth
to the early nineteenth centuries and across Africa, the
Middle East, and Asia during the anticolonial movements
of the twentieth century.

The definitions of the terms nationalism and nation
are also hotly contested, but a common view among
experts holds that the former is an ideology premised on
the belief that, as Johan Gottfried Herder put it in
Outlines of a Philosophy of the History of Man, “[t]he most
natural state … is one nation, with one national charac-
ter,” which sees national self-rule as the only legitimate
form of governance (1966, p. 249). A nation is often
described as a politically mobilized people whose mem-
bers are conscious of their unity as a nation and of their
distinctiveness from other nations on the basis of cultural,
historical/mythical, linguistic, and/or ethnic criteria.
Whereas nationalists aim to create the complete concor-
dance between state and nation boundaries, most students
of nationalism and state formation heed the advice of
scholars like Hugh Seton-Watson and Walker Conner to
clearly distinguish between the two entities, understand-
ing a state as the legal, territorial polities in which nations
reside. Only by keeping the two concepts analytically sep-
arate, they argue, can we properly understand the dynam-
ics of nationalism and its most important institutional
manifestation: the nation-state.

In The Nation-State and Nationalism in the Twentieth
Century (1996), Montserrat Guibernau defined the
nation-state by situating it in its historical context as:

a modern phenomenon, characterized by the for-
mation of a kind of state which … seeks to unite
the people subjected to its rule by means of
homogenization, creating a common culture,
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symbols, values, reviving traditions and myths of
origin, and sometimes inventing them. (p. 47)

On this historicized view, the nation-state is a nation-
building state—one pursuing the nationalist and therefore
necessarily modern goal of creating a nation that coincides
with its borders. An important additional element of such
nation-building projects is captured in Hall’s criteria that
a “national-sovereign” state seeks legitimacy by claiming
to represent a single nation that is presumed to include the
people living within its territory. Considering Guibernau’s
processual definition, such a project does not have to be
fully and successfully completed—it seldom is—or the
claim entirely justified for the state to qualify as a nation-
state. In the eyes of most students of nationalism and state
formation, however, the existence and persistence of size-
able or numerous minority groups that resist and loudly
contest such nation-building policies may so undermine a
regime’s claim to represent the nation that it can no longer
legitimately portray itself as a nation-state.

In a variation on this view, the term nation-state
denotes any state that with some success promotes a com-
mon national identity among its citizens, even if the latter
is based only on solidarity toward shared political sym-
bols, institutions, or ideals. This use potentially defines
most if not all modern states as nation-states, including
many culturally and ethnically diverse states that are said
to have created a unified civic or contractual—as opposed
to ethnic or cultural—nation, a distinction inspired by
Hans Kohl’s analysis of differences in the historical devel-
opment of Western and Eastern nationalisms. This view is
embraced by proponents of liberal nationalism, such as
Ross Poole, who in his article “The Nation-State and
Aboriginal Self-Determination” advocates the creation of
what he calls “multi-nation nation-states” (Seymour 2004,
p. 95). Poole reconciles the seemingly contradictory ele-
ments of this notion with the presumption that a multi-
cultural/multiethnic state can forge a stable, unified civic
nation while respecting the diversity and integrity of its
cultural or ethnic nations.

Scholars like Bernard Yack have criticized this distinc-
tion on the basis that, as Rogers Smith argued in Stories of
Peoplehood (2003), “[m]ost if not all senses of nationhood
or peoplehood invoke an account of unchosen, inherited,
usually quasi-ethnic identity” (p. 65). Even someone as
sympathetic to the broader aspirations of liberal national-
ists as Will Kymlicka has pointed out that many states
pursuing supposedly civic nation-building projects are in
fact imposing a dominant culture on national minorities
in the manner described by Guibernau. Hence, while they
may be (actual or aspiring) nation-states, they are seldom
civic nation-states. On the other hand, these critics argue,
if states like Switzerland do explicitly recognize and
respect different cultural/ethnic nations within its bor-

ders, they ought not to be described as nation-states.
Leaders of such multinational states may speak of the
“national interest” or “national unity” and refer to the
state rather than any one of its nations when doing so, but
the pervasive terminological confusion of state with
nation is merely evidence of the extraordinary success of
nationalist rhetoric portraying the nation-state as the ideal
form of political organization. It does not mean that all
states are nation-states.

A VIEW FROM BELOW: THE
SINGLE-NATION-STATE

In fact, students of ethnic conflict maintain that an under-
lying source of many violent conflicts in modern history
is the fact that, despite the power and prevalence of the
one nation—one state ideal, few nations are in reality
coterminous with state borders. This suggests a third
major view of the nation-state that is also evident among
nationalism scholars who, like Anthony D. Smith,
emphasize the durable quality of nations and the ethnic
and cultural ties that underlie them. Smith prefers to call
the type of nation-building state described by Guibernau’s
processual criteria national state, and his own definition of
a nation-state in Nations and Nationalism in a Global Era
(1996) focuses on the actual concordance of boundaries
between given entities:

Strictly speaking, we may term a state a ‘nation-
state’ only if and when a single ethnic and cultural
population inhabits the boundaries of a state, and
the boundaries of that state are coextensive with
the boundaries of that ethnic and cultural popula-
tion. (p. 86)

The most important element in Smith’s definition is
the first criteria, which demands that nation-states are eth-
nically and culturally homogenous internally. (Not all
writers in this third group embrace the second criteria as
it would exclude internally homogenous states like the
two Koreas, given that the Korean nation is dispersed over
two states.) The nation-state is here distinguished not
from premodern forms of state, but from contemporary
states populated either by multiple nations or by a single
nation that also extends into other states. Studies of eth-
nic conflict typically focus on the latter two types of states
because they tend to be more unstable than the ethnically
homogenous nation-states, which therefore often figure in
these studies mainly as part of a typology of states or as the
exception that proves the rule of its more numerous and
potentially volatile multinational counterparts.

Research by students of ethnic conflict like Ted Gurr
suggests that conflict in multinational states is often associ-
ated with an erosion of the legitimacy of the state in the eyes
of marginalized nations, which may have been precipitated
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by a dominant nation’s use of state institutions to impose its
culture on all citizens. Members of nations who do not per-
ceive that the state represents the interests of their nation are
likely to make demands for greater autonomy or even seces-
sion, and sometimes take up arms to achieve such goals. In
light of the fact that so many of the world’s national groups
straddle state boundaries, these kinds of international
dynamics within states often cause neighboring states to get
involved and are therefore important for a proper under-
standing of world politics as interstate relations.

The reverse is also true: Interstate politics may affect
intra-state relations between national groups, and rules
and norms of the world state-system such as a sovereign
state’s right to freedom from outside interference in
domestic affairs, define the conditions under which, for
example, secessionist movements have to operate. In light
of these observations, a natural conclusion suggests itself:
A more complete understanding of the nation-state would
combine insights from theories of interstate relations with
knowledge from studies of intra-state ethnic relations, and
the tendencies of both to reify either state or nation could
be mitigated by adopting the processual focus of historical
approaches to nationalism and state formation.

SEE ALSO Nation; Nationalism and Nationality;
Sovereignty; State, The
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NATIVE AMERICANS
Though referring properly to anyone born in America, the
term Native Americans has referred to American indige-
nous peoples since the eighteenth century. Its use became
popular in the 1970s as part of a movement to advance
indigenous political and legal rights by emphasizing the
aboriginal status of pre-Columbian peoples. The choice to
use Native American rather than Indian, the term
Christopher Columbus (1451–1506) gave and the other
term commonly used in the United States, remains a mat-
ter of political debate in some indigenous communities.
Aboriginal peoples of the Americas is more accurate, but
unfamiliar. Further, it does not, strictly speaking, refer to
Arctic peoples, sometimes known as Eskimo, Inuit, and
other names pertaining to particular geographic groups,
since the ancestors of these peoples arrived millennia after
the ancestors of the people known as Indians. Indigenous
has been criticized on the grounds that it means “originat-
ing in,” and all human beings originated in the Old
World. Native American finds wide usage only in the
United States, and for this reason this entry focuses on the
United States. Moreover, Native American usually does
not include aboriginal Alaskans, widely and officially
known as Alaska Natives. Canadians usually use the term
First Nations Peoples (French: première nations), aboriginal
peoples (French: autochtone), Inuit, Native Canadians,
natives, or Indians. In Latin America, the terms indigenous
peoples (Spanish: pueblos indígenas ; Portuguese: povos
indígenas), Indians (Spanish: indios ; Portuguese: índios),
and sometimes aborigine (Spanish: aborigen) are used.
There, the term pre-Columbian peoples (Spanish: pueblos
precolumbinos ; Portuguese: povos pré-colombianos) refers
to aboriginal people prior to 1492, not to anyone alive
today. Most autonyms simply mean “(the) people.”

ORIGINS

Archaeological data suggest that the first people probably
arrived in North America from Asia approximately
15,000 years ago, although this date remains controver-
sial. Numerous physical features are common to American
Indians and East Asians, and unknown or unusual among
Europeans and Africans: a brachycephalic (relatively wide)
skull; Mongoloid spot (a greenish-blue birthmark above
the coccyx which disappears within a few years); shovel-
shaped incisors; dark, coarse, straight hair; little body hair;
dry earwax; and others.

Prehistory The ancestors of modern American Indians
spread out over the Americas rapidly. About 11,200 to
10,900 years ago, hunters developed the beautiful fluted
Clovis point and played an important role in the extinc-
tion of many animal species, including mammoths,
mastodons, giant sloths, horses, and several species of
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camel. The Ice Age ended 11,600 years ago, and with it
the Paleolithic life of large-game hunting. Neolithic peo-
ples hunted smaller animals and gathered wild plant
foods. One exception includes the Maritime Archaic peo-
ples in the extreme Northeast, who subsisted on deep-sea
fish. With the exception of the alpaca, vicuña, and llama
in South America, the turkey in Central America, and the
dog everywhere, pre-Columbians had no domesticated
animals. Beans, squash, and most importantly maize for
the energy it supplies were all domesticated in Central
America before 7,000 years ago. Maize probably origi-
nated from selective breeding of a grass called teosinte.
Maize first arrived in the southwestern United States
around 3,500 to 3,000 years ago. Around 1,300 years ago,
a new variety called northern flint or maiz de ocho
appeared, and with its larger kernels and much shorter
growing season it spread throughout eastern North
America, occasionally as far north as southern Canada.

Cultures The cultures and societies of the original peoples
of North America represent an astonishing range of diver-
sity. While some lived in a city of tens of thousands
(Cahokia, in present-day Illinois), others living in parts of
the Great Basin and subarctic regions never met more
than two hundred people their entire lives. People who
adopted maize tended to become sedentary and developed
food surpluses, concentrations of wealth and political
power, and larger, denser populations. In North America,
maize production frequently correlates with matrilineality
and matrilocal residence, whereas primary dependence on
hunting often correlates with patrilineality and patrilocal
residence. When maize first arrived in an area, women
probably cultivated it, since women already gathered plant
foods while men hunted. As maize became more impor-
tant in the diet over time, women’s increasing contribu-
tion to the economy brought them greater political power
and the most valuable types of property, in some cases
including the society’s political offices, often descended
from mother to daughter. Even where men later ended up
doing most or all of the farming, matrilineal social struc-
ture and inheritance often remained. An example of this
latter case is the Hopi, arguably the most matrilineal peo-
ple on earth—so much so that what we think of as “nor-
mal” sex roles are sometimes reversed: men traditionally
wove and women did most of the house construction. The
Crow, once matrilineal farmers, later moved out onto the
plains, where men provided most of the food through
bison hunting. Crow men after a time began to argue for
patrilineal social structure.

Some two hundred to five hundred different lan-
guages were spoken in North America, and there were at
least sixty-two language families and isolates. While
immense differences exist between the various languages
of North America, they all share the characteristics of

polysynthesis and agglutination, meaning that they can
bring together subject, object, verb, tense, adjective,
adverb, mood, and so on in one word. For example, the
Micmac word ketulmieyap means “I wanted to go home.”

CULTURE AREAS

It has long been recognized that peoples in various parts
of North America share more cultural similarities with
peoples of the same geographic area than with peoples of
other geographic areas. Although controversy persists in
identifying exact culture area boundaries, one can say
much about the general locations of these areas and the
general characteristics of the peoples inhabiting each area.

California Most California peoples subsisted on fish and
game, but especially on acorns, an abundant food that
made them, like the peoples of the Northwest Coast,
capable of sedentary life in permanent villages, and thus
nearly unique among all hunting-and-gathering peoples.
Here, great wealth meant concentrations of both wealth
and power, and peoples such as the Yurok developed a
sharply defined nobility. Yurok pegerks owned great
wealth, especially money, heirlooms, and even prehistoric
antiquities. They lived at named elevated locations, served
as priests and judges, wore distinctive clothing, ate foreign
foods, employed aides, gave gifts and feasts at ceremonies,
spoke foreign languages, traveled extensively, and used
ornate speech. Most societies have moieties, and some
have ambilateral social structure in which each individual
had the choice to join the father’s group or the mother’s
group; often individuals chose the group with the most
resources. Some southern California people also raised
maize, beans, and squash.

Great Basin This intermontane region of Nevada, Utah,
and adjoining areas was home to some of the most mobile
and dispersed populations of hunters and gatherers in the
world. Due to the difficulty of survival, which affected all
parts of life, bands were small, often the size of a nuclear
family, with fluid membership, and kinship was largely
bilateral with little or no emphasis on lineages, which
would confer no benefits to such dispersed people. People
hunted and collected seeds and roots. Because of the rig-
orous conditions and sexual division of labor, marriage
was essential to survival; people married early, and they
married people living at a distance to create kinship links
over a wider area. In some places, the sororate and levirate
were legally required and both polygyny and polyandry
were practiced. Warfare was almost unknown, coopera-
tion was so essential for survival. In places, giving birth to
twins was considered unlucky—in a few places, one of the
pair was killed.
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Northeast From Maine to Wisconsin and south to
Virginia and Kentucky, people depended partially on
maize, beans, and squash, which the Iroquois named “the
three sisters,” but also upon hunting, gathering, and fish-
ing. As swidden horticulturalists, people had to move their
villages every decade or so as soil lost fertility, weeds
encroached, and firewood and game became scarce. The
Iroquoisian peoples are matrilineal; elsewhere social organ-
ization is patrilineal. Warfare for the purpose of revenge
occurred frequently, and villages were often palisaded.

Northwest Coast The coastal region of Oregon to south-
ern Alaska has some of the most distinctive cultures in the
world. These people traditionally subsisted on the
immensely abundant salmon, making them the wealthiest
in North America and leading them to build permanent
villages. Their cultures reflected this: fine arts and theater
were developed, people (slaves) were considered a measure
of wealth, and the rich gave lavish feasts known as pot-
latches, which because of the wealth acquired through trade
with Europeans, grew to titanic proportions in the nine-
teenth century, involving the giving away and destruction
of what would be millions of dollars in today’s money.
Warfare, including raiding for slaves, was common, and
many villages were palisaded. Many groups had an elabo-
rate system for ranking individuals, and for those in high
positions, marriage to someone of equal rank was the only
possibility. Both men and women were wealthy, owning
various types of corporeal and incorporeal property, which
was inherited both matrilineally and patrilineally.

Plains The Plains consists of two smaller areas, the high
plains (short-grass prairie) to the west of the hundredth
meridian where mobile people hunted, and the prairie-
plains (tall-grass prairie) to the east where people lived as
horticulturalists and hunters. Though many associate the
High Plains culture with that of North American Indians
generally, High Plains culture is unique in most respects in
North America. What we have come to know as High
Plains culture did not exist until recent times, because few
people could manage to live on the high plains: the region
is dry, inhospitable to agriculture without a steel plow, and
the prolific denizen of the plains, the bison, was very dif-
ficult to find and kill reliably. But the European introduc-
tion of the horse allowed people to find and kill sufficient
quantities of bison so that entire societies could live by
hunting alone on the high plains, encouraging people
from all surrounding culture areas to live there, develop-
ing within two hundred years what we know as Plains cul-
ture. Due to Euro-American hunger for land, this culture
disappeared even more quickly. The High Plains Indian
culture represents an almost unique case in human history
of people leaving farming to become hunters. Because of

the extreme mobility of high plains life in which individ-
uals and families moved from one band to another, lineal
groups were rare.

Plateau From southeastern British Columbia and eastern
Washington and Oregon, east to Montana, were people
who, like the peoples of the Northwest Coast, subsisted
primarily on salmon. However, the fish sometimes did not
migrate in large numbers so far inland, and thus the peo-
ple of the plateau region had to depend upon other foods,
particularly various roots such as the camas bulb.
Therefore, semipermanent villages were usually located at
prime fishing spots, but the populations of those villages
tended to be fluid as resources determined. Some groups
took to raiding Plains peoples after the horse came, and
combined into confederacies to repel Plains raiders.
Kinship structure is bilateral, sometimes with emphasis on
the patriline, and the kindred was important.

Southeast In the Southeast, warm temperatures, abun-
dant rainfall, fertile soil, and maize all combined to pro-
duce far more food than was necessary, and commonly
large and fast-growing populations, concentrations of
wealth in the hands of a few in stable classes, cities (often
palisaded), priestly classes, large armies frequently built by
conscription, fine arts, monumental earthworks, leaders
holding the power of life and death over followers, cele-
bration of the annual Green Corn Ceremony (emphasiz-
ing renewal), playing of the ball game (a lacrosse-like
game with two sticks), and wars often due to rivalries
between leaders. Many villages and cities were permanent,
since maize fields were planted on floodplains that were
refertilized each spring with silt. Probably because of the
importance of maize, all the peoples here are matrilineal.
This is the one part of North America for which argu-
ments have been made for the existence of state societies.
In many of these societies, male leaders held offices, but
which because of the matrilineal social structure were
passed through the female line.

Southwest The Southwest is a complex area because its
range of environment supported a number of subsistence
strategies. The area was dominated on the one hand by the
Puebloan peoples, sedentary matrilineal maize farmers who
live in permanent villages and who sometimes had to run
for dozens of miles to tend distant maize fields. The other
dominant peoples are the Apache and Navajo, two closely
related matrilineal Athabaskan-speaking migratory peoples
who hunted, gathered, raided, and farmed and whose
ancestors arrived in the Southwest from the western sub-
arctic in the 1400s. Numerous other populations include
the patrilineal Piman and bilateral Yuman peoples.
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Subarctic Stretching from Alaska to eastern Canada lies a
territory too far north to grow any kind of crops in pre-
modern times. In this cold and wet land, small groups of
people had to depend almost entirely on the large game
and fish that men acquired. Thus, a patrilinealizing influ-
ence pervaded this region, fully evident among the
Algonquian speakers of the eastern half. In the western
half, the traditionally matrilineal culture of the
Athabaskans competes with this influence, to produce cul-
tures that are nominally matrilineal or have bilateral kin-
ship. Mostly migratory, most groups had summer
gathering places. Here, people sought the hardest workers
as spouses.

INDIAN-EUROPEAN RELATIONS

Major European colonial powers differed in their relation-
ships with Native Americans. Britain and the United
States sought a more formal legal relationship, and used
treaties recognizing American Indian groups as politically
independent entities, while maintaining social and cul-
tural separation. The Spanish and French did not recog-
nize Indians as separate legal entities, but rather
intermarried with and assimilated them to a greater
degree. Both the English and the Spanish sought control
over conquered territories, whereas the French had more
interest in establishing strategic trading venues than in
controlling territories.

European invasion brought alcohol, increased war-
fare, and diseases (including typhoid, cholera, typhus,
smallpox, measles, influenza, and malaria) to which 
aboriginals had little resistance, killing 10 to 80 percent of
each population, and destroying entire societies. We shall
never know about the cultures of many peoples or even
the size of the population of the Americas before
Columbus.

Initial aboriginal reactions to the European invasion
varied greatly. The Iroquois, for example, had long domi-
nated their political environment by warring with other
Indian peoples, walking as far as Wisconsin, Georgia, and
Nova Scotia to do so. The Iroquois for a time cooperated
with the Dutch and later the English to control the fur
trade in the Northeast, benefitting both parties at the
expense of their neighbors, Indian and European.

Having endured military losses, alcohol, and disease,
as well as the loss of land, freedom, and game, many
native peoples became dispirited. When conditions
change and people feel that their culture no longer serves
them ideally in their new circumstances, it often happens
that a leader with an idea for cultural revitalization
appears. This occurred numerous times among native
North Americans, and one of the most famous of these
cultural revivals took place in the latter half of the nine-
teenth century in the West. A Paviotso man named

Wovoka (c. 1856–1932) had a vision—a direct connec-
tion with a supernatural being in which many American
Indians place great faith—taking him to the other world,
where he saw a great spirit, and there all the people who
had died were young and happily engaging in traditional
pursuits. The great spirit’s message was that he go back
and tell his people that they must dance, be good, live in
peace with white people, work, be honest, and give up
war. If they obeyed him they would be reunited with those
who had died and no one would grow old or die; from this
resurrection of the dead came the name Ghost Dance. As
time went on, many Indian people in much of the West
accepted this message as a ray of hope. But as the Ghost
Dance traveled orally, it began to change. A new message
arose stating that white people would vanish, while the
technological advancements they brought would remain.

Still later, the idea of the Ghost Dance shirt, allegedly
providing invulnerability to the white man’s bullets, was
added. The altered message became popular among some
of the Sioux of South Dakota in 1890. The Sioux had
been militarily defeated, crowded into guarded camps,
largely disarmed of their rifles (though not revolvers or
clubs), experienced the assassination of their leader Sitting
Bull (c. 1831–1890) by hostile Indian police, and suffered
violations of every treaty that they had signed, most
importantly the one guaranteeing them sufficient food
(beef ) to survive the winter. One irate adherent of the
Ghost Dance, perhaps believing the message of invulner-
ability, fired on the U.S. cavalry, igniting a melee that
killed the Sioux warriors present as well as a number of
cavalrymen, and enraging the remaining cavalrymen, who
themselves were still angry over the cavalry’s obliteration
at Little Bighorn in 1876, to the point that they then
retaliated against any Sioux they could find, including
women and children. This fight became known as the
Sioux outbreak of 1890 and later as the Wounded Knee
massacre. Following the demonstrated ineffectiveness of
the Ghost Dance shirt, many Sioux became interested,
temporarily at least, in Christianity.

Although rarely by design, European influences have
sometimes benefited aboriginal peoples. Pacification, for
example, ended indigenous warfare. The United States
freed Hopi from the attacks of the Navajo, and the United
States, by defeating the raiding Apache and purchasing
their wheat and cotton crops, helped the Pimas (Akimel
O’odham, “river people”) become wealthy farmers in the
second half of the eighteenth century. Technological
introductions eased many of life’s difficulties, and the
imposition of the English language provided Indians with
their first true lingua franca.

In 1969 Vine Deloria Jr. (1933–2005) published
Custer Died for Your Sins, which argued that most of the
types of information about Indians that interested schol-
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ars were unimportant. Deloria called upon scholars, par-
ticularly anthropologists, as well as missionaries, govern-
ment workers, and others, to work toward the betterment
of the living conditions of North American Indian people.
His message was well heeded in academia, where two
important effects can be noted. The first was a multiplica-
tion of programs of American Indian and Native
American studies at North American universities, a devel-
opment intended to increase the numbers of Native
American college students. Another effect has been to dis-
courage American Indian students from pursuing aca-
demic interests in anthropology, something that American
Indian anthropologists have decried.

LEGISLATION

Although often framed in terms positive to Indian inter-
ests, most significant nineteenth-century U.S. legislation
aimed to dispossess Indians of their lands for the benefit
of non-Indians. For example, the 1830 Indian Removal
Act promised southeastern Indians ownership of land in
Indian Territory (now Oklahoma), but those who did not
accede to its terms were rounded up (some escaped) and
forced to walk to Indian Territory, causing thousands of
deaths. Even when aboriginal peoples agreed to cede
lands, it was usually under intense pressure from non-
Indians, often including both a military presence and pay-
ments to treaty signers. Moreover, the resulting
reservation lands were often whittled away by official
measures and encroachment. In addition, treaty provi-
sions for food and medicine were often poorly enforced.
As one-sided, deceptive, and coercive as the treaty process
was, it at least recognized indigenous peoples as separate
and capable of making their own decisions, and therefore
gave them power to negotiate terms. The 1871 Indian
Appropriation Act ended the power of Indians to make
treaties, although it did give legal protection to those
already made. In the same year, rules preventing Indians
from leaving reservations ended.

In 1887 the U.S. Congress passed the General
Allotment Act (also known as the Dawes Act), breaking
up 118 reservations into individual parcels allotted to each
family. The primary goal was to free up land for white set-
tlers, since lands above and beyond those needed for each
family allotment were considered “surplus” and were
taken from the Indians and sold off. Native Americans
lost 34,800,000 hectares, or 62 percent of reservation
lands. The secondary goal was to assimilate Indians and
acculturate them as farmers. Predictably, the first goal was
met admirably, since in addition to the taking of lands,
many Indians sold their lands or lost them due to their
inability to pay the taxes on them. The second goal was
rarely met. Indian poverty and misery both increased, due
in part to the allotments’ effects on social unity and the

loss of resources. Because the Dawes Act made no provi-
sion for later generations, many people had no land of
their own.

The 1934 Indian Reorganization Act encouraged
U.S. Indians to adopt a federally prescribed means of
choosing leaders and forming governments to ensure
democratic elections and governments where sometimes
none had previously existed. This arrangement was
accepted by approximately three-quarters of all U.S.
Indian groups. Although representing an advance in
democracy, it must be said that this measure also repre-
sented a change of the culture and a step back from inde-
pendence. The question of what is best for a people is not
clear-cut, and often this exact question divides communi-
ties. This legislation and other rules also created adminis-
trative units for American Indian governments based
upon the concept of a tribe, a concept that despite popu-
lar opinion applies to few Amerindians. What people
think of as a “tribe” is usually only a class of people speak-
ing the same language. To call these “tribes” is comparable
to thinking of all U.S. citizens, New Zealanders, South
Africans, and so on as a single group because they all speak
English. Traditional means of dealing with social frictions
became useless in these new larger “tribes.” Nowadays,
these groups possess more political power as a result of
their greater size.

In 1953 and 1954 the U.S. Congress voted to termi-
nate federal controls over many American Indians,
prompting considerable outcry from Native Americans
and others. As much as Native Americans dislike and dis-
trust the federal government, they realize that they bene-
fit from its oversight, financial assistance, and protections,
and many groups split apart as a result of this program.

The Native American Graves Protection and
Repatriation Act of 1990 (NAGPRA) grants Indians in
the United States rights over some human remains of
ancestors and religious and culturally central objects. This
legislation has allowed Indian peoples to reacquire many
of these objects from federally funded institutions such as
museums, as well as to gain legal standing to do such
things as challenge the treatment of Kennewick Man, an
ancient skeleton found in 1996 near the Columbia River
in Kennewick, Washington.

From the 1970s onward, Congress chose to support
tribal autonomy by encouraging and financing tribal
courts. For many types of offenses, both the federal gov-
ernment and the tribal government have jurisdiction.
Tribal courts decide many issues pertaining to disputes
between Indians on the reservation, but cannot deal with
the most serious crimes. These courts also have jurisdic-
tion over disputes involving contracts between Indians
and non-Indians on the reservation, which has led many
non-Indian entrepreneurs to avoid doing business with

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 427

Native Americans



Indians on reservations, and which therefore must be con-
sidered a reason for poor economic development there.
Unfortunately, the Bureau of Indian Affairs, which is
accountable for the operation of these courts, has not
always ensured that the courts operate according to the
principles of procedure and justice upheld elsewhere in
the United States.

The 1990s began to see U.S. courts interpret treaty
rights liberally in favor of Indians. In Minnesota et al. v.
Mille Lacs Band of Chippewa Indians et al., 526 U.S. 172
(1999), the U.S. Supreme Court decided that even
though the Mille Lacs Chippewa in their 1855 treaty with
the United States relinquished “all” of their interests in
Minnesota lands, this did not include their rights to hunt,
fish, and gather.

Although American Indians are among the poorest
people in the United States, conditions are improving.
Unemployment, domestic crowding, and poverty rates are
dropping, educational levels are rising, and incomes are
increasing at three times the rate of the general U.S. pop-
ulation. And whereas more than half of the American
Indian population in the United States lived in cities in
the 1980s, by 2000 people were moving back to the reser-
vations in large numbers. Even Shannon County, one of
the country’s poorest, which lies in Pine Ridge
Reservation in South Dakota, saw its population rise by
more than a fourth between 1990 and 2000. One of sev-
eral reasons for this growth is the employment opportuni-
ties accompanying newfound wealth deriving from the
more than four hundred Indian casinos in twenty-eight
states. In 2005 these casinos earned profits of $20 billion.
While some Native American communities have become
very wealthy because of their casinos, many other
American Indian groups, particularly the poorest rural
ones, have lost money with their casinos, and many of
these have closed. And despite the fact that Indians
acquired the right to operate casinos because of their “lim-
ited sovereignty,” states can still prevent and regulate casi-
nos within their borders. Utah, for this reason, has no
Indian casinos. Those groups with profitable casinos have
used the money to build houses, fund education, create
employment, and buy influence; in 2004 Indians gave
$8.6 million to political candidates.

Cultural retention remains important to many
Indians. Partly for reasons of pride in themselves, their
people, and their history, many Indians are careful to
teach their children about their traditions, language, and
values both at home and in some reservation schools,
partly as a way to counter the influences of Euro-
American culture in schools, off the reservations, and
especially on television. Others wish to retain culture for
political reasons, now that most aboriginal North
Americans dress the same way other Americans do, live in

the same kinds of houses, and so on. Some worry that
non-Indian Americans will argue that Indians do not dif-
fer from other Americans, and therefore do not deserve
special rights. But on this matter, like all matters pertain-
ing to the future of Indian people in North America, there
are as many opinions as there are Native American indi-
viduals. Some Indian parents, even ones whose first lan-
guages are indigenous, go out of their way to speak to
their children in English, believing that success in English
is paramount to economic success in the United States
and that knowledge of an Indian language represents an
impediment. Although culture loss is lamentable, the fact
that aboriginal peoples are attempting in myriad ways to
succeed in this changing modern world must be viewed
positively.

SEE ALSO American Indian Movement; Burial Grounds,
Native American; Cherokees; Indigenous Rights; Inuit;
Iroquois; Navajos; Sitting Bull; Trail of Tears
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NATIVES
The term native refers to “a person … by nature, innate,
inherent, [and] natural to” a place, an environment, or
condition (Concise Oxford Dictionary 1982, p. 674). One
meaning is “of one’s birth, where one was born; [and]
belonging to one by right of birth”; another “found in a
pure or uncombined state”; and another “born in a place
(esp. of non-Europeans), indigenous, not exotic; of the
natives of a place …” (Concise Oxford Dictionary 1982, p.
674). The term developed in tandem with the historic rise
of colonialism and colonialism’s incumbent discourse, and
was shaped by a system of regulation set to incorporate
those native people within boundaries and jurisdictions
rather than forcing them into diaspora. Native carried a
pejorative meaning in the Americas, New Zealand, and
Australia—especially in former colonies of the British
Empire when colonist settlers spoke of and to indigenous
populations. A variety of terms arise from the concept of
native: Indian came into use within the context of Spanish
imperialism, savage in New France, and aborigine specifi-
cally in the Australian context. Any indigenous person
who became a colonial subject was often referred to as a
“native” by colonial settlers, and slavery was simply
another dimension of control, but for indigenous peoples
in the Americas this had only limited effectiveness. (See
Forbes 1988 for extensive discussion of the language
Europeans have historically used to designate shades of
skin color and other constructed racial markers.)

Prior to the popularization of the term indigenous in
the 1980s, native was often used to describe peoples who
claimed to originate from a particular geographic location.
Two basic perspectives, often contrasted with each other,
are primordial and contructionist orientations (Lawrence
2004, p. 1–16).

When a society has occupied a territory for a period
before the subsequent arrival of others, the first group,
conscious of its primordial claim that they are native to a
region, perceives its historic occupation as centrally tied to
its identity as a native people. This nativity concept, “from
birth,” contributes to the group’s understanding of its ori-
gins. Residing on the same lands as one’s ancestors gives
the group an understanding of its origins and nativity sim-
ilar to that of previous generations. Boundaries for these
regions are either delimited or undefined, but the group
locates its nativity as a fixed place, and this nativity is
often chartered by a rich oral tradition or written history
that has a specific ethnographical knowledge of how a
people are native.

In contrast, a constructionist orientation of nativity is
based upon a group’s perception and assertion that its
claim is an original or immemorial right. Such claims
often emerge when groups are threatened by new immi-
grant populations competing for resources and survival.

In these cases, the historic sources for a consistent and
continuous heritage of occupation, be they archaeological,
ethnographic, or textual, are often incomplete, or may be
open to competing interpretations. This “nativism” or
“indigenism” becomes as much a political as a cultural
construct. This reality means that claims being made are
open to scrutiny based upon a wider range of considera-
tions. The United Nations Declaration on the Rights of
Indigenous Peoples (1994), and the decades-long political
struggle to see its adoption, epitomizes this fact.

The geographic connection of a people to their
homeland is strengthened when a group either seeks or
achieves sovereignty. Often, sovereignty is conceptualized
in terms of a group’s origins and the maintenance of the
group’s identity over time. The identity of many groups is
not straightforward; rather, it is complicated by vagaries of
a given group’s cultural history. Consequently, the degrees
of recognition that any identity receives is often either
affirmed or denied as much as it is asserted by outsiders.
State-sanctioned status for native groups may even be
extended from the recognition of a group as a minority to
a denial of a specific identity in exchange for another.

For example, the term native in Canada has been
applied to the Métis—who, before the 1982 Constitution
of Canada, had no recognition—as well as to nonstatus
Indians, non-Métis mixed-bloods, and other aboriginals
living off-reservation, often in cities. The term native
often has been used by these unrecognized, unofficial abo-
riginals to refer to themselves, but also by outsiders to
refer to them. With the introduction of the term aborigi-
nal in the Canadian Constitution as an all-encompassing
term for Indian, Métis, and Inuit, native has been replaced
in many contexts in favor of aboriginal. However, many
aboriginal groups prefer their ethnocultural names for
themselves. And although a number of academic pro-
grams are still called “Native Studies,” the parlance has
shifted in favor of indigenous instead of native.

In the United States, recognition is accorded to the
members of federally recognized Indian tribes, and then
specifically to members who are minimally one-quarter in
blood quantum; no recognition is accorded to others of
native heritage, nor to anyone not a member of a recog-
nized tribe. The term Native American was in use for sev-
eral decades, but because of its confusion with native-born
Americans as opposed to immigrant Americans, the term
is rarely used, having been dropped in favor of American
Indians ; most American Indian groups prefer to call
themselves by tribal designations. In Australia, the term
native is used in the larger society to refer to anyone
descended from Aborigines or Torres Strait Islanders.
Most groups refer to themselves by their own names for
themselves, reflecting their linguistic or geographical loca-
tion names, and the use of “native” is also made in refer-
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ence to their struggle for legal title to their traditional ter-
ritories.

SEE ALSO Colonialism; Gaze, Colonial; Indigenismo;
Indigenous Rights; Native Americans; Nativism; Other,
The; Racism; Self-Determination; Sovereignty
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NATIVISM
Nativism is a recurring social and political movement
characterized principally by hostility to supposed foreign-
ers. While the attitudes and dynamics that distinguish
nativism have developed and continue to develop in many
countries, the term itself has been elaborated primarily by
sociologists and historians in studies of nineteenth- and
twentieth-century American politics and social relations.
Nativism, as a form of ethnic discrimination, is closely
related to racism but may be distinguished by its empha-
sis on language and the privileges of citizenship as the
bases of its politicized rhetoric.

In the United States nativism led to the formation of
influential political parties beginning in the 1830s and
declining in the years before the Civil War, when slavery
became virtually the exclusive issue of political con-
tention. The most important of these parties was the
Know-Nothing Party of the 1850s. The Know-Nothings
began as the Order of the Star-Spangled Banner, a secret
fraternal organization whose members allegedly claimed
to “know-nothing” whenever queried about the group.
The efforts of the members were directed toward stopping
the immigration of Catholics who were arriving princi-
pally from Germany and Ireland. Officially registered as
the American Party, the Know-Nothings asserted in their

party platform of 1856 that “Americans must rule
America” (emphasis in original); that is, naturalized citi-
zens—whose national allegiance and devotion to the prin-
cipal of the separation of church and state were considered
suspect—were not considered eligible to hold government
office.

As John Higham described in his seminal study of
American nativism, Strangers in the Land (1955), during
the periods of economic crises in the late nineteenth cen-
tury nativists became increasingly concerned with the
political rather than the religious beliefs of recent immi-
grants. It was deemed that American institutions were
imminently threatened by radical socialist ideas and
movements that had periodically toppled European
regimes. Elements of economic nativism also character-
ized nationalist labor unions, where leaders such as
Samuel Gompers argued that open immigration policies
lowered wages and degraded the condition of the native-
born American worker.

Nativism surged again in the early decades of the
twentieth century, when the retrospectively pseudoscience
of eugenics manifested widespread fears of racial degener-
ation. This most explicitly racialized nativism embraced
simplified notions drawn from evolutionary science to
elaborate a paranoid vision of imminent national and even
human catastrophe. These nativists—well represented by
Madison Grant, author of The Passing of a Great Race
(1933)—argued that Anglo-Saxons were the pinnacle of
human evolution. Open immigration, particularly of
what were described as the degraded peoples of southern
and eastern Europe, threatened Anglo-Saxon racial purity
and thus the very future of the American nation. It was in
fact such racial nativism that led to the passage of
National Origins Act of 1924; the act severely limited
immigration of people from southern and eastern
European countries.

Nativism is again a force in American politics and
society. After the September 11, 2001, terrorist attacks, it
became increasingly difficult for Arabs to immigrate to
the United States, and anti-Arab sentiments and policies
were employed with virtual impunity for political gain.
However, ethnic Arabs are a small minority population in
the United States; nativists in the early twenty-first cen-
tury contended over the matter of the status of legal and
illegal Hispanic immigrants.

In 1994 the passage of Proposition 187 in California
marked a watershed moment in American nativism. No
longer was it possible to consider nativism a movement of
the past; furthermore Proposition 187 clearly demon-
strated that the principal issues around which nativists ral-
lied had once again shifted, though arguably to a refined
form of economic nativism focused on social services.
Proposition 187 called for the denial of public education,
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health care, and other social services to illegal immigrants,
most of whom, in California, came from Mexico and
other parts of Latin America. Nativists, such as the mem-
bers of Americans for Immigration Reform, consider
social services for illegal immigrants an unreasonable cost
burden for taxpayers. Though Proposition 187 was even-
tually overruled in federal courts, efforts to pass restrictive
legislation persisted, including President George W. Bush’s
2006 immigration reform bill.

Exclusivist movements that share the dynamics of
nativism have grown rather than ebbed throughout the
world alongside increasing globalization, which many
scholars once thought would put an end to such move-
ments and conflicts. Versions of nativists’ attitudes have
achieved (sometimes violent) social and political expres-
sion in virtually every European nation since the late
twentieth century, and what might fairly be called nativist
policies are taken for granted in many Asian and African
countries. In the United States nativism endures as a
remarkable contradiction to the powerful myths of
American egalitarianism and opportunity, including the
notions that the United States embraces and prospers
from the diversity of its peoples.

SEE ALSO Citizenship; Identity; Immigration;
Nationalism and Nationality; Natives; Naturalization;
Other, The; Race Relations; Racism; September 11,
2001; Social Exclusion; Xenophobia
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NATO
SEE North American Free Trade Agreement.

NATURAL CHILDBIRTH
The term natural childbirth refers to a group of
approaches to managing childbirth that share the com-
mon aim of facilitating childbirth without medical inter-
vention. A variety of techniques may be used to achieve

this aim. Although there have been, and there still are,
wide variations in cultural practices surrounding child-
birth, the dominant trend in Western industrialized soci-
eties has been to medicalize birth. This means that birth
has become increasingly attended and managed by med-
ical professionals in medical settings such as hospitals.
Natural childbirth approaches stand in contrast to the
medicalization of childbirth, and indeed developed in
response to it. From early in the twentieth century there
was concern amongst obstetricians that Western civiliza-
tion had impeded women’s ability to labor with the
brevity and ease of their less “civilized” sisters. One
response was to treat childbirth as a risky, pathological
process requiring medical intervention and management:
in particular, to anesthetize the birthing woman and to
use episiotomy and operative delivery such as with for-
ceps. Hence the popularity in the United States from
1914, when the New England Twilight Sleep Association
was formed, into the 1940s of administering scopolamine
and morphine to induce “twilight sleep,” which meant
that women were barely conscious through their deliver-
ies, and had no memory of the event. Proponents of nat-
ural childbirth took the opposite view, arguing that
obstetrics was becoming too mechanistic, indeed “veteri-
nary,” and that its orientation needed to broaden to
include psychological, social, and spiritual aspects of
childbirth as well as the biomechanical. One means of
achieving this was to involve women in antenatal physio-
therapy and exercises to prepare for childbirth. The most
influential response, however, came from Dr. Grantly
Dick-Read in his 1933 analysis of labor pain, Natural
Childbirth. In it he argued that fear of childbirth in
Western society had produced physiological responses in
birthing women that prolong labor and make it more
painful. He developed an approach to foster the active
involvement and conscious cooperation of birthing
women that empowers them and makes them less fearful
of birthing. The potential advantages of minimizing med-
ical intervention and maximizing women’s control over
their bodies in natural childbirth included shorter labor,
less pain, a more satisfying birth experience, and a more
alert (and hence healthier) baby because of lack of expo-
sure to morphine and other drugs in utero. As a result of
both mother and baby being conscious and alert at deliv-
ery, affective bonds between mother and child could also
develop immediately and naturally from the moment of
birth. Opponents of natural childbirth cite the risks asso-
ciated with birthing, including maternal and neonatal
mortality, as justification for using medical interventions
preventatively or in immediate response to potential 
problems.

A number of different techniques for natural child-
birth have evolved in Europe, the United States, and else-
where. They are associated with practitioners such as
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Fernand Lamaze, Frederick Leboyer, Michel Odent, and
Frances Vaughan, who stress different aspects of childbirth
such as the setting (e.g., quiet, dark, water births) or posi-
tions that facilitate natural childbirth (e.g., squatting). In
the United States, Robert A. Bradley developed Dick-
Read’s approach and expanded it from the 1960s to
include fathers in the antenatal preparation and the
coaching of their partners through childbirth (the
“Bradley method”). In more recent years this has been fur-
ther expanded to include other support persons for the
birthing woman; these may include friends or family
members, or a paid “doula.” In most Western societies
birth attendants must be licensed to practice and generally
include only doctors and midwives. The practice of most
midwifery, particularly for autonomous or independent
midwives, is premised on the understanding of birth as a
normal, holistic, physiological, emotional, and social
process, and hence encourages natural childbirth
approaches. Many women’s and consumer groups are also
supportive of natural childbirth approaches.

SEE ALSO Children; Midwifery; Motherhood
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NATURAL DISASTERS
A natural hazard is an extreme natural phenomenon that
threatens human lives, activities or property, or the envi-
ronment of life. Natural disasters are the destructive con-
sequence of extreme natural hazards, and globally there
are more than 700 of them each year. Floods are the most
common natural disaster. Together with earthquakes and
cyclonic storms they are the most destructive of such man-
ifestations.

Natural phenomena may be transformed into hazards
either by excess or by dearth. For example, too great a dis-
charge of water may give rise to flooding, whereas too little
may cause a drought. A situation becomes hazardous when
the physical forces or environmental stresses at work exceed
the ability of human social, economic, cultural, or health

systems to absorb, resist, or avoid the resulting negative
impact. In this respect, natural hazards are defined not only
by the natural forces that induce them, but also by the vul-
nerability of human systems. Vulnerability is defined here as
the susceptibility of people or things to harm.

The threat of a natural hazard is either constantly
present or is subject to fluctuations. Many hazards are
cyclical; for example, earthquakes of a certain size will
occur on a given fault when enough tectonic stress has
been accumulated to overcome the frictional resistance of
the rock mass to slipping, a process which will probably
occur with a definable time interval because of the grad-
ual build-up of strain on the fault. Other hazards, espe-
cially meteorological ones, may be seasonal.

Generally, the vast majority of hazards are subject to
a rule of magnitude and frequency in which the higher the
magnitude, the lower the frequency of occurrence. Some
hazards, such as volcanic eruptions, may operate on a geo-
logical timescale that is much longer than the scale of
human lives. In such cases it can be very difficult to jus-
tify the allocation of resources to prepare effectively for
events that have a low probability of occurrence during a
single human lifetime.

In other cases, the repetitiveness of a hazard may be a
problem. For instance, the solvency of the U.S. National
Flood Insurance Program (NFIP) depends as much on
reducing the instance of repeated claims as it does on
anticipating and reducing the impact of large, infrequent
events. In a small number of cases, claims have been made
for reimbursing damage to a single property up to five
times in a decade. Such problems must be abated by
reducing either the hazard or the vulnerability to it.

In everyday situations the product of hazard and vul-
nerability is risk, which can be defined as the probability
or likelihood that an event of a given kind and size will
occur in a given interval of time and with an anticipated
set of negative consequences. Engineers tend to define risk
by calculating numerical values of the probability, while
social scientists may be more interested in how risk is per-
ceived and how some of the intangible features of human
behavior affect it. In any event, paradoxically, risk is a
hypothetical quantity (though no less important for that).
It materializes as impact, which should lead to an emer-
gency response that reduces the harm done as much as
possible. Hence:

Hazard × Vulnerability [× Exposure] = Risk →
Impact → Emergency Response

Exposure to natural hazards becomes an issue when
an item (such as a person, a community, a building, or an
economic activity) is not constantly at risk. Despite tem-
poral variations in strain upon Earth’s crust, to all intents
and purposes we may consider earthquake risk to be fairly
constant, especially as it cannot accurately be predicted in
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the short term. However, predictable hazards such as hur-
ricanes, which can be monitored and tracked before they
make landfall (i.e., arrive at a coast), may allow a forecast
to be turned into a warning that stimulates an organized
response on the part of the threatened community.
Generally, where it is feasible, evacuation is the most effec-
tive means of reducing the exposure of people to death or
injury in high magnitude events.

The question of exactly what phenomena should be
classified as natural hazards has long been debated by stu-
dents of the field. The core phenomena consist of geo-
physical events from the atmosphere, hydrosphere, and
geosphere (the lithosphere), and to a lesser extent from the
biosphere. Earthquakes, landslides, and subsidence of the
ground are geospheric hazards of the first order; tropical
cyclones (also known as hurricanes and typhoons), torna-
does, and windstorms are the leading examples of meteor-
ological hazards; and drought and floods are the principal
threats from the hydrosphere, with subdivision of the latter
into riverine, rain-fed, coastal, and glacial outburst forms.

By convention, though not necessarily on the basis of
any very robust theoretical reasoning, disease outbreaks in
humans, animals, and plants (i.e., epidemics, epizootics,
and epiphytotics) are not usually classified as natural haz-
ards. However, locust infestations are often included.

A further definitional problem occurs when disasters
have mixed natural and human-induced (anthropogenic)
causes. For example, destructive floods can result from
dam bursts, which can in turn result from excessive river
flows, earthquakes, or rapid landslides or snow avalanches
that cause water waves in the reservoir, if not from failure
of the materials or design of the dam itself. In point of
fact, natural hazard and natural disaster are convenience
terms. Whatever one’s religious convictions, responsibility
for damage and destruction cannot be shrugged off by
referring to unpredictable “acts of God,” as they stem
from failure to mitigate forms of human and environmen-
tal vulnerability that are well known and understood.

In conceptual terms, serious study of natural hazards
began in the 1920s with the development of the “human
ecology” field. From 1945 onward the Chicago school
founded by Harlan Barrows (1877–1960) and taken for-
ward by Gilbert Fowler White (1911–2006) gradually
revealed the human perceptual and social processes of
adjusting to hazards. White and his students found a rich
source of study in the struggles of U.S. Great Plains farm-
ers to adapt to varying patterns of drought and flood. By
and large, research in many other parts of the world has
confirmed the findings of the U.S. human ecologists and
geographers, despite some variations due to cultural dif-
ferences. Thus, the “hazardousness of place” is tempered
by the choice of adjustments that people who inhabit
zones of hazard are able to employ.

The Chicago school was motivated to explain why
structural responses had not solved the problem of natu-
ral hazards. For example, a century of canalization and
levee building by the U.S. Army Corps of Engineers on
the Mississippi River ended in 1993 with the worst and
most prolonged flood on record. Clearly residents, devel-
opers, and planners on the floodplain had made some
false assumptions about the infallibility of structural flood
defenses.

With some success White and his colleagues advo-
cated an approach based on a mixture of structural and
nonstructural protection. It may still be necessary to build
barriers to stop flooding, or to strengthen buildings so
that they resist earthquakes, but it is equally necessary to
tackle such hazards with organizational methods. Hence
the nonstructural solutions include evacuation (where fea-
sible), emergency planning, land-use control, and public
awareness campaigns.

Unfortunately, despite the best efforts of mitigation
specialists, the world has not become less susceptible to
hazards over the last half-century. For example, Hurricane
Katrina, which made landfall in Louisiana and Mississippi
on August 29, 2005, killed 1,848 people, seriously dam-
aged or destroyed 78,000 homes, and left more than half
of the population of New Orleans without shelter. As
Hurricane Ivan had narrowly missed crossing the city a
year previously, the scenario for a major storm impact was
well known. Despite this, the heights and state of mainte-
nance of levees were insufficient, as were evacuation and
recovery plans. Failures of coordination between local,
state, and federal levels of government led to a relief deba-
cle. Rebuilding will probably take eight to eleven years
and, due to the phenomenon of geographical inertia (the
reluctance of long-term residents to relocate their homes
and businesses), will necessarily require considerable
investment in major yet fallible structural defenses.

The relentless rise in global population, polarization
of wealth between rich and poor, marginalization of vul-
nerable communities, and the prevalence of about twenty-
five complex humanitarian emergencies have all
contributed to the increasing toll of natural disasters. So
has the increasing complexity and interdependence of
modern society, and so, no doubt, will global warming
and climate change, as more extreme, if not more fre-
quent, meteorological phenomena are likely to occur.

The average annual death toll in natural disasters is
about 140,000, but there is very considerable variation
from one year to another. In fact, after five years in which
the death toll averaged about 58,000, the Asian tsunami
of December 26, 2004, took at least 230,000 lives.
Despite the irregularities, there are discernible upward
trends in the number of people directly affected by natu-
ral disasters (at least 250 million a year) and the cost of
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disasters (well in excess of US$100 billion a year),
although improved protection has had some effect in
stemming the rise in mortality.

Despite much debate and many good intentions,
global vulnerability to natural hazards remains unaccept-
ably high. Critical facilities—schools, hospitals, essential
lifelines—remain heavily at risk in many countries (for
example, in the Kashmir earthquake of October 5, 2005,
schools frequented by 48,000 children collapsed). More
money continues to be spent on responding to disasters
than on reducing the risks of future ones. Although vul-
nerability and poverty are not precisely synonymous, in
both rich and poor countries they are very closely linked.
Hence natural disaster impacts involve serious questions
of equity. Natural hazard impacts need to be mitigated by
a mixture of prevention, avoidance, and sustainable devel-
opment: In short, sustainable disaster reduction is
required.

SEE ALSO Disaster Management; Shocks
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NATURAL
EXPERIMENTS
Most empirical tests in the social sciences are motivated by
the desire to estimate a potentially causal effect of an inde-
pendent variable on a dependent outcome. For example,
one might want to know whether a policy intervention,
such as a training program for unemployed individuals or
an additional year of schooling, has an effect on the out-
come of interest, such as earnings or the likelihood of
finding a job. To make any causal inference, a researcher
must compare the outcome of individuals in a treatment
condition with the outcome of individuals in a control
condition. The two groups should differ only in that the
former group has been subjected to an intervention and
the latter has not. This is particularly important if one is
concerned that a third, omitted factor may influence the

outcome, or that the treatment group is a special selection
of people.

Controlled experiments in which people are ran-
domly assigned by the researcher to be part of a treatment
condition are rarely possible in the social sciences. Natural
experiments represent a second-best way to make causal
inferences. A natural experiment does not rely on ran-
domization initiated and controlled by the researcher;
instead, it uses observational data involving transparent,
naturally occurring random or pseudo-random variations
in the treatment and control condition assignments. The
treatment group and the control sample should be equiv-
alent before the treatment. The randomization can then
take care of any confounding factors (e.g., omitted vari-
ables or selection issues). For the natural experiment to be
valid, the assignment must be uncorrelated with the meas-
ured outcome.

Previous studies have relied on various types of natu-
ral experiments. One group of studies uses random
changes in public policy. These studies might analyze, for
example, how the introduction of a higher minimum
wage affects state-level employment, by comparing
employment in one U.S. state that has raised the mini-
mum wage with employment in a neighboring state that
has not and is (assumed to be) otherwise equal. A second
group of studies uses random biological or climate-related
events, such as birth dates or weather conditions. These
natural experiments are appealing, because the assign-
ments are more plausibly seen as being uncorrelated with
the outcomes to be explained than are the assignments in
the first group. A third group uses naturally occurring ran-
dom assignments to treatment and control groups. For
example, a lottery might determine—randomly—
whether people receive a sudden boost to their disposable
income, are eligible to participate in a program, or are
required to enter military service. The outcomes of indi-
viduals who “win” (treatment condition) can then be
compared with those of individuals who participate but
do not win (control condition).

Though controlled experiments have a long tradition
in medicine and psychology, in the late twentieth century
natural experiments became more prominent in the social
sciences as a means of increasing the internal validity of
empirical research. Indeed, the use of natural experiments
has been extended to empirically test hypotheses where
causality may be initially confusing. For example, it is not
clear whether additional education leads to higher earn-
ings or whether individuals who will earn a lot in the
future seek additional education for other reasons.
Natural experiments can disentangle these two lines of
causality. One could measure the effect of schooling on
earnings more generally by using the variation in years of
schooling that is not directly correlated with earning but
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comes from the variation in the natural experiment, for
example the date of birth or winning of a lottery.

Natural experiments, however, have limitations with
respect to both internal and external validity. In experi-
ments driven by policy changes, for example, the random-
ness of the intervention is often questionable, but hard to
test. Changes in policy may be driven by political factors
associated with the outcome. If this is the case, the change
in policy is not independent of the outcome and cannot
be assumed to be exogenous. What is labeled a natural
experiment may then yield results no closer to true causal
inference than would a simple observational study.
Further, the source of the natural experiment may make it
difficult to judge its external validity. The winning of a
lottery to participate in a particular program may affect
both the losers and the winners. The former may substi-
tute another activity if they fail to win. This would bias
the estimated effect of the treatment, even though assign-
ment had been random. Nevertheless, natural experi-
ments are still the best, and often the only, method
available to obtain causal inferences in empirical studies in
the social sciences when the researcher cannot control
treatment assignment.

SEE ALSO Case Method; Experiments; Social Experiment

B I B L I O G R A P H Y

Campbell, Donald T., and Julian C. Stanley. 1963. Experimental
and Quasi-Experimental Designs for Research. Boston:
Houghton Mifflin.

Meyer, Bruce D. 1995. Natural and Quasi-Experiments in
Economics. Journal of Business and Economic Statistics 13 (2):
151–162.

Rosenzweig, Mark R., and Kenneth I. Wolpin. 2000. Natural
“Natural Experiments” in Economics. Journal of Economic
Literature 38 (4): 827–874.

Winship, Christopher, and Stephen L. Morgan. 1999. The
Estimation of Causal Effects from Observational Data.
Annual Review of Sociology 25: 659–706.

Stephan Meier

NATURAL PRICE
SEE Exchange Value; Long Run.

NATURAL RATE OF
UNEMPLOYMENT
The natural rate of unemployment is a concept that was
developed by the economists Milton Friedman and
Edmund Phelps in the late 1960s, and it has been

extremely influential in shaping the way that the econom-
ics profession views the economy. The notion of a natural
rate of unemployment represents a return to the classical
pre-Keynesian economics that ruled before and during the
Great Depression, and many of the arguments are clearly
anticipated in David Champernowne’s 1936 discussion of
monetary unemployment. The theory was especially
influential on policy in the 1970s and 1980s. However, its
influence began to wane in the 1990s for a variety of rea-
sons, including the emergence of new ideas and the recog-
nition that the theory has significant operational
difficulties when used for policy.

The natural rate is also referred to as the NAIRU
(nonaccelerating inflation rate of unemployment).
According to the theory, inflation will be steady at the
NAIRU, but attempts to lower the unemployment rate
further will ignite ever-accelerating inflation. The policy
implication is straightforward: do not push unemploy-
ment below the natural rate.

The core idea is that the levels of employment and
unemployment in an economy are determined by the sup-
ply of and demand for labor, which also jointly determine
the real value (i.e., purchasing power) of wages.
Unemployment arises because of “frictions” and “rigidi-
ties” in the economy that prevent the smooth operation of
labor markets. How much so-called natural unemploy-
ment there is depends on the extent of labor-market fric-
tions and rigidities.

Examples of frictions are imperfect information
among workers as to where jobs are, and imperfect infor-
mation among firms as to which workers want jobs. This
gives rise to “search” unemployment, whereby unem-
ployed workers seeking jobs are unable to match up with
job vacancies. Examples of rigidities are the minimum
wage and trade unions, which are argued to cause unem-
ployment by setting wages too high, thereby reducing
labor demand and employment.

According to Friedman and Phelps, the minimum
wage and trade unions raise the natural rate of unemploy-
ment. This conclusion follows from their description of
the labor market in terms of supply and demand. As such,
natural rate theory has provided political conservatives
with a justification for opposition to the minimum wage
and trade unions on the grounds that they prevent the
labor market from operating efficiently. From a natural
rate perspective, the only way to lower the equilibrium
rate of unemployment is to eliminate wage protections,
improve matching arrangements between employers with
vacancies and unemployed workers, change incentives and
attitudes toward work, and change the demographic com-
position of the workforce. That is fundamentally different
from Keynesian economics, which also emphasizes aggre-
gate demand management.
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A second important implication concerns policy
toward inflation. In the 1960s economic policy was dom-
inated by the idea of the Phillips curve, which claimed
that there was a negative relationship between inflation
and unemployment. That implied that policymakers
could lower unemployment by slightly increasing infla-
tion. The theory of the natural rate of unemployment
challenged this claim, and argued that increasing inflation
would have no effect on the long-run rate of unemploy-
ment. Any increase in the rate of inflation would just be
matched by an increase in wage inflation.

Once again, the economic logic follows from the sup-
ply-and-demand model of labor markets. Workers supply
labor in return for real wages that determine how much
they can purchase. Likewise, firms hire workers because of
the output they produce, and they pay workers a wage
based on the value of that output. The implication is that
labor supply and demand are unaffected by inflation. If
prices double, then wages will also double, leaving
employment and real wages unchanged.

One caveat to this conclusion is so-called unexpected
or surprise inflation. Suppose workers see wages rising,
but they are unaware that prices are also rising. In this
case, they will think the real value (purchasing power) of
wages has gone up and workers searching for jobs will
accept jobs they would not previously have taken.
Employment will therefore rise and unemployment will
fall. However, workers will soon learn that prices are also
rising so that real wages have not increased. When that
happens, they will quit these jobs, and employment will
fall back again and unemployment will rise.

This conclusion has had a major impact on monetary
policy. In the 1960s and early 1970s, central banks (such as
the Federal Reserve) thought that if they kept interest rates
low and allowed a little higher inflation, they would lower
unemployment. The theory of the natural rate of unem-
ployment contradicted this belief, and instead said there
would be no long-run effect. This has ushered in a new era
in which policy emphasizes low inflation. The argument is
that since inflation cannot reduce unemployment, the
Federal Reserve should aim to keep inflation low.

Additionally, the Federal Reserve should aim to keep
inflation predictable and stable. Though surprise inflation
can temporarily reduce unemployment, such surprises are
undesirable. The argument is that workers are being
tricked into accepting jobs because they do not realize that
prices have also gone up. Workers are therefore making
decisions based on incorrect information, and this is a
form of economic inefficiency.

The theory of the natural rate is now being chal-
lenged. With regard to the relationship between inflation
and unemployment, some economists believe that low
inflation acts as a form of “grease” that helps adjustment

in labor markets, giving rise to a Phillips curve. The eco-
nomic logic is as follows. Workers will always accept wage
increases from their employers, but they will resist wage
cuts. This is because workers cannot distinguish whether
a wage cut is warranted because business conditions have
deteriorated or the firm is just trying to exploit them.
Under these conditions, inflation can help reduce unem-
ployment. Prices and money wages will rise at firms where
business conditions remain healthy. However, they will
remain unchanged at firms where business conditions are
weak. Consequently, relative prices and the purchasing
power of wages at these weaker firms will fall, thereby
shifting demand to them and raising employment at
them. The net result is that higher inflation will raise
employment and lower unemployment, as predicted by
the Phillips curve.

Another reason for the diminished influence of natu-
ral rate theory concerns operational policy difficulties.
The natural rate is not an observed unemployment rate.
Instead, it must be estimated. However, empirical esti-
mates have proven highly variable, and for the U.S. econ-
omy they have varied between 4 and 8 percent. This
makes it of little use for guiding policy.

When it comes to the minimum wage and unions,
these institutions may be needed to correct imbalances of
power in labor markets. The supply-and-demand model
of labor markets assumes that neither firms nor workers
have any labor-market power. When it comes to jobs and
the employment relation, power is assumed to be com-
pletely absent. However, if this is not the case, the supply-
and-demand model is wrong. If the labor market naturally
favors firms (since they have greater financial backing and
do not have families to feed), then firms will have greater
wage-bargaining power. In this case, workers may need
minimum-wage laws and trade unions to equalize bar-
gaining power and prevent exploitation.

The equalization of bargaining power can improve
the distribution of income and thereby create demand for
firms’ output. A mass production economy needs mass
consumption. Keynesian economics maintains that free
market economies may not automatically generate
enough demand to ensure full employment, as exempli-
fied by the experience of the Great Depression in the
1930s. In this case, unions and minimum wages can be
seen as economic institutions that create a pattern of
income distribution that generates sufficient consumption
demand to ensure full employment. This Keynesian view
of the economy contrasts with the natural rate’s labor sup-
ply-and-demand model that claims the economy auto-
matically reaches full employment via wage adjustment.

If the natural rate of unemployment is so problem-
atic, why did it become so popular in the 1970s and
1980s? Here, politics and history are important. Natural
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rate theory is a revival of classical laissez-faire economics
that opposes institutions such as the minimum wage and
trade unions. Classical laissez-faire economics also
opposes Phillips curve policies that encourage a little infla-
tion to stimulate higher employment. Political conserva-
tives never accepted these institutions and policies, and
natural rate theory gave them new grounds for opposi-
tion. When the national political climate became more
conservative in the 1970s, this created a favorable envi-
ronment for the spread of natural rate thinking.

Additionally, the 1970s were a period of great eco-
nomic disruption owing to OPEC (Organization of
Petroleum Exporting Countries) oil shocks. This disrup-
tion caused the economy to underperform, and it also 
created a new type of energy price inflation in which infla-
tion rose but unemployment did not fall. Conservatives
opportunistically interpreted this oil shock inflation as
evidence confirming natural rate theory and rejecting
Phillips curve theory.

The history of the natural rate of unemployment pro-
vides two critical lessons. The first is that theories depend
on their assumptions. In the case of natural rate theory, its
conclusions about unions, minimum wages, and the
employment effects of inflation stem from its description
of labor markets in terms of demand and supply. If this is
an inappropriate description of how labor markets operate
in the real world, then the theory of the natural rate of
unemployment is wrong. The second lesson is that the
spread of economic ideas is influenced by what is happen-
ing in society. When society drifts left, economic ideas will
likely drift left. And when society drifts right, economic
ideas will likely drift right. Like everyone else, economists
live in society. That means they too are influenced by what
is happening in society.

SEE ALSO Adaptive Expectations; Economics, New
Classical; Expectations; Expectations, Rational;
Friedman, Milton; Long Run; Market Clearing;
Monetarism; Phillips Curve; Sticky Wages;
Unemployment; Wages
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NATURAL RESOURCES,
NONRENEWABLE
It is common to subdivide natural resources into the non-
renewable and renewable categories, respectively. The for-
mer, predominantly metals and fossil fuels, are derived
from a limited stock, whose ultimate size is unknown. The
supply of the latter, primarily of biological origin, relies on
regeneration that can be repeated in perpetuity. This dif-
ference leads to frequent assertions that sustainability
requires more reliance on renewables, to avoid, or at least
delay, an impending and unavoidable depletion of nonre-
newable resources.

The differences in the conditions of long-term supply
between the two categories are often exaggerated.
Everything being equal, the supply of both tends to
become more costly with expanded use, for that necessi-
tates the employment of more meager mineral deposits
and more marginal soils. Everything is not equal, however,
and technological progress has more than compensated
for this upward push, so that the real cost of mineral as
well as agricultural output has tended to fall over time.
Furthermore, examples of dramatic exhaustion are easier
to quote from the renewable category. Witness how the
forests disappeared in antique Italy and in seventeenth-
century England, or the virtual extinction of cod in the
world’s oceans in the late twentieth century.

The fear of depletion of exhaustible resources is
almost as old as humankind, but the available experience
suggests that painful scarcity is less of an immediate threat
than ever in history. Despite impressive growth rates in
usage, which have raised present world consumption to
many times that of the early or mid-twentieth century, the
reserves of virtually all metal minerals and fossil fuels have
expanded at even faster rates, through a combination of
discovery and subsequent appreciation of the newfound
deposits. Extraction costs show a falling trend in real
terms, and the prices of most exhaustible resources have
declined in parallel. All this is counter to the predictions
of a dire future made by the Club of Rome in the early
1970s. These predictions completely missed the point,
primarily because they neglected technological progress in
exhaustible resource exploration and exploitation. There
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are no indications that the benign trends caused by tech-
nological innovation are in the process of reversal.

Though in most cases, declining costs have resulted
in falling prices, there are important exceptions. The price
of oil has followed an upward trend in real terms ever
since the Organization of Petroleum Exporting Countries
(OPEC) took effective command of the oil market in the
early 1970s. The cartel has been able to exercise market
management to its advantage because its members control
the world’s largest and most economical reserves, those in
the Middle East. The most potent tool for maintaining
monopolistic pricing in the oil market has been a virtual
arrest since the late 1970s in the cartel’s expansion of
capacity to exploit this resource wealth. The prices of
petroleum have spilled over to other fossil fuels, since the
latter can substitute for oil in many cases. Monopolistic
market conditions are likely to be maintained so long as
the cartel remains in charge.

The prices of virtually all primary materials,
exhaustible as well as renewable, rose impressively in the
first half of the 2000s. The price of oranges and rice
increased by 50 percent between 2002 and 2005, coffee
went up by 68 percent, and rubber by 95 percent. The
price of oil doubled while the prices of nickel and copper
increased by even more. This was the third powerful and
general commodity boom since World War II
(1939–1945). As was the case with commodity booms
during the time periods between 1950 and 1951 and
between 1973 and 1974, this boom was triggered by a
sudden and sizable demand expansion at a time when
inventories were small and no slack capacity existed to sat-
isfy the surge. As on previous occasions, the rising prices
were temporarily decoupled from the costs of production.

The demand shock centered on 2004 was primarily
due to a very fast growth in world gross domestic product
(GDP). The new phenomenon was that the economies of
several large developing countries, notably China and
India but also Brazil and Indonesia, expanded at voracious
rates, and contributed strongly to the global boom. The
successful growth performance in those nations was pri-
marily due to the economic liberalization measures imple-
mented during preceding decades. An intensified
participation in the integration of the global economy was
a key factor behind these countries’ impressive growth
rates. At the present stage of their economic development,
involving industrialization, urbanization, and the build-
up of infrastructure, these economies are very intensive
resource users. This accentuated the demand shock in the
raw materials markets.

Normality will likely return to these markets before
the end of the 2000s, just as it did a few years after the
outbreak of the earlier commodity booms. The year 2004
was exceptional in terms of global growth, unlikely to be

repeated in the near future. The profitability of the natu-
ral resource industries at the prevailing prices is exceed-
ingly high, so the incentive to invest in capacity expansion
is strong. Sizable investment efforts are also under imple-
mentation. Building new capacity will take several years to
complete, but once that capacity becomes operational,
and the supply can increase, prices are bound to fall, to
reflect once more the cost of production. Oil is an excep-
tion in this regard. The cartel’s efforts to keep capacity
constrained may permit it to continue extracting monop-
olistic prices.

Successful globalization could well result in higher
world economic growth than was attained in past decades.
But there is no reason to believe that this will compromise
the nonrenewable natural resources availability. The world
is still very far from the bottom of the barrel of the
resource wealth, and with continued cost-reducing tech-
nological progress, it is uncertain whether that bottom
will ever be seen. Faster growth in the demand for natural
resource commodities can easily be accommodated by a
more speedy supply expansion, but producers must be
given a sufficiently early warning of what to expect in
order to adjust their production capacity. Successful glob-
alization brings prospects for a speedier increase in the
incomes of the poor in this world, which should be seen
as a blessing and not a resource threat.
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NATURAL RESOURCES,
RENEWABLE
SEE Natural Resources, Nonrenewable; Resources.

NATURAL RIGHTS
John Locke’s natural rights theory is derived from what is
called natural law. It maintains that individuals enter soci-
ety with basic rights, such as the right to life and liberty,
which cannot be abrogated by government. According to
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this ethical theory, the moral standards that govern
human behavior are, in some sense, objectively derived
from the nature of human beings. Naturalism is thus a
philosophical position that attempts to explain all phe-
nomena and account for all values by means of strictly
natural categories, as opposed to supernatural categories
(i.e., God).

According to Locke, the state of nature can be under-
stood properly as men living together according to reason.
This differs from Thomas Hobbes’s conception of the
state of nature, which is characterized in Leviathan (1651)
as chaos and “war of all against all.” For Locke, “reason,
which is the law, teaches all mankind who will but consult
it, that, being all equal and independent, no one ought to
harm another in his life, health, liberty or possessions”
(1690). This natural moral law is the recognition of indi-
viduals’ value and their virtue as God’s creatures.

The philosophical implication of Locke’s state of
nature is a set of natural laws—the law of opinion, civil
law, and divine law. The law of opinion is society’s reflec-
tion of natural standards for happiness. As Locke outlines
in Two Treatises of Government (1690), through nature or
reason we discover moral rules mirroring God’s law.
Because the natural world is created by God, and because
God associates actions with pleasure (“good”) or pain
(“evil”)—touching fire, for example, causes pain—the
study of nature allows us to learn morality and to under-
stand “the good.” Through an analysis of a priori morality
and of “justice,” the commonwealth sets civil law,
enforced by police and courts, and supplements nature
with a rational law-based social theory. Locke defines
ethics as involving voluntary conformity to or disagree-
ment with rational rules or moral law; conformity is
known as virtue. Divine law reveals what to do, or avoid
doing, to achieve success in the afterlife. It is the standard
for all law, and is revealed through reason or revelation. Its
importance is that unlike the law of opinion or civil law,
it provides a basis for individual morality.

Locke’s natural law implies natural rights with associ-
ated duties. Individuals have rights, and their duties are
defined as protecting these rights, as well as the rights of
others. One natural right that concerned Locke was the
right to own private property, a right grounded in moral
law. Here, Locke was concerned with relations of body
(self ), labor, and property. Locke’s position, derived from
Hobbes, was that private ownership’s jurisdiction was
granted through labor, as property is conceived of as the
self in its extended form in the material world. When
labor is applied to common property, the laborer came to
own this property via their labor. Through this mixing of
self and its interactions with the environment (i.e., a
plowed field), the body’s acts are revealed, leaving traces
on the material world. Through the combination of labor

and common property, private property emerges.
Consequently, property comes to include lives, liberty,
and estates.

Moreover, Locke was concerned with freedom to
worship and to have one’s voice heard in the government.
Locke wrote about human rights’ inalienable character
and argued that a political society rests on the individual’s
consent to having laws made and enforced by society, as
ruled by the majority. Through consent we assume the
responsibilities and duties of citizenship. Additionally,
Locke located the sovereign in the legislature—the repre-
sentatives of the majority of people—and in a system
based on divisions of power. Thus, property’s preservation
and inalienable human rights become the impetus behind
social laws and government, and subsequently, civil gov-
ernment and political society.

One of the main natural-rights arguments made today
is the argument for a “right to life.” This holds that at a
minimum level, the individual should be free from any
coercion (or “harm”) that might hinder this right (such as
murder). The position is based on both beneficence and a
respect for human worth and dignity. Additionally, the
right to control one’s property is invoked, especially when
property rights are defined as including the right to one’s
own body. However, the “right to life” and the “right to
property” can be seen as contradictory, particularly when
the latter is used to justify abortion.

Critiques of natural rights are found within discus-
sions of individual liberty. The argument that a right exists
that coincides with the nature of human beings to be free
was challenged by utilitarian theories, which advocate that
individuals should be free because their freedom is some-
how useful for society. Émile Durkheim also presents a
critique of natural rights, arguing that rights are granted
by society.

SEE ALSO Civil Rights; Human Rights; Locke, John;
Naturalism; Property Rights
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NATURAL SELECTION
Natural selection is the central process of evolutionary
theory, presented by Charles Darwin (1809–1882) in his
1859 book The Origin of Species. Darwin’s theory of natu-
ral selection is really a simple idea. It states that (1) if there
is variation among members of a species in their heredi-
tary traits and (2) some of those traits are more conducive
to survival and reproduction than others, then (3) the fre-
quency of individuals carrying those traits will gradually
increase in the population. The result is that the species’
total pool of hereditary traits will gradually change over
generations, so long as environmental conditions do not
dramatically change. Thus, natural selection is crucial to
how a species adapts to its environment. Evolutionary the-
ory describes how these functional, problem-solving adap-
tations originate and are maintained.

Theorists and researchers in the social sciences have
increasingly applied the concept of natural selection to
their explanations of human individual and social behav-
iors. A major impetus was the writings of twentieth-cen-
tury evolutionary biologists and sociobiologists such as
George Williams, Robert Trivers, Edward O. Wilson, and
Richard Dawkins. The 1980s and 1990s saw many social
scientists, particularly psychologists, incorporating the
theory of natural selection into accounts of human behav-
ior. This effort has led to a new approach in psychology,
called evolutionary psychology (EP).

NATURAL SELECTION APPLIED TO
HUMAN BEHAVIOR

Unlike sociobiologists, who use natural selection to
explain the behavior of social animals, evolutionary psy-
chologists (EPs) focus primarily on how certain human
behaviors may have evolved, how they are interrelated,
and how or why they survive in the population. Whereas
behavior geneticists are interested in how individual dif-
ferences in human behavior can be explained by differ-
ences in genes, EPs are more interested in the evolved
neural architecture that is shared by all humans, much of
which may be outside of conscious awareness.

In 1992 anthropologist Jerome Barkow, psychologist
Leda Cosmides, and anthropologist John Tooby edited
The Adapted Mind: Evolutionary Psychology and the
Generation of Culture. This book energized the EP field. It
helped to popularize the idea that humans evolved distinct
brain circuitry or information processing modules
adapted to solve problems faced by our hunter-gatherer
ancestors. Researchers have proposed brain modules for
speech and language, facial recognition, the recognition of
emotional expressions, social reasoning, and many other
aspects of information processing. A popular EP descrip-
tion of the brain is that it is analogous to a Swiss Army
knife with its various specialized modules, a reflection of

successful problem-solving adaptations during human
evolutionary history.

EPs have applied the theory of natural selection to
human behavior in several ways. These scientists argue that
the majority of human “cultural universals,” including
social traditions, laws, religions, and ethical positions arose
out of the “reproductive imperative” to reproduce and
leave behind as many offspring as possible. EPs argue that
humans are neurologically predisposed to develop certain
phobias (e.g., snakes, enclosed spaces, heights) that were
presumably tied to the greatest dangers present in ancient
ancestral environments, rather than developing fears
toward the dangers of current technologically advanced
society (e.g., guns, automobiles, electric sockets).

A good example of the EP application of selection is
in the controversial area of gender differences. EPs have
suggested that sexual selection (processes relating to how
males and females compete for mates) has played an
important role in human patterns of mate selection and
jealousy. With regard to mate selection, these researchers
argue that men have lower overall parental investment in
offspring than women. If men are more interested in
reproducing than in investing parental resources, then
they will tend to find the reproductive potential of a
prospective partner to be particularly attractive. Because
they have greater parental investment, women will find a
partner’s potential for providing resources and protection
for offspring to be relatively more attractive. This analysis
has been used to account for men’s greater emphasis on
their resources, such as occupation or income, and
women’s greater emphasis on factors related to their abil-
ity to reproduce, such as their age or appearance, when
trying to attract a prospective mate.

With regard to jealousy, EPs argue that whereas
women are always sure they are the mothers of their off-
spring (due to internal gestation), men can have doubts
about fathering offspring. The implication of such differ-
ences in “parental certainty” is that males are more likely
to take steps to make sure their investment of resources is
legitimate. Thus, they will be more concerned with possi-
ble sexual rivals and place a high value on the chastity of
a prospective mate. Male “parental uncertainty” predicts
that men will attempt to coercively control female repro-
ductive capacity by showing vigilance, mate concealment,
violence, derogation of competitors, and threats to others.

CRITIQUES OF NATURAL
SELECTION IN HUMAN BEHAVIOR

There are many criticisms of the application of the theory
of natural selection to human behavior. One of the main
criticisms is that EP is overly deterministic in its focus on
biological or genetic “destiny.” Much human social,
group, and cultural behavior is thought to have emergent
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properties that cannot be traced back to the evolved struc-
ture of individual brains. Thus, culture and socialization
may be better explanations for gender differences than
natural selection.

Critics argue that natural selection did not necessar-
ily create human brain specialization for any adaptive pur-
pose. Many aspects of modern human behavior can be
described as non-adaptive side consequences of natural
selection. Critics of the EP approach also argue that
empirical evidence is not only lacking but is often impos-
sible to obtain for many of its claims. Because researchers
cannot recreate the evolutionary forces that affected
ancient human ancestors (what EPs call the “environment
of evolutionary adaptation”), these claims become noth-
ing more than “just-so stories” telling us that “people are
this way because they are this way.”

Another area of controversy concerns the rate and
extent of natural selection when applied to humans.
Several lines of research suggest that natural selection in
humans can occur quite rapidly. For example, researchers
have identified increases in recent gene variants related to
brain development and size, resistance to HIV infection in
parts of Africa, lactose tolerance (i.e., the ability for
humans to digest milk sugars), intelligence increases
among certain ethnic groups (such as Ashkenazi Jews),
and salt retention and hypertension among African slave
descendants. In these cases advocates of rapid selection
propose a relatively recent appearance of genetic changes
or rapid proliferation of those changes throughout the
human population. However, the possibility of rapid
selection has been questioned by epidemiologists and evo-
lutionary biologists. Critics argue that in many cases the
relevant genetic mechanisms or variants that can account
for such rapid evolutionary changes have not been identi-
fied. Rather, environmental, cultural, or more compli-
cated biocultural influences may account for the observed
changes.

Some social scientists argue that natural selection has
decreased in importance for humans. Rapid cultural,
medical, and technological changes are thought to be
more strongly linked to contemporary human survival
and reproduction than genetic factors. For example,
improvements in public health mean that newborns are
much more likely to survive to reproductive age today
than they were 500 years ago. Such improvements are
thought to neutralize the process by which less adaptive
genes are removed from the population. In addition, suc-
cessful scientific efforts to manipulate the human genome
are likely to replace or compete with natural or sexual
selection pressures in the future.

The application of the theory of natural selection to
the social sciences has made great strides since the 1980s.
A good deal of social, political, and scientific controversy

and criticism has accompanied social scientists’ efforts.
Establishing whether and to what extent natural selection
applies to human behavior is an ongoing and difficult
process. Whether the criticisms will hold up or merely
reflect the growing pains of a new discipline remains to be
seen.
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NATURALISM
Naturalism is a term that stands for a family of positions
that endorse the general idea of being true to, or guided
by, “nature,” an idea as old as philosophy itself (e.g.,
Aristotle is often called a “naturalist”) and as various and
open-ended as interpretations of “nature.” Since the rise of
the modern scientific revolution in the seventeenth cen-
tury, nature has come to be identified increasingly with
the-world-as-studied-by-the-sciences. Consequently, nat-
uralism has come to refer to a set of positions defined in
terms of the scientific image of nature or the methods of
scientific inquiry. This brief article focuses upon explicat-
ing three versions of this modern scientific naturalism: (1)
naturalism in the arts, especially literature; (2) philosoph-
ical naturalism; and (3) naturalism in the social sciences.
These different naturalisms involve different ways of
appealing to science, whether it be adopting a scientific
stance toward human and social life, or a broadly empiri-
cal approach to inquiry in some area, or a scientific world-
view, or some combination of these.
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NATURALISM IN THE ARTS

Naturalism in the field of the arts refers to art that depicts
everyday subjects in a “realistic” manner, free from styliza-
tion, idealization, and academic convention. Although
naturalism has been used to describe a style of painting
since the late seventeenth century (e.g., Caravaggio’s), it
only became an important term of art criticism in the
nineteenth century when it was applied to painters such as
Gustave Courbet (1819–1877). Naturalism as a literary
category was first applied to a genre of French fiction
exemplified by the writings of Émile Zola (1840–1902),
which built on the antiromantic “realist” fiction of
Gustave Flaubert (1821–1880) and Honoré de Balzac
(1799–1850), writers who deliberately adopted a scien-
tific—that is, detached and objective—approach to
human life. The vision of the human depicted in natural-
ist literature owed much to a picture of the world sug-
gested by Charles Darwin’s theory of evolution: a
purposeless, Godless world of competitive striving where
free will is an illusion. Under these historical and ideolog-
ical influences, American literary naturalism arose in the
1890s as a reaction to the “realist” fiction of middle- and
upper-class life of the 1870s and 1880s—for example, the
novels of Henry James (1811–1882). Its chief exemplars
include Stephen Crane (1871–1900), Theodore Dreiser
(1871–1945), Jack London (1876–1916), and Frank
Norris (1870–1902). The American school is typified by
an anti-individualist view of humans as largely deter-
mined by environmental forces, frank and animalistic
depictions of sex and violence, and an unflinching treat-
ment of the harsh realities faced by immigrants and the
working-class in modern industrialized U.S. cities.

It is important to note, however, that not all appeals
to nature are to be understood in terms of an allegiance to
naturalism. For example, the writings of Ralph Waldo
Emerson (1803–1882) and Henry David Thoreau
(1817–1862)—memorably, Thoreau’s Walden (1854)—
reveal a vision of nature that challenges the assumptions of
naturalism, particularly the idea that the objective is a
matter of excluding the subjective. Although Emerson
and Thoreau accepted that nature is everything that is dis-
tinct from one’s own consciousness, they were interested
in a larger reciprocity and interdependence of mind and
nature that bears the influence of German philosophers
such as Immanuel Kant (1724–1804) and F. W. von
Schelling (1775–1854). Another example of an antinatu-
ralist appeal to nature is the tradition of thinking about
human conduct and law in terms of natural rights, or the
related, but older, idea of natural law. Here the appeal to
nature refers to principles or rules of conduct that are
given as opposed to humanly constructed. In this tradi-
tion what is naturally given is typically understood as a
matter of God’s law. Naturalism, of course, is strongly
opposed to theism.

PHILOSOPHICAL NATURALISM

Modern philosophy recognizes two basic strains of natu-
ralism: ontological naturalism and methodological natu-
ralism. Ontological naturalism takes the subject matter of
the natural sciences as its model of the genuinely real. A
leading advocate, David Armstrong, holds “that reality
consists of nothing but a single all-embracing spatiotem-
poral system” (1980, p. 149). He is representative in
thinking that this implies a conception of nature as a sin-
gle unified causal order. This ontological outlook is prima-
rily meant to exclude supernatural entities such as the
Christian God, demons, spirits, and souls—none of
which are the subject matter of a natural science.
Naturalism can accommodate religion, however, but only
to the extent that it is interpreted as a certain kind of expe-
rience which can be understood without any commitment
to the existence of supernatural entities or events (e.g.,
angels, miracles).

It is important to note that ontological naturalism
comes in more or less reductive forms depending upon
one’s attitude to the social (or human) sciences. Typically,
naturalists favor a reductive form—because they tend to
share a skeptical attitude to the social (or human) sci-
ences—claiming that the natural world is nothing but the
world posited by the explanations of the natural sciences
exclusively (e.g., physics, chemistry, and biology). This, in
turn, leads to a sharp contrast between the scientific image
of the world and the manifest image of everyday human
experience. Consequently, contemporary metaphysicians
ask how we can “place” items in the manifest image (e.g.,
reasons, meanings, moral goodness, and aesthetic values)
within the scientific image. Such debates within natural-
ism are often conducted in a semantic key. That is, the
question is one about how we are to interpret the core
concepts of a target nonscientific discourse given a scien-
tific view of nature. For instance, how are we to account
for or refer to anything in nature? If not, are the sentences
in which it occurs true or false, for our thought and talk
about moral goodness? Does the term good refer to any-
thing in nature? If not, are the sentences in which it occurs
true or false, or do they play a nonfactual role? The seman-
tic project of accounting for the function of nonscientific
concepts in this way is called naturalization. Just how revi-
sionary of ordinary ways of thinking this project is
depends upon two important questions: whether there are
irreducible and indispensable nonscientific forms of
understanding, and whether one accepts the legitimacy
and distinctiveness of the social sciences.

The second strain of philosophical naturalism is
methodological naturalism, which takes scientific meth-
ods of inquiry as its model. It holds that nature as a whole
is properly studied by the same empirical methods as
those employed by the natural sciences. Because human
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beings are a part of nature, this implies that the study of
human nature is continuous with the study of nonhuman
nature. It also implies that knowledge is, properly speak-
ing, scientific knowledge. W. V. Quine draws the radical
conclusion that there is no a priori knowledge, thereby
undermining traditional philosophy (see especially Quine
1964 and 1969). The question whether philosophy has
any autonomy in relation to science has subsequently
become an important topic of dispute.

NATURALISM IN THE SOCIAL
SCIENCES

Naturalism in the social sciences is usually understood as
a form of skepticism about the legitimacy of the social sci-
ences or, less drastically, the doctrine that the posits of
these sciences are reducible in principle to the posits of
paradigmatic natural sciences such as physics. However,
there is nothing in naturalism itself that requires this dis-
missive or reductive approach to the ontology of the social
sciences, and not all naturalists share it (e.g., pragmatists
such as John Dewey). Notwithstanding, most writers in
the social sciences understand naturalism primarily as a
methodological doctrine: the view that the methods of
inquiry of the natural sciences (e.g., the attempt to dis-
cover laws or law-like regularities, empirical testing and
corroboration, a clear distinction between facts and val-
ues) are no less applicable to man than to nature—that is,
to the study of people, society, morality, politics, and cul-
ture. Such methodological naturalism is often coupled
with a rejection of the influential idea defended 
by Wilhelm Dilthey (1833–1911), Max Weber (1864–
1920), and others that there is a fundamental difference
between the scientific understanding of nature (Erklären)
and the sort of empathetic understanding of human
beings that involves seeing things from the subject’s point
of view (Verstehen).

An important debate in philosophy and the social sci-
ences is whether we should follow the naturalistic identi-
fication of nature with the scientific image of the world.
John McDowell, for example, has argued that it is a meta-
physical prejudice to treat the “disenchanted” world of the
natural and social sciences as exhausting our conception of
nature. What it arguably leaves out of account is a richer
conception of the world revealed to critical human
thought and experience, one that includes sui generis nor-
mative phenomena such as reasons, meanings, and values.

SEE ALSO Atheism; Industrialization; Kant, Immanuel;
Modernization; Natural Rights; Philosophy; Realism;
Science; Scientific Method; Secular, Secularism,
Secularization; Theism; Thoreau, Henry David
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NATURALIZATION
Naturalization is the means by which a person of foreign
birth is made a full citizen. Naturalization is a process
always complicated by race, gender and sexuality, religion,
ethnicity, class, and the structural and political choices
societies and their members make with regard to assimila-
tion, acculturation, and boundary making.

Neither jus soli (citizenship by birth in a particular
place) nor jus sanquinis (citizenship by descent) encom-
pass purposeful choice-driven naturalization by an indi-
vidual. The seemingly sharp demarcation between natural
events and naturalization is actually fuzzy as official pro-
cedures for denoting citizenship can divest membership
from those with a natal/descent claim, and invest it in
those most recent arrivals deemed most worthy of citizen-
ship status. Several historical and contemporary examples
bear this out.

In the United States, the process of naturalization was
explicitly set out in the 1790 Naturalization Act, and the
caveats of gender, class, and race were made more or less
explicit. For example, naturalization was limited to those
defined as “free white person[s].” One could claim natu-
ral citizenship if one was born to U.S. citizens outside the
geographic limits of the nation, “Provided, That the right
of citizenship shall not descend to persons whose fathers
have never been resident in the United States” (Takaki
1993, p. 80).

In the United States, the caveats of race and ethnicity
with regard to naturalization were complicated by various
combinations of birth, descent, and residence. Members of
indigenous groups were not covered by the Naturalization
Acts, as they were not white—however, “taking on the
habits of white men” and leaving the reservation could suf-
fice to entitle an Indian to citizenship (Cohen 1971, 
p. 24). Although African Americans were quite purpose-
fully naturalized in practical terms by the Fourteenth
Amendment, they had up to that point been systematically
denied both jus soli and jus sanquinis, and this state of
affairs would continue in both cultural understanding and
law to varying degrees at least through the 1960s.

For non-white voluntary immigrants and their
descendants, the lines between race, ethnicity, birth, resi-
dence, and naturalization have been murky and addressed
through a variety of Supreme Court decisions on a piece-
meal basis, most often on the impetus of these nascent cit-
izens themselves, with widely varying outcomes (U.S. v.
Bhagat Singh Thind, 1923; U.S. v. Wong Kim Ark, 1898;
and In re Halladjian, 1909). The 1965 Immigration and
Nationality Act dismantled the United States’ older
racial/ethnic/nationality-based quota system, but the pref-
erence for family members of current U.S. citizens pre-
served an extant preference for those groups already in the
country (“An Act to Amend the Immigration and

Naturalization Act,” 1965). However, the migration pat-
terns had by that time drastically shifted from Europe,
and new migrant groups could then put their citizenship
to work for their family ties.

Gendered understandings of naturalization have also
been quite prominent. Until 1922 in the United States,
only women who married noncitizens lost their citizen-
ship, and the equalization of citizenship (vis-à-vis nation-
ality, not specific areas of rights) was not completed until
the 1930s (Freeman 1989). According to several scholarly
works documenting naturalization procedures in the late
twentieth century, such gendered naturalization practices
continue to be widespread (Cook 1994; Beyani 1994; Al
Nuaimi 2001).

In the United States, class was far more explicit in the
discussion leading up to the implementation of the 1790
Act than in its final product; read, for example, the discus-
sion of “those likely to become chargeable,” and “the com-
mon class of vagrants [and] paupers,” and those who
worried about the merchant class who would “remain so
long as will enable them to acquire a fortune, and then
they will leave” (Gales and Seaton’s History of Debates in
Congress 1790, pp. 1148, 1152, 1156). Class is of course
implicated when workers are invited in to fill economic
vacancies, but explicitly not invited to take part in the
process of immigrant-to-citizen (Walzer 1983). This is
shown in early Chinese immigration to the United States,
the Bracero Program for Mexican workers in the United
States, and the guest worker system in several European
nations (Walzer 1983).

Practices that incorporate jus sanquinus far beyond
one’s parents raise the question of just what counts as “nat-
ural” in terms of membership. In Ireland one may have
preference in applying for citizenship if, for example, at
least one grandparent was Irish-born (termed “Citizenship
by Application”). Israel’s Law of Return extends the offer
of naturalized citizenship to “every Jew who has expressed
his desire to settle in Israel” (as expressed in its Law of
Return and “Acquisition of Israeli Nationality”). Although
others eligible to naturalization must wait from two to five
years, for Jews under the Law of Return the naturalization
is instantaneous upon arrival (“Acquisition”). In 1970 this
law was extended to “include the child and the grandchild
of a Jew, the spouse of a Jew, the spouse of a child of a Jew,
and the spouse of a grandchild of a Jew. The purpose of
this amendment is to ensure the unity of families where
intermarriage had occurred.” These sorts of practices
highlight a perspective that understands all citizenship as
a process of naturalization because the concept is a human
one based upon stories of belonging. Denaturalization is
the flip side of the process.
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NATURE, HUMAN
SEE Nature vs. Nurture.

NATURE VS. NURTURE
One of the goals of the social sciences is to explain human
behavior. Nature, which may be defined in terms of inher-
itance, biological background, and genetic makeup, must
be taken into account, along with nurture, which may be
defined in terms of experience and learning.

Historically, nature and nurture represented a
dichotomy. The ancient Greeks, for example, debated the
role of nature and nurture as influences on character and
human nature. Since that time, nativists have argued that
human personality, intelligence, and capabilities are tied
to a person’s biological background. Empiricists have
countered with arguments that each person is a tabula
rasa, or a blank slate, and experience determines who
humans are and what they can do. Learning theories that
developed during the 1950s through the 1970s were
sometimes radically empiricist; some theories suggested
that any individual is capable of just about anything, if the
experience is optimal.

In the first half of the twentieth century, the nature
and nurture debate focused on personality and intelli-
gence. Scientific methods were brought to bear on the
topic, and there was a shift away from “nature or nurture”
to a discussion over the role played by each. One of the
key concepts resulting from this work, known as a range
of reaction, captures the possible interaction between
nature and nurture. In particular, a range of possibilities is
genetically determined, and environment and experience
determine how much of the potential is fulfilled. For
example, certain individuals might have the genetic
potential to be anywhere from 5 feet 6 inches to 5 feet 11
inches tall, but their experience (for example, exercise,
nutrition) determines the height within that range to
which they eventually grow.

A genotype is defined as the genetic constitution (and
potential) of an individual. A phenotype, in contrast, is
the observable characteristics resulting from the interac-
tion of nature and nurture. Nature and nurture may inter-
act such that experience operates within the potentials set
by the genotype, as implied by the range of reaction. But
nature and nurture may also interact such that genetic
potentials influence the environment. In simple terms, a
child may inherit a particular talent, but the talent is
immature; it is mere potential. Parents, teachers, or
coaches may recognize the potential and do what they can
to support it. In this case, the genetic potential actually
determines which experiences will be provided. Nature
and nurture interact in a bidirectional fashion.
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The interplay of nature and nurture has been studied
extensively in behavioral genetics. Twins are often studied
by behavioral geneticists. Monozygotic twins are geneti-
cally identical; they developed in utero from one fertilized
egg cell. Fraternal or dizygotic twins, in contrast, devel-
oped from two egg cells and are consequently only 50 per-
cent similar genetically. Knowing the precise genetic
contributions allows researchers to make inferences about
the impact of nature and nurture. In the clearest case,
monozygotic twins who have been reared apart (for
instance, separated before the age of six months) are, later
in life, compared in terms of IQ or various personality
traits. If genes play a significant role, the twins should be
very similar, even though they had different experiences.
The magnitude of the genetic contribution is calculated
with a correlation, known as the heritability index.
Empirical results suggest that monozygotic twins have the
highest heritability, sometimes as high as .70, even when
reared apart. Other siblings, including dizygotic twins,
have much lower heritability indices (usually below .50).

Similar support for a genetic contribution to IQ
comes from adoption studies. The logic parallels that of
twin studies, only here the comparisons are between bio-
logical parents and their children (who share 50 percent of
their genetic makeup) and foster or adoptive parents (who
are dissimilar genetically to their adopted children but
share the same environment with them). As with twin
studies, the genetic contribution is quite apparent in
adoption studies. Biological parents tend more often to
have IQs that are similar to their children than do foster
or adoptive parents.

The most ambitious investigation into the
nature/nurture debate is the U.S. Human Genome Project.
The project started in 1990 with the general objective of
identifying all the genes in human DNA. There may be
25,000 such genes, with literally billions of chemical
sequences. In addition to investigations of human DNA,
the project examined mice, fruit flies, and even bacteria.
The project was considered to have been completed in
2003 although research of the data is ongoing.

There are numerous political ramifications to 
the study of nature and nurture. Francis Galton (1822–
1911), a cousin of Charles Darwin (1809–1882), believed
strongly in the inheritance of ability and promoted the
advantages of eugenics, or the strengthening of desirable
characteristics using selective mating. Although eugenics is
contrary to an appreciation of diversity and equality, vari-
ous factions nonetheless support it. There is, for example,
one well-known sperm bank in California that only deals
with highly able donors and recipients. The implications of
genetic research for medicine and clinical treatments are
likely to have more practical importance.

In most cases, traits and capabilities are polygenetic;
that is, more than one gene is responsible for them. Great
headway has been made with the identification and even
engineering of various genes and gene combinations.
Modern genetics is increasingly precise about the contri-
butions of nature and the biological influences on human
behavior, and the inferences of behavioral genetics are no
longer necessary. Alcoholism, autism, creative potential,
and many other human tendencies have been examined
and the influence of specific genes determined. Addiction,
for example, seems to be strongly tied to the presence of a
gene allele called D2R2, which is responsible for
dopamine reception. Only about 20 percent of the popu-
lation has that allele, and thus a proclivity toward addic-
tion. Clearly, some of the most important implications of
research on genetics are those within medicine.

SEE ALSO Determinism, Biological; Determinism,
Genetic; Flynn Effect; Heredity; IQ Controversy
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NAVAJO-HOPI LAND
DISPUTE
SEE Navajos.

NAVAJOS
The Navajo, who in 2007 numbered approximately
290,000 people, the majority of whom occupy a thirteen-
million-acre reservation that spans parts of Arizona, New
Mexico, and Utah, understand themselves to be a chosen
people living within a sacred geography. A rich oral tradi-
tion documents the travails of their ancestors as they tra-
verse a series of three or four underworlds, each of which
is portrayed in some state of chaos and disorder resulting
in the need for migration upward into the next world. The
oral tradition also documents the preparation of this
world and the creation of the Navajo people and estab-
lishes tenets for living. In the last underworld, First Man
and First Woman—the first beings with humanlike
form—were created; they and their progeny flourished
until lust led to a conflict between First Man and First
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Woman, which resulted in an event now referred to as the
“separation of the sexes.” While men and women lived
apart, libidinous desires led women to masturbate with
quills, cacti, antlers, stones, and bones. The men relieved
their longing with mud or the flesh of freshly slain game
animals. Eventually the men and women agreed to rejoin
and live as one group.

Shortly after the reunion, circumstances necessitated
their escaping upward through a great female reed. Their
journey culminated on the earth’s surface at the Hajiináí,
or “the place of emergence.” There First Man and First
Woman built a sweat house in which to think and sing the
Navajo universe into existence. By some accounts, this
world was first conceived in thought, after which its form
was projected onto primordial substance through the
compulsive power of speech and song. The newly created
world was said to be in a state of “natural order” in which
all living things were in their proper relationships with all
other living things. This orderliness was disrupted as a
result of the sexual aberrations and excesses of the last
underworld. The women who had masturbated with for-
eign objects gave birth to twelve misshapen creatures that
grew into monsters and preyed on healthy children, push-
ing Navajo ancestors to the brink of extinction. The Holy
People resolved this dilemma by arranging for Changing
Woman to be found, grow in a miraculous way, and give
birth to warrior sons who slew the monsters. It is she who
created the original Navajo matrilineal clans and turned
the world over to them.

As with Native Americans across North America,
complex changes have occurred in Navajo society since
their initial contact with Spaniards, Mexicans, and
Americans. At the time of European contact, the Navajo
subsisted on hunting and gathering supplemented by
some agriculture. Extended family units, generally cen-
tered on matrilocal residence and the strength of their clan
system, lived in widely dispersed settlements. Spanish
Franciscans first attempted to convert Navajo people
when they built a mission along the Rio Grande in 1627;
it was soon abandoned. Subsequent efforts over the next
two centuries met with little success.

Upon the introduction of livestock into the region, a
herding economy based on sheep and goats developed.
The Navajo population and their area of settlement grad-
ually expanded as new crops, animals, and technological
innovations were added to their subsistence base during
the Spanish and American periods. In 1848 the United
States defeated Mexico in war and through the Treaty of
Guadalupe Hidalgo assumed political jurisdiction over
most of what is known as the American Southwest.
Members of an 1849 American military expedition into
Navajo country were impressed by the size of the Navajo

sheep and goat herds as well as the well-nourished and
healthy condition of tribal members.

Westward expansion resulted in frequent clashes
between Navajos and outsiders, leading to American mil-
itary intervention. The general good health noted in the
1840s was undermined when Kit Carson (1809–1868)
and his troops, with scorched-earth tactics, rousted nearly
9,000 Navajos from their homeland and forced them to
walk several hundred miles to Hweeldi, “the place of suf-
fering,” where they were incarcerated from 1863 to 1868.
At Fort Sumner in New Mexico, the Navajo suffered
under difficult living conditions, some of which hastened
or exacerbated the spread of disease. In addition unfamil-
iar foods and alkaline water led to gastric upset and other
problems.

Since their capture and internment at Hweeldi and
the establishment of a reservation on a portion of their
homelands in 1868, the Navajo have been in a relation-
ship of constant domination and control by the larger
American society. The colonial assault was repeated at dif-
ferent points in time through repression of the native lan-
guage and traditions, enforcement of boarding school
attendance, impediments to religious freedom, and threats
to Navajo land and resources by stock reduction in the
1930s and 1940s, timber harvesting, and coal and ura-
nium mining. These concerns developed alongside a grad-
ual shift to wage-work economics among the Navajo, a
recession in the 1970s and 1980s, resource depletion,
unsuccessful attempts to preserve sacred sites, Navajo job-
preference problems, deaths from improperly regulated
uranium mining, radioactive waste spills, continuing
poverty for many, and land disputes.

In what is known as the Navajo-Hopi land dispute,
Navajo individuals were forced to move off land parti-
tioned by the Navajo-Hopi Land Settlement Act of 1974.
This political drama stems from President Chester A.
Arthur’s (1829–1886) executive order of 1882, which
granted 2.5 million acres of land around the Hopi mesas
to the Hopis and “such other Indians as the Secretary of
the Interior may see fit to settle thereon,” ignoring the
Navajo families who had lived in this area for centuries.
Attempts were made to reconcile boundary conflicts
between Navajo and Hopi families by legal means on
numerous occasions between 1891 and 1962, when a fed-
eral court ruled that 1.8 million acres of the 1882 reserva-
tion were jointly owned. This legislation led to mandatory
livestock reductions beginning in 1972 and land partition
in 1974. The latter mandated the relocation of all mem-
bers of either tribe living in the area granted to the other,
slating over 10,000 Navajos and 100 Hopis for compul-
sory relocation. Despite the commitment of enormous
amounts of time and money toward resolution by all par-
ties, this dispute remains unresolved.
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By the last decades of the twentieth century, the
Navajo had moved toward political self-determination
and cultural renewal. But many Navajo families have been
shattered due to complex social and health problems,
including economic underdevelopment and chronic
unemployment. Thousands of Navajos are gainfully
employed in the fields of health care, education, govern-
ment service, and commercial farming or resource-extrac-
tion industries. Yet reservation unemployment rates far
exceed national norms, resulting in the need for many
Navajos to work off the reservation in construction or
other fields to support their families.

Changes in mode of production and diet have had
grave consequences on Navajo health. Diabetes mellitus is
more prevalent among Navajos than in the general U.S.
population, and clinical diagnoses are rising. As a conse-
quence, the Navajo have the highest lower-extremity
amputation rate in the world. American Indians and
Alaskan Natives have a 3.5 times higher prevalence of
end-stage renal disease (ESRD) than white Americans,
and due to its skyrocketing rate of diabetes mellitus, the
Navajo population has an even higher rate of ESRD.
Alcohol abuse contributes to these complex health con-
cerns. It is within this context of rapid cultural change,
health crises, and fragmentation that members of the
Navajo Nation have searched out new sources of spiritual
and curative powers, including those available from bio-
medical technologies and Christianity, especially funda-
mentalist forms and the Native American Church.

SEE ALSO Confiscation; Land Claims; Native Americans;
Religion; Spirituality
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NAZISM
Nazism is a convenient abbreviation for the ideology of
National Socialism, which flourished, principally in
Germany, in the period 1920 to 1945. In this context,
National meant “nationalist,” and Socialism a doctrine
that preached equality between all members of the nation.
The National Socialist German Workers’ Party was
founded on January 5, 1919, in Munich, Bavaria, as the
German Workers’ Party. Its official program, adopted on
February 24, 1920, signaled the change of name and
announced its aims: uniting all ethnic Germans in a sin-
gle state; acquiring new land, or “living space,” for
Germans to rule; revoking the 1919 peace settlement that
had reduced Germany’s territory, restricted its armed
forces in size and equipment, and imposed a huge finan-
cial penalty on Germany; replacing democratic institu-
tions by a dictatorship; and denying Jewish Germans
fundamental civil rights.

ORIGINS

The Nazis synthesized a variety of strands of extremist
political thought that had developed in Germany and
Austria in the late nineteenth century. Racist anti-
Semitism had evolved out of old traditions of Christian
anti-Semitism during the economic depression of the
1870s, as demagogues drew upon new racial theories to
argue that supposedly Jewish characteristics were racially
inherited, independently of religious adherence. In this
view, the Jews were a parasitic, conspiratorial race that
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undermined German civilization. In the 1890s extreme
nationalists in Germany began to argue that the unifica-
tion of the country achieved in 1871 under Otto von
Bismarck (1815–1898) was incomplete. These “pan-
Germans” demanded the annexation of other German-
speaking areas of Europe and the conquest of a colonial
empire both within Europe and without. At the same
time, Social Darwinists and eugenicists in Germany began
to argue that the German, “Aryan,” race had to be
strengthened for this task by improvements in health, an
increase in the birth rate (which was starting to decline),
and the elimination—by forced sterilization or even
killing—of the weak, the criminal, the hereditarily unfit,
and the disabled.

These ideas were brought together in 1919 by Adolf
Hitler (1889–1945), a former frontline soldier born in
Austria. Hitler believed, like other ultranationalists, that
Germany’s defeat in World War I had been caused by
Jewish-led revolutionaries within Germany who had
administered a “stab in the back” to the supposedly unde-
feated German armies. For Hitler, war and revolution
legitimized the use of violence for political ends. The
threat of communism, seen by the Nazis as part of the
worldwide Jewish conspiracy against Germany, justified
for them the use of extreme force in the defense of
German racial interests. In 1920 members of the Nazi
movement founded a paramilitary wing, which by 1924
had become the Stormtrooper Organization. It was
designed to inflict maximum violence on the Nazis’ oppo-
nents. By the mid-1920s the Nazi movement had adopted
the “leadership principle” by which the commands of
Hitler, known as the Führer (“Leader”), were transmitted
down through the ranks and had to be obeyed without
question.

RISE AND TRIUMPH TO 1933

Nazism owed a good deal to the example and inspiration
of Italian Fascism, from which it borrowed the Fascist
salute, the cult of the “leader,” the use of violence, the glo-
rification of youth, and the relegation of women to the
primary function of childbearing. Imitating Benito
Mussolini’s mythical “March on Rome” in 1922, which
had led to the appointment of the Italian Fascist leader as
Italy’s prime minister, Hitler staged a putsch in the
Bavarian capital, Munich, on November 9, 1923, the
anniversary of the outbreak of the 1918 German
Revolution. He marched on the city center with the inten-
tion of taking it over and then marching on the German
capital, Berlin, but he had failed to win the support of the
army, the police, or business and political elites, and the
putsch was dispelled in a hail of gunfire. Hitler was tried
for treason and briefly imprisoned.

On his release, Hitler reorganized the Nazi move-
ment and gained new supporters. The movement now
focused on winning votes. In the national election of
1928, however, it won only 2.6 percent of the vote. In
1929 the Wall Street crash caused the withdrawal of U.S.
loans to German businesses, leading to bank failures and
bankruptcies on a huge scale. By July 1932 over a third of
the German workforce was unemployed. Those without
jobs flocked to the Communist Party, which rapidly
increased in strength. Alarmed, the middle classes turned
to the Nazis, who seemed the only party ruthless enough
to stop a revolution. Campaigning with ceaseless energy,
the Nazis also won over many first-time voters, many pre-
viously unorganized workers, and numerous Protestant
peasants. In the elections of July 1932 the Nazis won 37.4
percent of the vote, becoming Germany’s largest party.
Only the Catholic Centre Party, the Social Democrats,
and the Communists retained significant electoral support
in the face of the Nazis’ popularity.

THE NAZI SEIZURE OF POWER

By this time, democratic government in Germany had col-
lapsed under the strain of social conflict during the
Depression, and the country was being led by a succession
of men who wanted to destroy the democratic system 
and impose authoritarian rule in order to defeat the
Communists and revive Germany’s international fortunes.
But they needed popular support. On January 20, 1933,
the Nazis were co-opted into a national government headed
by Hitler but with a majority of non-Nazi conservatives
who hoped to use them for their own ends.

Over the following months Hitler outmaneuvered
them completely. On February 28, 1933, following the
burning down of the Reichstag (the national parliament
building), Hitler persuaded President Paul von
Hindenburg to issue a decree suspending civil liberties.
Thousands of Communists were arrested and thrown into
hastily erected concentration camps, where they were
soon joined by many Social Democrats and trade union-
ists. On March 23, 1933, Hitler persuaded members of
the Reichstag by a mixture of threats and promises to pass
the Enabling Law, which allowed the cabinet to pass laws
without parliamentary or presidential approval. Murder
and intimidation forced the remaining political parties to
dissolve themselves by the summer of that same year.

NAZISM AND WAR

Hitler called his state the Third Reich, connecting it to the
First Reich (the Holy Roman Empire), founded by
Charlemagne in the year 800 and lasting a thousand years,
and the Second Reich (the German Empire), founded by
Bismarck in 1871. Many new laws were introduced, mak-
ing opposition a capital offense, “coordinating” the media
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under the new propaganda ministry, dismissing political
opponents and dissenters, and above all, depriving Jewish
Germans of their rights and their livelihoods. Hitler began
immediately preparing Germany for a war of conquest in
the east. In 1936 German troops marched into the
Rhineland, an area established as a demilitarized zone by
the 1919 peace settlement. In March 1938 Germany
annexed the German-speaking state of Austria. Then, in
September 1938, using the threat of war, Hitler secured
an international agreement to annex the German-speak-
ing part of Czechoslovakia. In March 1939 German
troops marched into the rest of the country, making it
clear to all that the Nazis were aiming not just to revise the
peace settlement, but also to conquer eastern Europe and
achieve European domination. When the German army
invaded Poland in September 1939, Britain and France
declared war.

Nazism had sought before 1939 to drive German
Jews out of the country to prevent a repeat of the “stab-in-
the-back” of 1918. After invading Poland, the Nazi
administration forced the country’s large Jewish popula-
tion into ghettos, where many starved. Following the
invasion of the Soviet Union, further emigration of Jews
from Germany was banned. The Nazi belief in a world-
wide Jewish conspiracy to undermine Germany culmi-
nated in the conviction that the United States—which
entered the war informally in summer 1941 with its deci-
sion to supply Germany’s enemies with raw materials and
armaments—was working with the Soviet Union and
Britain to destroy the Third Reich.

By the end of 1941 the decision had been made to
transport all European Jews to specially created camps in
the occupied parts of eastern Europe where they would be
killed, thus inaugurating what later became known as the
Holocaust. Many people thought to be undermining the
German war effort or the values of Nazism—including
homosexuals, gypsies, Jehovah’s Witnesses, African
Germans, petty criminals, and “asocials”—were also exter-
minated. In addition, up to 200,000 German inmates of
mental hospitals and institutions were killed, nearly half
of them by gassing, the rest by starvation or lethal injec-
tions. Finally, a “General Plan for the East” envisaged the
death by starvation of up to 30 million Slavs, and as a
start, at least 3.3 million Soviet prisoners of war were left
to die of hunger and disease in German camps.

DEFEAT AND AFTERMATH

Nazism’s ambition for the racial reordering of Europe
could not be fulfilled. The combined strength of the
Soviet Union, the British Empire, and the United States
inflicted total defeat on Germany, many of whose towns
and cities had been destroyed by bombing by the time
peace was signed on May 8, 1945. Hitler and many other

leading Nazis committed suicide. The others were tried
for war crimes by the International Military Tribunal at
Nuremberg, setting an important precedent. Many were
found guilty and executed or sentenced to long terms of
imprisonment.

There was no serious resistance to the Allied occupa-
tion of Germany; Nazism’s support, dependent on the
charismatic force of Hitler and seduced by the belief that
might is right, vanished when Hitler died and Germany
was defeated. The genocidal crimes of Nazism were widely
publicized. Since 1945, neo-Nazism has everywhere been
a fringe, extremist movement, despite gaining some sup-
port in times of economic depression, and neo-Nazis have
been forced to deny the reality of the Holocaust, even
while claiming that Jews have too much influence in the
modern world. Neo-Nazi movements are illegal in many
countries, and the major focus of racist extremism today
is against racial minorities in postcolonial Europe. White
supremacists in the United States and neo-Nazis in
Eastern Europe often express admiration for Hitler, but
they have to confront the fact that Nazism led to the
extermination of millions of Slavs and other Europeans.

SEE ALSO Anti-Semitism; Aryans; Authoritarianism;
Civilizations, Clash of; Concentration Camps;
Ethnocentrism; Eugenics; Fascism; Genocide; Great
Depression; Hitler, Adolf; Holocaust, The; Mussolini,
Benito; Nationalism and Nationality; Personality, Cult
of; Racism; Totalitarianism; White Supremacy; World
War I; World War II
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NECESSITIES
Necessities may be defined as imperative needs that moti-
vate wants and desires. Survival necessities such as food
and water motivate intense wants and desires, so intense
that people may struggle to the death to satisfy them.
However, humans live “not by bread alone,” and they may
go on hunger strikes for what they see as higher impera-
tives than survival. This essay deals with both survival
necessities and “higher” necessities.

Survival necessities may be divided into physical,
social, and psychological. Physical necessities include air,
food, water, shelter, warmth, excretion, and exercise.

Social necessities include sex, reproduction, and care-
taking of children. Reciprocally, children must have care-
takers and require constant attachment figures. Sexual and
caretaking necessities require families, and families have
been the core of evolutionary survival groups. Such groups
comprised clans and tribes consisting of up to hundreds of
people. These survival groups in turn had two necessities:
territory and organization. Territory provided a defensive
perimeter and sources of shelter and food. Organization
provided specialization of roles and a hierarchy of leaders
and followers. A well-functioning group could now com-
pensate for human biological vulnerability to predators
and natural disasters. It could coordinate hunting and
defense, distribute resources down a hierarchical line, reg-
ulate sexuality, and care for its offspring.

Psychological necessities are sensations and emotions of
satisfaction and pleasure that signal and regulate fulfil-
ment of physical and social necessities. Dissatisfactions
and displeasures signal lack of fulfilment of such necessi-
ties. Examples of pleasurable and unpleasurable opposites
are satiety and hunger, security and fear, sexual satisfaction
and frustration, and belonging and being alone. The
intensity of the quest for satisfactions and avoidance of
displeasures reflects the importance of the necessities that
sensations and emotions regulate.

Humans share with other social animals the necessi-
ties examined thus far. “Higher,” exclusively human,
necessities reflect evolution of ever-newer platforms of
organization in the human brain and within the mind.
Once basic survival necessities are satisfied, fulfilments of
ever-higher levels of necessities take over the insistent
motivation of earlier necessities. Though higher necessi-
ties appear to fulfill purely human desires and motiva-
tions, they are ultimately connected to survival needs, and
assume their urgency.

Aristotle noted progression of human desires from
the body to reason or soul. In modern times, Abraham
Maslow described a hierarchy of human needs, ranging
from physiological needs through needs for safety, love
and esteem, to actualization of potentials. Both Aristotle

and Maslow maintained that once basic needs were satis-
fied, higher needs took over their urgency.

Divergence from animal necessities to purely human
ones may be seen in moral necessities. Some animals, such
as dogs, exhibit primitive guilt, but only humans have
complex moral necessities that align individual and group
survival needs. Moral necessities include positive external
judgments (of virtue, worth, and justice) and a corre-
sponding praiseworthy conscience (that one is good, lov-
able, and righteous). Negative judgments of badness,
worthlessness, and injustice evoke guilt, shame, and a
sense of wrongdoing.

The level above morality is that of ethics. It includes
ideals of proper behavior and codes of conduct, values
such as honor and human dignity, and principles of jus-
tice such as human rights. These concepts subsume sur-
vival needs such as space, territory, and distribution of
resources, but go beyond them. Even so, the abstract con-
cepts and ideas maintain the original motivations and
urgency. For instance, people may risk survival in strug-
gles for justice, freedom, and dignity, or kill themselves if
they feel that they have lost their honor.

The level of beliefs, religions, and ideologies encom-
passes all prior levels and in addition provides theories of
causation of the world and its disasters, and blueprints for
action that bring imminent earthly solutions, or resolu-
tions in the next world. This level also includes evolution
of symbols that stand for complex issues. For instance, a
flag may symbolize patriotism, which itself symbolizes the
whole path back to tribe and territory and defense against
enemies. Symbols can assume the intensity of their pre-
cursors. People may die for the flag or the cross, or an idea
such as democracy. This level and subsequent ones fulfill
necessities that have been called spiritual.

The next level contains the necessity to be part of a
sensible universe in which one has a significant niche.
Such a universe provides answers to questions of life and
death, order and chaos, good and evil, beginnings and
endings, times and connections. It provides a sense of awe
and sacredness, of mystical consciousness, of the numi-
nous and the sublime.

With the evolution of self-consciousness, humans
developed a need to see themselves as significant identities
who subsumed all prior levels, but now in addition to
those levels required existential meanings and purpose.
Without them, people could feel that their lives were
pointless. It became necessary for people to be self-con-
sciously content and happy, fulfilling their human capac-
ities at all levels and in all forms of loving and satisfying
relationships. In addition, meaningful self-awareness
involved creativity, ranging from procreation to creation
within different art forms and in science. Helping others
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to feel secure and fulfilled and providing comfort and
beauty for others could also be existentially meaningful.

Finally, humans have a need to know and understand
the truth about themselves and their universe. This neces-
sity is expressed variably as the need to discover the face of
God, the human soul, beauty, reason, wisdom, or truth.
They may be necessities for the completion of a full,
wholesome life.

Because fulfilment necessities derive from survival
ones, and because survival necessities may vary and be
contradictory according to circumstances, fulfilments at
higher evolutionary levels may also display conflicts and
contradictions. For instance, sometimes it is noble to kill;
at other times it is evil. Even wisdom can reflect contra-
dictory survival experiences, as seen in the sayings “You
reap what you sow” and “The good die young.”
Understanding strategies of survival (caretaking, attach-
ment, goal achievement, goal surrender, fight, flight, com-
petition, cooperation) and their ramifications may
provide a framework for understanding the intricacies of
necessities at different levels. Understanding survival
necessities may help people both to survive better and to
fulfill their higher human necessities.

SEE ALSO Competition; Cooperation; Ethics; Food;
Homelessness; Maslow, Abraham; Morality; Needs;
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NEED FOR COGNITION
In 1982 the American psychologists John T. Cacioppo
and Richard E. Petty proposed that people differ with
respect to their tendency to engage in and enjoy effortful
cognitive activity. People high in need for cognition are
characterized as having a propensity toward seeking out,
acquiring, and thinking critically and carefully about
information in order to make sense of the world around
them. In comparison, people low in need for cognition are
characterized as being more likely to rely on low-effort
heuristics or rules of thumb (e.g., “what do the experts
say?”) to achieve such understanding.

Considerable research attests to the validity of this
distinction between individuals high and low in need for
cognition. It has been repeatedly found that people higher
in need for cognition (as measured by the Need for
Cognition Scale) remember more of the information to
which they are exposed. This result is consistent with the
basic memory literature, which demonstrates that think-
ing about and elaborating on information improves its
subsequent recall. When they encounter events that are
unexpected, individuals high in need for cognition tend to
spontaneously generate explanations to account for such
events. Individuals low in need for cognition, on the other
hand, generally lack the motivation to engage in such
effortful explanatory processing.

Their willingness to exert themselves cognitively can
often help people high in need for cognition avoid some
common judgmental biases. Research indicates that a
higher need for cognition can assist individuals in over-
coming the fundamental attribution error—the tendency
to attribute another’s behavior to dispositional causes (i.e.,
to his or her unique qualities) even when clear situational
factors were present that would have caused most people
to behave similarly. The fundamental attribution error is
known to be most severe when people fail to deliberately
and effortfully consider the role of the situation in gener-
ating explanations for the behavior of others. Because they
are more disposed to engage in this kind of processing,
those high, as compared to low, in need for cognition will
make attributions that more appropriately reflect the
influence of situational variables.

The factors that lead people to change their attitudes
seem to depend heavily on their need for cognition.
Individuals high in need for cognition respond best to
strong arguments that are cogent and backed up with
compelling evidence. They scrutinize and reflect carefully
on the presented arguments, and to the extent that their
thoughts about the message are on balance favorable, they
will modify their attitude in accordance with the message.
Because assessing argument quality requires considerable
cognitive effort, people low in need for cognition rely
instead on more heuristic cues, such as the expertise of the
communicator or the source of the message, to help them
decide whether to agree or disagree with the message.

It should be noted that these differences in need for
cognition can be moderated by the demands of the situa-
tion. When a situation strongly calls for effortful cognitive
processing, people low in need for cognition are quite capa-
ble of matching the quality and quantity of thinking exhib-
ited by people high in need for cognition. Similarly, some
situations require minimal cognitive engagement to negoti-
ate; in such instances, even individuals high in need for cog-
nition may refrain from cognitively exerting themselves.

SEE ALSO Attitudes; Persuasion
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NEEDS
Human needs are advocated, rejected, or problematized
by different groups of scholars. This essay deals only with
the first group. For surveys of “rejectors” and “problema-
tizers” see Doyal and Gough (1991) and Springborg
(1981), respectively. Human needs are grounded in
human nature as Williams (1987, p. 101) and Gasper
(2002, section 6.3) argue. Márkus (1978) systematizes
Marx’s views: Human beings distinguish themselves from
animals as their vital activity, work, is oriented toward
need satisfaction through mediations (tool-making 
animal ), a view confirmed by modern paleoanthropolo-
gists (e.g., Leakey 2001). Through work humans become
universal natural-historical beings capable of transforming
all natural elements into objects of their needs and activi-
ties and of developing their human essential forces (needs
and capacities) and creating themselves. Through work,
which breaks the animal subject/needs-object fusion and
makes human conscience and self-conscience possible,
humans become a universal conscientious being, as con-
science expands with work objects. In work the conditions
of humans as social universal beings are given. Work is
always social: Men and women work for each other using
inherited means and capacities. Lastly, human beings are
free beings who can actualize, by their conscious decision,
the objective possibilities created by social evolution.

According to Maslow ([1954] 1987, chapter 4),
human needs are instinctoid as men and women only
inherit the impulse but have to learn the other two ele-
ments of instincts (object, activity). Fromm ([1955] 1990,
p. 23) argues that at a certain point of evolution, life
became self-aware and action ceased to be determined by
instincts. This rupture in the dominion of life by instincts
is the same implied in work as a mediated activity, as tool
making is not instinctual and means a huge liberty leap.

Marx ([1857] 1973) conceives needs (except biologi-
cal original needs) as produced in a similar sense as prod-
ucts and capacities are produced. Production creates not
only consumption objects but also consumption modes,
consumption impulses, and the consumer himself. The

historical character of human needs expresses itself in the
humanization of biological needs and in the creation of new
needs devoid of biological roots : for example, aesthetic and
cognitive needs. Marx’s conception contrasts with neoclas-
sical economics’ instrumentalist view of production at the
service of the sovereign consumer and his preexistent pref-
erences, not needs (Rothenberg 1974).

Wiggins (1998) distinguishes needs from desires/
wants and defines rigorously needs and the needed object.
In the following three paragraphs his ideas are explained
and other viewpoints are incorporated.

Distinguishing needs from desires/wants. Needs are not
strong or unconscious desires (or preferences):

Unlike desire, or want, then need is not evidently
an intentional verb. What I need depends not on
thought or the workings of my mind (or not only
on this) but on the way the world is. Again, if one
wants something because it is F, one believes or
suspects that it is F. But if one needs something
because it is F, it must really be F, whether or not
one believes that it is. (Wiggins 1998, p. 6)

Doyal and Gough (1991, p. 42) distinguish between
objective needs conceived as goals universally associated
with prevention of serious harm and subjective wants, which
are not.

Need and human harm. The special force of the term
need and the normative character of noninstrumental but
categorical/absolute needs come from the noncontroversial
character of its purpose, avoiding human harm or human
flourishing (Wiggins 1998, pp. 9, 13). Doyal and Gough
(1991, pp. 2, 39) adopt the similar concept of serious harm
(“significantly impaired pursuit of goals”) or flourishing
but also define needs as universal, with which Fromm
([1955] 1990, chapter 3) and Max-Neef, Elizalde, and
Hopenhayn (1986, p. 27) agree: If all human beings have
the same capacity to suffer serious harm or to flourish, all
have human objective basic needs conceived as universaliz-
able goals, Doyal and Gough argue. Fromm and Maslow
identify the serious consequences of unsatisfied needs as
physical or mental disease: For example, Fromm ([1955]
1990, pp. 30–36) identifies narcissism (which in its
extreme forms is equivalent to insanity) as the consequence
of the insatisfaction of the need for intimate relations.

On the definition of the needed object and needs.
Wiggins defines the object needed: “A person needs x
(absolutely) if and only if, whatever morally and socially
acceptable variation it is … possible to envisage occurring
within the relevant time span, he will be harmed if he goes
without x ” (1998, p. 14). He also defines needs as “states
of dependency (in respect of not being harmed), which have
as their proper objects things needed” (1998, p. 16). This
distinction of satisfiers and needs is made by many
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authors, and Max-Neef et al. (1986, pp. 41–43) also dis-
tinguish satisfiers from goods as different analytical spaces
in the sense of spaces developed by Amartya Sen (1983, p.
335). Orthodox economists, and paradoxically Sen
(1985), usually restrict satisfiers to goods and services,
whereas Lederer (1980) identifies objects, relations, and
activities as satisfiers and Boltvinik (2007), on the base of
Márkus’s description of Marx’s conception of human
nature and of Max-Neef ’s satisfiers and needs matrix, has
identified seven types of satisfiers: goods; services; activi-
ties; relations; information, knowledge and theories;
capacities; and institutions.

Needs constitute what is called “thick ethical con-
cepts,” speaking of which “factual description and valua-
tion can and must be entangled” (Putnam 2002, p. 39).
To use this term “with any discrimination one has to be
able to identify imaginatively with an evaluative point of
view.” Needs, poverty, and Sen’s capabilities are entangled
terms in which description depends on evaluation
(Putnam 2002, pp. 62–63). The entanglement thesis
defeats many frequent criticisms addressed to scholars on
the grounds that they incorporate values, and we can illus-
trate this with Fitzgerald’s criticism of Maslow. When
Fitzgerald (1977, p. 49) states, “Speaking on the need of
self-actualisation is either tautological or unequivocally
normative” (that is, it is not synthetic or falsifiable), he
adopts the logical positivists tripartite classification of all
judgments, which constitutes the expression of the
fact/value dichotomy: (1) synthetic or falsifiable; (2) ana-
lytical (false or true by the rules of logic only, and thus
tautological); (3) without cognitive meaning (ethical,
metaphysical, and aesthetic judgments). He thus states
that speech on the need for self-actualization is located in
categories 2 or 3.

Poverty (usually defined as economic incapacity to
satisfy needs) is a central field of application of the con-
cept of needs and is dominated by economists who are
advocators of the fact/value dichotomy and rejectors of
the concept of needs. As they conceive that rationality
cannot be present in matters of values, they assume, and
insist on it all the time, that the definition of the poverty
threshold (highly charged with values) is an arbitrary act
by the researcher, promoting a total void on this topic and
making it easy for all those who want to minimize the
extent of poverty to use thresholds that deny most human
needs. They are impoverishing poverty studies in the same
way that they impoverished welfare economics, as Putnam
(2002, chapter 3) describes.

SEE ALSO Development Economics; Ethics; Fromm, Erich;
Functionings; Marx, Karl; Maslow, Abraham; Needs,
Basic; Poverty; Sen, Amartya Kumar; Universalism;
Want Creation; Wants; Welfare; Welfare Economics
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NEEDS, BASIC
People’s basic needs include the requirements for survival,
health, and fulfilment: food, water, warmth and, shelter at
one extreme and self-expression and self-actualization at
the other. However, questions of how to understand, iden-
tify, and meet basic needs remain somewhat contested.

Sigmund Freud (1856–1939) proposed two primal,
biologically based instincts: self-preservation and fulfilling
the sexual drive to procreate (Rickman 1937, p. 85), distin-
guishing the need for life from the death wish, or the
aggressive drive to destroy or even self-destruct (Freud
1933, pp. 133–144). Carl Jung (1875–1961) transcended
Freud’s individualistic notion of instinct, incorporating his-
torical and cultural factors that externally impel the person
(Progoff 1953, pp. 33–39). Jung proposed that in later life
a psychologically healthy person shifts from fulfilling more
basic needs to a focus on self-realization, and this informed
Henry Murray’s ideas about self-actualization (1938).

Abraham Maslow (1908–1970), influenced by
Murray, developed his hierarchy of needs in the early
1940s (Maslow 1943), based on a five-level pyramid from
people’s most basic physical “deficiency” needs to the most
fulfilling “growth” needs, the satisfaction of each making
possible the progression to the next. While deficiency
needs leave the individual at rest when met, growth needs
persist, continuing to motivate the person. The pyramid
includes: (1) biological and physiological needs, for air,
food, drink, sleep, shelter, warmth, and sex; (2) safety
needs, for protection and security boundaries; (3) affec-
tion and belonging needs, for loving relationships in the
family and satisfaction at work; (4) esteem needs, for
appreciation by others, status, reputation, and recognition
of achievements; and (5) self-actualization needs, for per-
sonal development and fulfilment. Three more levels of
growth needs were added in the late 1960s (Maslow
1999), their precise origins being uncertain, however.
These included (6) cognitive needs, for knowledge and
understanding; (7) aesthetic needs, to create or appreciate
beauty and harmony; and (8) transcendence needs,
enabling other people to achieve self-actualization.

Maslow drew on anthropologist Ruth Benedict’s
application of the concept of synergy in cultures where
cooperation was rewarded to everybody’s benefit, applying
this concept to work organizations to increase motivation,
functioning, and production. He studied how to achieve
synergy—that is, convergence—between the interests of

the commercial organization and its employees through
enlightened management based on humanistic theories
about meeting people’s needs.

Maslow’s optimistic view of human nature and the
satisfaction of needs informed Douglas McGregor’s
Theory Y (1960). McGregor proposed two contrasting
managerial theories about human nature: theory X, that
people meet their basic needs by expressing their funda-
mental selfishness and laziness; and theory Y, that they
meet their needs by expressing fundamental tendencies
toward being cooperative, hardworking, and productive.

From an economic perspective, John Maynard Keynes
(1930) distinguished basic or absolute needs—for food
and drink, for example—which are limited because they
disappear once a person is satisfied, from relative needs—
for advancement and superiority over other people—
which are insatiable. However, more affluent people’s
needs to enjoy eating and drinking beyond satisfying basic
appetites are widely recognized. Also, there are many fur-
ther reasons why both absolute and relative needs are insa-
tiable, such as the desire to improve one’s quality of life.

Perspectives on responding to basic needs have wide-
spread application beyond psychological work with peo-
ple, including social policy, counseling, health care, social
care, and education. Jonathan Bradshaw (1972) distin-
guishes four categories of social need: normative, judged
according to a predetermined norm or standard; compar-
ative, specified in relation to the needs of other people;
felt, or wants experienced by people rather than judged by
others; and expressed, as stated by people in the light of
their experience. The strengths perspective developed by
Dennis Saleeby (2002), involves assessing people’s needs
from their strengths and potential rather than simply
deficits, building on their existing knowledge, skills, and
resources to enable them to cope with challenges and dif-
ficulties. Person-centered assessment involves keeping
individual needs at the center throughout the process of
assessment and ensuring that the person’s perception of
his or her basic needs is always taken into consideration at
every stage. In these terms, analysis of basic needs is more
holistic, assessing the needs of whole person: the stage of
the life course reached, the capacity of relatives, partners,
and careers to respond to needs, and the resources avail-
able in the family, neighborhood, and wider environment.

Conceptions of basic needs not only cross discipli-
nary boundaries but also have transnational currency,
although the ways these are presented may foster an illu-
sion of global consensus rather than reflecting the reality
of the contested nature of proposed responses, including
those based on human rights. Basic needs derive not just
from what are held to be physical or psychological imper-
atives but also from socially and politically constructed
statements, some of which cross cultural and national
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boundaries. The 1948 UN Declaration of Human Rights
asserts that all people share rights and freedoms, irrespec-
tive of their age, race, birth, or other differences. Many
such statements of rights translate directly into statements
of human need. Thus, in Article 3, “Everyone has the
right to life, liberty and security of person,” the words
“basic need for” could be substituted for “right to.”
Similarly, the 1990 UN Convention on the Rights of the
Child implies that children, from prebirth to adulthood,
have needs and rights over and above those of adults.
Many children are more vulnerable to their basic needs
not being met through poverty, homelessness, neglect,
abuse, their own or their parents’ disease or poor health,
and lack of access to education and justice.

Needs are often presented as though they are
absolute, whereas in reality their social construction dif-
fers according to countries and cultures. In the late 1970s,
Frances Stewart (1985) and Paul Streeten et al. (1981)
developed the Basic Needs Approach (BNA) adopted by
the World Bank, aiming to benefit developing countries,
conditional on introducing fiscal policy changes and tax
reforms—the principle of conditionality. The Capability
Approach to understanding poverty has much in common
with the BNA, both going beyond the possession of com-
modities and acknowledging that subjective experience
may be at variance with people’s physical circumstances
(Sen 1985, pp. 82–83).

SEE ALSO Benedict, Ruth; Conditionality; Culture;
Development; Functionings; Keynes, John Maynard;
Maslow, Abraham; Needs; Want Creation; Wants;
World Bank, The
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NEGATIVE INCOME TAX
A negative income tax (NIT) provides an income guaran-
tee to families without other sources of income, but taxes
away that guarantee as the family’s earnings increase. An
NIT is thus usually specified in two parts: (1) the guaran-
teed income for families with no other income; and (2) the
marginal tax rate on earnings. It is a negative tax in the
sense that low-income families receive a tax credit from the
government rather than paying taxes to the government.

The idea of an NIT is often credited to Milton
Friedman and James Tobin, who conceived it in the 1960s
as a unified alternative to the complex array of means-
tested cash and in-kind assistance programs that were avail-
able (and continue to be available) in the United States.
They envisioned an NIT that would be administered by
the U.S. Treasury as part of the overall tax system, thus
eliminating much governmental bureaucracy in providing
assistance to low-income families. The NIT was intended
to ensure that families had adequate income regardless of
their earnings while encouraging work with a lower mar-
ginal tax rate than under other means-tested programs.

Versions of the NIT were studied in four large-scale
randomized experiments in the United States and one in
Canada beginning in 1968. The experiments were con-
ducted because of concerns that the income guarantee
would discourage some adults from working and because
of concerns about the costs of an NIT. The findings gener-
ally confirmed the expectations that higher levels of guar-
anteed income would reduce work effort and that lower
marginal tax rates would encourage work. The results were
especially strong among married women. However, the
labor supply response in the NIT experiments was modest
compared to prior nonexperimental estimates. Perhaps the
most surprising result—and one of the most controversial

Negative Income Tax
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and disputed—was that the NIT encouraged married cou-
ples in Seattle and Denver to break up.

Although the NIT in its original form has not
become policy, the idea and the randomized experiments
inspired a number of similar policy changes and addi-
tional randomized experiments. The Earned Income
Credit in the United States is similar to the NIT but aims
to reduce work disincentives by providing a refundable
income tax credit only to families with earnings and by
increasing the tax credit with earnings up to a certain
point. Two Canadian provinces tested what was essentially
an NIT with a work requirement that subsidized only
those who worked 30 hours or more per week. Earned
income disregards in many welfare and other systems use
the NIT’s basic notion that reduced tax rates will encour-
age work by slowly reducing means-tested benefits when
earnings increase. In Germany a Targeted Negative
Income Tax has been designed to encourage work among
the long-term unemployed.

SEE ALSO Income Maintenance Experiments
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NEGATIVE
REINFORCEMENT
SEE Reinforcement Theories.

NEGOTIATION
Resolving a family dispute, concluding a business deal,
settling a lawsuit, or agreeing to end hostilities all involve
negotiation. Negotiation is a common technique for
resolving disagreements and conflicts that arise between
individuals, businesses, or nation-states. It is particularly
important in the political arena, where violence has been
and continues to be used as a way to reconcile competing
values and interests. Negotiation is a nonviolent method
of regulating political competition and resolving conflicts
that competition inevitably creates. It is a prominent fea-
ture of democratic political systems and the democratic
norm of bounded competition. Likewise, negotiation in

international politics is a technique of regulated argument
between nation-states seeking to arrive at a mutually
acceptable outcome on an issue or issues of common con-
cern. It is an important function of diplomacy and central
to the functioning of the international system.

Negotiation is a process of communication between
two or more parties whose interests in an issue or issues
overlap or conflict. As a process, it provides a channel for
identifying common or conflicting interests and reaching
agreement on collective action or compromise. The nego-
tiation process can be either competitive (there are win-
ners and losers as a result of negotiations) or collaborative
(the outcome of a negotiation is one of mutual gain or
“win-win”). Negotiations that are primarily competitive in
approach are often conceptualized as a game or strategic
contest like chess or checkers. The fundamental objective
of the participants in this kind of negotiation is to prevail
over their opponent within mutually accepted rules and
procedures. Positional bargaining is the tactic commonly
associated with this approach. Negotiations that are col-
laborative in approach emphasize common interests as the
basis for a dialogue. The goal of the participants in this
kind of negotiation is to achieve a result that is minimally
acceptable to all involved. The tactic identified with this
approach is called interest-based bargaining. While the
competitive approach to negotiations is the most preva-
lent, the collaborative approach is considered to produce
better and more lasting outcomes. Whether a negotiation
is competitive or collaborative depends on a number of
contextual and situational factors, such as the negotiation
environment or setting, the issues and actors involved,
and the strategies or bargaining tactics employed.

It is common to think of the negotiation process in
terms of stages or phases. There are a variety of ways of
dividing the negotiation process into its component parts.
One popular framework divides the process into three
stages—the prenegotiation stage, the formula stage, and
the detail stage. Another divides the process into five
phases—preparation, beginning, middle, end, and imple-
mentation. In any case, negotiations are predicated on
recognition that an issue under contention is negotiable.
For negotiations to take place, the parties in conflict must
agree on the possibility that a negotiated settlement may
prove advantageous to all concerned. This aspect of the
preparatory or prenegotiation stage is perhaps the most
difficult, particularly in conflicts where the stakes are
high. Once the need and willingness to negotiate is estab-
lished, two other matters are then taken up—the agenda
and the procedures. Setting an agenda and establishing
the procedures for talks can also be very difficult and con-
tentious though less so in matters of low importance or if
the stakes are low. After the agenda (what issues are to be
discussed and in what order) and the procedures (the for-
mat, venue, the level and composition of delegations, and
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timing) have been settled, the formal negotiations com-
mence. In this stage of the process, the parties through
designated negotiators engage in the give-and-take of the
negotiation process. In many cases, negotiators will ini-
tially try to agree on the broad principles of a settlement
(the formula stage) followed by negotiations on the details
of the agreement (the details stage). Ostensibly the nego-
tiation process ends when an agreement (e.g., a contract,
treaty, protocol) is signed, though it is argued that the
process often extends to a postnegotiation or implementa-
tion stage.

Although the negotiation process in the international
arena displays many of the same characteristics and operates
according to many of the same rules developed 300 years
ago, it has become much more complex as the international
system has evolved. Today, international negotiations,
which are predominantly multilateral and conducted
within established international institutions, such as the
United Nations, the World Trade Organization, and the
International Monetary Fund, address a host of contentious
global issues (e.g., climate change, human rights,
HIV/AIDS) beyond the traditional military-security con-
cerns (e.g., arms control, Arab-Israeli conflict) and involve
a vast number of nonstate actors (e.g., nongovernmental
organizations, networks of experts or specialists—so-called
epistemic communities, multinational or transnational cor-
porations) active in the international arena. These and other
situational factors have altered the dynamics of interna-
tional negotiations, making an already complicated, ardu-
ous, and time-consuming process even more so. At the
same time, new and innovative negotiation forums have
developed—so-called track two negotiations in which
individuals or nongovernmental organizations rather than
government officials are the negotiators—that supple-
ment or complement traditional “official” international
negotiations.

SEE ALSO Civil Society; Conflict; Diplomacy; Foreign
Policy; Game Theory; Government; International
Monetary Fund; International Relations; Legal
Systems; Nation; Nongovernmental Organizations
(NGOs); North Atlantic Treaty Organization;
Partition; Peace; Peace Process; Secession; Settlement,
Negotiated; United Nations; World Trade
Organization
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NEGRITUDE
SEE Pan-Africanism; Socialism, African.

NEGRO
The term Negro emerged as a social and political marker
for Africans south of the Sahara in the fifteenth century.
In its earliest usage it generally referred only to color and
could be applied to anyone viewed as black, nonwhite, or
non-European. Negro derives from the Latin niger, mean-
ing “black,” and became Negro/a in Spanish and
Portuguese. (The letter a signifies the grammatical femi-
nine form of the word.) When the Portuguese began to
enslave Africans in Portugal in the 1440s, the term
became synonymous with “slave” and was used by the
Spanish as they carried slaves from West Africa to New
World societies at the beginning of the sixteenth century.

The meaning of the term was modified by the histo-
ries of slavery in the New World, and as it entered other
languages its meanings percolated through the social real-
ities of each society. That is to say, while the denotations
were similar, the connotations varied over time and space.
However, the creation of mixed-race populations through
miscegenation required new labels that connoted different
statuses, particularly for those who were free.

By the beginning of the seventeenth century, Negro
was synonymous with “slave” in Latin America. By the
nineteenth century, however, the number of free blacks
and mixed-race groups was so great that a régimen de cas-
tas (caste regime) was enacted to govern blacks and mixed-
race groups. These laws restricted them to an inferior legal
status, reserving social and economic mobility for whites.
New terms allowed different groups to distance them-
selves from the negative implications of Negro/a, which
came to signify poverty, crime, and many forms of degen-
eration. The term prado/a referred to mixed-race or
brownness. There was also a long list of other terms such
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as mulatto, mestizo, or moreno that identified a nonwhite
heritage but in a diluted form.

The meanings of these terms cannot be uncoupled
from the struggle over citizenship that came to most of
these societies in the late nineteenth century and early
twentieth century. However, the leaders and intellectuals
in these countries believed fervently in racial determinism
and “had no doubts that the historical trajectories of indi-
viduals, nations, and peoples were irrevocably determined
by their ‘racial’ ancestry” (Andrews 2004, p. 118). In spite
of the claims of universal citizenship that took hold after
slavery, the Negro/a or black had to either disappear or be
transformed into an insignificant entity. Most of these
nations therefore embarked on a campaign of whitening
through immigration to create “white republics” rather
than mixed-raced ones. These campaigns failed, but the
effort to dilute blackness through narratives of brownness
or mestizaje (“race mixing”) continues. But for the black
population, the effort to claim racial identity and push for
acceptance into the larger society found expression in
labor struggles but also resulted in an ambivalent relation-
ship to the term Negro/a or blackness. For example, in
Brazil and Colombia organizations have emerged that cel-
ebrate blackness, and efforts are in place to develop polit-
ical representation based on race. Yet blacks struggle over
their desire to be accepted as citizens, and as blacks some
embrace mestizaje as a way to avoid dilemmas associated
with the term Negro/a. One example of the tensions that
remain over blackness is in the use of the diminutive form
negrito/a. This is a term of endearment and affection in
societies where the term Negro/a is a pejorative label.

In North America the term Negro migrated into
English from Spanish and Portuguese and was used to
identify African people both slave and free. By the 
mid-eighteenth century the term was synonymous with
“slavery” even though many blacks were free. By the nine-
teenth century Negro was corrupted to the even more sin-
ister slur nigger. According to the historian Michael
Gomez, the term Negro was not accepted by Africans, who
generally continued to use the term African or their mem-
ory of specific ethnic terms such as Ibo or Yoruba. Though
these practices varied in degree from place to place, evi-
dence suggests that blacks effectively resisted a racial clas-
sification until around 1830, when a black consciousness
emerged in response to the continued degradation of slav-
ery and the attempt to send free blacks back to Africa. At
this moment of history blacks embraced the term colored
or Negro instead of African as an effort to claim their citi-
zenship and push their demand for an end to slavery.

By the latter half of the century, after slavery’s demise,
the term Afro-American competed with Negro for most
blacks as a term of both citizenship and a global identity.
The debate over naming was shaped by the massive deni-

gration of African people and the poverty and powerless-
ness of Africa in the colonial age. The term colored was
rejected in favor of Negro, which was a term of validation
for many. Alexander Crummell, his political pupil 
W. E. B. Du Bois, and the intellectuals in the American
Negro Academy campaigned to have the term capitalized.
Black nationalists pushed for the term Anglo-American,
while many women’s organization registered a preference
for Afro-American.

In the first half of the twentieth century disenfran-
chisement, lynchings, and segregation became codified in
law and in practice. In the context of the apartheid system
of the South known as Jim Crow, other nonwhites were
also labeled as Negro. These included Chinese, Native
Americans, Asian Indians, and Japanese, all of whom were
subjected to the same Jim Crow laws as African
Americans. These practices were challenged in the courts
and in the culture.

By mid-century the political climate shifted with the
rise of the civil rights movement, and with this shift the
term Negro fell out of favor. For the postwar generations it
became a term of conservatism and complacency. The
civil rights movement embodied a sense of black pride,
and with the rise of decolonization in Africa, the desire to
claim both blackness and an African identity shaped the
battle over name. In the early twenty-first century Negro is
generally used by blacks to reference a person who is polit-
ically unacceptable, and most, though not all, insist upon
African American, rejecting the more racially charged
Negro. But ambivalence over hyphenated terms remains as
well as discomfort and confusion over the term African.
An increasing minority rejects the African designation and
insists on only the term American. Almost no one uses the
term Negro.

SEE ALSO Blackness; Civil Rights Movement, U.S.; Jim
Crow; Moreno/a; Mulattos; Racial Slurs; Racism;
Slavery; Whiteness
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NEHRU, JAWAHARLAL
1889–1964

Born in November 1889, Jawaharlal Nehru would
become India’s first prime minister.

Nehru’s ancestors were Kashmiri Brahmins who had
settled in Allahabad, in northern India. His father, Motilal
Nehru, was a successful barrister and a prominent figure
in the Indian National Congress (INC), which was estab-
lished in 1885.

In 1905 Nehru was sent to England, studying first at
Harrow, then at Cambridge University, and finally joining
the Inner Temple and passing the Bar examinations. By
1905 the INC had begun to shift from a gradualist “mod-
erate” politics to a more “extremist” anti-colonial stance as
evinced by Bal Gangadhar Tilak (1856–1920) among oth-
ers. Jawaharlal, unlike his father, found himself more in
sympathy with this militant position. Nevertheless, dur-
ing the years following his return to India in 1912, Nehru
entered the legal profession through his father’s chambers.
By 1917 he joined the Home Rule League movement
guided by the “extremist” Tilak and the theosophist Annie
Besant (1847–1933).

But it was events in 1919 that drove Nehru into
deeper political involvement with congress’s politics under
the leadership of Mohandas Karamchand Gandhi
(1869–1948). First, the colonial government decided to
continue wartime ordinances into peacetime under the
Rowlatt Act, which would allow the British to hold Indian
political agitators without trial. Gandhi launched an all-
India civil disobedience campaign in protest. Second,
while support for the campaign was uneven, General
Reginald Dyer’s orders on April 13 to fire without warn-
ing upon an unarmed crowd of villagers galvanized Indian
opposition. The villagers, ignorant of martial law regula-
tions, had assembled to hear speeches in the city of
Amritsar. Although Dyer was dismissed from the army,
the House of Lords virtually exonerated him when it
passed a motion in his favor. For Nehru, this was a sign
that it was time for a more assertive struggle to achieve
freedom.

Nehru became an avid supporter of Gandhi and
joined the non-cooperation movement launched by him
in 1920. In February 1927, on a personal visit to Europe,
Nehru attended the International Congress against
Colonial Oppression and Imperialism held in Brussels.
Here he encountered the Marxist and socialist ideas of
other delegates and a few months later he was invited to
the Soviet Union to join in the tenth anniversary celebra-
tion of the Bolshevik Revolution. The socialist reforms
Nehru witnessed left a profound impression on him and
convinced him that as another largely agrarian country

with an impoverished and mostly illiterate population,
India could usefully emulate the Soviet experiment.

Returning with an arsenal of ideas, Nehru urged a
more comprehensive struggle against the British. His ideas
involved supporting an increasingly radical peasant agita-
tion; a distancing from the conservative landlord and
industrial supporters of the congress; and reforms such as
the abolition of landlordism, socialization of the land,
planned economic development, and state acquisition of
key industries for the future. These ideas, however,
brought Nehru into disagreement with Gandhi, who
feared the class struggle they would provoke might frac-
ture Indian unity. While they continued to diverge on
many of these issues, Nehru desisted from openly chal-
lenging Gandhi’s political leadership in the interests of
maintaining a consolidated anti-colonial movement.

With the British “transfer of power” on August 15,
1947, Nehru became India’s prime minister. Assuming
power amid the devastating violence of the partition of
British India into the nation-states of India and Pakistan,
Nehru left the imprint of his political ideals as he sought
to steer the new country into calmer political seas. Among
Nehru’s most significant legacies was to set India on the
path of democracy in that elections rather than military
coups produced changes of governments. Another of
Nehru’s bequests was the Indian state’s adoption of the
ideal of secularism, defined not as a “separation of church
and state” but as the commitment by the government to
treat every religion equally. There was little resistance to
this principle in the aftermath of the religious violence
surrounding partition and Gandhi’s assassination at the
hands of a Hindu supremacist on January 30, 1948.

However, Nehru is also credited with perpetuating
the colonial government’s over-centralized state structure
that he had so vociferously criticized. Nearly 200 articles
of the British-instituted Government of India Act of 1935
passed into the constitution of independent India. The
imbalance of power between the central and provincial
(called states in independent India) governments, in favor
of the former, was retained as was the bureaucracy, the
empire’s “steel frame.” The Gandhian ideal of a non-party
government with a weak center and power devolved to
“village republics” was discarded in substance.

On the economic front, although Nehru had com-
promised earlier with Gandhi, he now sought to apply
many of his socialist ideas. However, as prime minister, he
also had to take into account the wide variety of demands
on the state as well as India’s pre-existing capitalist eco-
nomic framework. While still adhering to his principle of
planned development Nehru opted for a mixed economy
in which the government would only control its capital
goods and strategic industries. Through a series of five-
year plans, heavy industry was given priority over con-
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sumer goods manufacture, and import substitution poli-
cies were pushed to attain self-sufficiency. But these meas-
ures took their toll in that the drive for self-sufficiency
further isolated India’s economy and pushed up consumer
prices. State-owned industries were maintained despite
their often demonstrated inefficiency while large Indian
capitalists, although firmly regulated, monopolized the
domestic market, often dumping substandard consumer
goods on it.

With regard to land reform too, Nehru’s success is
ambivalent. Among his first measures was to abolish land-
lordism and set land ceilings in the early 1950s. Yet the
large dispossessed landlords were given compensation,
and although land reforms were administered not from
the center but by the states, prosperous peasant groups
who dominated the Congress party at the provincial level
increased the maximum acreage that could be held, to
their advantage in many instances. Moreover, by exploit-
ing loopholes in the legislations, many landlords trans-
ferred portions of their estates into the hands of family
members or retainers. In the end, landless laborers bene-
fited little from the agrarian reforms despite Nehru’s com-
mitment to removing the economic inequity of the
colonial era.

The new nation-state of India was also pulled into a
world of other nation-states. Nehru’s achievements here,
gaining him international renown, lay in steering India
between the Scylla and Charybdis of the cold war blocs
led by the United States and the Union of Soviet Socialist
Republics through the principle of “Non-Alignment.” A
term coined by Nehru, non-alignment was a principle put
into international play along with leaders such as Gamal
Abdel Nasser (1918–1970) of Egypt and Josip Broz Tito
(1892–1980) of the former Yugoslavia. However,
although advocating principled neutrality, Nehru’s poli-
cies were often viewed with suspicion by many political
leaders and observers, especially those aligned with the
Western bloc—and especially when he refused to con-
demn the Soviet invasion of Hungary in 1956.

Perhaps Nehru’s gravest political crisis was his coun-
try’s defeat in the 1962 Sino-Indian war provoked by bor-
der disputes emanating from the colonial past. The
conflict itself was an embarrassing repudiation of a
“friendship” that purportedly began when India became
the first country to recognize Mao Zedong’s People’s
Republic of China established in 1949. Nehru was not
only brutally disappointed by China’s “aggression,” but
for the remaining two years of his life some of Nehru’s
domestic policies produced challenges to his leadership in
parliament until his death on May 27, 1964.

SEE ALSO Anticolonial Movements; Chinese Revolution;
Cold War; Congress Party, India; Decolonization;
Democracy; Gandhi, Indira; Gandhi, Mohandas K.;

Indian National Congress; Industrialization; Land
Reform; Landlords; Mao Zedong; Neutral States;
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NEIGHBORHOOD
EFFECTS
Researchers employ the concept of neighborhood effects to
explore the causes of social pathology among the urban
poor and minorities in terms of the spatial dynamics
caused by segregation, deindustrialization, and govern-
ment neglect. In its various forms, including the “culture
of poverty” (Lewis 1961), “the urban underclass” (Wilson
1987), and “culture of segregation” (Massey and Denton
1993), research on neighborhood effects demonstrates (1)
how structural factors and racism explain the formation of
poor neighborhoods, and (2) how these neighborhoods
become the basis for an urban subculture that further mar-
ginalizes the poor. This research makes assumptions about
the interrelations of structural factors (e.g., jobs and hous-
ing markets) and culture that under closer scrutiny raise
more questions than answers. In addition, this research
tends to homogenize the “culture” of urban poverty rather
than exploring its complexities and constitutive role in
producing both popular and dominant cultures.

As Catherine Garner and Stephen Raudenbush
(1991) note, the first question that one must ask when
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looking at neighborhood effects is, “What constitutes a
neighborhood?” How does one compare a vibrant “neigh-
borhood” such as Harlem with a marginalized African
American community in another city (Newman 1991)? In
developing statistical analyses of segregation many
researchers, such as Douglas Massey and Nancy Denton
(1993), rely mainly on census tract data. Massey and
Denton are careful to mention the limitations of analysis
based on census tract information. However, in terms of
defining the impacts of neighborhood on “culture,” a
qualitative approach that takes into account the specific
history, politics, and race relations that define neighbor-
hoods is needed. This does not mean, however, that qual-
itative research alone can provide an accurate
understanding of urban culture.

Based on research in Mexico, Puerto Rico, and Cuba
(primarily during the 1950s and 1960s), Oscar Lewis
sought to understand how urban poverty generated a
series of social pathologies among the poor, including sex-
ism, fatalism, and an inability to plan for the future. In
their well-known 1970 refutation of the application of the
culture of poverty theory, Edwin Eames and Judith Goode
argued that many of the characteristics Lewis associated
with poverty, including matrifocal families and mutual
aid, are rational adaptations. The continuing prevalence of
poverty, they stated, must be understood in terms of
restricted access to and attainment of job skills. Studies
that pathologize the poor have received justified criticism
for privileging middle-class values, being vague about the
overall characteristics of poverty and their interrelations,
and viewing matrifocal households as a cause rather than
a result of poverty. As Katherine S. Newman (1991)
pointed out, matrifocal households also may be seen as
part of a larger strategy of maintaining large networks of
kinship ties in order to alleviate economic insecurity.
Following the lead of Carol Stack’s path-breaking book
All Our Kin (1974), Newman emphasized how social
actors are not only adapting but also creating notions of
family and community that both alter and reproduce tra-
ditional middle-class ideals of the nuclear family.

This point about family structure is crucial because
William Julius Wilson (1987) attributed many of the
characteristics of the culture of the “urban underclass” to
the prevalence of female-headed households. These house-
holds, according to Wilson, are in turn the result of the
lack of job opportunities for African American men. Their
high rate of unemployment due to deindustrialization,
combined with the departure of the African American
middle class from the inner city, has created a subculture
of poverty that generates single-parent families with no
middle-class role models. Poor African American neigh-
borhoods are now “hermetically sealed” from the middle-
class values that can lead to prosperity. This argument,
however, must be subject to closer scrutiny that questions

the mechanical relationship between economics and cul-
ture (again, compare Harlem to a more “isolated” neigh-
borhood). Does the presence of middle-class families, for
example, provide positive role models? Indeed, studies
have shown that in many cases the middle-class disdain
their poorer neighbors. And what about the kinship,
work, recreational, educational, and other ties that con-
nect urban neighborhoods? How do we account for the
strength of churches in many poor neighborhoods?

In another statistically based analysis, Massey and
Denton (1993) argued that segregation has led to a sub-
culture of linguistic isolation (black English), low school
achievement, and an overall oppositional stance towards
the dominant culture. The authors critiqued Wilson’s
work by arguing that segregation, not joblessness, is a
stronger causal factor in the creation of an urban under-
class. For example, Wilson emphasized that between 1967
and 1987 Chicago lost about 60 percent of its manufac-
turing jobs. Massey and Denton argued that deindustrial-
ization alone does not explain residential patterns. The
authors showed that the spatial aspects of poverty must be
understood in terms of the increase, from 1970 to 1980,
in African Americans living in geographically concen-
trated neighborhoods. Massey and Denton’s study is pow-
erful in demonstrating how housing discrimination, poor
job opportunities, and the lack of public services has
severely affected the urban poor. Like Wilson, they then
attempted to show a causal relationship between these fac-
tors and the formation of an urban subculture. However,
one could argue that the formation of an oppositional cul-
ture (a common feature among youth of any class) is a
response to a number of factors, including the production
of popular cultures. Indeed, many elements of inner-city
culture, including music and dance, exist in a complex
relationship with dominant cultures.

Research by Wilson, Massey, and Denton is persua-
sive in exploring the structural factors that lead to jobless-
ness and segregation. For all of these authors, however, the
notion of culture is undertheorized. Like Lewis with his
“culture of poverty” theory, these authors attempt to artic-
ulate a mechanical relationship between economics and
poverty that does not do justice to the richness of the
urban experience. What is needed is fine-tuned ethno-
graphic research that can better understand the variety of
ways in which the urban poor have survived and thrived
in U.S. cities.

SEE ALSO Anthropology, Urban; Culture; Culture of
Poverty; Economics, Urban; Ethnography; Female-
Headed Families; Industrialization; Lewis, Oscar;
Oppositionality; Pathology, Social; Popular Culture;
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Sociology, Urban; Underclass; Urban Studies
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NEIGHBORHOODS
The concept of neighborhood is widely used throughout
the social sciences as a geographical unit of analysis, and
internationally as a planning concept. Neighborhoods can
be diverse, containing a mix of ethnic and socioeconomic
status groups; or they can be extremely homogenous,
ranging from low-income minority areas to gated commu-
nities denying entry to undesired visitors.

Neighborhoods are residential districts located in
urban areas. Historically, neighborhoods tended to have
developed in an unplanned fashion. Throughout the
twentieth century there have been increasing efforts to
plan neighborhoods as cohesive residential areas that con-
tain basic services, parks, shops, schools, and other ameni-
ties. Although the term neighborhood is typically used to
identify self-contained or socially cohesive areas, it is often
difficult to determine neighborhood boundaries for the
purposes of research. Residents themselves often harbor
very different ideas about the precise boundaries of their
neighborhood, and the character of their neighborhood.
In the U.S. and Canadian census, units that approximate
neighborhoods are called census tracts.

Much contemporary thinking about neighborhoods
in the social sciences is shaped by and offers criticism of
the Chicago school, a group of sociologists who worked at
the University of Chicago during the early twentieth cen-
tury; earlier work, by Friedrich Engels (1892 [1845]) on
working-class slums in England, has also been influential.
In North America social scientists have traditionally

focused on the segregation between neighborhoods
according to race, ethnicity, and socioeconomic status. In
1988 the sociologists Nancy A. Denton and Douglas S.
Massey illustrated that segregation can be statistically
measured across five different dimensions: evenness, expo-
sure, concentration, centralization, and clustering. Each
dimension emphasizes a different characteristic of segrega-
tion. Today, countless international studies exist that
examine segregation across neighborhoods by race, eth-
nicity, class, language, religion, and other categories.

Social scientists have mixed perspectives on segrega-
tion. Ceris Peach (1996), for example, uses the terms good
and bad segregation to distinguish between processes of dis-
crimination and violence against minorities, and voluntary
residential association. On the one hand, discrimination
by real estate agents and financial institutions can segregate
minorities into neighborhoods with inferior schools, hous-
ing stock, infrastructure, public services, and shopping
opportunities. In addition, more affluent residents and
members of the majority population sometimes decide to
move out of the neighborhood once a critical mass of
minority population has moved in—a phenomenon
known in the United States as “white flight.” The so-called
spatial mismatch hypothesis further suggests that living in
inner-city neighborhoods denies many members of racial
minorities access to an increasingly suburban job market,
resulting in high levels of unemployment. On the other
hand, their concentration in particular neighborhoods can
offer social and emotional support for minorities, facilitat-
ing the establishment of ethnic and institutional networks.
Sometimes these positive developments are the result of
people, living in segregated conditions, making the best of
those circumstances. Compared to the classical model
described by the Chicago school, segregation of African
American and Latino minorities in the United States after
around 1950 tends to be more permanent. In the case of
newly arriving immigrants, spatial concentrations can help
newcomers integrate into society. In North American cities
of the twentieth century such immigrant reception areas
were typically located in inner cities. Today, an increasing
number of immigrant neighborhoods are located in the
suburbs of large metropolitan areas.

In North American cities, neighborhoods tend to
undergo a typical life cycle. When initially established
they contain new housing stock, state-of-the-art infra-
structure, and high-level services, and are inhabited by rel-
atively well-off families. As housing stock and
infrastructure age, the socioeconomic status of neighbor-
hoods also declines. At the low point of the cycle there is
severe decay and property abandonment, at which point
some neighborhoods gentrify, that is, they regenerate
through the investments made by relatively affluent
groups. Gentrification usually is initiated by individuals
(often artists) who renovate cheap housing stock, give
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their neighborhood a fashionable image, and thereby
attract more wealthy groups. Recent scholarship has rec-
ognized, however, that gentrification is not part of a nat-
ural cycle, as implied by some research that followed the
Chicago school, but rather a social process. Over the last
few decades, governments and development agencies have
attempted to actively facilitate and plan the gentrification
of inner-city neighborhoods. A consequence of gentrifica-
tion can be the displacement of poorer residents, the
homeless, and other vulnerable groups. Processes of gen-
trification also assume very different characteristics and
have different social and economic consequences in differ-
ent parts of the world.

A body of research suggests that the social contexts of
neighborhoods themselves shape the behavioral norms
and attitudes of the residents. These so-called “neighbor-
hood effects” are responsible for the persistence of inner-
city social problems, including crime, drug abuse, teenage
pregnancy, dropping out of school, and poor labor-market
performance among youths. Researchers theorize that
negative neighborhood effects operate through three dis-
tinct mechanisms: local teenage peer groups, negative
adult role models, and local schools and other institutions
that fail to provide adequate support to residents. To
diminish negative neighborhood effects, social scientists
have advocated mixed-income housing and housing-dis-
persal policies, which enable poor and minority families to
locate outside of segregated neighborhoods. However, the
neighborhood effects theory has been criticized for
neglecting processes of social and cultural exclusion that
affect individuals and neighborhoods alike. It may be that
dispersal and mixed-income policies diminish social isola-
tion only because they stimulate social assimilation to
“mainstream” cultural practices. In addition, quantitative
research on neighborhood effects has been criticized for
making speculative inferences of causality based on statis-
tical correlations, whereas qualitative research has been
criticized for making unsubstantiated cultural claims
based on specific cases and few actors.

Recent work by social scientists has emphasized the
cultural construction of neighborhood identity. Kay
Anderson’s pathbreaking work Vancouver’s Chinatown
(1991) illustrates how that neighborhood has assumed
different cultural identities throughout history based on
the changing role and status of the Chinese minority in
Canadian society. Contemporary research shows how
struggles between social groups over the space and the aes-
thetical appearance of a neighborhood can facilitate the
racialization of social groups and inflame ethnic tension
and social conflict. Cultural representations of neighbor-
hoods can also lead to the social exclusion or privileging
of residents. According to this research, the construction
of race, ethnicity, and other cultural identities are deeply
entangled with neighborhood processes.

SEE ALSO Lewis, Oscar
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NEOBEHAVIORISM
SEE Tolman, Edward.

NEOCLASSICAL
GROWTH MODEL
The neoclassical model of long-run economic growth,
introduced by Robert Solow (b. 1924) and Trevor Swan
(1918–1989) in 1956, analyzes the convergence of an
economy to a growth rate set by exogenous population
increase and, as added the following year by Solow
(1957), an exogenous rate of technical change. Earlier
growth models by R. F. Harrod (1900–1978) in 1939 and
Evsey Domar (1914–1997) in 1946 (both reprinted in
Stiglitz and Uzawa 1969) had assumed fixed coefficients
in products, which the Solow-Swan neoclassical model
generalized to allow for substitution between capital and
labor. The term neoclassical reflected the model’s concern
with long-run equilibrium growth of potential output in
a fully employed economy, abstracting from short-run
Keynesian issues of effective demand.

The neoclassical growth model assumes the existence
of an aggregate production function Y = F(K, N), where Y
is aggregate output, K is the capital stock, and N is the
number of workers. The production function has constant
returns to scale (if K and N change in the same propor-
tion, Y will also change in that proportion), with positive
but diminishing marginal products of capital and labor.
Dividing by the number of workers N, output per capita
y = Y/N is a function of the capital/labor ratio k = K/N:

y = f(k)
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and y = c + i, where c = C/N is consumption per capita
and i = I/N is investment per capita. The per capita con-
sumption function is assumed to be c = (1–s)y, where s is
the marginal propensity to save and (1–s) is the marginal
propensity to consume. In equilibrium, (desired) invest-
ment is equal to saving, i = sy = sf(k).

In the steady-state equilibrium, per capita output (y)
and the capital/labor ratio (k) do not change, and total
output Y grows at the rate n, the exogenous growth rate of
the population and labor force (N). Required gross invest-
ment in the steady state will be just enough to cover
depreciation (replacement investment) and to equip each
new worker with the same amount of capital that existing
workers have. Required investment per capita in the
steady state is thus (n + d)k, where n is the rate of popu-
lation growth and d is the depreciation rate. The steady
state equilibrium capital/labor ratio k* will be given by
sf(k*) = (n + d)k* and steady state output per capita will
be y* = f(k*). Because f, the rate of change of output per
capita with respect to a change in the capital/labor ratio,
is positive but decreasing (an increase in the capital/labor
ratio raises output per worker, but not by as much as the
previous increase of the same size), if k is initially less than
k*, investment and saving will exceed the investment
needed to keep k constant, and the capital/labor ratio k
will increase until it reaches k*. If k is initially greater than
k*, investment and saving will be less than the investment
needed to keep k constant, and k will decrease until it is
equal to k*.

Solow allowed for neutral technical change by writing
the production function as Y = A(t)F(K, N), where A(t) is
an index of total factor productivity at time t. By calculat-
ing how much growth was due to growth of capital and
labor inputs, and subtracting these estimates from the
observed growth rate, Solow (1957) obtained a measure of
the rate of change of A (the Solow residual), an implicit
measure of technical change. Later studies adjusted for
improvements in the quality of capital and labor inputs
(such as better educated and trained workers), and thus
reduced Solow’s high original estimates of how much eco-
nomic growth was due to technical change.

In the neoclassical growth model, the growth rate is
independent of the savings rate, and depends only on
population growth and technical change, both taken as
determined exogenously outside the model. A higher
propensity to save leads to a higher level of output per
capita in the steady state, but not a higher steady state
growth rate. Faster population growth reduces per capita
output and consumption in the steady state.

Neoclassical growth theory was sharply criticized by
the Cambridge school, building on works on capital accu-
mulation and income distribution by Joan Robinson
(1903–1983) and Nicholas Kaldor (1908–1986), both

published in 1956 (see Harcourt 1972 on the Cambridge
capital controversies between Post-Keynesians at
Cambridge University and neoclassical economists, such
as Solow, at Massachusetts Institute of Technology). The
Cambridge theorists objected to explaining the return on
capital by differentiating an aggregate production func-
tion with respect to the capital stock K, measured as so
many identical machines. They denied the existence of an
aggregate production function, and argued that since cap-
ital goods are heterogeneous, there is no physical mea-
sure of aggregate capital that is independent of prices 
and rates of return, hence of income distribution (see 
papers by Robinson, Kaldor, Richard Kahn, and David
Champernowne reprinted in Stiglitz and Uzawa 1969).

Beginning with Kaldor’s and James Mirrlees’s techni-
cal progress function and with Kenneth Arrow’s “learning
by doing,” which makes total factor productivity depend
on cumulative past investment (both reprinted in Stiglitz
and Uzawa 1969), economists have tried to dispense with
the exogeneity of technical change in neoclassical growth
theory. Unlike the neoclassical growth model, endogenous
growth theory (“new growth theory”), pioneered by Paul
Romer, models improvements in productivity as depend-
ing on investment in research and development and,
through education and health care, in human capital.

The neoclassical growth model implies that, if the
same technology is available to all countries, every coun-
try will converge to a growth rate that differs from that of
any other country only by the difference in their rates of
population growth. Whether such convergence of growth
rates has been observed is controversial. Endogenous
growth theory, by dropping the assumption of diminish-
ing returns to investment, does not follow the neoclassical
growth model in predicting convergence (see the sympo-
sium by Romer et al. 1994).

Criticisms of the Solow-Swan neoclassical growth
model, whether directed at the aggregate production func-
tion with a single capital good or at the exogeneity of tech-
nical change, view the model as an oversimplified parable.
It was, however, the simplicity of the neoclassical growth
model that kept it tractable, and made it so useful and
influential as a framework for organizing thinking about
economic growth.

SEE ALSO Cambridge Capital Controversy; Golden Rule
in Growth Models; Growth Accounting; Immiserizing
Growth; Optimal Growth; Saving Rate; Solow
Residual, The; Solow, Robert M.; Technological
Progress, Economic Growth
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NEOCOLONIALISM
The term neocolonialism came into use in the 1960s as for-
mer European colonies in Africa were gaining their inde-
pendence. It describes a continuing relationship between
Western countries and former colonies that is said to offer
the Western world many of the advantages of colonial rule
without many of the costs. Kwame Nkrumah
(1909–1972), the first president of Ghana, was apparently
the first person to use the term in print, in his 1965 study
Neo-colonialism: The Last Stage of Imperialism. Nkrumah
was particularly concerned about the economic relation-
ship between former colonial masters and their African
dependencies, and focused on the role of the mining
industry. Nkrumah’s analysis is also more frankly Marxist
than other, later critics who use the term.

The term has come to cover a broad range of relation-
ships—for example, those between the United States and
Latin American countries and those between regional
powers, such as France, in Africa and countries that were
never their colonies. It also has come to be used by ana-
lysts from a wide range of theoretical backgrounds,
though at its core the idea owes a great deal to Marx. The
historian Immanuel Wallerstein, for example, gave the
idea a broad theoretical basis in his book The Modern
World System, first published in 1974. Wallerstein offered
a general theoretical structure governing both the rise of
colonialism and its decline and replacement with new, but
still exploitative, forms of international relationships.
Wallerstein’s ideas were drawn from neo-Marxist theory
and were also influenced by the French Annales school
and its foremost proponent, Fernand Braudel. Wallerstein
has in turn stimulated a series of collaborators and follow-

ers, including Andre Gunder Frank and Charles Tilly.
Another strand of neocolonial theory comes from the
Latin American Dependency school economists, also
somewhat influenced by neo-Marxist ideas. The Egyptian
political scientist Samir Amin has updated the concept in
his work since the turn of the twenty-first century, focus-
ing on the political economy of international relations
between wealthy and poor nations.

Neocolonialism is a controversial term, implying that
the objective of the wealthier partner is to keep the poorer
country dependent and poor. Generally used by people on
the political Left, the term has also enjoyed a vogue
among far-right critics of internationalism in the United
States. Use of the alternative term neoimperialism makes
clear that the speaker believes that the wealthy nation
intends to establish an empire through economic means,
whereas neocolonialism leaves open a more classical
Marxist dialectical interpretation of the process.

ECONOMIC RELATIONSHIPS
BETWEEN NATIONS

Neocolonialism as a concept focuses on economic rela-
tionships between wealthier and poorer countries.
Wealthier countries are said to use various mechanisms—
political and military as well as strictly economic—to keep
within their national economies as much as possible of the
value added in any productive process with international
components, while relegating the more laborious and less
valuable parts of the productive process to poorer coun-
tries. Wallerstein suggests that the world (or that part of it
in regular, economically significant contact) at any point
in time is divided into three zones: a core zone, in which
the most profitable production takes place and where con-
trol over the whole system resides; the semi-periphery,
where valuable forms of production take place under the
supervision of the core; and the periphery, where less valu-
able forms of production take place. The peripheral areas
under the control of any given core increase; the exploita-
tion and even force that marks the relationship between
the core and the peripheral areas grow, as the core gets
more efficient at production and at governing itself. Semi-
peripheral areas share more in the fruits of their labor and
are a reasonably favored class of countries. Indeed, when
the system changes and a new set of core countries come
to power, they generally come from the semi-periphery (as,
for example, when the United States supplanted or joined
the United Kingdom in the early twentieth century).

The relationship between countries can be seen as an
analogy to the relationship between people in classical
Marxist economic analysis. The core countries are like the
capitalists: They do not generally produce much them-
selves (though they might have some productive func-
tions), but they exercise control over production by
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controlling money. The semi-peripheral countries are like
the professional or technical elite of an industrial society:
They produce very valuable things, and are pampered as a
result, though they have little control. The peripheral
countries are like the working class: They are exploited as
aggressively as possible. Some development theorists have
noted that many areas in the periphery are actually for the
most part outside the world system and equate these
“fourth world” countries or failed states to Marx’s lumpen-
proletariat. Other writers following up on Wallerstein’s
ideas have suggested that subdividing the world beyond
the level of the nation-state might be more productive.
Regions or cities may be better units of analysis. New
York, London, Berlin, and Tokyo are the core cities of the
modern world economy, whereas, say, Seattle, Canberra,
Bangalore, Dubai, Singapore, and Beijing are semi-
peripheries and rural West Virginia might be nearly as
peripheral to the world economy as rural Inner Mongolia
(though perhaps not quite so far away from the core as
rural Congo).

CLASS DIVISIONS

Wallerstein points out that the societies of core and
peripheral countries are marked by very sharp class divi-
sions, with a few very wealthy people ruling over many
poor. Meanwhile, the semi-peripheries are often places of
relative class harmony. One sign that a country (or region)
has moved out of the semi-periphery and into the core is
the rise in class tensions there. Wallerstein detects this pat-
tern at work in Renaissance Europe; similar changes have
taken place in American society since World War I. In the
peripheral countries, the class divisions often result in the
creation of a ruling class tied to the interests of foreign
capitalists. The dependency school economists in Latin
America made this point when describing the economic
relationship between their countries and the United States
in the mid-twentieth century. Their signal contribution to
the understanding of neocolonialism was to show not
only what happened but also how it happened.

Even though in most cases Latin American countries
(outside the Caribbean) had ceased being formal colonies
by the middle of the nineteenth century, they had not
evolved toward greater economic independence but
instead toward greater dependence on the core countries
of the world-economy—Britain until World War I and
then the United States. British and American business
interests either owned most of the means of production or
controlled the terms of trade such that local owners had to
do business on their terms. Country after country found
its mineral or agricultural products moving into a world
market at a price just barely above that which producers
needed to stay in business, with the ensuing profits and
well-paying jobs in transformation industries remaining

in North America and Europe. Latin American observers
felt the local ruling class was acting in the interests of
North American and European capitalists rather than
their own countrymen. They deduced from this that, as
Marx had suggested, class solidarity trumps national iden-
tity. Just as the German and American worker have more
in common with each other than either has with their
own country’s capitalists, the Venezuelan oil magnate or
Argentine rancher has more in common with the New
York banker or Texas oilman than he does with
Venezuelan or Argentine workers. Thus it was the “enemy
within the gates” who ensured that the relationship
between poor and wealthy countries was exploitative.

MECHANISMS OF CONTROL

The mechanisms by which the core exerts control over its
peripheries have changed over time. In classical colonial
rule in the nineteenth century, the colonial masters ruled
with the assistance of a large cadre of local officials,
recruited through an elitist educational system and often
made more loyal by careful exploitation of ethnic loyalties.
France ruled its huge west African colony, comprising
seven modern nations with tens of millions of inhabitants,
with about fifty thousand French civilians of all descrip-
tions and a few thousand French soldiers. They employed
more than a million African officials who fulfilled func-
tions from the most humble to some very prestigious posi-
tions. When formal colonial rule ended in Africa and Asia
after World War II, these local elites became the ruling
class of their new countries. As Nkrumah pointed out, in
country after country the educational systems and ethnic
political divisions continued to alienate the ruling classes
from their own people and give them a sense of common
identity with the international business and development
bureaucratic class from the core countries. The sharp dis-
tinction between the lifestyle, attitudes, skills, and ambi-
tions of the ruling classes of developing countries and
those of their humbler countrymen stands in sharp con-
trast to the relatively homogenous societies of semi-
peripheral countries such as Sweden, Singapore, or Dubai.
(In the latter two cases, natives of peripheral countries are
brought in as an oppressed and permanently alienated ser-
vant class so that social equality between citizens can be
maintained.) On the other hand, an increasing distinction
exists between the lifestyle, outlook on life, attitudes,
ambitions, and values of the wealthiest Americans and
those of ordinary people.

Military force was the final buttress of traditional
colonialism. Neocolonialism cannot rely as much on force
but has not abandoned it entirely. France still maintains
significant garrisons in its former colonies in Africa, and
those troops intervene regularly in such places as Rwanda,
Ivory Coast, Chad, and Congo to defend French interests.
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U.S. interventions have been legion since the end of the
nineteenth century. When an intervention goes badly,
neocolonial interests around the world suffer. For exam-
ple, when the U.S. intervention in Somalia in 1993 ended
in failure, Haitian opponents of the American-led peace
process were emboldened to attack the American election
monitor mission and drive them out of the country.

Political means have been used to strengthen the con-
trol of wealthy countries over poor ones. One of the best-
known and most controversial in the first decade of the
twenty-first century is the use of international financial
institutions, particularly the International Monetary Fund
(IMF) and the World Trade Organization (WTO), to
force peripheral countries to grant favorable terms of trade
on primary products. They do this by requiring privatiza-
tion of state enterprises and free trade in primary prod-
ucts, which strengthens the control of core-country
capital over the most productive sectors of the peripheral-
country economy. Another effect of IMF-mandated eco-
nomic restructuring has been to sharpen class divisions in
the peripheral countries by forcing governments to reduce
investment in rural development and education.
Peripheral country elites have cooperated because contin-
ued contact with the world economy is essential for them
to preserve their lifestyle; that contact would be imperiled
if their country lost its IMF certification and could not be
a member of the WTO. In countries where IMF coercion
has been less successful, like Mexico, bilateral free-trade
agreements with core countries, which bring substantial
benefits for the peripheral country’s bourgeois, have
served as the key to chain those economies to their domi-
nant partners.

SEE ALSO Amin, Samir; Anticolonial Movements;
Apartheid; Colonialism; Decolonization; Dependency;
Dependency Theory; Empire; Exploitation; Frank,
Andre Gunder; Imperialism; International Monetary
Fund; Liberation Movements; Neoimperialism;
Nkrumah, Kwame; Postcolonialism; Wallerstein,
Immanuel; World Trade Organization; World-System
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NEOCONSERVATISM
Neoconservatism is a term that emerged in the 1970s to
describe a set of positions on U.S. domestic and foreign
policy developed by a somewhat amorphous but identifi-
able group of political journalists and social scientists who
previously had identified with the political left, often with
the Trotskyist left, but had subsequently moved to the
right as a reaction to the political and cultural struggles of
the 1960s. The conversion of many of these figures from
left to right is one of the senses of neo. By the time of the
presidency of George W. Bush (2001–2009), neoconser-
vatism, by then into its second generation and detached
from its leftist origins, had become identified primarily
with foreign policy, particularly with respect to the
administration’s response to the terrorist attacks of
September 11, 2001, and to the motivations behind the
decision to go to war with Iraq.

Although the label is said to have originated with the
American social democrat Michael Harrington, who used
it as a term of opprobrium, the first prominent self-
described neoconservative was Irving Kristol, who had
been the cofounder, with the English poet Stephen
Spender, of the liberal anti-Communist (and, it turned
out, surreptitiously Central Intelligence Agency–funded)
journal Encounter. Along with the sociologist Daniel Bell,
Kristol in 1965 founded the journal the Public Interest,
which established what would become the neoconserva-
tive tone on domestic politics. This consisted largely of
empirical and theoretical criticisms of government pro-
grams, grouped under the heading of President Lyndon
Johnson’s Great Society, aimed at alleviating racial dis-
crimination and poverty. In 1985 Kristol founded another
journal, the National Interest, which signaled the increas-
ing neoconservative interest in and influence upon foreign
policy. Over time neoconservatives also became well
entrenched in Washington, D.C., think tanks, most
notably the American Enterprise Institute, where Kristol
became a fellow in 1988.

The budding neoconservatives first distinguished
themselves from traditional conservatives by their applica-
tion of social science methods to the criticism of govern-
ment policies that they deemed partly misguided in intent
and wholly detrimental in consequence. Their principal
themes were determined by reactions to the turmoil, and
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increasing militancy, of the civil rights movement in
American society at large and campus unrest over civil
rights, educational policies, and the Vietnam War in par-
ticular. Neoconservatives came to see the U.S. system as
on the cusp of a crisis generated by the affluence produced
by a successful capitalism. That affluence threatened to
undermine itself by eroding its implicit, generally over-
looked moral foundations, including the virtues of
deferred gratification and self-discipline. Predominantly
the products of immigrant families and of public educa-
tion, the neoconservatives balked at the perceived decline
in individual initiative born of strong family encourage-
ment and what they saw as the loss of civic consciousness
and civilized behavior in a self-indulgent, permissive 
culture. Government programs aiming at economic redis-
tribution through such practices as minority quotas, pref-
erential hiring, and welfare payments only aggravated the
problems where they did not directly contribute to them.

Whereas traditional conservatives and libertarians
emphasized the need to cut back on government programs
in general and to exercise fiscal responsibility in balancing
the federal budget, the neoconservatives tended to sup-
port expansive government action on two fronts: domes-
tically, in an aggressive assault on what they deemed to be
the pernicious moral decline in the United States; and
externally, in a muscular foreign policy predicated upon
the expansion of U.S. military power and ideological war-
fare. Moral values, as they understood them, thus stood at
the center of both policy dimensions and tended to over-
shadow, where they did not replace, specific policy pro-
posals. While they shared conservatives’ demands for tax
cuts, neoconservatives were much more tolerant of budget
deficits than their predecessors. They also categorically
rejected traditional American conservatism’s disdain for
foreign involvements, pushing instead for an aggressive
foreign policy previously associated with anti-Communist
liberals. These differences constitute the second sense of
neo. Neoconservative thought, with its emphasis on social
morality, is thus distinguished from Thatcherism as well as
the broader trend in neoliberalism to extend market rela-
tions into all aspects of political and social life. It is also
obviously opposed to libertarianism, with its “anything
goes” attitude toward individual desires. But these differ-
ences also explain how neoconservatives, who were pre-
dominantly of Jewish origin, found common cause with
Christian fundamentalists on some issues such as marriage
and pornography, because the two groups shared the view
that government should place morality at the center of its
purposes and programs.

The first notable political evidence of neoconserva-
tive influence could be seen in the administration of
Ronald Reagan (1981–1989), particularly in Reagan’s
rejection of the policy of détente with the Soviet Union

and emphasis on challenging the USSR through a military
buildup and the promotion of anti-Communist insurgen-
cies worldwide. Most famously, Reagan’s characterization
of the Soviet Union as an “evil empire” often has been
ascribed to the neoconservative emphasis upon introduc-
ing moral language into foreign policy. It was the alleged
success of Reagan’s foreign policy in bringing the Soviet
Union to its knees that inspired the second generation of
neoconservatives, led by Irving Kristol’s son, William
Kristol, founder and editor of the Weekly Standard, to
challenge the foreign policy positions taken by George H.
W. Bush and Bill Clinton for embracing a form of moral
relativism and realism rather than the forceful assertion of
American values as a fundamental aspect of U.S. national
interests. Underlying the neoconservative challenge was
the idea that reviving a moral language in foreign policy
would reverberate domestically. This challenge bore fruit
in the younger Bush’s policies and rhetoric after
September 11.

By time of the 2006 midterm elections, the neocon-
servative project of asserting American values in the
Middle East had been seen largely as a disaster because of
the war in Iraq, though various neoconservative figures
who had been in or around the administration blamed the
failures on the execution of the war by others, including
President Bush and his secretary of defense, Donald
Rumsfeld, rather than on the merits of the neoconserva-
tive policy behind it. But the identification of neoconser-
vatism with a failed moralizing foreign policy may
ultimately prove to be neoconservatism’s Achilles’s heel.

SEE ALSO Bush, George W.; Central Intelligence Agency,
U.S.; Conservatism; Foreign Policy; Fundamentalism;
Fundamentalism, Christian; Great Society, The; Iraq-
U.S. War; Liberalism; Militarism; Neoliberalism;
Reagan, Ronald; September 11, 2001; Terrorism;
Thatcher, Margaret; Union of Soviet Socialist
Republics; Welfare State
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NEOIMPERIALISM
Whereas imperialism is typically characterized by con-
quest and rule, and colonialism by migration and resi-
dence in the conquered territory, neoimperialism is
domination and sometimes even hegemony over others
primarily by way of formally free legal agreements, eco-
nomic power, and cultural influence. One of many desig-
nations for the form taken by U.S. political power and
economic domination in the twentieth century, especially
during and after World War II, neoimperialism is a name
with serious faults. Other, clearer, and more vivid designa-
tions include informal empire, imperialism without empire,
empire of liberty, and Pax Americana. But neoimperialism is
the most common term, and therefore will be used here.
The United States is not history’s only neoimperialist
power, and neoimperialism is not exclusively a phenome-
non of the twentieth and twenty-first centuries. However,
the United States is history’s most predominant and cre-
ative deployer of neoimperial power strategies, as opposed
to directly colonial or imperial strategies. And the second
half of the twentieth century is the period in which
neoimperialism became the predominant mode of global
political power.

Neoimperialism became a significant topic of discus-
sion after the end of the cold war. Journalists and opinion-
makers, poets and scholars, made efforts to measure and
evaluate neoimperialism, and to advise the United States
in its role as the world’s “indispensable nation” (as U.S.
Secretary of State Madeleine Albright once put it). In the
wake of the attacks of September 11, 2001, discussion of
the ways and means of U.S. power intensified and took
new turns as the United States became far more explicitly
aggressive militarily, and returned to doctrines of nation-
building and democratization through military interven-
tion. But U.S. neoimperialism is not merely about use of
military force, and did not begin after the cold war.

In fact, to understand U.S. neoimperialism, it might
even be necessary to reconsider the foundations of the
United States itself, as a republic in a world increasingly
dominated by European empires. The British public first
embraced the idea of a British Empire, an empire to rival
or even exceed Rome’s famous empire, after victory in the
Seven Years’ War in 1763. When the rebellion that began
in 1776 freed the British Atlantic colonies from royal rule,
the former colonists used a Roman and Whig political
vocabulary to form a republic that emphasized democracy,
equality, citizenship, freedoms, and strict legal limitations
on governmental power. The new United States built a
military apparatus primed more for intervention than con-
quest. This was partly out of weakness and necessity, rather
than principle, and the United States showed little hesita-
tion in using force to take land from Native Americans.
However, early in the new country’s political history, the

United States also developed its interventive military style
and professed ideology of anti-imperialism, in the essen-
tially defensive War of 1812 and most notably, in the
Monroe Doctrine of 1823. Thereafter the United States
combined its insistence on the New World’s political inde-
pendence and distance from Europe with a developing pat-
tern of political interventions in the Americas, a pattern
that might be summarized as willingness to overthrow but
not to conquer and colonize the societies that were, deri-
sively, dubbed banana republics by the U.S. media.

In the late nineteenth century, Alfred Thayer Mahan’s
arguments for the importance of developing naval power
and global reach led to the main exceptions to this devel-
oping pattern of U.S. military deployment. The United
States provoked a war with Spain that enabled it to take
possession of the Philippines, Guam, Cuba, and Puerto
Rico, and more enduringly, to build naval bases in Manila
Bay, in Guam, at Guantánamo Bay, and in Puerto Rico.
While the United States did not pursue colonization on a
Dutch, French, or British scale, abjuring opportunities to
conquer China or even Mexico, it did avidly continue to
collect naval bases that would sustain continuing global
military power projection. These included the strategically
crucial Pearl Harbor and eventually the rest of Hawaii,
and also the only island suitable for a coaling station along
the steamship route from Hawaii to Guam, an island the
United States fortified and renamed “Midway.”

By the end of World War II (1939–1945), the United
States had achieved global military domination, and after
the war it found itself in a position to direct most of the
terms of peace. The new world order largely shaped by the
United States was dubbed Pax Americana. Collective
memory of the establishment of Pax Americana is
dimmed by the nearly immediate onset of the cold war, a
mushrooming set of diplomatic conflicts and wars by
proxy, as the Soviet Union resisted and contested the new
world order planned and instituted under U.S. leadership
at the new United Nations. But the logic and reality of
Pax Americana is the key to U.S. neoimperialism, which
has largely achieved its main criterion, “making the world
safe” and keeping global peace, despite the stresses of the
long cold war. Whereas between 1850 and 1900 a world
population below two billion suffered over twenty million
war deaths, and between 1900 and 1950 a world popula-
tion under three billion suffered over sixty million war
deaths, from 1950 to 2000, there were only around ten
million war deaths for a world population that grew to
well over five billion. Pax Americana is thus very real, and
should be understood as a reaction to a history of
European imperial rivalry and recurrent warfare—using
ever more deadly military technologies—beginning in the
eighteenth century and culminating in World War II. The
key to neoimperialism, and its difference from older
imperialisms, is the limitation of political will. In the
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United Nations era, no conquest of states by other states,
or nations by other nations, is tolerable. The new United
Nations and a growing network of global economic regu-
latory organizations oversaw the largely peaceful breakup
of the European empires, including finally the Soviet
Union, into what became the only legitimate political
form, the nation-state. UN membership grew from 50
members in 1945 to over 150 in the 1970s and over 175
by the early 1990s.

That this Pax Americana is a U.S. neoimperialism has
become clearer again after 9/11 and more especially, in the
wake of the troubled, and troubling, U.S. overthrow of
Saddam Hussein and occupation of Iraq. Is the United
States really, in the last analysis, another imperial power?
While some “realists” suggest that the problems and
behaviors of all Great Powers are essentially similar, it is
important to notice consequential differences. As Frantz
Fanon once observed, it was always important to
European colonizers to stay different from the colonized,
to maintain an imagined superiority of race and civiliza-
tion, and to imagine that their true society and history
was that of their European “homeland,” even when they
lived their whole lives in Africa or Asia. The European ide-
ology of the “civilizing mission” created an illusion of the
cultural superiority of “civilized” Europeans over allegedly
backward natives. In the era of the United Nations, a far
different ideology developed and was instituted. In this
ideology, all nations are formally equal, free, territorial,
and sovereign, and every nation-state becomes a “melting
pot,” rather than the essentialist “homeland” of any par-
ticular racial or ethnic group. Economists and economic
modeling, not historians and cultural education, are
thought to be vital to the explanation and eradication of
poverty and inequality.

While in the UN era the political will and reach of
nations and states have been limited for good reasons, less
has been done to trim the sails of the “other Leviathans,”
the large corporations. On occasion, wealthy and power-
ful nation-states do legally restrain, and rarely even break
up, corporations (from Standard Oil to Microsoft) whose
power comes to threaten state sovereignty. But no similar
leverage is afforded the smaller and economically weaker
states, which are greatly pressured to take whatever global
markets offer. Similarly, the poor states cannot stop the
United States, Europe, and Japan from writing unequal
and self-serving tariff rules into global trade agreements.
Thus it is no surprise that in the era of Pax Americana, the
rich nation-states have tended to get richer, and wealth
gaps generally increase almost regardless of the internal
economic policies of poor countries.

Other social and political developments in the era of
Pax Americana have been more surprising, and unforeseen
by the planners of this new world order. Elites in poor

countries increasingly migrate to wealthier centers, creat-
ing unprecedented elite diasporas. These elite diasporas
from poorer countries to centers of wealth are often
actively encouraged by the governments of poor countries,
and increase the “multicultural” character of centers of
wealth. Many ex-colonial nation-states abandon democ-
racy, temporarily or perduringly, with army leadership
claiming to represent the nation better than ideologically
driven and divisive political parties can, a pattern that per-
plexes planners who expect nations always to behave dem-
ocratically. And the states in some nation-states collapse
altogether, creating complex and violent situations that
are rarely resolved through direct military intervention by
“peace-keepers.”

U.S. neoimperialism certainly resembles the
European imperialism of prior generations in its political
manipulation, economic domination, and willingness to
resort to military force. But there are also major differ-
ences. Through decolonization, many former colonial
subjects gained formal rights and freedoms as citizens of
new states. Yet nation-states created new, specifically post-
colonial predicaments. Ironically, nation-states created by
decolonization limit the political reach of the world’s poor
to the boundaries of their own nation-states. At the same
time, nongovernmental organizations (NGOs) dedicated
to uplift are more responsible to their donors than to their
clients. It is unlikely that the entrenched problems of
neoimperialism will be solved by new and further inter-
vention by wealthy and powerful states into the political
and economic affairs of poorer states. Inequalities will
continue to grow until, one way or another, the globe’s
poorest citizenries find means to intervene into, influence,
and reorient economic and social policies in the centers of
wealth.

SEE ALSO Cold War; Colonialism; Decolonization;
Empire; Imperialism; Nation-State; Neocolonialism;
Neoconservatism; Neoliberalism
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NEOINSTITUTIONALISM
Neoinstitutionalism (at times also termed state-centered the-
ory or historical institutionalism) is a nebulous set of social
scientific theories that emphasize the role of institutions as
important variables for explaining social phenomena. Of
particular importance within economics, sociology, and
political science, neoinstitutionalism rose to prominence
in the 1970s and 1980s as a response to the perceived soci-
ety-centric character of the social sciences. It continues as
a prominent component within social science today, many
of its basic points having been accepted into various pop-
ular theoretical approaches—but it has also come under
attack from competing traditions within each social sci-
ence discipline.

Obviously, the study of institutions is nothing new,
but this is not the defining characteristic of institutional-
ism. The term old institutionalism usually refers to the for-
malist scholarship of the late nineteenth and early
twentieth centuries that produced descriptive accounts of
institutions and laws. By 1950, this institutionalism had
largely been replaced by behaviorist and functionalist
social science, as developed by such theorists as Talcott
Parsons and David Easton. From the point of view of

neoinstitutionalism, behaviorist social science and its
main competitor, Marxism, were society-centric in that
they failed to allow for the causal roles that institutions
played in society. It was argued that institutions and the
state had been reduced to a “black box”: Everything they
did was understood as little more than an outcome of the
preferences and actions of social actors. Thus, neoinstitu-
tionalism took shape in the attempt to overturn the per-
ceived social reductionism of the main approaches of the
day. Two interrelated characteristics differentiate this
“new” institutionalism from the “old” one. First, the new
institutionalism is analytic in character, not descriptive; it
wants to explain things, not just describe them. Second, it
does not seek to understand institutions as such but,
rather, to understand the role(s) they play in the produc-
tion of social phenomena (such as public policies, eco-
nomic development, democracy, and so on).

Neoinstitutionalism can be divided into two general
tendencies: the view of institutions as autonomous actors,
and the view of institutions as constraining or enabling
structures. Within the first tendency, the less common of
the two, key examples include works by Theda Skocpol,
Charles Tilly, Fred Block, and Margaret Levi. In this con-
ception of institutions as actors, often originating in selec-
tive readings of Max Weber, it is assumed that individuals
who occupy positions within the state bureaucracy come
to share a “bureaucratic rationality”—that is, they come to
think and act in accordance with and in support of the
institutional interests of the bureaucracy. In this way, this
branch of neoinstitutionalism understands institutions,
and the state as a whole, as being “autonomous” from
society. This tendency treats state institutions as self-inter-
ested agents who, at times in opposition to and at times in
alliance with various social actors, seek to maximize rev-
enues, power, legitimacy, and so on. Understanding the
complex interactions between these institutional actors
and other (social) actors thus becomes the key, for those
within this tradition, to understanding such phenomena
as revolutions, the rise of the welfare state, taxation policy,
and war-making.

The second, and more common, tendency within
neoinstitutionalism understands institutions to be struc-
tures that limit, condition, and/or direct social agency.
Key figures include Douglas North, James March and
Johan Olson, and Walter Powell and Paul DiMaggio.
There are a great many variations on this approach, but
most focus on the task of trying to understand the prob-
lem of structure and agency within particular fields of
inquiry. In large part, neoinstitutionalism has meant that
approaches such as neoclassical economics, rational choice
theory, systems theory, or pluralism have been augmented
by considerations of the impact of institutions upon
actors. Some versions of this tendency have a very broad
definition of institutions, as being rules of conduct and
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routines within cultural as well as political and economic
fields. In this very broad context, the term institutions
basically refers to social structures, and the key question
typically concerns how these sets of rules or practices
structure the thinking and preferences of actors, produc-
ing what is often referred to as “bound rationality.”
Neoinstitutionalism within economics usually holds this
broad understanding of institutions and the key question
becomes how this ensemble of formal and informal
arrangements and rules structures social behavior by
virtue of the “transaction costs” they involve. Thus, econ-
omists such as Ronald Coase, Oliver Williamson, and
Douglas North have attempted to augment neoclassical
economics by showing how, given the reality of transac-
tion costs, institutions structure and direct social behavior
by making it more or less costly to engage in certain types
of social actions. In more narrow versions, characteristic of
neoinstutionalism within sociology and political science,
the term institutions may refer to the mode of organization
of a political regime (corporatist, coalitional, single-party,
etc.), or serve simply to designate self-identified bureau-
cratic organizations (ministries, state agencies, corpora-
tions, labor unions, and so on). Typical of this vein of
neoinstitutionalism are examinations of the ways in which
the internal organization of these institutions affects the
capacity of various actors and interests to realize their
goals through or within them. Also typical is a focus on
understanding how inter-institutional relations and struc-
tures may help shape such phenomena as political con-
flicts, public policies, and markets.

Neoinstitutionalism has been critiqued by some on
the grounds that there is little, if anything, “new” about it:
Institutions, critics claim, were always taken seriously
within social science. It could be argued, however, that
being “new” is not the goal of neoinstitutionalism. More
pointedly, neoinstitutionalism has often not lived up to its
name: By studying social structures or types of political
regimes, for example, it has shed little light on the speci-
ficity and dynamics of actual institutions. The tendencies
of neoinstitutionalism discussed here have also failed to
supersede the structure/agent dualism of the theories it
critiqued. Regardless of the relative attention given to
agents and structures, neoinstitutionalism has remained
bound within the dualistic thinking that typifies behavior-
ism, rational choice theory, and systems theory. By 
comparison, the radical materialism of so-called “struc-
turalists,” such as Louis Althusser and Pierre Bourdieu
(with whom neoinstitutionalism is sometimes conflated),
understands “agency” and “structure” as being synchronic
with each other. Whereas structuralists have developed
new concepts for understanding how agents are produced
in modern societies (the concepts of habitus and interpel-
lation, for example), neoinstitutionalism of all stripes has

stayed within the older model in which “agents” are
assumed to be external to “structures.”

SEE ALSO Institutionalism; State, The; Structuralism
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NEOLIBERALISM
The term neoliberalism is used to describe a political and
economic doctrine as well as a set of economic policies
that have become hegemonic in the last quarter of the
twentieth century. Originally coined by its proponents,
the term today is usually employed by neoliberalism’s crit-
ics to refer to a set of policy prescriptions that includes an
emphasis on free markets, deregulation, conservative
monetary policies, the lowering of tariffs, and the privati-
zation of state assets and services.

HISTORY AND INTELLECTUAL
TRADITION

The term neoliberalism was first used in the 1930s and
1940s in a context in which the crisis of laissez-faire eco-
nomics as well as the rise of socialism and fascism had
marginalized earlier liberal projects. At a 1938 Paris meet-
ing of concerned liberal intellectuals including figures
such as Friedrich August von Hayek, Ludwig von Mises,
and Wilhelm Röpke, it was argued that the rise of statism
and planned economies needed to be counterpoised by a
new liberal project that would reassert the values of indi-
vidual and economic freedom perceived to be under siege.
Following on from this meeting and inspired by Hayek’s
influential anticollectivist treatise The Road to Serfdom
(1944), in 1947 an international liberal think tank, the
Mont Pelerin Society, was founded to further the produc-
tion and dissemination of neoliberal thought. However,
the neoliberal program remained marginal and overshad-
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owed by the dominance of Keynesian economics for
decades, and it was not until the 1970s, in a context of
global economic crisis, that neoliberal thought gained a
wider currency.

Neoliberalism is defined by a diversity of positions,
including most prominently the Austrian school of eco-
nomics associated with the economists Hayek and von
Mises, the Chicago school strongly influenced by Milton
Friedman’s 1962 doctrine of monetarism, and the
German Ordoliberals, who were central in the construc-
tion of Germany’s postwar social market economy.
Despite the variety of traditions, most neoliberals share
key basic assumptions such as a methodological individu-
alism, a skepticism of centralized state planning, and a
belief in the greater efficiency of the market. Neoliberal
thought draws on the classical liberal tradition associated
with the Scottish Enlightenment and in particular on
Adam Smith’s 1776 critique of mercantilism (An Inquiry
into the Nature and Causes of the Wealth of Nations) to pro-
vide a critique of twentieth-century Keynesian interven-
tionist economic paradigms. Key to neoliberal theories is
a skepticism towards the state’s ability to know, and hence
to intervene in and direct, economic life. One of the most
influential neoliberal thinkers, Friedrich August von
Hayek, grounds his critique of state intervention in the
limits and fallibility of human reason, and hence of
knowledge of society as a whole. For Hayek, this necessi-
tates a noninterventionist state and a reliance instead on a
“spontaneous order” based on disaggregated and practical
forms of knowledge (Hayek 1952, 1973). The market in
Hayek’s framework becomes both the test and the correc-
tive for the evolutionary development of order in society.
However, unlike the classical liberal tradition, which
regarded the market as a natural entity guided by an
“invisible hand,” neoliberal thinkers suggest that the role
of the state should be the establishment of conditions
favorable to the development of a free-market economy
and the avoidance of monopolies.

NEOLIBERALISM AS A POLITICAL
PROJECT

Neoliberal thought found its practical application in the
early 1970s when an economic crisis in the form of
“stagflation” increasingly cast doubt on the basic premises
of the Keynesian paradigm, leading to a rethinking of
received ideas regarding the relationship between the state
and the economy. Starting with the neoliberal experi-
ments in Chile in the mid-1970s by the “Chicago Boys,”
a group of economists educated at the University of
Chicago, and the elections of U.K. Prime Minister
Margaret Thatcher and U.S. President Ronald Reagan in
the late 1970s and early 1980s, neoliberal thought gained
hegemony and often direct influence in policy circles.

Policies associated with the welfare state and Fordist
emphasis on domestic mass production and consumption
were increasingly replaced by monetarist approaches, the
restructuring of state services, and severe measures against
trade unions. In the postcolonial world, state-led develop-
ment paradigms were increasingly succeeded by “struc-
tural adjustment” policies often introduced through loan
conditionalities imposed by the World Bank and the
International Monetary Fund (IMF). Policies such as fis-
cal austerity, trade liberalization, the privatization of state
functions, and deregulation became staple ingredients of
policy advice from international donor agencies and the
increasingly influential supranational trade and financial
institutions such as the World Trade Organization
(WTO), the World Bank, and the IMF. With the end of
the cold war, this convergence of neoliberal policy agendas
of Washington-based financial institutions became known
as the “Washington Consensus.” Since the late 1990s, the
hegemony of the Washington Consensus has been chal-
lenged by severe financial crises, the rise of social move-
ments, and the elections of a number of governments with
explicitly antineoliberal stances in Latin America.

CRITICS OF NEOLIBERALISM

Scholarly as well as nonscholarly critics argue that neolib-
eral policies produce increasing inequality and lead to a
reduction in democratic accountability. In one of the earli-
est and most influential critiques, Karl Polanyi argued that
economic liberalism is a utopian project that seeks to dis-
embed and superimpose the economy in relation to soci-
ety, which is henceforth seen as merely an “adjunct to the
market” (Polanyi 1944). Most contemporary critiques of
neoliberalism similarly take as their target the social conse-
quences of neoliberal policies. Pierre Bourdieu argued that
neoliberalism destroys the social solidarities associated with
the welfare state and thus leads to permanent state of exis-
tential insecurity (Bourdieu 1998). One of the most influ-
ential critiques from a Marxist perspective has been
provided by David Harvey, for whom neoliberalism is a
project of the reorganization of capitalist accumulation in
a context of economic crisis (Harvey 2005). Neoliberal
policies of privatization, Harvey suggests, turn ever increas-
ing spheres of life into new loci of capital accumulation
that are ultimately in the service of the restoration of the
power of economic elites. Foucauldian analyses of neolib-
eralism have pointed to the ways in which neoliberal proj-
ects are not simply defined by the removal of state
intervention, but rather inaugurate new indirect forms of
power that seek to extend the enterprise form to all spheres
of life and encourage the production of self-governing
individuals (Foucault 2004; Barry et al. 1996).

Neoliberalism also has been subject to critique and
protest outside the realm of the academy. Movements
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against “neoliberal globalization,” organized in groups
such as the World Social Forum, gained in strength since
the 1990s. These critics argue that the globalization of
neoliberalism through organs such as the WTO is 
undemocratic and increases global inequality through the
institution and promotion of unfair trading regimes.

SEE ALSO Conservatism; Empire; Globalization, Social
and Economic Aspects of; Liberalism; Liberalization,
Trade; Neoconservatism; Privatization; Washington
Consensus
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NETWORK ANALYSIS
Network analysis is a cluster of methodological techniques
for the mathematical description and investigation of net-
works. It has applications across both the natural and the
social sciences. Electronic networks, river networks, ety-
mological networks, epidemiological networks, and net-
works of economic transactions have all been subjects for
network analysis. In the social sciences, the concern is
with the investigation of social networks. A social network
is any articulated pattern of connections in the social rela-
tions of individuals, groups, and other collectivities. Social
networks include friendship and kinship networks,
interorganizational networks, communication networks,
scientific citation networks, and policymaker networks.
Social network analysis, then, deals with relational data in
all areas of social life. It handles the contacts, ties, and
connections, group attachments, and meetings that relate
one person or group to another and that cannot be
reduced to the properties of the individual agents them-
selves. Such relational data are central to the building of
models of the structures through which action is organ-
ized. Social network analysis is not limited to small-scale
and interpersonal structures, and there have been many
applications to such phenomena as global trading rela-
tions in world systems.

Social network analysis developed independently in
the social anthropology of small societies and the social
psychology of small groups. Anthropologists such as
Alfred Radcliffe-Brown (1881–1955) pioneered a view of
social structure as a “web” of social relations and an idea
of actions “interweaving” and “interlocking” through such
a network of connections. Anthropologists in this tradi-
tion began to investigate the “density” of these social net-
works and the “centrality” of individuals within them.
Small group researchers in the Gestalt tradition developed
ways of investigating the pattern of relations within the
“life space” of social groups, the most influential example
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of this being Jacob Moreno’s (1892–1974) sociometric
studies of schoolroom friendship choices. The study of
“group dynamics” developed rapidly from the 1950s with
more formal applications of the network idea.

Contemporary network analysis grew markedly from
the early 1970s, when a group of students and researchers
working with Harrison White began to explore the use of
more formal mathematical models for the analysis of small
group and anthropological data and began to extend these
investigations to wider sociological phenomena. A land-
mark study from this burgeoning work was Mark
Granovetter’s Getting a Job (1974). Granovetter showed
that people’s chances of getting information about job
opportunities depended not on the formal methods of job
search that they used but on their location in informal
social networks. Counterintuitively, he also showed that
having a small number of “weak” ties was far more impor-
tant than having many “strong” ties: information came
from “acquaintances” rather than close “friends” and rela-
tives. This group of researchers used algebraic models
from set theory and ideas from the mathematical theory of
graphs, along with methods of multidimensional scaling.
Together, this cluster of methods established a framework
of network analysis that spread rapidly across sociology
and into the other social sciences.

The basic idea in social network analysis is that a
social network can be modeled as a set of “points” con-
nected by “lines,” the points representing the individuals
and groups, and the lines representing their social rela-
tions. The simplest applications involve drawing a graph
of points and lines to represent a social network and then
visually examining the pattern of lines for its structural
properties. When dealing with more than a small number
of points, however, more abstract methods are necessary,
and the mathematical methods allow the points and lines
to be recorded in a matrix ready for mathematical process-
ing. This has allowed the investigation of such structural
properties as the density of relations, the centrality of
agents, the formation of cliques and components, and the
assessment of social distance. A measure of density, for
example, assesses the proportion of all possible relations
that actually exist in a network and is an important indi-
cator of solidarity and cohesion. Cliques are subnetworks
into which networks may be divided and that may com-
prise groups capable of independent action. Centrality
concerns the strategic positions that actors may hold in
the overall pattern of connections and the consequent
flow of influence, support, or power.

Important applications of network analysis have been
undertaken in many areas of the social sciences. Claude
Fischer (1982) and Barry Wellman (1979) investigated
community networks in cities with high levels of geo-
graphical mobility, and they explored the increasing

reliance that people have placed on electronic methods
and virtual channels of communication for maintaining
interpersonal cohesion. The work of Robert Putnam was
influential in advocating the idea that people’s networks of
social relations could be regarded as forms of social capi-
tal. This view has been elaborated in the competing
approaches of Nan Lin (2001) and Ron Burt (2005). Lin
stresses individual investments in social relations and the
rational actions that are involved in the accumulation of
social capital. Burt has looked at processes of brokerage
and social closure—rooted in measures of centrality and
prominence—for the creation of social capital.

Jim Bearden and various coworkers have explored
structures of interlocking directorships in business, exam-
ining the nature and significance of bank centrality within
financial networks (Mintz and Schwartz 1985). David
Knoke has pioneered methods for studying networks of
political connection and influence, leading to numerous
studies of policy networks and the role of power in the
policy process (Knoke et al. 1996). Peter Bearman (1993)
is one of a number of researchers who has demonstrated
the uses of network analysis for historical data on stratifi-
cation and power relations. Many important studies have
been undertaken on organizational networks in business,
and these have been extended into work on knowledge
management by Rob Cross (Cross and Parker 2004) and
David Snowden (Kurtz and Snowden 2005). Important
methodological work includes that of Linton Freeman on
approaches to network visualization, using methods of
pictorial display for the analysis of large social networks.
These have been used in his own study of the develop-
ment of social network analysis (Freeman 2004).

Applications of social network analysis have tended to
be both descriptive and static, leading many to ask
whether network analysts are doing anything more than
producing pretty pictures and arbitrary numbers. This has
been reinforced by the incursions of many physicists into
the area of network analysis. These physicists have
argued—often in ignorance of what work has actually
been undertaken by social network analysts—that their
methods have far more to offer in the analysis of social
relations (Watts 2003). What is clear, however, is that
these discussions have begun to shift social network analy-
sis toward a greater concern for explanation, rather than
simply description, and toward the investigation of
dynamic processes in social networks.

The need to combine network analysis with agent-
level models has been emphasized by Mustafa Emirbayer
and his colleagues (Emirbayer 1997; Emirbayer and
Goodwin 1994), who stress the interdependence of cul-
tural, structural, and agency analyses. Network analysis
must be combined with an awareness of the culturally
formed subjective motivations and commitments of
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actors, whose intentional actions produce, reproduce, and
transform network structures. This model of the struc-
turation of social networks stresses the iterative nature of
rule-governed actions. This is echoed in the growth of
agent-based computational methods of network analysis
that propose ways of linking microlevel decision making
with macrolevel structural change (Monge and
Contractor 2003).

SEE ALSO Networks
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NETWORKS
Social networks are social relationships between two or
more people (known as nodes) who have developed some
kind of tie with each other (Wasserman and Faust 1994).
“The social network perspective focuses on relationships
among social entities; examples include communications
among members of a group, economic transactions
between corporations, and trade or treaties among
nations” (Wasserman and Faust 1994, p. i). People use
social networks to acquire new information, exchange
information, find jobs, learn about new opportunities,
and exchange new ideas, among other purposes.
Individuals can acquire social ties in a number of social
settings such as jobs, social organizations, religious organ-
izations, political organizations, sports groups, a group of
friends, and so on.

Wasserman and Faust (1994, p. 4) argue that the
social network perspective should take into account the
following:

• Actors and their actions are viewed as
interdependent rather than independent,
autonomous units.

• Relational ties (linkages) between actors are channels
for transfer or “flow” of resources (either material or
nonmaterial).

• Network models focusing on individuals view the
network structural environment as providing
opportunities for or constraints on individual
action.

• Network models conceptualize structure (social,
economic, political, and so forth) as lasting patterns
of relations among actors.

In general, social networks are seen as providing indi-
viduals or larger groups or social entities with positive out-
comes as a result of the information and social support the
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individuals who belong to a specific social network
receive. Those who belong to a social network enjoy the
advantages of social capital. The concept of social capital
(Loury 1977; Bourdieu 1986; Coleman 1988) has been
used to account for the advantages that network members
accrue as a result of their inclusion.

According to the organizational literature, the posi-
tion of the actors in a network or the network structure in
which those ties are embedded would in most cases dictate
the extent to which belonging to a social network can pro-
vide individuals with new information and opportunities
that can help them perform better in society or facilitate
their upward socioeconomic mobility. For example, cen-
tral actors can influence how information gets distributed
to other members in the network, referred as network cen-
trality (Wasserman and Faust 1994). Also, a key actor
could control the information that flows between two
independent groups, a situation known in the organiza-
tional literature as structural holes (Burt 2001). Also, net-
work homogeneity or structural equivalence (if ties are
similar), or network heterogeneity (if ties are different),
can influence the kinds of advantages or disadvantages
network members might experience as a result of their
membership in the network (Wasserman and Faust 1994).

Besides the structure and/or the position in the net-
work, tie strength could also dictate the network’s effec-
tiveness. Mark Granovetter, first in his work The Strength
of Weak Ties and later on in his book Getting a Job, revo-
lutionized the organizational literature by introducing the
concept of the “strength of weak ties” (Granovetter 1973,
1995). He argues that belonging to an open network and
having access to weak ties (or acquaintances) can provide
individuals with new valuable information that can help
them get better jobs. Even though one might not have a
strong relationship with those individuals, they are able to
share new knowledge and important information that
otherwise would not be available in a closed network with
mostly strong ties. Those who belong to closed networks
with mostly strong ties are considered to be at a disadvan-
tage given the limited amount of information shared by
the members of such networks. Studies on racial segrega-
tion (Massey and Denton 1993) have suggested that
members of closed networks or cliques have less chance to
learn about new important information and that the
information that flows in those networks tends to be
redundant and inefficient.

According to Granovetter (1982), strong ties and
closed networks could be advantageous only for those
who face risk and high levels of uncertainty. However,
studies of entrepreneurial networks among Asian immi-
grants in the United States have shown that for certain
immigrant groups, having access to strong ties in a closed
network of highly educated or high status individuals who

share high levels of socioeconomic status tend to receive
the social support necessary to be successful as new entre-
preneurs (Light, Sabagh, Bozorgmehr, and Der-
Martirosian 1994).

Also, the distinction between kin and nonkin ties is
fundamental to the understanding of how social networks
operate (Adams 1967; Fischer 1982). While individuals
can pick their neighbors, friends, or coworkers, they can-
not pick the members of their kin (Wierzbicki 2004). In
addition, kin ties are everlasting, while any other kind of
ties can be dropped at any time (Wierzbicki 2004). Kin
ties can be extremely important because they can provide
assistance in times of crises, while any other kind of tie
might not.

Neighbors can also be important ties in social net-
works depending on the relationship between neighbors.
According to Fischer (1982), neighbors tend to be similar
in race and socioeconomic status, and the individual has
the freedom to develop or avoid strong ties with neigh-
bors. Proximity is the most important factor in ties
between neighbors. Such proximity can become impor-
tant because it allows for social interactions that could be
more difficult to achieve with other kinds of ties.

Today, technological advances such as the develop-
ment of personal computers, Internet access, e-mail, and
cell phones has provided advantages and disadvantages to
the development of social ties. While individuals can com-
municate more often through e-mail and share more
information, physical contact has become less frequent.
People who are far from each other, even on the other side
of the planet, can be in touch every day through the
Internet, while those who work together next to each
other can also communicate through the computer, limit-
ing their physical and social contact.

Organizational and management literature also uses
social networks as the basis for the distribution of infor-
mation, which could lead to the spread of ideas and inno-
vations and the development of new enterprises
(Coleman, Katz, and Menzel 1957; Burt 1987).

Several topics have been studied using the social net-
work perspective approach, including occupational
mobility (Breiger 1981, 1990), networks of friends in
urban cities (Fischer 1982), the world political and 
economic system (Snyder and Kick 1979), markets
(Berkowitz 1988; White 1981), six degrees of separation
(Watts 2003), social networks and international migration
(Wierzbicki 2004), and the networks of elite Americans
and politicians (Domhoff 1998), among many other.
Most people around the world are now aware of the power
of social networks and how knowing someone or meeting
someone could change one’s future. Advances in technol-
ogy are helping this task, greatly facilitating communica-
tion among actors from any part of the world.

Networks
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NETWORKS,
COMMUNICATION
A communication network is a set of individuals (or nodes)
connected by communicative interaction. For example, an
organizational communication network could consist of
those seeking advice from others within the organization,
and those giving the advice. Communication networks are
social networks and are analyzed using the many theories,
techniques, and procedures developed in the field of social
network analysis. Though the earliest studies of social net-
works date from the 1930s, the modern study of commu-
nication networks originated in the 1950s with studies 
of how workgroups function (see Freeman 2002). For
example, Alex Bavelas conducted studies in which small
workgroups were given a task to complete, and then com-
munication structure was altered to determine if a change
in workgroup structure would affect task performance (it
did) (Bavelas 1951).

Communication network study did not progress very
much in the ensuing decades, because social scientists
concentrated on taking random population samples that
disconnected people from their social and communication
networks (Rogers and Kincaid 1981). There was little
research centered on how a person’s relationships, as meas-
ured by their communication patterns or partners,
affected their behavior. Gradually, however, a science of
social networks has emerged, using two different research
methodologies: local and global.

Local network research is conducted by asking people
to name others they are close to or talk to about impor-
tant matters (Burt 1985). The names provided (and they
can be first names only or initials) comprise what is
known as an egocentric network; the respondent is then
asked for information about each of the persons named.
Typically, the list is confined to five or six network part-
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ners. Researchers can then describe respondents based on
the characteristics of their egocentric network. For exam-
ple, respondent networks can be characterized according
to the number or percent of males, people of the same reli-
gious affiliation, or people living near or far from the
respondent. Importantly, one can also measure the behav-
iors exhibited in the network, by, for example, considering
whether each network partner provides social support,
expresses opinions, or engages in behaviors relevant to the
respondent or study.

Global network research is conducted by defining a
boundary around a set of respondents and asking every-
one to name others in the network they talk to or seek
advice from (the researcher can also provide a roster for
the respondent to refer to). Full names or other identify-
ing information are provided so that the researcher can
draw a map (see Figure 1) of the relations within the net-
work. This so-called sociometric or census approach is the
most powerful network methodology. The network data
are used to describe individuals and/or the entire network
(Scott 2001; Wasserman and Faust 1994).

Individual network indicators include a person’s cen-
trality, defined as: (1) how many choices they are given by
others in the network; (2) how close they are to everyone
else in the network (defined as the average number of
steps in the linkages to others); or (3) the degree to which
they lie on paths connecting others in the network.
Network analysis has developed over a dozen methods of
identifying central nodes in a network. At the individual
level, factors considered include, in addition to the ones
mentioned above, whether a person is a member of a
group, whether their ties are reciprocated, and whether
they span different groups. Factors measured at the group
or network level include the density of the network (the
number of ties as a percent of the number of possible ties),
centralization (whether the ties are concentrated around
one or a few members), and clustering (whether connec-
tions between two people imply a connection to a third).

A significant finding of communication network
analysis is the importance of peer influence: An individ-
ual’s likelihood of engaging in a behavior increases with
the percentage of their peers who engage in the behavior.

Networks, Communication
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At the same time, some researchers have discovered that
individuals’ network thresholds—that is, the degree of peer
influence needed to change their behavior—vary accord-
ing to their personal characteristics (Valente 1995). In
some cases, being integrated into a network puts one in a
privileged position with regard to access to information,
but in other settings it may be deleterious, for example by
putting some at risk (Valente et al. 2005). Research has
shown that so-called opinion leaders serve as important fil-
ters and conduits for information and its diffusion by
influencing the adoption decisions of others. The influ-
ence of opinion leaders may depend on group norms,
however, as leaders adopt innovations early if the behavior
is compatible with group norms. Denser and more cen-
tralized networks may accelerate diffusion by creating
more and more efficient pathways for information to flow
through, but may also hinder diffusion when the density
is so great that it reduces the community’s access to out-
side information (Granovetter 1973).

Network analysis has been suggested as a methodol-
ogy useful for measuring social capital. Social capital is
defined both as the social resources available to a person
via their social contacts (Lin 2001), and as a perception by
the community that a person is trustworthy and civically
engaged (Putnam 1995). Social network measures can
provide a direct assessment of individual and communal
social capital (Borgatti et al. 1998).

The tools and technology used to analyze communi-
cation networks have improved considerably in their abil-
ity to handle large datasets (such as the Internet). The field
of network analysis continues to grow rapidly, aided in
part by the International Network for Social Network
Analysis (INSNA), which provides a Web site for access to
more information.

SEE ALSO Communication; Network Analysis; Networks;
Social Capital
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NEUMANN, FRANZ
1900–1954

The German-born political theorist Franz Leopold
Neumann was prominent in the cohort of exile scholars
who brought the contested legacy of German social theory
to American social and political science after 1933, espe-
cially in the study of modern democratic and dictatorial
states.

Neumann was born to a Jewish family on May 23,
1900, in Kattowitz in Silesia (now Katowice, Poland).
After completing his doctoral dissertation and his qualifi-
cation for legal practice, he apprenticed with the leading
Social Democratic labor lawyer, Hugo Sinzheimer
(1875–1945), in Frankfurt. In the last years of the
Weimar Republic, Neumann, in practice in Berlin, served
as lead counsel for the building trade union, as well as for
the Social Democratic Party. His name was reputedly high
on the National Socialist (Nazi) arrest list, and he left for
London in May 1933. There, he studied at the London
School of Economics with Harold Laski (1893–1950) and
Karl Mannheim (1893–1947), and he earned a second
doctorate with a political theory dissertation on “The
Governance of the Rule of Law,” directed above all against
the national socialist jurist Carl Schmitt (1888–1985),
who had earlier intrigued him. In 1936 he came to Max
Horkheimer’s (1895–1973) Institute of Social Research in
New York, initially as a legal advisor and eventually as a
collaborator in the research program. Between 1943 and
1947, impelled by a contraction of the Institute’s activities
and the less-than-perfect fit between his political focus
and the philosophical preoccupations of the Institute’s
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core, he was—somewhat uncomfortably—in U.S. gov-
ernment service, involved above all in vainly planning a
reformed social-democratic future for Germany. In 1949,
after two years as a visitor, he became a professor in the
Department of Public Law and Government at Columbia
University in New York City. Neumann died in an auto-
mobile accident on September 2, 1954.

Neumann’s publications may be divided into three
periods, and key writings from all three phases have been
variously retrieved by later generations of scholars in
Germany, Italy, and the United States. During his years as
a labor lawyer in Weimar Germany, following a method-
ological dissertation designed to permit a critique of
German socialism’s failure to move beyond its pre–World
War I (1914–1918) tactical individualism in matters of
criminal law, Neumann published several important arti-
cles, as well as a book, on the place of labor law in the
scheme of the Weimar constitution, with labor law being
taken, following Sinzheimer, as a body of socially initiated
law that runs progressively against the liberal property law
foundations of the civil code. The collective efforts of
organized labor were an integral presupposition of this
laborist approach, and the Weimar constitution was
understood as a composite of democratic majoritarian
parliamentary rule and a pluralistic social bargaining
regime.

In the first years of exile after 1933, in his well-known
Behemoth (1942), as well as in his posthumously pub-
lished second dissertation—both of which harshly criti-
cized in the light of events his own earlier assumptions
about organized labor—Neumann offered a diagnosis of
National Socialism as a political malformation arising
from the legal and political order of monopoly capitalism,
which neither liberalism nor laborism can comprehend.
His structural analysis led him to deny the view, not alien
to some of his Institute associates, that the regime should
be understood as a brutally overdeveloped state with an
all-encompassing bureaucracy. The Fascist slogans of “cor-
poratism” and “totalitarian state” were mere ideological
cover for a condition of incoherent conflict, according to
Neumann. Nazi Germany was not to be likened to
Thomas Hobbes’s Leviathan (1651) but to his Behemoth
(1682), the account of civil war and “confusion.”

Notwithstanding the Marxist sociological tools he
applied to its structure, Neumann’s critique focused on
the absence of a rational state in Nazi Germany and the
dynamic destructive consequences of the unresolvable
power struggles that constituted the system of rule.
Expansionary and exploitative war without limit was the
only way for such a regime, and such overreach cannot
achieve a settled victory. The frame of Neumann’s argu-
ment recalls the reading of G. W. F. Hegel (1770–1831)
advanced at nearly the same time by his friend Herbert

Marcuse (1898–1979) in Reason and Revolution (1941),
but Neumann lacked Marcuse’s philosophical interests
and he placed the weight of his work on the conjunction
of his political theses with his detailed and authoritative
analyses of current social, political, and economic infor-
mation from German sources. It was the latter aspect that
won him the greatest recognition from the dozen or more
academics that reviewed Behemoth, but the more conjec-
tural frame fascinated younger political writers, such as C.
Wright Mills (1916–1962), who welcomed the work as an
inspiration for a fresh, unhackneyed start for leftist diag-
nosis of trends whose dangers were not limited to
Germany. Mills’s influential Power Elite (1956) applies the
analytical features that he most appreciated in Neumann’s
study to the American conditions of the 1950s.
Neumann’s mix of high humanistic ideals and tough-
minded acceptance of stubborn facts recurrently intrigue
a constituency on the independent Left, notably in
Germany.

Neumann’s writings after his years of wartime govern-
ment service were constructive in aspiration, notwith-
standing his occasional evocations of the critical theory
formulas of the Institute of Social Research; but the work
remained inconclusive. On balance, it represented an
attempt to develop a theory of liberal democracy that
would be responsive to the social and cultural concerns of
the radical thinkers he took as his models, but that would,
at the same time, support a secure constitutional order.
The distinguishing feature of his work throughout is the
conviction, first, that law is a mode of power and, second,
that not all power in legal form is simply reducible to
domination by force or fear. In its aspect as a pattern of
guaranteed rights, the rule of law has a minimum ethical
function beyond its ideological and economic roles; in its
character as rule by democratic enactment, it has the pos-
sibility of transforming society. Neumann’s central puzzle
was how a political force, subject to the logic of power and
confronted with the totalitarian threat immanent in all
advanced societies, could serve the objectives implicit in
the idea of a free and rational humanity.

SEE ALSO Corporatism; Frankfurt School; Hegemony;
Imperialism; Mills, C. Wright; Nazism; Power Elite;
Totalitarianism; World War II
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NEUROECONOMICS
Neuroeconomics is a new and emerging approach in the
social sciences that integrates theories, methodologies, and
ideas from neuroscience, economics, and psychology to
study how individuals make economic decisions.
Typically, research in this field involves observing neuro-
logical activity in experimental tasks and situations,
through brain imaging in humans (which monitors elec-
trical activity or blood flow in clusters of neurons) and
single neuron measurements in animals (which monitors
individual neurons firing via tiny electrodes inserted into
an animal’s brain). By linking observed behaviors with the
neurons and brain regions that activate during such
actions, neuroeconomic researchers seek to discover not
only the functionality of various brain regions, but also
the underlying processes that occur in decision-making as
different neural systems interact. While the full benefits of
this new interdisciplinary approach are still unclear, neu-
roeconomics has generated excitement due to its potential
to advance the existing behavioral theories of its con-
tributing disciplines. Particularly, as neuroscience and psy-
chology are closely related fields, neuroeconomics strongly
supplements behavioral economics, a subfield that seeks
to integrate psychology into the rational-choice frame-
work of neoclassical economics. Indeed, by providing a
window into what was previously regarded as the “black
box” of the brain, neuroeconomics can improve the accu-
racy of our existing decision-making models and generate
new insights into the basis of economic behavior.

One illustration of the potential insights derived
from neuroeconomics can be found in the neuroscientific
version of the classic two-player “ultimatum game” from
game theory. In the traditional game, the first player is
asked to decide how much of a sum of money he wishes
to keep for himself and how much he wishes to offer to a
second player. The second player can either accept this
offer, in which both players receive the amount allocated
to him by the offer, or reject it, in which neither party
receives any money. While economic theory suggests that
the second partner will rationally accept any nonzero
offer, in behavioral economic experiments the second
player typically rejects low offers (e.g., two dollars, when
the other player receives eight dollars). When the experi-
ment is conducted using functional magnetic resonance
imaging (fMRI), brain scans of participants who face
unfair offers indicate heightened neural activity in two
competing brain regions: the bilateral anterior insula, a
region associated with the emotions of anger, distress, and
disgust, and the dorsolateral prefrontal cortex (dlPFC), a
region associated with reasoning and deliberation.
Interestingly, when insular activation exceeded dlPFC
activation, participants typically rejected low offers,
whereas when dlPFC activation exceeded insular activa-
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tion, participants typically accepted these same offers.
This finding expands our knowledge of decision-making
in the traditional game theory experiment by revealing the
presence of multiple, competing processes in the brain (in
this case, representing affect versus cognition) that directly
determine the subject’s final choice.

Neuroeconomics currently faces some criticism from
skeptics in its parent disciplines who are uncertain about
the utility that can be gained from combining such dissim-
ilar approaches to decision-making and behavioral analy-
ses. Some neuroscientists question the usefulness of
research involving fMRI—the most common neuroscien-
tific technology employed in the field—because such tech-
niques only capture images of the brain every few seconds
(while neural activity occurs in milliseconds) and cannot
detect activity that is less than 3 millimeters long (while
neural activity can occur at 0.1 millimeters). Even among
supporters of this new field, there are general inconsisten-
cies in the perceived goals and purpose of neuroeconomics.
Within this field, some neuroscientists apply the most
basic elements of rational choice theory to explain neural
activity—emphasizing findings such as the existence of
neurons in monkeys that calculate physiological or
expected utility—while some economists use neuroscience
to expand upon rational choice theory and incorporate
non-orthodox perspectives of economic behavior (e.g.,
from psychology and sociology). Overall, neuroeconomics
is a new interdisciplinary field with many questions still
left to answer. With likely advances in neuroscience tech-
nologies in the future, we may soon know much more
about how useful the neuroeconomic approach is to 
decision-making research, and how individuals truly arrive
at the economic decisions that they make.

SEE ALSO Decision-making; Economics; Economics,
Behavioral; Game Theory; Neuroscience; Psychology;
Rationality
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NEUROSCIENCE
The field of neuroscience reflects the interdisciplinary
effort to understand the structure, function, physiology,
biology, biochemistry, and pathology of the nervous sys-
tem. From a social science perspective, however, neuro-
science primarily refers to the study of the brain. Of
interest is how the brain gives rise to learning, cognition,
and behavior. The research of neuroscientists crosses many
levels of analysis, ranging from molecular studies of genes
to the study of social and ethical behavior. Within psy-
chology, for example, behavioral neuroscientists use ani-
mal models to gain a better understanding of how genetic
and brain processes influence behavior. Since the late
1980s, there has been a dramatic rise in the field of cogni-
tive neuroscience, which combines cognitive psychology,
neurology, and neuroscience to examine how brain activ-
ity gives rise to cognitive abilities (for example, memory,
emotion, attention, language, consciousness).

Most recently, social neuroscience is an emerging
field that uses the methods of neuroscience to understand
how the brain processes social information. It involves
scholars from widely diverse areas (for instance, social psy-
chology, neuroscience, philosophy, anthropology, eco-
nomics, sociology) working together and across levels of
analysis to understand fundamental questions about
human social nature. Social neuroscience merges evolu-
tionary theory, experimental social cognition, and neuro-
science to elucidate the neural mechanisms that support
social behavior. From this perspective, just as there are
dedicated brain mechanisms for breathing, walking, and
talking, the brain has evolved specialized mechanisms for
processing information about the social world, including
the ability to know one’s self, to know how one responds
to another, and to regulate actions in order to coexist with
other members of society. The problems that are studied
by social neuroscience have been of central interest to
social scientists for decades, but the methods and theories
that are used reflect recent discoveries in neuroscience.
Although in its infancy, there has been rapid progress in
identifying the neural basis of many social behaviors (for
reviews, see Adolphs 2003; Heatherton et al. 2004).

METHODS OF NEUROSCIENCE

The principles of how cells operate in the brain to influ-
ence behavior have been studied with great progress for
more than a century, but it is only since the late 1980s
that researchers have been able to study the working brain
as it performs its vital mental functions. Brain activity is

Neuromancer
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associated with changes in the flow of blood as it carries
oxygen and nutrients to active brain regions. Brain imag-
ing methods track this flow of blood to understand which
areas of the brain are most active for a given task. Positron
emission tomography (PET), the first imaging method
developed, involves a computerized reconstruction of the
brain’s metabolic activity by using a relatively harmless
radioactive substance that is injected into the blood
stream. A PET scanner detects this radiation and therefore
can be used to map out brain activity in real time, which
is a direct measure of blood flow. The use of radioactive
substances, however, places an inherent limitation on the
number of trials that can be conducted in a PET study, a
potential limitation that is not present in functional mag-
netic resonance imaging (fMRI). Like PET, fMRI 
measures brain activity, but it is noninvasive (that is, noth-
ing is injected into the blood stream). The fMRI process
employs a strong magnetic field to assess changes in the
oxygen level of blood at particular sites after they have
become active, which is an indirect measure of blood flow.

Another set of techniques for assessing brain activity
involves measuring electrical activity in the brain using an
electroencephalogram (EEG). As a measure of specific
mental states, an EEG is limited because the recordings
reflect all brain activity and therefore are too noisy to isolate
specific responses to particular stimuli. A more powerful
method involves averaging together many trials and meas-
uring the brain activity evoked for the brief periods of time
following the start of the trial, resulting in measurements
known as event-related potentials (ERPs). ERPs have
proven to be especially useful for assessing the time course
of cognitive processes, such as which aspects of a stimulus
are processed first. A related method, magnetoencephalog-
raphy (MEG), measures magnetic fields produced by the
electrical activity of the brain. Both EEG and MEG provide
excellent temporal resolution (that is, timing), yet limited
spatial resolution (that is, the precise location of the activa-
tion). Brain imaging methods, such as fMRI and PET, pro-
vide much better spatial resolution than EEG or MEG, but
at the cost of temporal resolution (that is, blood flow
changes occur over several seconds following brain activity).

APPLICATIONS OF NEUROSCIENCE
TO THE SOCIAL SCIENCES

The use of brain imaging techniques has allowed scientists
to discover a great deal regarding the neural correlates of
mental activity. For instance, cognitive neuroscientists
have used these methods to better understand which brain
regions are involved in memory, attention, visual percep-
tion, language, and many other psychological processes.
More recently, neuroscience methods have been used to
study topics of interest across the social sciences, such as
political attitudes and decision-making, moral judgments,

cooperation and competition, behavioral economics,
addiction, and social cognition. For example, social psy-
chologists have long been interested in understanding
whether stereotypes reflect automatic (unconscious) or
controlled (conscious) processes. Thus, social neuroscien-
tists have begun to examine how various brain regions
respond when people are making judgments of other peo-
ple from various racial groups or people who possess vari-
ous forms of stigma (such as status, class, disfigurement).
A common finding is greater activity in the amygdala (a
brain region associated with fear-based emotional
responding) in response to observing faces of different
races for people high in racial bias than for people low in
racial bias (Eberhardt 2005).

Research within social neuroscience has often focused
on the trade-off between primitive emotional responses
and higher-level cognitive control. The latter reflects
unique human capacities for self-reflection, understand-
ing the minds of others, and engaging in self-control; each
of these capacities ultimately depends on the intact func-
tioning of the frontal lobes. It is likely that the methods of
neuroscience will expand throughout the social sciences to
address questions at a new level of analysis. As such, these
methods can augment the traditional methods used to
understand social behavior.

SEE ALSO Altruism; Depression, Psychological; Dopamine;
Drugs of Abuse; Generosity/Selfishness; Hallucinogens;
Happiness; Memory; Neuroeconomics; Semantic
Memory; Sex and Mating
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NEUROSCIENCE,
SOCIAL
Social neuroscience is an interdisciplinary field that con-
siders the mutual implications of neuroscience and social
science for understanding of social and affective aspects of
behavior. Specifically, social neuroscience determines the
biological mechanisms underlying social processes and
behavior, considered by many to be one of the major
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problem areas for the neurosciences in the twenty-first
century, and uses biological concepts and methods to
develop and refine theories of social processes and behav-
ior in the social and behavioral sciences.

Contemporary work has demonstrated that neurosci-
entific theory and methods can constrain and inspire
hypotheses, foster experimental tests of otherwise indis-
tinguishable theoretical explanations, and increase the
comprehensiveness and relevance of behavioral theories.
Several principles from social neuroscience suggest that
understanding social behavior requires the joint consider-
ation of social, cognitive, and biological levels of analysis
in an integrated fashion. The principle of multiple deter-
minism, for instance, specifies that a target event specified
at one level of organization, but especially at molar or
abstract (e.g., social) levels of organization, can have mul-
tiple antecedents within or across levels of organization.
For instance, one might consume a considerable quantity
of pizza in an effort to either remedy a low blood-sugar
condition (biological determinant) or win a food-eating
contest (social determinant).

The principle of nonadditive determinism specifies
that properties of the whole are not always readily pre-
dictable from the properties of the parts. In an illustrative
study, the behavior of nonhuman primates was examined
following the administration of either an amphetamine or
a placebo. No clear pattern emerged until each primate’s
position in the social hierarchy was considered. When this
social factor was taken into account, the amphetamine
was found to increase dominant behavior in primates high
in the social hierarchy and to increase submissive behavior
in primates low in the social hierarchy. A strictly physio-
logical (or social) analysis, regardless of the sophistication
of the measurement technology, may not have unraveled
the orderly relationship that existed.

Finally, the principle of reciprocal determinism speci-
fies that there can be mutual influences between micro-
scopic (e.g., biological) and macroscopic (e.g., social)
factors in determining behavior. For example, not only
has the level of testosterone in nonhuman male primates
been shown to promote sexual behavior, but also the avail-
ability of receptive females influences the level of testos-
terone. That is, the effects of social and biological
processes can be reciprocal.

One important implication of these principles is that
comprehensive accounts of human behavior cannot be
achieved if the biological, cognitive, or social level of
organization is considered unnecessary or irrelevant.

In sum, throughout most of the twentieth century
social and biological explanations were cast as incompati-
ble. Advances in recent years have led to the development
of a new view synthesized from the social and biological
sciences. The new field of social neuroscience emphasizes

the complementary nature of the different levels of organ-
ization spanning the social and biological domains (e.g.,
molecular, cellular, system, person, relational, collective,
societal) and demonstrates how multilevel analyses can
foster understanding of the mechanisms underlying the
human mind and behavior.

SEE ALSO Determinism, Nonadditive

B I B L I O G R A P H Y

Cacioppo, John T. 2002. Social Neuroscience: Understanding
the Pieces Fosters Understanding the Whole and Vice Versa.
American Psychologist 57: 819–830.

John T. Cacioppo
Gary G. Berntson

NEUROTICISM
Neuroticism (N) is one of the broad dimensions or traits
of human personality. Individuals with high levels of N are
emotionally sensitive and more likely to experience psy-
chological distress and negative emotions, such as sadness,
worry, or fear. They find it difficult to cope with stress and
to control their emotions. In contrast, individuals who
score low on N are characterized by low levels of emotional
arousal. They are described as emotionally stable. Even
when faced with stressful situations, they remain calm and
relaxed and report low levels of negative emotions.

The concept of N emerged from the lexical tradition
of personality research that used statistical techniques to
identify the basic underlying dimensions of personality
descriptions found in everyday language. Although most
researchers agree that N is one of the core personality
dimensions, there are some differences in its conceptual-
ization across theoretical frameworks.

The five-factor model of personality considers N
(together with Extraversion, Openness to Experience,
Agreeableness, and Conscientiousness) as one of the “Big
Five” dimensions of normal personality. According to
Robert McCrae and Paul Costa (2003), N is composed of
six facets: Anxiety, Angry Hostility, Depression, Self-
Consciousness, Impulsiveness, and Vulnerability. Hans
Eysenck and Sybil B. G. Eysenck (1976) identified N,
together with Extraversion and Psychoticism, as one of
three major dimensions of personality.

N is typically measured by asking individuals to indi-
cate their agreement with a list of self-descriptive state-
ments. Observer ratings obtained from peers, relatives, or
medical professionals may be used as well. Two commonly
used questionnaires are the Eysenck Personality
Questionnaire—Revised (EPQ-R; Eysenck, Eysenck, and

Neuroticism
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Barrett 1985) and the Revised NEO Personality Inventory
(NEO PI-R; Costa and McCrae 1992). The EPQ-R con-
sists of 100 items and provides separate scales for N,
Psychoticism, and Extraversion. The NEO PI-R consists
of 240 items that measure each of the 5 personality
domains. Scores for the six facets that define each domain
are provided as well.

N is a genetically influenced (Bouchard and Loehlin
2001; Pilia et al. 2006), stable characteristic that manifests
itself consistently across age groups, gender, and cultural
contexts. An adult’s level of N remains fairly constant
across time, but there are gradual declines in N across the
adult life span (Roberts, Walton, and Viechtbauer 2006).
N and its facets can be sharply increased by adverse life
conditions and medical disorders, though it is quite
responsive to various treatment strategies as well.

Although N acquired its name through its close asso-
ciation with the traditional diagnosis of neurosis, N is a
dimension of normal personality. Even extremely high
scores on the N scale do not necessarily indicate the pres-
ence of psychopathology, and even people with low levels
of N may have psychiatric disorders. That being said, high
scores on N are nevertheless related to a range of problems
in living. Especially in combination with low extraversion,
high N is associated with lower life satisfaction and greater
risk for clinical depression and other psychiatric disorders.
People high in N are also prone to use maladaptive strate-
gies (e.g., self-blame) when coping with stressors. In com-
bination with low conscientiousness, N is also a risk factor
for smoking and abuse of alcohol and drugs.

SEE ALSO Anxiety; Depression, Psychological; Personality;
Psychopathology; Self-Consciousness, Private vs. Public
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NEUTRAL POLICIES,
RACE
SEE Race-Blind Policies.

NEUTRAL RATE OF
INTEREST
SEE Interest, Neutral Rate of.

NEUTRAL SOCIAL
SCIENCE
SEE Social Science, Value Free.

NEUTRAL STATES
As long as states (or statelike entities) and warfare between
them have existed, there have been states that did not par-
ticipate in a current war and thus displayed neutral behav-
ior (derived from the Latin ne-uter, “neither of the two”).
The modern tradition of neutrality dates back to the
development of the state system in the sixteenth and sev-
enteenth centuries. The interaction of state practice,
scholarly thought, and international treaties crystallized
into an institution of international law.

One can distinguish at least three or even four types
of “neutral” behavior of states. The first is occasional neu-
trality, a state’s neutrality in a particular war between other
states. Its legal rules were codified in 1907 at the second
Hague Peace Conference. Permanent neutrality under cus-
tomary international law commits a state to neutrality in
all present and future wars and obliges it to avoid such
peacetime ties and policies as would make its neutrality in
war impossible. Conventional neutrality without an inter-
national legal basis is followed by states that tend to call
their foreign policies neutral. They follow a more or less
neutral course in practice, but fail to commit themselves
to permanent neutrality under international law. Whereas
these three types of neutrality have been practiced mostly
by European states, a distant fourth variant, nonalignment,
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evolved above all in countries that during the cold war
wanted to avoid entanglements in the conflict between
the United States and the Soviet Union. These countries
formed the nonaligned movement.

The Hague Conventions require the occasional neu-
tral state to prevent the use of its territory, including its
airspace and waters, by belligerent states; the neutral must
not allow the passage of troops, munitions, or supplies
through its territory. The neutral state has to refrain from
any support for belligerents and may not deliver war
materials or extend loans for military purposes. In con-
trast, the neutral is not bound to prevent private persons
and companies from exporting war materials to belliger-
ent states. If the neutral regulates trade with military
goods, these provisions must treat the belligerents equally
and be implemented without discrimination.

These rules originated in the liberal era when it was
seen as feasible to keep apart public space (the state) and
private sphere (the economy). But during the twentieth
century, this distinction became more and more blurred.
In addition, many armed conflicts like internal wars,
guerilla wars, and massive terrorist attacks are not the type
of interstate wars that are the subject matter of the inter-
national law of neutrality. Enforcement measures by the
United Nations Security Council (UN Charter, chap. VII)
are regarded as “police operations” and also not relevant to
neutrality.

The rules for the behavior of permanently neutral
states have never been codified. In 1815 Switzerland’s sta-
tus of permanent neutrality was recognized by the powers
of the Congress of Vienna. As comparable buffers between
France and Germany, Belgium and Luxembourg agreed to
legally based permanent neutrality in the first half of the
nineteenth century, but abandoned it in the aftermath of
World War I (1914–1918).

The customary rules of permanent neutrality include
three basic duties in peacetime: (1) not to begin a war; (2)
to defend the status of permanent neutrality; and (3) to do
everything to avoid being drawn into a war and to abstain
from any action that could lead to involvement in a war.
The range of this last set of duties, the “antecedent effects”
of permanent neutrality, have been controversial. In the
1950s the Swiss authorities interpreted these duties to
encompass a prohibition against concluding any treaty
that would oblige it to wage war (like a military alliance).
Switzerland would also not be allowed to conclude any
customs or economic union with any other country
because it would thereby relinquish its political indepen-
dence and thus could not credibly forestall participation
in a future war. As a quid pro quo for ending the four-
power occupation installed after World War II
(1939–1945), Austria in 1955 assumed the status of per-
manent neutrality according to the Swiss model.

About the same time, after the Soviet Union relin-
quished its naval base at Porkkala near Helsinki, Finland
started to practice neutrality in its foreign relations.
Sweden had followed this type of neutrality policy since
the first half of the nineteenth century. Ireland had
adhered to a limited “military” neutrality since World War
II. These conventional neutrals rejected all legal obligations
during peacetime, but followed a foreign policy similar to
that of the permanently neutral states.

The European neutrals did not join the European
Economic Community (EEC), founded in 1957,
although Austria and Sweden, for example, had close eco-
nomic ties with its members. During the years of détente
between East and West, these neutral countries played a
role in moderating international conflicts through their
“active neutrality.” Ireland joined the EEC in 1973. In the
late 1980s and early 1990s, economic difficulties forced
the other neutrals to rethink their position vis-à-vis the
European Union (EU). The end of the cold war and a less-
strict interpretation of permanent neutrality helped
Austria, Sweden, and Finland finally join the EU in 1995.
Together with Ireland, they refused a military assistance
clause, as foreseen in the Constitutional Treaty of the EU.
But otherwise, the foreign policy behavior of the neutral
states is similar to that of the other members of the EU.
They fully participate in the Common Foreign and
Security Policy of the EU. In situations where military
force is used without a UN Security Council mandate,
their positions can become awkward, as the 1999 Kosovo
crisis showed. Austria regarded the NATO bombing of
Serbia as “necessary and warranted” in the EU context,
but at the same time refused the overflight of NATO war
planes on their way from the U.S. bases in southern
Germany to the Balkans. The status of permanent or con-
ventional neutrality has lost most of its functions at the
beginning of the twenty-first century. But since neutrality
is still favored by their populations (as numerous public
opinion polls show), the governments of the neutral states
are reluctant to change this status.

SEE ALSO European Union; Nation-State; North Atlantic
Treaty Organization; State, The; United Nations; War;
War and Peace
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NEUTRALITY,
POLITICAL
Political neutrality is a position a nation-state adopts
regarding a particular conflict. Politically neutral countries
maintain a neutral stance toward warring parties for the
duration of a conflict, although certain countries, such as
Sweden and Switzerland, and Belgium until 1914, extend
neutrality to all conflicts so that such stances become per-
manent over time. Political neutrality has its basis in inter-
national law and common principles of international
society, but it is termed political in the sense that it is
influenced by domestic political factors, and as a chosen
policy serves a country’s national interests.

Politically neutral parties are not indifferent to con-
flict (they may still provide humanitarian assistance or
other forms of nonmilitary aid to needing parties). For
instance, while many countries did not provide military
assistance in any form to the recent American-led Iraq
War, several neutral countries have provided (and con-
tinue to provide) large amounts of bilateral humanitarian
assistance. Furthermore, politically neutral countries are
not necessarily pacifist in principle, as they still maintain
armies for protection and they will fight for reasons of
self-defense, as Belgium did in World War I when
Germany invaded in 1914.

INTELLECTUAL TRADITION,
INTERNATIONAL LAW, AND
PRINCIPLES SERVING
“NEUTRALITY”

In order for neutrality to be viable, it must be granted and
respected by other states. This assumes that nation-state
behavior is rule-governed. As an intellectual approach to
international politics, the Grotian tradition (named after
Hugo Grotius, a seventeenth-century jurist) assumes that
rules and principles operate within international politics.
Also termed the international society tradition, and devel-
oped by scholars such as Hedley Bull, Martin Wight,
Adam Watson, R. J. Vincent, Robert H. Jackson, and
Nicholas Wheeler, this perspective still assumes that states
operate within anarchy—or the lack of a central, over-

arching political authority that can adjudicate grievances.
Additionally, the Grotian tradition does not assume that
these rules will inevitably abolish interstate conflicts. Yet it
asserts that in certain contexts (both spatial and tempo-
ral), nation-states hold in common certain values and
interests that are binding upon members of the interna-
tional society. Political neutrality is one such recognized
common interest.

While many international principles have informed
how neutrality has been understood in international poli-
tics, three are noteworthy. First, states that are neutral
toward the internal conflict of another nation-state (civil
wars) do so out of respect for the sovereignty of that coun-
try. Sovereign states have exclusive political authority
throughout the geographic regions they occupy. A second
and related principle is pluralism, or that there are multi-
ple conceptions and ways of life (rather than one univer-
sal) that any state may wish to pursue. Third, there is the
principle of pacta sunt servanda, which translates, “pacts
must be respected.” This principle assumes states keeping
their promises. Agreements among states can only be
binding if there is the assumption that, once entered,
states will maintain those agreements through time.

The most explicit example of international recogni-
tion for neutrality, the Second Hague Convention (1907),
grew out of what Grotian scholar Bull termed a European
international society in his Anarchical Society (1977, pp.
31–36). Throughout the eighteenth, nineteenth, and early
twentieth centuries European countries developed a body
of international settlements and laws that were expressed
in certain institutions (such as the Concert of Europe). At
the Second Hague Convention, neutral countries such as
Belgium, Sweden, and Switzerland were granted formal
recognition in Articles V (The Rights and Duties of
Neutral Powers and Persons in Case of War on Land) and
XIII (Naval War). These articles declared, most impor-
tantly, that the land of neutral countries was “inviolable.”
The Second Hague Convention is still recognized law and
the most important statement recognizing the rights of
neutral countries.

REASONS FOR, AND FORMS OF,
POLITICAL NEUTRALITY

While international recognition is important for a nation-
state’s political neutrality to be viable, there are many
domestic influences that pressure states into neutrality
(either permanently or temporarily). Three key sets of rea-
sons for political neutrality include:

Instrumentalist Neutrality is the most cost-effective posi-
tion a country can take regarding a conflict. A nation-state
remains uninvolved in a dispute because the dispute is
unpopular with and costly for nationally important eco-
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nomic and political interest groups. In instrumentalist sit-
uations, one or more warring parties may try to induce
countries out of neutral positions by providing economic
incentives that would therefore make political neutrality
no longer cost-effective. In other words, when such mate-
rial incentives successfully induce neutral countries into
conflicts, an instrumentalist set of influences was probably
most responsible for the original politically neutral 
position.

Isolationist Neutrality is based upon both a cultural and
economic component that influences a country’s concep-
tion of its national interest. Isolationists assert that their
country should have only limited interaction with other
countries. This stance has been especially popular with
certain domestic interest groups that benefit from protec-
tionist economic policies, but it also permeates the fabric
of a country’s larger political culture. Isolationism pre-
vailed in the United States, for example, during the inter-
war period (1919–1941). This particular form of
isolationism was based in the concept of American excep-
tionalism, or the belief that the United States held a
unique place in the world and that, therefore, America
could remain neutral toward, and removed from, the bal-
ance of power politics underpinning European conflicts.

Normative Neutrality is chosen as a policy because there
is no position for a country to take that would not
threaten its own national vision. Normative political neu-
trality was the British policy toward the United States dur-
ing the American Civil War (1861–1865). While the
British had recognized the Confederacy as a legitimate
“belligerent” party, and many Brits identified with the
aristocratic landholders of the American South, the
Emancipation Proclamation redefined (in British society)
the American Civil War as a war over slavery. Even though
neutrality proved materially very costly to Britain’s strate-
gic and economic interests, the British could not side with
the Confederacy as such an action would have engendered
British anxiety over slavery.

In certain cases, like Switzerland, Sweden, and
Belgium until 1914, neutrality is inherited as a political
attribute that serves to define its social identity as a state.
Belgium, from independence in 1830 until World War I,
declared itself a “perpetually neutral” country. In this case
political neutrality informs all decisions a state makes,
during times of peace and war, and determines even the
legal basis for whether and how to resist invading armies.

While neutrality seems to carry no guarantees, it
should be noted that the territories of most neutral coun-
tries have been respected through time. Even in cases
where neutrality has been compromised, the offending
party often incurs widespread international condemna-

tion for such a violation, as Germany did following the
invasion of then-neutral Belgium in 1914.

SEE ALSO Neutral States; Neutrality of Money
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NEUTRALITY OF
MONEY
The (classical) quantity theory of money represents a cen-
tral organizing principle for macroeconomic analysis. It
goes back hundreds of years, to the writings of David
Hume (Hume 1970) and Irving Fisher (Fisher 1922).

The theory posits that one-time permanent shifts in
nominal variables have no effect on real variables in the
long run. The simplest quantity-theoretic proposition,
known as the long-run monetary neutrality proposition,
specifies that a permanent, stochastic, (that is, purely ran-
dom) shock to the money supply has a one for one effect
on prices and a zero effect on real output in the long run.
Another quantity-theoretic proposition is that of long-run
monetary superneutrality, specifying that a permanent
change in the rate of growth of nominal money (that is,
money measured in current dollar magnitudes) has no
long-run effect on the level of real output. In sum,
changes in the money supply affect the price level (infla-
tion) but have no effect on relative prices, the volume of
employment, output, or real income (purchasing power).

Over the years, the long-run monetary neutrality
propositions have been investigated in a large number of
studies (McCandless and Weber 1995). However, as Lucas
(1996, p. 661) puts it in his Nobel lecture, “so much
thought has been devoted to this question [of proving
long-run neutrality] and so much evidence is available
that one might reasonably assume that it had been solved
long ago. But this is not the case.” In fact, Fisher and
Seater (1993) and King and Watson (1997), using state-
of-the-art advances in the field of applied econometrics,
have shown that meaningful long-run neutrality tests can
only be constructed if both nominal (measured in current
dollar magnitudes) and real (measured in units of com-
modities) variables satisfy certain nonstationarity condi-
tions (regarding, for example, variance, trends, and
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seasonal patterns) and that much of the older literature
violates these requirements.

In the spirit of Fisher and Seater (1993) and King and
Watson (1997), Serletis and Koustas (1998) provide inter-
national evidence for the long-run neutrality and
superneutrality propositions. Using the eclectic approach
of King and Watson (1997) and the Backus and Kehoe
(1992) data, consisting of over one hundred years of
annual observations on real output and money for ten
countries—Australia, Canada, Denmark, Germany, Italy,
Japan, Norway, Sweden, the United Kingdom, and the
United States—they show that the data are generally sup-
portive of monetary neutrality.

In a similar study testing the long-run neutrality of
money and using the King and Watson (1997) methodol-
ogy, Serletis and Koustas (2001) pay particular attention
to the gains that can be achieved by rigorous use of micro-
economic- and aggregation-theoretic foundations in the
construction of money measures. To address disputes
about the relative merits of different monetary aggrega-
tion procedures, they make comparisons among simple-
sum, Divisia (named after the French economist Francois
Divisia), and currency-equivalent money measures for the
United States, obtained from the monetary services
indices (MSI) database, maintained by the Federal
Reserve Bank of St. Louis as a part of the bank’s Federal
Reserve Economic Database. The results show that the
hypothesis of long-run monetary neutrality finds support
in the United States data, irrespective of how money is
measured.

Finally, another long-run neutrality proposition is the
Fisher relation. According to the Fisher equation, R = r +
π, where R is the nominal (dollar) interest rate, r the real
interest rate (the rate that determines the growth over time
in the real value of assets), and π the inflation rate, the
Fisher relation states that the nominal interest rate moves
one-for-one with inflation in the long-run, meaning that
a permanent change in the rate of inflation has no long-
run effect on the level of the real interest rate. The Fisher
relation holds in models in which the real interest rate is
determined by a relation like the modified golden rule
(according to which the marginal product of capital in
steady state equals the sum of the rate of time preference
and the population growth rate) and therefore does not
depend on monetary variables (Sidrauski 1967). It is vio-
lated, however, in models in which the Tobin (1965)
effect applies; in such models, an increase in the inflation
rate results in a decrease of the real interest rate and there-
fore in a less than one-to-one increase of the nominal
interest rate (this is known as the Tobin effect).

Koustas and Serletis (1999) have investigated the
Fisherian link between inflation and nominal interest rates
using postwar quarterly data for eleven countries—

Belgium, Canada, Denmark, France, Germany, Greece,
Ireland, Japan, the Netherlands, the United Kingdom,
and the United States—and the King and Watson (1997)
methodology. Their results are consistent with most of the
existing literature on the Fisher effect, which mostly shows
that fully anticipated inflation has less than a unit effect
on the nominal interest rate, and thus reduces the real
interest rate even in the longest of runs. In view of the
inability to reject long-run monetary neutrality by exam-
ining the effects of money shocks on real output, we are
thus left with a puzzle that needs to be addressed by future
theoretical and empirical work.

SEE ALSO Economics, Keynesian; Economics, New
Classical; Interest Rates; Monetarism; Monetary
Theory; Money; Money, Demand for; Policy,
Monetary; Quantity Theory of Money
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NEW CLASS, THE
The New Class is a term made popular by Milovan
Djilas’s book The New Class (1957), which describes the
privileged ruling group of top government bureaucrats
and party functionaries that typically arises in all Stalinist
“party-states.” The idea of a new technocratic and non-
proletarian ruling class in Communist societies has been
used to criticize the centralized social-welfare state of
Soviet-type socialism. But it is also linked to the notion
that a new influential class of skilled intellectuals, tech-
nocrats, and managers has emerged in modern capitalist
societies to reshape the traditional class conflict between
capital and labor, as well as to the proposition that the rise
of such a technocratic-managerial class signals the emer-
gence of a new, post-capitalist social order.

In the first half of the twentieth century, neo-Marxist
theories of a new social stratum of managers, engineers,
and other technocrats—sometimes called the “intellectual
proletariat”—became popular among left-wing intellectu-
als, especially in Western Europe. In his famous novel
Nineteen Eighty-Four, George Orwell predicted that this
new social stratum “would control this world.… The new
aristocracy was made up for the most part of bureaucrats,
scientists, technicians, trade-union organizers, publicity
experts, sociologists, teachers, journalists, and professional
politicians” (1984, p. 169). Anarchists, anarcho-syndical-
ists, Left Communists, Trotskyists, and other leftist critics
of Soviet-style socialism associated this technocratic
meaning of the term with the “new class” of top govern-
ment and party bureaucrats, industrial managers, profes-
sional propagandists, and so forth, that had emerged to
dominate the Soviet Union under Stalin’s system of state
capitalism.

A very similar notion of a new ruling class was
advanced by Milovan Djilas (1911–1995), a dissident
politician in post–World War II (1939–1945) Yugoslavia.
Djilas was purged from the Communist hierarchy in 1954
for advocating democratic and egalitarian ideals, which he
believed permeated the original theories of Marxism,
socialism, and communism, but ran counter to the dom-
inant Stalinist dogma and practice of his day. Djilas
observed that the leading government and party officials
in all Stalinist regimes assumed the role of a new ruling
class—a heretical idea that was at variance with the ideo-
logical claims of the governing Communists, who argued
that the Communist revolution had resulted in the extinc-
tion of the dominant capitalist class and its replacement
by the “dictatorship of the proletariat.” He claimed that
the new class exercised collective political control over the
means of production as a new form of “monopoly owner-
ship,” which allowed capitalist-style relations of inequal-
ity, domination, and exploitation to persist even in the
absence of a hegemonic capitalist class and its private

ownership of economic production. Djilas’s “new class”
thus overlaps with the so-called “nomenklatura class,” a
term used in other critical descriptions of the governing
bureaucracy in the Soviet Union (see Voslensky 1984).

A somewhat similar claim has been made about the
“three-way polarization” of advanced capitalist societies
between the capitalist class of private corporate owners,
the working class, and an influential “new class” of col-
lege-trained technocrats, which Barbara and John
Ehrenreich called the “Professional-Managerial Class”
(PMC). This wage-earning technocratic class is generally
hostile to the capitalist socioeconomic order over the issue
of private ownership and control of the means of produc-
tion, as well as over the unequal and unfair distribution of
the fruits of material production. This anticapitalist hos-
tility has turned the PMC into “an enduring reservoir of
radicalism”—from Progressivism and the Socialist Party to
the New Left (Ehrenreich and Ehrenreich 1979, p. 42).
But there are also tensions with the blue-collar workforce
due in part to the interest of the highly educated “new
class” in extending its cultural and technological hege-
mony over the working classes. Their mutual antagonism
has been “over the issues of knowledge, skills, culture”
(Ehrenreich and Ehrenreich 1979, p. 45)—that is, over
the PMC’s elitism and patronizing attitude vis-à-vis work-
ing-class people. Without the pivotal assistance of the
PMC, however, the ruling capitalists cannot effectively
dominate the working classes, nor can the latter resist
being controlled and exploited by the capitalist class.

In The Future of Intellectuals and the Rise of the New
Class (1979), neo-Marxist sociologist Alvin Gouldner
similarly challenged the central political and theoretical
premise of Marxism—namely, the historical class conflict
between the bourgeoisie and the proletariat—by claiming
that a “New Class” has emerged under modern capitalism,
comprising intellectuals, managers, and the technical
intelligentsia. The New Class is not a ruling class yet and
is also internally riven by important tensions between the
technical intelligentsia and the humanistic intellectuals.
But as an embryonic new “universal class,” these bearers of
specialized knowledge are the best hope for social progress
in contemporary capitalist societies given the historical
failure of the traditional working class (or the “industrial
proletariat”) to bring about a social revolution and pro-
gressive change. A basic strategy of the New Class is to
cultivate an alliance with the mass working class in order
to undermine and supplant the ruling capitalists and their
hegemonic position in the old social order.

In like manner, Robert Reich (who served as secretary
of labor under President Bill Clinton) has suggested the
idea of a new class consisting of what he calls “symbolic
analysts”—engineers, attorneys, scientists, university pro-
fessors, business executives, journalists, consultants, and
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other “knowledge workers,” who engage in processing
information and manipulating symbols for a living. These
well-educated individuals occupy a privileged position in
society because they can sell their valued professional ser-
vices in the global economy. According to Reich,

Symbolic analysts solve, identify, and broker
problems by manipulating symbols. They simplify
reality into abstract images that can be rearranged,
juggled, experimented with, communicated to
other specialists, and then, eventually, trans-
formed back into reality. The manipulations are
done with analytic tools, sharpened by experience.
These tools may be mathematical algorithms,
legal arguments, financial gimmicks, scientific
principles, psychological insights about how to
persuade or to amuse, systems of induction or
deduction, or any other set of techniques for
doing conceptual puzzles. (1991, p. 178)

Given the worldwide drift toward “laissez-faire cos-
mopolitism,” Reich believes that only “symbolic ana-
lysts”—because of their more advantageous position in
the globalized economy—can be confident of being the
“winners” of twenty-first-century capitalism.

SEE ALSO Anarchism; Bahro, Rudolf; Bourgeoisie, Petty;
Bureaucracy; Bureaucrat; Capitalism, State; Class;
Communism; Credentialism; Democracy;
Egalitarianism; Elite Theory; Left Wing; Managerial
Class; Marxism; Meritocracy; Middle Class; Oligarchy;
Power Elite; Professionalization; Socialism; Stalin,
Joseph; Stalinism; Syndicalism; Totalitarianism;
Trotsky, Leon; Union of Soviet Socialist Republics
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NEW DEAL, THE
The term New Deal refers collectively to the sweeping eco-
nomic reforms and government programs pushed by
President Franklin D. Roosevelt and enacted by Congress
to combat the Great Depression and relieve its impacts on
wide swaths of American society. The New Deal com-
prised two major waves of reforms: the First New Deal
(1933–1934) and the Second New Deal (1935–1936).
The First New Deal was more experimental and focused
on relief efforts; the Second New Deal was more focused
on class conflict. Together, they permanently changed the
relationship between government and business and pro-
moted government as an agent of the common good, a
role not widely accepted before 1933. The New Deal also
fundamentally reorganized the contours of American pol-
itics, erasing Republican dominance and creating a major-
ity coalition for the Democratic Party that would last a
generation.

1929–1933: THE STOCK MARKET
CRASH, THE DEPRESSION, AND
THE HUMAN TOLL

The 1928 election produced victory for Herbert Hoover
and his Republican Party—the party’s third presidential
election win in a row. Hoover’s first year in office, 1929,
saw continued economic prosperity for the business and
manufacturing sectors of the economy—but distress for
the agricultural economy. The October 1929 stock market
collapse brought the prosperous era of the 1920s to a
crashing end and raised doubts about Republican claims
of being “the party of prosperity.” As eminent New Deal
historian William E. Leuchtenburg notes:

In the three years of Herbert Hoover’s presidency,
the bottom had dropped out of the stock market
and industrial production had been cut more than
half.… [S]teel plants were operating at a sickening
12 percent of capacity, with “an almost complete
lack” of signs of a turn for the better. In three
years, industrial construction had slumped from
$949 million to an unbelievable $74 million.…
By 1932, the unemployed numbered upward of
13 million. Many lived in the primitive condi-
tions of a preindustrial society stricken by famine.
In the coal fields of West Virginia and Kentucky,
evicted families shivered in tents in midwinter;
children went barefoot. In Los Angeles, people
whose gas and electricity had been turned off were
reduced to cooking over wood fires in back lots.
(Leuchtenburg 1963, p. 1)

Leuchtenburg’s account further documents the massive
human toll of the Depression: famished children; at least
one million men wandering the country in an often fruit-
less search for work; “Hoovervilles,” or large settlements
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of makeshift shacks of boxes and scrap metal, housing
hundreds or more in many American cities; children kept
out of school because they had nothing to wear.
Conditions in rural America were also desperate owing to
falling crop prices and a breakdown of transportation net-
works for farm products. Farm foreclosures and evictions
of farm families were widespread. As Leuchtenburg notes
(1963, pp. 23–24):

As farm income dipped sharply while taxes and
mortgage obligations remained constant, thou-
sands of farmers lost their land for failure to pay
taxes or meet payments.… [O]n a single day in
April 1932, one-fourth of the entire area of the
state of Mississippi went under the hammer of
auctioneers.

By early 1933, unemployment reached 25 percent, with
fifteen million out of work. Five thousand banks had
folded, wiping out nine million savings accounts. The
venerable U.S. Steel Corporation saw its full-time work-
force collapse from 229,000 in 1929 to 0 in 1933.

Presidential elections are often, in part, a referendum
on the national economy. The 1932 election was very
much so, creating conditions ripe for a Democratic vic-
tory—a rarity during the Republican-dominated era since
1896. In November 1932, Herbert Hoover was defeated
decisively, and Democrats gained a Senate majority as
well, after already having won a House majority in the
1930 congressional elections. Franklin D. Roosevelt
would begin his first term working with sizable
Democratic majorities in both houses of Congress.

1933–1934: THE FIRST NEW DEAL

Roosevelt entered office March 4, 1933, at a time of
almost wartime crisis. The collapse of banks and the rush
of depositors had prompted bank holidays nationwide.
The first priority was a banking bill to reopen the banks.
During Roosevelt’s first 100 days in office, Congress
passed fifteen major pieces of legislation, including what
some critics derided as an “alphabet soup” of new govern-
ment agencies and programs. The First New Deal was
pragmatic: It met demands from and benefited many sec-
tors of society, such as bank depositors, bankers, farmers,
opponents of Prohibition, the unemployed, organized
labor, and business interests. The most important legisla-
tion was the business-supported National Industrial
Recovery Act (NIRA, 1933), which authorized companies
to form cartels and created provisions for the president to
regulate businesses to promote fair competition, raise
prices and wages, and create jobs for the unemployed.
NIRA also included the first federal minimum wage and
maximum workweek, which remain today. Though struck
down by the Supreme Court in 1935, NIRA’s provisions

for collective bargaining were reinstated in the Wagner
Act (1935).

The First New Deal also offered something for farm-
ers: the Agricultural Adjustment Act (AAA, 1933). This
program provided federal subsidies to farmers to leave
some of their land idle. The effect was to reduce crop sur-
pluses and raise crop prices, ultimately providing greater
economic stability for farmers. Since the agricultural sea-
son was already under way in May 1933, the program
began with the controversial large-scale destruction of
crops and slaughter of livestock, overseen by the
Agricultural Adjustment Administration. Some southern
farmers were asked to plow under one-fourth of their cot-
ton crop, again to raise prices. Federal farm programs in
the mid-2000s still embodied the AAA’s underlying prin-
ciple of preventing crop overproduction that can cause
severe price drops.

Given the rash of bank failures in early 1933, protect-
ing bank deposits from being wiped out was a major pri-
ority. The First New Deal, then, included creation of the
Federal Deposit Insurance Corporation (FDIC), a federal
agency that guarantees checking and savings deposits 
in the event a bank folds. The FDIC remained in place
into the twenty-first century, insuring deposits up to
$100,000.

To provide large-scale relief to the unemployed, the
First New Deal also included the Public Works
Administration (PWA), an agency that contracted with
private firms for, and funded, construction of large public
projects such as airports, bridges, hospitals, schools,
streets, and highways. The PWA encouraged contractors
to hire the unemployed. Another work relief program was
the Civilian Conservation Corps (CCC), which put
young men to work planting trees, building trails and log-
ging roads, erecting fences, raising telephone and power
lines, and completing projects to prevent soil erosion.
Similarly, a government corporation, the Tennessee Valley
Authority (TVA), was established to provide flood con-
trol, economic development, and hydroelectric power to
many of the southern states—a largely agricultural and
impoverished region at the time. Congress also repealed
Prohibition in 1933.

1935–1936: THE SECOND 
NEW DEAL

The 1934 congressional elections strengthened
Democratic control of Congress, providing Roosevelt
with additional political capital to pursue further reforms.
The Second New Deal, more openly prolabor and
antibusiness than the First New Deal had been, fostered
more class conflict. The Second New Deal included three
major legislative acts: the Social Security Act, the National
Labor Relations Act (Wagner Act), and the Works
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Progress Administration. The first two of these remain
today.

The Social Security Act (1935) created a social insur-
ance program, funded through a payroll tax paid by work-
ers and employers alike. The program provides benefit
payments for retirement, disability, death (i.e., for widows
and survivors), and unemployment. Social Security estab-
lished the framework for the social welfare state in the
United States and provided philosophical support for the
Great Society programs in the 1960s.

The National Labor Relations Act (Wagner Act,
1935) was passed following a wave of tumultuous strikes
in major cities, as well as years of labor unrest in southern
textile mills, including a massive general strike in 1934.
The act established workers’ right to collectively bargain
with employers—that is, to establish and join labor
unions. The Wagner Act granted workers the right to
strike, declared certain employer actions as prohibited
“unfair labor practices,” and established procedures for
lodging complaints and determining whether or not
workers wish to join a union. Later, Congress amended
the Wagner Act to extend the prohibition against unfair
labor practices to unions.

The Works Progress Administration (WPA, 1935)
was a federal program to provide jobs and income for the
unemployed. Although most jobs provided construction
work, the WPA included programs for writers, artists, and
musicians and provided some work for women as well. A
component program, the National Youth Administration,
provided job training and employment for teenagers. The
WPA was disbanded in 1943 during World War II, an era
of nearly full employment. The Rural Electrification
Administration (REA) provided electricity to remote and
rural areas, especially in the more agriculture-dominated
South and Plains states.

Overall, the New Deal overturned, for most
Americans, prevailing notions of limited government and
laissez-faire economic policies by creating government
programs and agencies on an unprecedented scale. New
Deal defenders argued that new rules, and a vast expan-
sion in the size and scope of the federal government, were
necessary to address an economic crisis and attendant
human misery that were equally unprecedented.

DEBATES SURROUNDING THE
NEW DEAL

The New Deal did have its critics, particularly because it
represented a massive change in prevailing ideas of limited
government, minimal regulation of business, and empha-
sis on state, local, and private charity for the needy. Before
and during the 1920s, the “old economic order” of most
wealthy Americans, financiers, industrialists, and railroad
and banking interests, among others, allied with the

probusiness Republican Party and argued against major
government relief efforts to combat poverty and unem-
ployment. Government relief was thought to reward lazi-
ness and discourage individual initiative. Before 1933, the
prevailing philosophy of Social Darwinism held that
wealth indicated virtue (hard work, initiative, and
energy), and poverty indicated moral failings (lack of
thrift, laziness, or both)—both individual characteristics,
not remediable by government action. The “old order”
also resisted government regulation, including the Wagner
Act, fearing that government was openly siding against
businesses and with workers in labor disputes. Before
1933, federal government policy also often reflected
Social Darwinist thinking: Business regulation was lim-
ited, government was small in size, agencies were few in
number, and preferred policies emphasized free markets
and a hands-off, laissez-faire government that should not
hinder market competition. (However, earlier Progressive-
era reforms included a ban on child labor, food and drug
safety laws, and prohibited direct corporate contributions
to federal election campaigns.)

Ideological opposition to the New Deal, then,
derived from prevailing notions of the proper relationship
between government and business. New Deal advocates
responded by noting the massive human costs of the
depression, coupled with a conviction that the old rules
could no longer work. One analysis, by A. A. Berle Jr.,
notes the rise of large economic organizations (corpora-
tions) that could, absent government restraint, use their
economies of scale to squeeze out competition. According
to Berle:

The old economic forces do still work and they do
produce a[n economic] balance after a while. But
they take so long to do it and they crush so many
men in the process that the strain on the social
system becomes intolerable. Leaving economic
forces to work themselves out as they stand will
produce an economic balance, but in the course of
it you may have half the entire country begging in
the streets or starving to death.

The New Deal [is] a recognition of the fact that
human beings cannot indefinitely be sacrificed by
millions to the operation of economic forces …
[producing a] shocking toll on life and health and
happiness. (Berle 1933, pp. 4–9, 19)

Berle summarizes the New Deal as an effort to “counter-
balance the effects of organization gone wrong, to make
sure the burdens of readjustment are equitably distrib-
uted, and that no group of individuals will be ground to
powder in order to satisfy the needs of an economic bal-
ance.” Historical accounts, too, often characterize the
New Deal as an effort to restore balance to the economic
system. Leuchtenburg (1963) characterizes New Deal the-
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orists as seekers of balance: “the best society was one in
which no important element held preponderant power”
(p. 35) But New Dealers were especially worried about the
“disproportionate power wielded by business in compari-
son to that possessed by agriculture” (p. 35). In addition,
as the labor unrest of the 1920s and 1930s showed, the
imbalance between the political and economic power of
business versus that of organized labor was also a concern.
This informed the Wagner Act (1935) and its provisions
guaranteeing rights for workers seeking to organize or join
a union.

While not the focus of much philosophical debate,
one additional innovation of the New Deal era is note-
worthy: the major infusion of scientific and academic
experts into government. Roosevelt relied heavily on a
“brain trust” of professors, including Raymond Moley,
Rexford Tugwell, Harold Ickes, and other experts in for-
mulating and justifying New Deal policies and in serving
in senior cabinet positions. The emphasis on scientists and
experts in government was a novelty at the time but rested
on then-emerging doctrines of “neutral competence” in
public administration.

THE NEW DEAL’S LEGACY AND
IMPACTS

It is not clear whether New Deal policies “lifted” the
nation out of the Great Depression, but the political
impacts are clearer. It both reorganized the relationship
between federal and state governments and triggered a
political realignment that made the Democratic Party the
majority party in American politics for a generation.

Economic Impacts of the New Deal Economically, 
the country hit “rock bottom” in March 1933, when the
banking crisis had brought the financial system 
to the brink of collapse, even shutting down Wall Street
and the Chicago Board of Trade by Roosevelt’s
Inauguration Day. Economic indicators tended to recover
from mid-1933 to 1937, but then a second recession hit,
worsening conditions again. Full economic recovery
would wait until the United States entered World War II
in 1941. In other respects, the New Deal did fundamen-
tally transform the economic system. The New Deal
swept away the “old economic order” of business domina-
tion over government policy and minimal government
intervention in economics and business. The New Deal’s
critics feared the United States was moving toward a
socially engineered economy, with some comparisons to
communist planned economies appearing. New Deal sup-
porters, however, argued that the new rules meant that
government would not dominate the economic system
but only become a partner with business, agriculture, and
labor in fostering economic growth and prosperity. What

is certain is that the New Deal era institutionalized expec-
tations of more active government intervention in the
economy than was previously considered tolerable.
Although some individual New Deal programs (NIRA,
CCC, WPA) no longer exist, some others do (Social
Security, FDIC, the National Labor Relations Act, the
minimum wage). The notion that government properly is
a partner in promoting economic health and growth is
now widely accepted, and a return to strictly laissez-faire
economic policy is effectively outside the boundaries of
political acceptability. Likewise, the notion that govern-
ment should shrug off assistance or protection to most of
society’s most vulnerable members was discredited during
the New Deal era, resulting in Social Security.

Minimal Impacts: The New Deal and American Blacks
However, New Deal advocates did not always extend the
philosophy of aiding the disadvantaged to one especially
vulnerable group: black Americans. The New Deal had
very little to offer blacks, considering the widespread
racism, forced segregation, and discrimination and denial
of voting rights they faced around the country, but espe-
cially in the South, where most blacks lived. For example,
the New Deal encouraged the formation of labor unions,
but most unions refused to admit blacks. New Deal pro-
grams benefited farmers and the jobless, but their benefits
focused on the white jobless; racial discrimination in
employment sometimes meant blacks would benefit little
from jobs programs. Furthermore, Roosevelt refused to
support both federal antilynching legislation and racially
egalitarian voting laws. Thus, the New Deal left the fester-
ing problems of civil rights and rampant racial discrimina-
tion, especially in the South, virtually untouched. As
nearly all white southerners were a key, and thoroughly
racist, component of the Democratic majority coalition,
any effort to push the Democratic Party toward favoring
civil rights for blacks would certainly prompt a furious
backlash. Later events, such as the Dixiecrat walkout at
the 1948 Democratic Party’s national convention and the
white southern backlash to President Lyndon Johnson’s
support for civil rights laws in 1964–1965, showed how
readily fears of white southern backlash would become
reality. Given the New Deal’s near total failure to address
the desperate circumstances facing southern blacks (then
comprising a large majority of blacks nationwide), the
transformation of blacks into a solidly Democratic voting
bloc during the 1930s seems puzzling.

Historian Nancy Weiss (1983) focuses on the eco-
nomic benefits the New Deal provided to lower-income
Americans, regardless of race. Her analysis indicates that
despite Roosevelt’s poor record on racial issues and the
glaring racial inequalities built into the administration of
many New Deal programs, blacks still perceived the
Roosevelt administration as more friendly to their inter-
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ests than any since that of Ulysses S. Grant (1869–1877).
Another historian, Patricia Sullivan (1996), studied the
rise and fall of a liberal movement in the South, the
nation’s most racially repressive region. She concluded
that while a southern liberal movement, centered in the
Popular Front, flowered in the 1930s and 1940s, it even-
tually collapsed by 1950 under the combination of racist
and anti-Communist ideologies. The southern Popular
Front movement, which attracted both black and white
support, coincided with the growing visibility of a notably
racially progressive wing of the Democratic Party, as his-
torian David L. Chappell notes in reviewing Sullivan’s
work (1999). In the Roosevelt administration, the liberals
were represented by Interior Secretary Harold Ickes,
National Youth Administration director Aubrey Williams,
and First Lady Eleanor Roosevelt, among others. While
the liberals’ impact on national racial policies was limited,
they did provide hope and a sense of having “friends in
high places” to millions of black Americans.

In short, explanations of why blacks moved into the
Democratic Party vary. Weiss’s account focuses on the
New Deal’s economic benefits for the poor, white and
black, while Sullivan’s account focuses on a bond of emo-
tional solidarity between many blacks and the Democratic
Party. The 1936 election made clear that black partisan
loyalties had shifted from majority Republican to major-
ity Democratic. During the civil rights era (1960–1968),
the national Democratic Party’s strong embrace of federal
civil rights laws further cemented this alliance. Since
1964, blacks have been the most overwhelmingly
Democratic voting bloc in American politics.

Political Impacts of the New Deal Politically, the New
Deal had two major impacts: a reorientation of the proper
relationship between the national and state governments
and a political realignment that established the
Democratic Party as the new majority party in national
politics.

The New Deal changed the relationship between the
national and state governments. Before 1933, the system
of “dual federalism” prevailed; the national government
was responsible for defense, currency, and post offices, for
example. The state governments were responsible for edu-
cation, social welfare, law enforcement, voting, and elec-
tions, among other things. Under dual federalism, the
federal government provided little financial assistance to
the states. And the policy spheres of the federal and state
governments were generally separate and distinct.

The New Deal’s programs meant the federal govern-
ment would assume a much greater role in social welfare
and economic regulation than it had previously. The PWA
and other works programs marked a dramatic increase in
federal aid to the states. Future programs would be based

on this new philosophy: that the federal government
should financially assist states and communities. Thus, the
size and scope of the federal government grew dramati-
cally, and the federal government would provide assistance
to the poor and unemployed.

In partisan politics, the effects of the New Deal were
profound. In many Americans’ minds, the Great
Depression had destroyed the Republican Party’s credibil-
ity as being the “party of prosperity.” While President
Herbert Hoover had taken some steps to combat the 
economic crisis, other actions fostered impressions that
Hoover little understood the human costs of the
Depression or was actively callous to human suffering. In
1932, Hoover deployed soldiers to evict an encampment
on the outskirts of Washington, D.C., of “bonus
marchers”—World War I veterans seeking payment of
long-delayed war pensions. The images and news reports
of troops rousting nonviolent squatters from the
Anacostia Flats, forcing them out of their shacks at gun-
point, and burning the settlements to the ground incensed
many Americans. This action was probably a major con-
tributor to Hoover’s defeat that fall. Roosevelt had offered
few specifics during the 1932 campaign but displayed
pragmatism and a willingness to experiment once in
office. The New Deal was not initially conceived as an ide-
ological program; it was an effort to “try out” potential
solutions to the crisis.

That said, Roosevelt also projected a very appealing
public persona. Although he had been stricken with polio
in 1921, his disability was usually not visible to the pub-
lic because television did not yet exist. Roosevelt excelled
in communicating with Americans by radio. In the first of
his “fireside chats,” or radio addresses, Roosevelt set out to
calm public fears: “The only thing we have to fear is fear
itself.” During his first 100 days in office, Roosevelt per-
suaded Congress to approve fifteen major pieces of legis-
lation—a feat unprecedented at the time and never
duplicated since.

Therefore, Roosevelt hardly needed to convince
Americans that he was taking concerted action in a time
of economic crisis. Roosevelt excelled at soothing
Americans’ fears and convincing them he understood
their concerns and trials.

While Roosevelt’s persona endeared him to many, his
New Deal programs fundamentally realigned American
politics, largely along social-class lines and in the
Democratic Party’s favor. In 1934, Democrats gained more
congressional seats; it is unusual in a midterm election for
the president’s party to gain strength in Congress. In 1936,
Roosevelt won a landslide reelection over Republican Alf
Landon, winning 61 percent of the popular vote and car-
rying every state except New Hampshire and Maine.
Although Democratic strength in Congress would drop
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sharply after the 1938 midterm election, Roosevelt won
four consecutive terms as president (in the elections of
1932, 1936, 1940, and 1944). In April 1945, Roosevelt
died, and his vice president, Harry S. Truman, became
president. The strength of Roosevelt’s political coalition
was apparent even in 1948, when Truman, defying virtu-
ally all predictions, defeated Republican Thomas Dewey,
extending Democratic control of the presidency to five
consecutive terms (twenty years). Not until 1952 would a
Republican again win the White House. Democrats also
controlled Congress continuously from 1932 to 1946,
with huge Democratic majorities after the 1934 and 1936
elections. Republicans, the dominant party from 1896 to
1932, were now the clear minority party in American pol-
itics and would remain so until 1968.

Roosevelt’s “New Deal coalition” consisted of three
major groups of voters: white southerners, urban ethnics
and immigrants, and working-class Americans. White
southerners had long-standing loyalties to the Democratic
Party and hostility toward the Republican Party, both dat-
ing from the Civil War and Reconstruction eras. Urban
ethnics and immigrants, many of them Catholic, swung
decisively toward the Democratic Party between 1928 and
1936, partly because of anti-Catholic sentiments apparent
in some elements of the Republican Party, partly because
“white ethnic” groups such as Polish, Irish, German, and
Italian Americans tended to reside in cities where largely
Democratic political machines held sway, exchanging
favorable votes for city jobs or other favors, and partly
because their communities gained valuable public works
projects from the PWA and other programs. Also, many
white ethnics were also members of labor unions or
worked in blue-collar jobs, making Social Security, jobs
programs, and federal labor protections attractive policies.
Finally, working-class Americans were strongly attracted
by Roosevelt’s public criticisms of financiers and corporate
executives and by his policies that supported organized
labor, minimum wages, maximum hours, and jobs pro-
grams for the unemployed. A major political effect of the
New Deal, then, was to position Democrats as a party
friendly to working-class Americans and committed to
fairness for many (but rarely for blacks): jobs for the
unemployed, decent wages and working conditions, the
right to organize collectively, and benefits for vulnerable
Americans such as the elderly and disabled. Blacks also
supported Democratic candidates when and where they
could vote—but most blacks lived in the South, where
they faced brutal repression and near total voting discrim-
ination in much of the region.

Meanwhile, Democrats portrayed Republicans as a
party of and for the richest Americans, bent on canceling
or cutting New Deal programs and reverting to laissez-
faire economic policies. During the 1936 election, voting
was very strongly structured along social class lines:

Republicans won majorities of the vote among the wealth-
iest Americans, but Democrats won lopsidedly among
those with lower incomes—and in 1936, there were many
more lower-income than higher-income Americans.
Political scientists James Sundquist (1983) and Walter
Dean Burnham (1970) both identify the 1932–1936
period as a “critical” or realigning period in American pol-
itics, in which a previous Republican majority was
replaced by a Democratic majority.

Overall, the New Deal fundamentally changed the
relationship between government and business in the
United States, from minimal regulation to selective regu-
lation; expanded the federal role in assisting people buf-
feted by economic forces beyond their control, and
wrought a new era of Democratic Party dominance in
national politics. The New Deal era brought great chal-
lenges and great changes to the political and economic
systems, along with many new government programs to
face those challenges.

SEE ALSO Banking; Business Cycles, Real; Democratic
Party, U.S.; Economic Crises; Economics, Keynesian;
Federalism; Great Depression; Inequality, Racial;
Politics; Politics, Black; Politics, Southern; Racism;
Republican Party; Roosevelt, Franklin D.; Social
Welfare Functions; Supreme Court, U.S.; Welfare State
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NEW IMMIGRANT
SURVEY
The New Immigrant Survey (NIS) is a new plan for
nationally representative, longitudinal studies of immi-
grants to the United States and their children that prom-
ises to provide new kinds of data that will help answer
many of the important questions about migration and its
impacts and also shed light on fundamental aspects of
human development. The basic design calls for taking rep-
resentative samples of cohorts of new legal immigrants
and following them over time, with new cohorts selected
every four or five years or whenever developments in U.S.
immigration policy or conditions worldwide warrant. The
sampling frame for each cohort is based on the electronic
administrative records compiled for new immigrants by
the U.S. government, formerly through the U.S.
Immigration and Naturalization Service (INS) and now
through its successor agencies, the U.S. Citizenship and
Immigration Services (USCIS) and the Office of
Immigration Statistics (OIS). It consists of all adult immi-
grants admitted to legal permanent residence during a
specified period and two types of child immigrants who
would not, or might not, be found in the households of
adult immigrants. The sampling frame thus includes both
new-arrival immigrants—immigrants arriving in the
United States with immigrant documents acquired
abroad—and adjustee immigrants—immigrants who are
already in the United States with a temporary nonimmi-
grant visa (or, in some cases, illegally) and adjust to lawful
permanent residence.

Interviews are conducted with sampled adult immi-
grants and their spouses and with the sponsor-parents of
sampled child immigrants and the spouses of the sponsor-
parents; sampled children and other children (both for-
eign-born and U.S.-born children) in the households of
both sampled adult and child immigrants are interviewed
or given assessments based on an age-eligibility schedule.
Two key elements of the design are that interviews for the
baseline round are conducted as soon as possible after
admission to legal permanent residence and that respon-
dents are interviewed in the language of their choice (e.g.,
eighty-six languages were used in the baseline round of the
first full cohort, NIS-2003).

Information obtained in the interviews covers a wide
range of topics, including health, schooling, marriage and
family, skills, languages and English-language skills, labor
force participation, earnings, financial help given to and
received from relatives and friends, use of government
services, networks, travel, and religion. In successive
rounds, the instruments will track changes over time. A
large component of the NIS survey instruments is compa-
rable to instruments used in the major U.S. longitudinal
surveys, thus facilitating comparisons of immigrants and

the native born. Special attention is paid to immigrant
children and the children of immigrants, including assess-
ment of their academic abilities, skills, and achievements.
As well the instruments seek immigrants’ ideas about the
migration and incorporation process, including assess-
ment of the helpfulness of various sources of information.

New rounds of data collection will be conducted reg-
ularly for each cohort. The design calls for reinterview
every three to five years (e.g., round 2 of NIS-2003 was in
the field in 2007).

The design of the New Immigrant Survey was sharp-
ened in discussions among immigration researchers and
policy makers over a period of many years. Successive pan-
els and workshops in both the public and private sectors
developed the idea of a multiple-cohort, longitudinal sur-
vey of immigrants and their children, obtaining both ret-
rospective and prospective data and including child
assessments as well as information on extended family
members. Because the NIS design, based on sampling
named individuals from administrative records, with its
attendant challenges of locating the immigrant and pro-
viding instruments and interviewers in several languages,
had never been tried before, a pilot—the NIS-P—was car-
ried out in 1996. The pilot both confirmed the soundness
of the design, highlighted the importance of contacting
sampled immigrants as soon as possible after admission to
permanent residence, and provided new information on
immigrants never before available (Jasso, Massey,
Rosenzweig, and Smith 2000a, 2000b, 2003).

Both the pilot (NIS-P) and the first full cohort (NIS-
2003, rounds 1 and 2) were investigator-initiated projects
submitted to the National Institutes of Health (NIH) for
support and were peer reviewed. Principal investigators
are Guillermina Jasso, Douglas S. Massey, Mark R.
Rosenzweig, and James P. Smith. Support has been pro-
vided by NIH, via the National Institute for Child Health
and Human Development (NICHD) and the National
Institute on Aging (NIA), the National Science
Foundation (NSF), and the INS and its successor agency
USCIS. Additional support for NIS-2003 has been pro-
vided by the assistant secretary for planning and evalua-
tion (ASPE) in the Department of Health and Human
Services and by the Pew Charitable Trusts. The data are
available for public use at http://nis.princeton.edu. A
growing number of researchers worldwide are using the
data (approximately 700 as of April 2007).

New data—and the possibility of further new data—
are a catalyst for scientific imagination. Thus not only is
there a reinvigorated and rigorous attack on the classical
questions about immigration (e.g., selectivity and skill
transferability) and incorporation (e.g., emigration, natu-
ralization, and language acquisition) but also new themes
are emerging. These include (1) a deeper exploration of
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the migration process, including lost documents and visa
stress and their aftermath; (2) the physical and social
effects of illegality; (3) the transition to English, a
dynamic and democratic language; (4) shedding the
habits of illegality; (5) shedding the habits of elitism; (6)
a richer understanding of health changes, taking into
account the separate effects of visa stress, migration stress,
and the physical and social environment; and (7) the
impacts of immigration on the American stratification
structure.

For example, it will be possible to assess the effects of
immigration on economic inequality (via the inflow both
of very low-skilled and very high-skilled individuals), on
racial inequality (via the inflow of highly accomplished
black African immigrants, which may overturn associa-
tions of skill with race and color and ensuing stereotypes),
and on gender inequality (depending on the gender gap in
skills among new immigrants and within new immigrant
couples). As well in the years ahead it will be possible to
gain new insight into the fabled phenomenon of “falling
in love with English,” as new immigrants and their chil-
dren discover a language free of (grammatical) gender and
formal-familiar distinctions (such as tu-vous in French)
and limitlessly flexible. Future rounds of the New
Immigrant Survey will provide a window into the twenty-
first-century version of processes that built the United
States, making it possible to learn how immigrants and
natives increase the positive impacts of migration and mit-
igate its negative impacts.

SEE ALSO Colorism; Immigration; Naturalization;
Phenotype; Surveys, Sample
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NEW INTERNATIONAL
ECONOMIC ORDER
SEE International Economic Order.

NEW JEWEL
MOVEMENT
SEE Grenadian Revolution.

NEW SCHOOL FOR
SOCIAL RESEARCH
The New School for Social Research was founded in New
York City in 1918 by a group of prominent Columbia
University scholars—Charles A. Beard (1874–1948), James
Harvey Robinson (1863–1936), Wesley C. Mitchell
(1874–1948), and John Dewey (1859–1952), among oth-
ers—in conjunction with a wider circle of dissident intellec-
tuals, such as New Republic editor Herbert Croly
(1869–1930) and iconoclastic economist Thorstein Veblen
(1857–1929), who were dissatisfied with the state of the
social sciences and academic freedom in the United States.
With donations from well-wishers in liberal circles, the
New School opened for classes in the spring of 1919 in a set
of rented row houses in the Chelsea district of New York.

The founders envisaged an institution of higher
learning simultaneously capable of serious independent
research, accessible to the intelligent lay public, and
engaged in progressive social and political reform. But the
founders held distinct visions of how to apply this in prac-
tice. Disagreements led to a sharp crisis in 1922 that cul-
minated in a spate of resignations that nearly ended the
school. The reins fell into the lap of Alvin S. Johnson
(1874–1971), a former academic economist and editor of
the New Republic, who set the New School’s focus on the
“continued education of the educated,” bringing in a host
of leading lecturers from the social sciences, arts, and
other fields. At a time when “adult education” was nar-
rowly thought of as the teaching of basic education or
technical skills, the advanced academic fare the New
School offered was a novelty for the American public. By
1929 the New School was back on sound footing and
moved to new facilities on 12th Street.

Johnson maintained the necessity of revitalizing the
New School’s roots as an academic research center and had
launched the Encyclopedia of the Social Sciences in 1927 with
this in mind. In April 1933, the Nazi Party began its purge
of the German academia. Johnson, who was familiar with
many of the scholars through the Encyclopedia, helped form
a rescue committee to place the expelled academics in U.S.

New International Economic Order
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universities. But the response from American institutions
was lukewarm, so Johnson decided to have the New School
host the scholars itself. It seemed natural: The Weberian
emphasis in the German academic tradition on the unity of
the social sciences and the willingness to engage the adult
public and promote policy and reform echoed the philoso-
phy of the New School’s own creation. Working closely
with the Berlin economist Emil Lederer (1882–1939),
Johnson created the University in Exile, soon renamed the
Graduate Faculty of Political and Social Science. The first
wave of scholars assembled for the Graduate Faculty’s open-
ing in the fall of 1933 included the economists Eduard
Heimann (1889–1967), Gerhard Colm (1897–1968), Karl
Brandt (1899–1975), and Arthur Feiler (1879–1942); the
sociologists Hans Speier (1905-1990) and Albert Salomon
(1891–1966); the jurist Hermann Kantorowicz (1877–
1940); and Gestalt psychologist Max Wertheimer (1880–
1943). As the 1930s progressed, more displaced scholars
found their way to the New School, including jurists
Arnold Brecht (1884–1977) and Erich Hula (1900–1987);
economists Hans Staundinger (1889–1980) and Fritz
Lehmann; political scientists Hans Simons (1893–1972)
and Max Ascoli (1898–1978); philosophers Felix
Kaufmann (1895–1949), Alfred Schütz (1899–1959), and
Leo Strauss (1899–1973); and Weimar dramatist Erwin
Piscator (1893–1966).

The outbreak of World War II (1939–1945)
prompted the New School and the Rockefeller
Foundation to launch a vigorous, coordinated rescue plan
to secure the immediate entry of a hundred European
scholars into the United States, their permanent academic
positions to be determined later. In all, it is estimated that
between 1933 and 1945 the New School actively helped
over 183 displaced European scholars and artists find their
way to the United States (Krohn 1993).

The refugee scholars continued the continental tradi-
tion of interdisciplinary research, and a general seminar
and journal, Social Research, were launched in 1934. The
fall of France led to the formation of the École Libre des
Hautes Études (free school of advanced studies), a French-
language division of the New School chartered by Charles
de Gaulle (1890–1970), which housed prominent French
thinkers such as Jacques Maritain (1882–1973) and
Claude Lévi-Strauss. The New School also transplanted
virtually the entire Kiel school of economists—Adolph
Löwe (1893–1995), Jacob Marschak (1898–1977), Hans
Neisser (1895–1975), and Gerhard Colm. Their
Weltwirtschaftsinstitut was recast under the New School
as the Institute of World Affairs in 1941, and they
resumed their distinct research program on structural
growth, business cycles, and long-run economic policy.

This period also saw the gradual separation of the
Graduate Faculty from the New School adult division. In

1943 the New School had been reorganized and under-
graduate degree programs introduced. But increasing aca-
demic specialization in the 1950s meant that fewer
Graduate Faculty professors were willing or able to cross
the lines from research to adult education. So the New
School adult division organized its own curriculum, offer-
ing lecture courses delivered by giants like Erich 
Fromm (1900–1980) and Karen Horney (1885–1952) 
in psychology, Sidney Hook (1902–1989) and Ernest 
Nagel (1901–1985) in philosophy, Margaret Mead
(1901–1978) in anthropology, Max Lerner (1902–1992)
in contemporary politics, Robert Frost (1874–1963) in
literature, Seymour Lipton (1903–1986) in the plastic
arts, and John Cage (1912–1992) in music. In 1962 the
New School established the Institute for Retired
Professionals, the first major effort by an institution of
higher learning on behalf of senior students and, in 1964,
the J. M. Kaplan Center for New York City Affairs, the
first to focus on a single metropolitan area.

As the 1960s arrived, the Graduate Faculty struggled
to transform itself into a regular American graduate school
without losing the distinctiveness of its continental legacy.
In psychology, Wertheimer’s Gestalt program was upheld
by the appointments of Solomon Asch (1907–1996),
Rudolf Arnheim, and Mary Henle. In economics, the
torch was passed from Löwe to Robert Heilbroner
(1919–2005). The New School’s philosophy department
catapulted to distinctive prominence with the appoint-
ments of Aron Gurwitsch (1901–1973) and Hans 
Jonas (1903–1993) and, in 1967, Hannah Arendt
(1906–1975), thereby cementing the school’s continued
emphasis on continental philosophy and theory.

In 1970 the New School acquired the Parsons School
of Design (originally founded by painter William Merritt
Chase [1849–1916] in 1896) and, in 1975, created a
fourth academic division, the Milano School of
Management and Urban Policy. In 1978 the New School
established a full-time undergraduate liberal arts division,
renamed Eugene Lang College in 1985. It established two
music divisions, the School for Jazz and Contemporary
Music (founded in 1986) and the Mannes College of
Music (founded in 1916, acquired in 1989). In 1994 the
Actor’s Studio joined the New School to form a new mas-
ter’s program in theater, which laid the groundwork for
the establishment of the New School for Drama in 2005.

The rapid expansion of the New School into areas
beyond “social research” prompted a search for a new
name consistent with its multiple divisions. The first
rebranding attempt in 1995 yielded the unfortunate New
School University. This was dropped in 2005 in favor of
merely The New School, with the divisions renamed
accordingly. Since 2005 the term New School for Social
Research has been limited to the former Graduate Faculty.
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NIETZSCHE,
FRIEDRICH
1844–1900

Friedrich Nietzsche was born into a family of Lutheran
pastors but later repudiated the Christian faith. He entered
Bonn University in 1864 as a theology and philology stu-
dent. His interests turned more to the latter, concentrating
on classical and biblical texts. He read David Strauss’s skep-

tical Life of Jesus (1835–1836), discovered Arthur
Schopenhaur’s atheistic philosophy, and became friends
with Richard Wagner, leading to a stormy relationship.

Nietzsche became a professor in classical philology in
Basel, Switzerland, in 1869. His university career lasted
ten years. He resigned in 1879 for health reasons. His final
decade of sanity produced his major works, including his
attacks on Christianity, Wagner, traditional morality, and
most aspects of the European philosophical tradition and
its greatest icons, such as Socrates, Plato, and Immanuel
Kant (strangely, he said little about Aristotle).

While he despised Christianity, Nietzsche admired
Jesus himself, or at least the historical Jesus who,
Nietzsche thought, the church had distorted. As a classi-
cal philologist he developed theories about the origin of
tragedy (from music) and of ethics in ancient Greece. The
latter led him to contrast Apollonian and Dionysian
lifestyles, aristocratic and slave moralities, and life-affirm-
ing, ascending values versus life-denying, descending val-
ues. He shares with Max Weber the credit (or blame
perhaps) for switching ethical discourse from virtues to
values. Nietzsche went mad in 1889 and died in 1900.

NIHILISM, CHRISTIANITY, AND
THE ÜBERMENSCH

Nietzsche’s philosophy is mostly based on three compo-
nents: his ontology, his theory of ethics, and his views on
intellectual history. His ontology includes his best known
saying, “God is dead”; truth is subjective; the will to
power; and eternal recurrence. His ethics involve a prefer-
ence for aristocratic values over slave morality, the Über-
mensch, and the claim that we create our values. Contrary
to traditional religious and philosophical ideas, we do not
discover them or receive them from God or nature, rea-
son, conscience, intuition, or a moral sense. The last point
leads to the problem of nihilism. Nihilism (from nihil,
Latin for nothing) can be defined as consisting of three
main components, atheism, moral skepticism, and the
claim that life has no meaning.

From this one might conclude that therefore “anything
goes.” While Nietzsche clearly endorsed all three of the
above, he is best classified as an aesthetic, amoral atheist. He
did not accept the apparent corollary of nihilism that
Fyodor Dostoyevsky (among others) claimed followed from
its premises. Instead, it is our task to create or invent our
own values and also to create the meaning of life for our-
selves, a view repeated in the twentieth century by philoso-
phers as diverse as Karl Popper and Jean-Paul Sartre.

Nietzsche’s first book proposed an instinctual,
amoral, Dionysian creative energy that has been sub-
merged and repressed by an Apollonian force of logic and
sobriety (an anticipation perhaps of subsequent work on
the left brain versus the right brain). He rejected several
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ideas he saw as intrinsic to European philosophy, such as
self-consciousness, free will, and either/or thinking.
However, some may claim that his own thinking often
exhibits either/or thinking: life-affirming or life-denying,
ascending or descending, Apollonian or Dionysian, slave
versus master morality.

Nietzsche certainly went counter to the main trends
of both nineteenth-century and twentieth-century politi-
cal thought, making it rather curious why so many left-
wing thinkers were so enthused about him. He challenged
the moral idea that exploitation, domination, injury to
the weak, destruction, and appropriation are universally
evil behaviors.

Nietzsche argued in The Anti-Christ (1895) that noble
values in Roman society were corrupted by the rise of
Christianity, and he discussed many of its main figures,
concluding that Christianity is a religion for the weak and
unhealthy whose effect has been to undermine the healthy
qualities of more noble peoples. This is in striking contrast
to Karl Marx’s opposite argument (made by many leftist
thinkers) that the real problem is that the church has taken
the side of the powers that be, sanctifying their exploita-
tion of the weak and vulnerable members of society.

Nietzsche’s Übermensch idea can be misunderstood if
it is taken in a collectivist rather than a radical individual-
ist sense. It has been translated as both “superman” and
“overman.” The former is highly misleading and the latter
unclear. The best term might seem to be “superior man.”
But this also is misleading. It is neither racist nor nation-
alist nor class nor genetically based. Nietzsche had
ambiguous attitudes toward Charles Darwin and defi-
nitely was not a social Darwinist. It is arguable that every-
one, or at least anyone, could be an Übermensch, a person
who mastered her or his passions and became a creator
rather than a creature. It is used basically as a this-worldly
alternative to traditional piety.

Übermensch is related to both the weakest points in
Nietzsche’s philosophy, lack of systematic, logical argu-
ment, and the strongest point, his brilliant critique of
egalitarianism, especially anarchism, socialism, and
democracy. But again this must not be confused with later
Nazi or other racial, anti-Semitic, nationalist, genetic
based theories of group superiority. While it is unfair to
see him as a precursor of National Socialism, he can be
seen as a precursor of postmodernism and theories of
social construction with their subjectivist theories of
truth. In addition nothing in his theories seems to rule out
racist, fascist, or even Communist ideologies (unlike
Kant, utility, that is, all the theories he despises).

SCHOLARLY RESPONSES

Many Nietzsche scholars respond to criticism about the
unsystematic and even contradictory nature of his ideas by

claiming he was not propounding a system but proposing
ideas and hypotheses. This would explain his method of
aphorisms, bald assertions, and diatribes without argu-
ment and also why his twentieth-century appeal was to
such a wide variety of literary and philosophical figures of
differing views, from far right to far left. Many would say
the same about Plato, who is also contentiously associated
with twentieth-century totalitarian ideologies.

However, it can then still be asked, “If it is true that we
invent our values then we invented the perverse one such as
slave morality, human equality, Platonism. Thus, one can
ask of preferences for affirming life versus denying life, why
is the former preferable?” What is the basis for this other
than Nietzsche’s own opinions? Why cannot revenge,
resentment, and hatred be noble under some circumstances
if people create their own values? This is a problem not
unique to Nietzsche because it rests on the fact-value dis-
tinction Weber and Nietzsche helped formulate.

There is also a question of the coherence of his cri-
tique of Christianity. In his ultimate critique of
Christianity, On the Genealogy of Morals (1887), he argues
that Christian morals have emerged from revenge, resent-
ment, hatred, impotence, and cowardice. He may well be
correct about this and claims that Paul or the church or
someone else distorted the original message of Jesus, but
perspectivism and subjectivism regarding truth rule out
any argument that this is correct. Finally, it is arguable
that his compatriot, Gottlob Frege, father of modern
mathematical logic, had an effective critique of subjec-
tivist theories of truth.
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NIRVÜNA
In the fifth century BCE a thirty-year old Indian prince
called Siddartha (c. 566–486 BCE) abandoned royal status,
family life, and all the comforts of civilization. For six
years he wandered through the forests of what is today
northern India, living as a celibate ascetic and seeking a
solution to the problem of human suffering, which he
framed within the endless round of being born, growing
old, and dying, only to be reborn once again. This cycle is
known in Sanskrit as samsára (transmigration). Prince
Siddartha wanted to know if there was a way out—
nirvána (“extinction”)—of samsára (for an extensive dis-
cussion of nirvána and its synonyms, see Collins 1998,
pp. 191–233). He sought a solution by studying with var-
ious ascetic teachers, none of whom could fully satisfy his
questions, and by meditating and practicing severe asceti-
cism, such as eating only one sesame seed, one grain of
rice, and one juniper berry a day. His determination
attracted five male disciples who looked after him.

The world of the forest recluse was predominantly
male. A significant part of what Prince Siddartha had
rejected in leaving city life was contact with women.
Gender has been a contested issue since the earliest days
of Buddhism, with many denying that women can achieve
nirvána, asserting they must first reincarnate as men.
Ironically, as Siddartha sat meditating and wasting away, a
woman, his dead mother, Queen Máyá, appeared and
reminded him of the prediction at the time of his birth
that he would achieve nirvána, which was in jeopardy
because of his continued austerities. He reassured her that
he would attain his goal, and she returned to heaven. It is
at this point that Prince Siddartha began to change his
regimen, began to turn back toward the world and,
indeed, began his reconciliation with women.

Realizing that his body was too weak to achieve
nirvána, he decided to eat solid food. His five male disci-
ples, believing he had abandoned asceticism, deserted him.

But some young village women came and offered him a
dish of rice and milk, which he accepted. Several other
women, human and divine, also helped to restore his
strength so that he could take his seat under the Bo tree
where he would achieve nirvána (Young 2004, pp. 1–19).

He then proceeded through a series of ever-deepening
states of meditation throughout the night. It has long
been debated exactly what he experienced on that night
(Collins 1998, pp. xiii–xiv; Spiro 1982, pp. 56–59;
Welbon 1968, passim), but its outcome, his achievement
of nirvána, is a defining principle of Buddhism that
changed the religious face of much of Asia. After this
experience he was given the title of Buddha, the “awak-
ened” or “enlightened one.”

Two points need to be made: First, when the Buddha
achieved nirvána he became an enlightened being, and
second, when he died he achieved parinirvána, meaning
he would never be reborn. This understanding postulates
that samsára and nirvána are two different kinds of exis-
tence, one ruled by desire and the other a realm where
desire is extinguished. This is the general view of
Theraváda Buddhism. A later tradition, Maháyaná
Buddhism, postulates instead that these are radically dif-
ferent states of mind. Whatever the metaphysical nature
of nirvána, its social reality was and remains structured by
a celibate, male hierarchy that seeks nirvána while being
supported by a lay community for whom they perform
various religious and educational tasks.

Theraváda Buddhism has received the most anthro-
pological attention, beginning with Melford Spiro in
1970 dividing it into Nibbanic (nirvanic) and Kammatic
(karmatic) Buddhism. Nibbanic Buddhism is practiced by
some monks—in Max Weber’s terms the “religious virtu-
osi”—who renounce the world in order to seek nirvána,
and Kammatic Buddhism is practiced by most monks and
members of the laity who follow Buddhist precepts and
practices in order to improve their karma and be reborn in
a better situation for pursuing nirvána. A third category,
apotropaic Buddhism, offers protective practices against
adversity and promotes well-being (Spiro [1970] 1982,
pp. 9–12). All three types are of necessity interrelated.
Richard Gombrich in 1971 published similar findings for
Buddhist Ceylon (present-day Sri Lanka) (pp. 16–17 and
214–224). Both Spiro and Gombrich were interested in
how pivotal religious ideas, such as nirvána, are main-
tained and yet also reinterpreted by those unable to live up
to them. Spiro contrasted what the canonical text con-
tained with actual practices. Gombrich contrasted what
people said they did with what they actually did.

The main point, though, is that most Buddhists are
pursuing nirvána in their various ways, and a significant
number of them are living celibate lives either perma-
nently or as temporary monks. Steven Collins has drawn
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out the economic advantages of an agrarian society that
delays or limits marriage and thus the population, thereby
creating surplus food production (Collins 1998, pp.
92–93). In his analysis the ideology of nirvána created an
imaginaire that produced a hope for salvation that shaped
social and economic realities. In other words, Collins
repositioned nirvána as central to all forms of Buddhist
practice (Collins 1998, pp. 116–117).

The achievement of nirvána is believed to be accom-
panied by omniscience and magical powers, and it raises
an individual’s esteem as well as that of his religious fol-
lowers and his religious community. Powerful and famous
people come to visit an enlightened monk, seeking his
advice and blessing as well as to establish themselves pub-
licly as devout Buddhists, especially around election time.
Stanley Tambiah’s study of the cult of amulets among Thai
Buddhists reveals that the most esteemed amulets were
those blessed by enlightened forest saints, monks who had
withdrawn from village life to pursue nirvána (Tambiah
1984, pp. 3, 135–136). Similarly, in Maháyaná Buddhism
those monks believed to be enlightened attract more fol-
lowers and receive far greater contributions than other
monks. Consequently, many of those believed to have
achieved nirvána wield wealth and influence.
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NIXON, RICHARD M.
1913–1994

Richard Milhous Nixon, U.S. representative and senator,
vice president, and thirty-seventh president of the United
States, was an influential, but flawed political figure in

American politics. Born in poverty in Yorba Linda,
California, Nixon was a diligent student who graduated
from Whittier College, then Duke Law School. He was
ambitious and felt, at an early age, a strong desire to prove
himself, a personality trait that some scholars think con-
tributed to his downfall.

Nixon’s political career began in 1947 when he
defeated five-term incumbent Democrat Jerry Voorhis to
become U.S. representative. After winning reelection,
Nixon achieved national prominence as chair of the Un-
American Activities Committee by relentlessly questioning
Alger Hiss for purportedly being a communist spy while
working for the U.S. State Department. In winning elec-
tion to the U.S. Senate in 1950, Nixon successfully branded
his opponent Helen Gahagan Douglas a communist (call-
ing her the “Pink Lady”) and cemented his national reputa-
tion as a staunch anticommunist. His reputation as an
anticommunist crusader early in his career undoubtedly
helped Nixon achieve political and international promi-
nence. It secured him a place on the Republican Party pres-
idential ticket in 1952 and gave him the credibility to
support China’s admission to the United Nations in
October 1971 and open relations with China when he vis-
ited it—the first president to do so—in early 1972.

As the sitting vice president of popular president
Dwight D. Eisenhower from 1953 to 1961, Nixon was
the early favorite to become the thirty-fifth president of
the United States in a campaign against the Democratic
but little known junior senator from Massachusetts, John
F. Kennedy. Nixon was clearly the more experienced, espe-
cially in foreign affairs. But presidential politics was
becoming less about experience at the beginning of the
television age, and more about perception and style.
Although Nixon won the first televised presidential debate
among radio listeners, he did not look as “presidential” as
his opponent, who won the debate among television view-
ers. Nixon narrowly lost the 1960 presidential election to
Kennedy by less than 120,000 popular votes.

Eight years later, Nixon was elected president in
another close contest against sitting Democratic vice pres-
ident Hubert Humphrey, on a campaign of ending the
war in Vietnam and courting moderate Republicans on
civil rights and law and order. Nixon achieved numerous
domestic policy successes with the Clean Air Act of 1970
and omnibus crime legislation. But his major successes
related to his expertise and his life-long interest in foreign
policy.

Despite being raised as a Quaker, Nixon rejected the
Quaker principle of pacifism and was decidedly hawkish
in his foreign policy positions. He criticized the Truman
administration for being too passive in its handling of the
Korean War, disagreed publicly with Truman’s decision to
fire General Douglas MacArthur, and, as president,
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expanded the war in Vietnam by sending Marines into
Laos and bombing Cambodia.

In a blow to the presidency’s unilateral foreign policy
authority, Congress overrode Nixon’s veto of the War
Powers Act, which attempted to limit presidential war
power in the face of mounting public and congressional
opposition to the war in Vietnam by insuring that “the
collective judgment of both the Congress and the
President will apply to the introduction of United States
Armed Forces into hostilities.” Nixon and subsequent
presidents argued that the War Powers Act is an unconsti-
tutional violation of separation of powers, in part because
it requires presidents to consult with Congress before U.S.
armed forces engage in military hostilities and remove
forces from conflict if Congress has not declared war or
issued a resolution authorizing the use of force within
sixty days.

Nixon was the consummate politician, a fighter for
office and for his own political survival. This aggressive
style assisted Nixon, at times, but did not endear him to
his political opponents. He fought for his political career
early—to remain Eisenhower’s running mate in 1952—
when he responded to charges that he had a campaign
slush fund to defray personal expenses in the so-called
“Checker’s Speech.” He admitted to having the fund, but
only to pay political, not personal, expenses save one: a
cocker spaniel he accepted as a gift for his daughter, Tricia.
Eisenhower praised Nixon afterward and kept him on the
ticket. This shrewd political maneuvering could not save
him when he failed to win the presidency in 1960, to
become governor of California in 1962, or to overcome
the largest scandal of his political career: Watergate.

Rejected by the White House as a “third-rate burglary
attempt,” the arrest of five members of the Committee to
Reelect the President (CREEP) at the Democratic Party
Headquarters at the Watergate Hotel in Washington,
D.C., “Watergate” evolved into a president-led cover up,
which resulted in the first and only resignation of a sitting
president in U.S. history. The extent of Nixon’s involve-
ment became evident after revelation in House judiciary
committee hearings of a secret taping system in the White
House. Nixon claimed executive privilege and refused to
submit the tapes to Congress. But the U.S. Supreme
Court, in US v. Nixon (1974), rejected this claim, precip-
itating Nixon’s resignation less than three weeks later.

On August 9, 1974, Nixon was succeeded by Gerald
Ford, who had replaced Nixon’s elected vice president,
Spiro Agnew, who had resigned in October 1973 and
pleaded no contest to tax evasion in a plea-bargained deal
for charges of accepting bribes while governor of
Maryland and vice president of the United States. Ford
was the first unelected vice president in U.S. history, in
compliance with the Twenty-Fifth Amendment to the

U.S. Constitution. In September 1974 he pardoned
Richard Nixon for “all offenses against the United States
which he … has committed or may have committed or
taken part in” while president.

Although Watergate damaged the president, Nixon
overcame its physical and mental tolls and became a
respected leader abroad after his presidency. During and
after his political career, Nixon was also a prolific writer
and author. Beginning with his account of his early polit-
ical career, including the Checker’s Speech and Alger Hiss
affair, Nixon wrote Six Crises (1962). Along with his pres-
idential memoirs (1978), after his resignation he wrote
several other books, including No More Vietnams (1985)
and 1999: Victory without War (1988), that confirm his
personal interest in foreign affairs and attempts to shape
and frame popular discourse on American involvement in
international conflicts.
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NKRUMAH, KWAME
1909–1972

It is an unquestionable fact that the political leader with
the most profound impact on Africa in the twentieth cen-
tury was Kwame Nkrumah, the founder and first presi-
dent of the independent nation of Ghana. He was born on
or about September 21, 1909, in Nkroful in the south-
west part of the Gold Coast, now Ghana. The force that
impelled his behavior and unleashed his energies was the
ideology of pan-Africanism, which took root in him
through his discipleship of Marcus Garvey (1887–1940)

Nkrumah, Kwame
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during his student days in the United States from 1935 to
1945. The ideology’s core objective was to break the
African universe away from the powerlessness and degra-
dation that had accompanied five centuries of slavery,
colonialism, and other forms of domination suffered by
Africans universally at the hands of Western capitalistic
imperialism. Returning to his native Gold Coast in 1947,
Nkrumah soon proved himself, as the African nationalist
Amílcar Cabral (1924–1973) observed, “the strategist of
genius in the struggle against classical colonialism”
(Davidson 1973, p. 13), bringing the British colony to
independence in 1957. From then on, he made the liqui-
dation of colonialism in Africa and the unification of the
emergent states into a federal union the primary goals of
the new Ghanaian state. In this schema, the freeing of
Ghana from colonial rule remained always “the servant” of
the second goal of Africa’s total liberation and unity. He
tirelessly proclaimed this credo: “I will commit all the
resources and energies of Ghana towards achieving Africa’s
independence and unity” (Legum 1962, p. 44).

With a federal continental government, he proclaimed,
Africa would be able to tackle every emergency, every
enemy, and every complexity. This is not because Africans
are a race of supermen, but because “we have emerged in
the age of science and technology in which poverty, igno-
rance, and disease are no longer the masters, but the retreat-
ing foes of mankind. We have emerged in the age of
socialized planning, where production and distribution are
not governed by chaos, greed and self-interest, but by social
needs” (Nkrumah 1973, p. 240). Above all, he continued,
Africans had emerged at a time when a continental land
mass such as Africa was “necessary to the economic capital-
ization and profitability of modern productive methods and
techniques” (Nkrumah 1973, p. 240).

In a campaign based on, in the words of Colin
Legum, a “passionate, informed and urgent advocacy,”
(Gardiner 1970, p. 53) Nkrumah assailed the gradualist,
incrementalist, economistic, region-bound approach to
integration, making it clear that African unity was, in the
last analysis, “a political kingdom” that could only be
gained by political means—that the social and economic
development of Africa would come only within the polit-
ical kingdom, not the other way around.

Nkrumah’s single-minded challenge and overthrow of
imperial power in Ghana (as the Gold Coast was renamed
in 1957) greatly stimulated the forces of nationalism across
Africa. The West answered back by creating the appearance
of political liberation in diverse African places to hide the
reality of the maintenance of old colonial relationships.
This way, the West continued to rule and control Africa’s
economic destiny surreptitiously, using puppet regimes
suitably dressed in the counterfeit trappings of sovereignty.
Nkrumah characterized this new phenomenon neocolo-

nialism, and he went on to castigate it as the most irrespon-
sible form of imperialism in the sense that, for those who
imposed it, it meant “power without responsibility,”
whereas for those victimized by it, it meant “exploitation
without redress” (Nkrumah 1965, p. xi).

There was no denying the reality of neocolonialism.
Certainly, as Rupert Emerson noted, the territories left
behind following the deliberate breakup by France of the
French West Africa and French Equatorial Africa
Federations seemed “hopeless experiments in endowing
with life” artificial political entities that had no prospect
of economic and political viability and stability (Emerson
1962, p. 286). And yet, Nkrumah was deemed “to have
offended against all international proprieties” by making a
battle against neocolonialism his “daily preoccupation,”
and by writing a book on its dangers (Bing 1968, p. 32)
entitled Neo-Colonialism: The Last Stage of Imperialism
(1965). The British prime minister, Alex Douglas-Hume,
called the concept a slander, and the U.S. State
Department officially summoned the Ghanaian charge
d’affaires in Washington, D.C. to formally protest the
publication of the book in the United States. In the end,
Nkrumah’s crusade for genuine decolonization and pan-
African unification resulted in a foreign-instigated over-
throw of his government. In the categorical statement of
Jeffrey Sachs, “The CIA had its hand on the violent over-
throw of President Kwame Nkrumah of Ghana in 1966”
(Sachs 2005, p. 190).

Nkrumah linked pan-Africanism (as a movement for
one United Africa that could countervail imperialism, and
as an ideology of egalitarianism committed to the creation
of opportunities for the development and uplift of all
African people) with socialism: “At the core of the concept
of African unity,” he wrote, “lies socialism and the social-
ist definition of the new African society. Socialism and
African unity are organically complementary” (Nkrumah
1968, p. 28). Because colonial rule precluded the accumu-
lation of capital among the colonial subjects, a postcolo-
nial system based on private enterprise would result in the
overwhelming foreign capitalist domination of the
national economy. On his postulate that capitalism “is but
the gentleman’s method of slavery,” he insisted that pan-
Africanism needed to harness the “scientific,” “abiding,”
and “universal” principles of socialism to contain it
(Nkrumah 1968, p. 29; Nkrumah 1970[b], p. 26).
Among these principles are the public ownership of the
means of production geared toward “the fulfillment of the
people’s needs,” and recognition of the reality of the class
struggle.

Nkrumah’s heroic role in the decolonization struggle
in Africa, and his enormous importance as the symbol of
Ghanaian national unity in an ethnically fragmented land,
produced a wave of oftentimes irrational adulation around
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him, reminiscent of the uncritical hero-worship that
Americans once heaped on George Washington as the first
president of the incipient American republic. In effect, a
personality cult nourished by Nkrumah’s own penchant
for flamboyant style sought for him the same kind of legit-
imacy rooted in history, religion, and ancestral spiritual
practices that was afforded his powerful rival, the Asante
King. But, when all is said and done, it was Nkrumah’s
grand vision of a united African superstate, much like
what animates and drives the European Union today, that
drew the racist accusation of megalomania from the West,
and not anything to do with his supposedly inflated sense
of personal grandeur or fondness for adulation.

Following his ouster, Nkrumah took up residence in
Conakry, Guinea, at the invitation of President Ahmed
Sékou Touré (1922–1984) and spent a good deal of his
time reading and writing, polishing his speaking French,
and holding heated discussions on salient African issues
with visiting companions-in-arms such as Cabral and
Kwame Ture (Stokeley Carmichael, 1941–1998). He
made several radio broadcasts to Ghana drawing attention
to the neocolonial character of the February 1966 military
coup, all as part of a spirited effort to rally support for his
return to power. Astoundingly, during this hectic period
he also managed to publish several significant books,
among them Challenge of the Congo (1967), Dark Days in
Ghana (1968), Handbook of Revolutionary Warfare (1968),
Class Struggle in Africa (1970), and Revolutionary Path
(1973), all of which he dedicated, characteristically, to the
“African Nation That Must Be.” Nkrumah died on April
27, 1972, in Bucharest, Romania, while receiving treat-
ment for skin cancer.

Even though his dedication to the pan-African vision
entailed the sacrifice of some short-term Ghana national
interests, it is still the resounding verdict that the most
impressive economic, social, and political achievements in
Ghana to date took place during his leadership. And
although he failed to achieve the goal of African political
unification, what gave Nkrumah his lasting importance
“is that he failed in trying to reach the right goal, and not,
like many of his time and later, in trying to reach the
wrong one” (Davidson 1973, p. 207). After all, this is a
historical juncture “when policies aimed at … unity can
alone solve Africa’s problems, so that all other alternatives
can be no more than temporary diversions from the path-
way to those aims” (Davidson 1973, p. 37).
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Opoku Agyeman

NOBEL PEACE PRIZE
The Nobel Peace Prize is an annual award established by
Alfred Nobel and, according to his will, given to “the per-
son who shall have done the most or best work for frater-
nity among nations, for the abolition or reduction of
standing armies and for the holding and promotion of
peace congresses.” Nobel gave the Norwegians the exclu-
sive task of selecting each year’s recipient, as opposed to
the Swedes, who award each of the other Nobel Prizes.
The Nobel Committee consists of five members selected
by the Norwegian parliament (known as the “Storting”).
Since the prize’s inception, all committee members have
been Norwegian nationals. Prize recipients, therefore,
generally share the liberal internationalist ideals of the
Norwegian Nobel Committee.

Over the years prizes have been given to a wide range
of individuals and organizations that promote a variety of

Nobel Peace Prize
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peace and human-rights issues. Recipients of the prize
have included government officials, dissidents, non-
governmental organizations, and intergovernmental
organizations. Between 1901—when the first prizes were
awarded to Henry Dunant, founder of the Red Cross, and
Frédéric Passy, founder and president of the French Peace
Society—and 2006, there have been 112 Nobel Peace

Prizes awarded to ninety-three individuals and nineteen
organizations. The International Committee of the Red
Cross has received the prize three times (1917, 1944, and
1963). Branches and leaders of the United Nations as well
as individuals and organizations that have worked toward
conventional and nuclear disarmament have been fre-
quent recipients of the prize.

Nobel Peace Prize

Nobel Peace Prize recipients

1901 – Henry Dunant (Switzerland), Frédéric Passy (France)
1902 – Élie Ducommun (Switzerland), Charles Albert Gobat (Switzerland)
1903 – William Randal Cremer (United Kingdom)
1904 – Institute of International Law
1905 – Bertha von Suttner (Austria)
1906 – Theodore Roosevelt (United States)
1907 – Ernesto Teodoro Moneta (Italy), Louis Renault (France)
1908 – Klas Pontus Arnoldson (Sweden), Fredrik Bajer (Denmark)
1909 – Auguste Beernaert (Belgium), Paul Henri d’Estournelles de Constant  
 (France)
1910 – Permanent International Peace Bureau
1911 – Tobias Michael Carel Asser (the Netherlands), Alfred Hermann Fried  
 (Austria)
1912 – Elihu Root (United States)
1913 – Henri La Fontaine (Belgium)
1914 – No prize given
1915 – No prize given
1916 – No prize given
1917 – International Committee of the Red Cross
1918 – No prize given
1919 – Thomas Woodrow Wilson (United States)
1920 – Léon Victor Auguste Bourgeois (France)
1921 – Karl Hjalmar Branting (Sweden), Christian Lous Lange (Norway)
1922 – Fridtjof Nansen (Norway)
1923 – No prize given
1924 – No prize given
1925 – Sir Austen Chamberlain (United Kingdom), Charles Gates Dawes  
 (United States)
1926 – Aristide Briand (France), Gustave Stresemann (Germany)
1927 – Ferdinand Buisson (France), Ludwig Quidde (Germany)
1928 – No prize given
1929 – Frank Billings Kellogg (United States)
1930 – Nathan Söderblom (Sweden)
1931 – Jane Addams (United States), Nicholas Murray Butler (United States)
1932 – No prize given
1933 – Sir Norman Angell (United Kingdom)
1934 – Arthur Henderson (United Kingdom)
1935 – Carl von Ossietzky (Germany)
1936 – Carlos Saavedra Lamas (Argentina)
1937 – Robert Cecil (United Kingdom)
1938 – Nansen International Office for Refugees
1939 – No prize given
1940 – No prize given
1941 – No prize given
1942 – No prize given
1943 – No prize given
1944 – International Committee of the Red Cross
1945 – Cordell Hull (United States)
1946 – Emily Greene Balch (United States), John Raleigh Mott (United States)
1947 – Friends Service Council (United Kingdom), American Friends Service  
 Committee (United States)
1948 – No prize given
1949 – Lord Boyd Orr (United Kingdom)
1950 – Ralph Bunche (United States)
1951 – Léon Jouhaux (France)
1952 – Albert Schweitzer (France)
1953 – George C. Marshall (United States)
1954 – Office of the United Nations High Commissioner for Refugees

1955 – No prize given
1956 – No prize given
1957 – Lester Bowles Pearson (Canada)
1958 – Georges Pire (Belgium)
1959 – Philip J. Noel-Baker (United Kingdom)
1960 – Albert John Lutuli (South Africa)
1961 – Dag Hammarskjöld (Sweden)
1962 – Linus Pauling (United States)
1963 – International Committee of the Red Cross, League of Red Cross  
 Societies
1964 – Martin Luther King Jr. (United States)
1965 – United Nations Children’s Fund
1966 – No prize given
1967 – No prize given
1968 – René Cassin (France)
1969 – International Labour Organization
1970 – Norman E. Borlaug (United States)
1971 – Willy Brandt (West Germany)
1972 – No prize given
1973 – Henry A. Kissinger (United States), Le Duc Tho (North Vietnam)
1974 – Seán MacBride (Ireland), Eisaku Sato (Japan)
1975 – Andrei Sakharov (Soviet Union)
1976 – Betty Williams (United Kingdom), Mairead Corrigan (United Kingdom)
1977 – Amnesty International
1978 – Mohamed Anwar al-Sadat (Egypt), Menachem Begin (Israel)
1979 – Mother Teresa (India)
1980 – Adolfo Pérez Esquivel (Argentina)
1981 – Office of the United Nations High Commissioner for Refugees
1982 – Alva Myrdal (Sweden), Alfonso García Robles (Mexico)
1983 – Lech Walesa (Poland)
1984 – Desmond Tutu (South Africa)
1985 – International Physicians for the Prevention of Nuclear War
1986 – Elie Wiesel (United States)
1987 – Oscar Arias Sánchez (Costa Rica)
1988 – United Nations Peacekeeping Forces
1989 – The Fourteenth Dalai Lama (Tibet)
1990 – Mikhail Gorbachev (Soviet Union)
1991 – Aung San Suu Kyi (Burma)
1992 – Rigoberta Menchú (Guatemala)
1993 – Nelson Mandela (South Africa), Frederik Willem de Klerk (South  
 Africa)
1994 – Yassir Arafat (Palestine), Shimon Peres (Israel), Yitzhak Rabin (Israel)
1995 – Joseph Rotblat (United Kingdom), Pugwash Conferences on Science  
 and World Affairs
1996 – Carlos Filipe Ximenes Belo (East Timor), José Ramos-Horta (East  
 Timor)
1997 – International Campaign to Ban Landmines, Jody Williams (United  
 States)
1998 – John Hume (United Kingdom), David Trimble (United Kingdom)
1999 – Médecins Sans Frontieres
2000 – Kim Dae-Jung (South Korea)
2001 – United Nations, Kofi Annan (Ghana)
2002 – Jimmy Carter (United States)
2003 – Shirin Ebadi (Iran)
2004 – Wangari Muta Maathai (Kenya)
2005 – International Atomic Energy Agency, Mohamed ElBaradei (Egypt)
2006 – Muhammad Yunnus Bangladesh
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Controversy has surrounded some selections, as the
committee has tried to balance between complying with
Nobel’s will and using the prize to promote Norwegian
interests and values. The awarding of the 1906 Peace Prize
to Theodore Roosevelt is one early example of this bal-
ance. Roosevelt was the first head of state to be so hon-
ored. While the prize was given because of his
involvement in the mediation of the Japanese-Russian
war, the former Rough Rider enjoyed a rather bellicose
reputation. Nevertheless, Roosevelt was chosen in part
because Norway, which had just received its independence
from Sweden in 1905, was, as one Norwegian newspaper
put it, in need of a “large, friendly neighbor.” In addition,
the prize signaled the willingness of the committee to at
times award prizes based on specific actions rather than
the overall “peacefulness” of the person in question. Prizes
to such figures as Henry Kissinger and Le Duc Tho
(1973), Yasir Arafat (1994), and Anwar Sadat and
Menachem Begin (1978) similarly reflect this tendency.

The Nobel Committee has also used the prize to pun-
ish, rather than reward, behavior. For example, the 1935
prize was given to Carl von Ossietzky, a German journal-
ist and dissident who wrote scathing articles against the
Nazi Party for which he was sent to a German concentra-
tion camp. The prize was given to Ossietzky as much to
condemn German behavior as it was to honor Ossietzky.
Other cases in which the committee has used the prize to
highlight atrocities being carried out by specific govern-
ments include Shirin Ebadi of Iran in 2003, Carlos Filipe
Ximenes Belo and Jose Ramos-Horta of East Timor in
1996, Aung San Suu Kyi of Myanmar (Burma) in 1991,
Desmond Tutu of South Africa in 1984, Lech Walesa in
1983, Martin Luther King Jr. of the United States in
1964, and Albert Lutuli of South Africa in 1960.

SEE ALSO Arafat, Yasir; Bunche, Ralph Johnson; Carter,
Jimmy; Gorbachev, Mikhail; Microfinance; Peace;
Rabin, Yitzhak; Truth and Reconciliation
Commissions; War; War and Peace
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David R. Andersen

NO CHILD LEFT
BEHIND ACT
SEE Accountability; Education, Unequal.

NO FAULT DIVORCE
SEE Divorce and Separation.

NODE, STABLE
If all the paths of equilibrium noncyclically converge to it,
the equilibrium is a stable node. The conditions for the
equilibrium to be a stable node are a function of the sys-
tem being evaluated, in particular, whether the issue of
concern involves discrete versus continuous change or is a
linear versus nonlinear system. If the dynamic system is
discrete and linear,

ï = ay + b

The equilibrium is stable if and only if a > 0.

For continuous linear dynamic systems, an equilib-
rium is defined as a stable node if the slope of the differ-
ential equation in the neighborhood of the equilibrium is
negative. For nonlinear discrete or continuous dynamic
systems, the Taylor expansion about xi*, a nonzero equi-
librium, must satisfy the following for xi* to be stable: 
|f ' (xi*)| < 1. The concept of a stable node can be extended
to simultaneous systems of discrete or continuous equa-
tions. The condition for a stable node is the same for dis-
crete and continuous simultaneous systems of equation. If
|λi| < 0, where λi are the eigenvalues that solve equation,
then λi is stable. If the eigenvalues are complex, the real
part must be negative for the eigenvalues to be stable.

The concept of a stable node is used to describe the
dynamics of (1) an oligopoly—stability of a Cournot solu-
tion; 2) the IS-LM—stability after monetary and/or fiscal
shocks; (3) the model of inflation and unemployment—
stability of fiscal or employment policies; and (4) popula-
tion models—stability of growth. The characterization of
a node as stable is most useful in the qualitative analysis of
differential equations using phase diagrams, which
describes the paths of a system in and out of equilibrium.

SEE ALSO Matrix Algebra
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Idrissa A. Boly

NOISE POLLUTION
SEE Pollution, Noise.

NOMENCLATURA
SEE New Class, The.

NOMINAL INCOME
Many societies strive to improve the well-being of their
members by increasing incomes. The statement
“Canadian household incomes have increased,” may give
an immediate impression that these households are better
off. However, this may not necessarily be the case if nom-
inal income is considered because inflation may com-
pletely erode any nominal income gains.

Nominal income is income that is not adjusted for
changes in purchasing power, the amount of goods or serv-
ices that one can afford with the income, owing to infla-
tion. Adjusting nominal income for inflation is important
because inflation decreases the amount of goods or services
that one can afford with a given amount of nominal
income. To see how inflation can erode nominal income
gains, suppose that nominal income rises by 50 percent
this year over last year. An individual is, in fact, better
(worse) off if prices rise by less (more) than 50 percent over
the same period, since the amount of goods or services that
person can afford with the higher nominal income is more
(less). Since nominal income is not adjusted for changes in
the cost of living due to inflation, it is not a fully satisfac-
tory measure of well-being. Fortunately, nominal incomes
(e.g., wages, pensions) can be successfully adjusted to avoid
loss in purchasing power due to inflation, provided that
inflation is correctly anticipated.

Problems may arise when making international com-
parisons of nominal incomes. Suppose that the nominal
income of a U.S. resident rises by $1 and that of a
Ugandan resident also rises by the same amount. If the
amount of goods or services that one can afford with the
$1 is higher in Uganda than in the United States, then 
the $1 received in Uganda should be considered to be the

higher income. Therefore, for international comparisons
of nominal incomes (and other variables expressed in
monetary terms), adjustments for purchasing power dif-
ferences among countries are necessary. It is therefore not
surprising that, for poverty comparison purposes, the
World Bank (2005) reports the percentage of the popula-
tion living on less than $1 a day after adjusting for pur-
chasing power parity (PPP).

Even if nominal income is successfully adjusted for
inflation (or PPP), some philosophical issues exist sur-
rounding the appropriateness of nominal income as a
measure of well-being. For example, according to the
Capabilities Approach attributed to Amartya Sen, winner
of the 1998 Nobel Prize in economics, functional capabil-
ities (i.e., what a person can do or can be) are more impor-
tant than income improvements.

The concept of nominal income is also commonly
used in national income accounting to refer to nominal
gross domestic product (GDP), the nominal value of all
goods and services produced within a country’s borders
during a given time period. In evaluating nominal GDP,
the output for a given year is evaluated using that year’s
prices. The practice of using nominal income to refer to
nominal GDP is reflected in the vast literature on nominal
income targeting, including the work of Henrik Jensen.

SEE ALSO Gross Domestic Product; Gross National
Income; Inflation; Money Illusion; Nominal Wages;
Real Income
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Tomson Ogwang

NOMINAL RATE OF
INTEREST
SEE Interest Rates, Nominal.

NOMINAL WAGES
Nominal wages, or “money wages,” are pay rates unad-
justed for inflation. In contrast, “real wages” are adjusted
for inflation. When real wages increase, recipients can buy
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more with them. When nominal wages increase less than
do price levels, recipients can buy less with them.

Classical economists believed that economic behavior
is rational in the sense that it responds to real rather than
nominal values. In labor markets, this implies that work-
ers interpret a given decrease in real wages identically
whether it was caused by a rise in inflation or by a fall in
nominal wages. One of the key departures of John
Maynard Keynes in his General Theory of Employment,
Interest, and Money (1936) was that “a situation where
labour stipulates (within limits) for a money-wage rather
than a real wage, so far from being a mere possibility, is the
normal case. Whilst workers will usually resist a reduction
of money-wages, it is not their practice to withdraw their
labour whenever there is a rise in the price of wage-goods”
(p. 9). Nominal wages matter because nominal cuts typi-
cally occur in piecemeal fashion, which, in turn, alters any
single group of workers’ relative wage position. Thus,
resistance to nominal wage cuts is a defense of one’s rela-
tive wage position. If money wages could be lowered uni-
versally by the same percentage, Keynes’s analysis suggests
that there would be no more resistance on the part of
labor than to the effects of a general inflation.

Early evidence of the downward nominal wage rigid-
ity, or “sticky wages,” was found in observed macroeco-
nomic relationships. Increasing real wages during the
Great Depression was attributed to falling prices com-
bined with downward nominal wage rigidity. The
post–World War II Phillips curve—the negative relation-
ship between nominal wage changes and unemployment
rates—was also explained by sticky wages, as was the non-
neutrality of money supply, whereby money supply cuts
caused recessions. Later studies have countered this “evi-
dence” with alternative explanations—not based on nom-
inal wages—that predict the same relationships.

Beginning in the 1980s, evidence of downward nom-
inal wage rigidity has been sought in the time patterns of
wages of individual workers within companies. This
research has found many people with exactly zero nominal
wage changes and very few whose nominal wages decrease,
in contrast to no workers with exactly zero real wage
changes and many whose real wages decrease. This holds
true for low and moderate inflationary environments.

Different theoretical explanations of downward nom-
inal wage rigidity assume different amounts of worker
rationality. Many economists model nominal wage rigidi-
ties as rational responses to unanticipated shocks com-
bined with imperfect information or costly wage changes.
For instance, if workers can observe their own wage
increases or decreases but not others’ wages and not gen-
eral inflation levels, they may temporarily erroneously
interpret a nominal wage cut as a negative signal (of the
match quality or of the company’s health) rather than a

response to an economy-wide decline. It may take time for
firms to be certain that their economic situations warrant
wage responses, particularly when information arrives
intermittently. Both time and administrative costs may be
required to both gather the relevant information and
implement changes in nominal pay levels, leading to
infrequent, staggered wage adjustments. Any of these fac-
tors can have major macroeconomic implications. Many
theories predict these implications to last only for a short
run, although some models imply pervasive stickiness.

Downward wage rigidities have also been attributed
to efficiency wages—that is, paying higher than market-
clearing wages to increase productivity or worker qual-
ity—or to insider-outsider theories—where insider
workers have bargaining power within firms. However,
both of these explanations generate real rather than nom-
inal rigidities, unless coupled with misperceptions or
costly adjustments.

An intermediate view assumes “near-rationality.”
Humans have finite cognitive capacity and must edit out
minor factors by using simple, unvarying rules of thumb.
In environments of low inflation, individuals bear few
costs if they assume that prices and nominal wage struc-
tures are constant. If many workers and/or firms behave in
this way, however, it creates slowdowns that can persist.

Other psychologically based explanations emphasize
that workers often infuse their nominal (money) wages
with independent psychological meanings. Opinion sur-
veys and experimental evidence have shown that many
people’s self-esteem or sense of self-worth depends on the
level and changes of their nominal wages, particularly in
comparison to the nominal wages of others within their
firm. Many workers believe it unfair if employers violate
social norms by decreasing nominal wages, even in
response to a weak labor market. Finally, individuals have
been shown to place more weight on avoiding losses than
achieving gains. In this context, decreases in nominal
wages lower morale, which can lead to reduced productiv-
ity and/or turnover. Given this, rational employers are
reluctant to lower nominal wages, preferring to let real
wages fall as prices rise.

SEE ALSO Happiness; Inflation; Keynes, John Maynard;
Money Illusion; Nominal Income; Relative Income
Hypothesis; Wages
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Shulamit Kahn

NON-ALIGNMENT
Non-alignment is a philosophy for the conduct of inter-
national relations that was introduced into the diplomatic
and scholarly vocabulary in 1961 with the founding of the
Non-Aligned Movement (NAM). It was a product of the
cold war, and its founders declared that they would not be
aligned to either of the two competing political camps, led
by the United States and the Soviet Union. The key intel-
lectuals of Non-alignment philosophy have been Josip
Tito, Fidel Castro, Julius Nyerere, Jawaharlal Nehru,
Amilcar Cabral, and Léopold Senghor. The two central
ideas of Non-alignment are the freedom to conduct an
independent foreign policy and the eschewing of alliance
politics. However, because the leading states of the NAM
during its early years—such as Cuba and Yugoslavia—
were closer to the USSR than to the United States, the
movement has had the reputation of not promoting inde-
pendent foreign policies. It has not been taken seriously in
the academic power centers of international relations in
North America and Europe. However, the NAM has been
one of the most durable mechanisms of rhetorical mobi-
lization for most of the former colonies of the world, and
particularly powerful at the United Nations General
Assembly, where the nonaligned bloc has been able to put
on the agenda initiatives that the great powers would
rather not debate, including, most prominently, proposals
for a New International Economic Order and a New
World Information and Communication Order.

It is useful to see Non-alignment as one of a variety of
political strategies used by states to pursue their interests
and survive in international politics. In contrast, the
“power politics” strategy deployed by the most powerful
states in the international system involves promoting
alliances and placing military concerns ahead of economic
and social development as objectives of foreign policy. In
its early years (1961–1971), Non-alignment was seen as a
form of neutrality, a philosophy of foreign policy conduct
that eschewed international alliances of all types, even
membership in the United Nations. However, the death
knell of formal neutrality came with Switzerland’s joining
the United Nations in 2002. In contrast, Non-alignment
has been durable, and its use of UN structures to pursue
the collective foreign policy aims of its members is evi-
dence of its attractiveness and viability as a “third way” of

international relations. However, it is important to note
that Non-alignment is not a revolutionary philosophy in
international politics, because it adheres to the principle
that the state is the primary actor in international affairs
and it promotes the continued viability of the United
Nations. The so-called “cultural turn” in international
relations may mean that Non-alignment will be increas-
ingly studied for its insights into identity construction in
international politics.

SEE ALSO Alliances; Castro, Fidel; Diplomacy;
International Economic Order; Nation-State;
Negotiation; Nehru, Jawaharlal; Neutral States;
Nyerere, Julius; State, The; Tito (Josip Broz); United
Nations; World War II
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NONBLACKS
Although racial and ethnic minority groups in the United
States have been afforded many opportunities, they have
also experienced a great deal of oppression over the course
of U.S. history. Native Americans lost thousands of acres
of land to early American settlers, and a large percentage
of the Native population died in the process. In the mid-
to late 1800s, individuals of Chinese descent were wel-
comed to the country to help build railroads, only to be
excluded from citizenship and naturalization once the task
was completed. Thousands of innocent Japanese-
Americans were interned in the name of national security
following the bombing of Pearl Harbor, resulting in the
loss of billions of dollars worth of land and personal prop-
erty. Blacks in America suffered the peculiar institution of
slavery, the failure of reconstruction, and the insults and
violence of Jim Crow. They also endured violence and
bloodshed during the fight for civil rights, and they con-
tinue to address the backlash against affirmative action.
Hispanics, likewise, have faced discrimination. They have
been exploited for their labor and marginalized based
upon their race, country of origin, and the continued use
of their native tongue. Collectively, these groups are
referred to as nonwhites.

Whites in America are the dominant racial group, and
as such have historically had greater access to property,
power and prestige than other racial groups. There have
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historically been large socioeconomic differences between
whites and nonwhites, particularly in regard to wealth,
income, educational attainment, and occupational oppor-
tunity and prestige. These differences have been most
apparent between whites and blacks. Variations have also
been observed between blacks and other racial and ethnic
minority groups, and there has been an emergence of a
“black” versus “nonblack” dichotomy. There are political as
well as methodological implications for this distinction.

The designation “black” is used to describe a group of
individuals that share not only similar phenotypical char-
acteristics, such as skin color. Even more significantly,
those labeled “black” are similar in that they are likely to
receive unequal treatment compared to whites. The classi-
fication of “black” and “nonblack” persons is problematic,
however, because the latter term often includes groups
that may not be identified as black but have nonetheless
had experiences comparable to that of blacks in terms of
social and economic injustice. Cubans, Puerto Ricans,
and Dominicans, for example, have suffered discrimina-
tion and unequal treatment in many arenas.

Moreover, the use of these terms to refer to various
groups in quantitative analyses may provide support for
the belief held by some about the inherent pathology of
black culture, while also helping to mask the role of struc-
tural barriers in limiting upward social mobility among
blacks and other minority groups. Instead of addressing
the structural barriers that contribute to observed black-
white disparities, efforts to eliminate the “black” category
have emerged.

Some have questioned the usefulness of the black-
nonblack dichotomy, given the successes of the multiracial
movement in the late twentieth century. In 2000, for
example, the U.S. Census Bureau allowed individuals to
identify with more than one race. The use of this
dichotomy is also deemed by some to have little use polit-
ically, given what can be described as the “Latin
Americanization” of American racial norms. American
society, in other words, can be seen as moving from a bira-
cial classification system to a more complex multiracial or
multicultural classification system. But the political suc-
cesses associated with the multiracial movement do not
render the black-nonblack dichotomy, or other racial clas-
sification scheme, empty. Instead, they highlight the fact
that such classifications are multilevel and multidimen-
sional—and often politically contested.

SEE ALSO Minorities; Whites
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NONCOMPETING
GROUPS
The concept of noncompeting groups—labor that is shel-
tered from market competition—has a controversial his-
tory that parallels the evolution of labor markets during
industrialization. Since the mid-nineteenth century, non-
competing groups have been variously defined in terms of
occupation, social class, unionization, gender, race, and
economic disadvantage. More recently, the microeco-
nomic foundations of noncompeting groups have also
been a topic of study.

NONCOMPETING GROUPS AND
INDUSTRIALIZATION

Noncompeting groups were largely peripheral to labor
market analysis at the time of the Industrial Revolution.
Adam Smith (1723–1790), for example, emphasized the
importance of “a competition among masters, who bid
against one another in order to get workmen” when labor
demand is growing and among workers who “bid against
one another” when labor supply exceeds demand (Smith
[1776] 1937, bk. 1, chap. 8, p. 71).

It was the Irish economist J. E. Cairnes (1823–1875)
who coined the term noncompeting groups as applied to
broad occupational categories—artisans and small retail-
ers, highly skilled producers, and professionals (Cairnes
1874, p. 68). Cairnes saw entry into these groups as lim-
ited by law and custom, nontransferable skills, and the
constraints of poverty (p. 62). Foreshadowing subsequent
analysis of noncompeting groups by social class and race,
John Stuart Mill (1806–1873) perceived these barriers as
“so complete … as to be almost equivalent to a hereditary
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distinction of caste” (Mill [1848] 1909, vol. 1, bk. 2,
chap. 14, p. 480), but he also saw education and training
as a source of intergenerational mobility between “grades”
of labor provided that rules of social custom could be
relaxed.

The turn of the century, however, lessened the impor-
tance of noncompeting groups (Fishback 1998), and
English economist Alfred Marshall (1842–1924) saw
technological change and the growth of mass production
as reducing skill barriers to mobility and favoring transfer-
able workforce attributes such as “sagacity and energy”
and the ability “to accommodate oneself quickly to
changes in detail of the work to be done” (Marshall
[1890] 1930, bk. 4, chap. 6, secs. 2–3).

THE REEMERGENCE OF
NONCOMPETING GROUPS

The growth of unions after World War II (1939–1945)
focused attention on the role of labor market institutions,
such as unions, in contributing to noncompetitive elements
in labor markets and wage determinations (Dunlop 1958;
Lewis 1986; Hirsch and Addison 1986). At the microlevel,
these distinctions translated into the “balkanization” of
labor markets (Kerr 1954) and a “new industrial feudalism”
(Ross 1958). At the microeconomic level, entry into occu-
pations was sometimes controlled by unions and licensure,
hiring by firms was limited to entry jobs, and wage-setting
was insulated from competitive forces by entry barriers and
bargaining power (Reynolds 1951).

As unions and collective bargaining diminished and
new social concerns emerged during the 1960s and 1970s,
barriers to employment affecting “noncompeting” groups
defined by gender, race, and class began to receive atten-
tion. Theories of discrimination reflecting segregated labor
markets were developed (Becker 1957; Arrow 1972); per-
sistent earnings differentials by race, gender, and class were
identified (Blau and Kahn 2000; Cain 1987); and there
was renewed interest in “dual economy” models of labor
market segmentation (Lewis 1979; Doeringer and Piore
1971; Gordon, Edwards, and Reich 1982; Darity and
Mason 1998). However, the importance of these noncom-
petitive elements in labor markets remains controversial
(Cain 1976; Wachter 1974; Dickens and Lang 1993;
Gordon, Edwards, and Reich 1982).

THE MICROFOUNDATIONS OF
NONCOMPETING GROUPS

A parallel stream of analysis exploring the microeconom-
ics of noncompeting groups has also flourished since the
1960s. Economists extended the 1950s research on
employment practices within firms by developing the
concept of internal labor markets in which long-term
employment matches were formed that favored “internal”

over “external” labor mobility (Doeringer and Piore 1971;
Williamson, Wachter, and Harris 1975).

The legacy of this research on internal labor markets
as noncompeting groups is a new focus on organizational
efficiency as a response to various failures of competitive
labor markets—firm-specific skills, poor information on
the productive qualities of workers and the adverse aspects
of jobs, principle-agent conflicts arising from difficulties
in monitoring worker productivity, and the difficulty in
writing employment contracts that could fully anticipate
future contingencies. This approach was initially articu-
lated in Oliver Williamson’s Markets and Hierarchies
(1975) and has been refined under the rubric of the “per-
sonnel economics” (Lazear 1999).

In this new incarnation, the limited entry, job hierar-
chies, and wage premiums found in internal labor markets
were seen as improving the efficiency of imperfect exter-
nal labor markets. Firm-specific skills led employers to
offer efficiency wages (pay premiums above market rates for
productive worker attributes) and promotions as incen-
tives to reduce quits among trained workers; the threat of
discharge from high-wage career jobs provided incentives
for motivating productivity and reducing shirking; and
implicit contracts providing high wages and secure
employment markets were an efficient response to eco-
nomic uncertainty (Katz and Summers 1989; Lang,
Leonard, and Lilien 1987).

IMPLICATIONS FOR INEQUALITY
AND ECONOMIC PERFORMANCE

Early theories emphasized the market distortions caused
by noncompeting groups, as did subsequent work on
labor markets segmented by unions, race, gender, class,
and the employment practices of firms, as did much of the
postwar research on the microfoundations of competing
groups. In contrast, the new microeconomics of internal
labor markets has tended to focus on the role of organiza-
tional efficiency in improving the economic performance
of firms, and a large literature is emerging on the produc-
tivity gains to be made from sharing these efficiency gains
with workers through higher wages, promotion opportu-
nities, and participation in management decisions
(Doeringer, Terkla, and Evan-Klock 2002, chap. 1).

The institutions of organizational efficiency, however,
can also contribute to the ability of noncompeting groups
within firms to increase their share of these gains in ways
that may have adverse consequences. For example, firm-
specific investments in training and labor market informa-
tion, as well as unionization, can endow “insiders” with
bargaining power that can be used to raise wages and limit
job access by “outsiders” (Solow 1985). High wages can
contribute to unemployment (Yellen 1984), and can also
result in large pools of job applicants that make it easier to
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use race and class as exclusionary hiring criteria, while job
ladders that provide efficient training can also become
barriers to internal mobility by gender and race
(Osterman 1979). In effect, noncompeting efficient inter-
nal labor markets can be both sources of productivity
growth and enclaves of empowered insiders.

SEE ALSO Discrimination; Ethnic Conflict; Ethnic
Fractionalization; Ethnicity; White Supremacy
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NONCOOPERATIVE
GAMES
Strategic games model conflict and cooperation, with the
payoff to any player depending on the choice of strategy
(a rule for selecting an action given each possible informa-
tion set) not only by that player, but by all players.
Strategic games can either be cooperative games, where
some external authority exists that could enforce an agree-
ment among the players, or noncooperative games, where
no such external enforcement of agreements is available.
Only self-enforcing agreements are possible in noncooper-
ative games. Because binding agreements cannot be made,
players in a noncooperative game may end up in a Pareto-
inferior outcome, as in prisoner’s dilemma (q.v.), because
a strategy combination that would produce a better out-
come for all players would leave at least one player with an
incentive to deviate. Most game theory emphasizes non-
cooperative games, because there is no consensus about
how to choose among the various solution concepts pro-
posed for cooperative games (such as the core, kernel,
nucleolus, and Shapley value). Noncooperative game the-
ory builds primarily upon refinements of one solution
concept, Nash equilibrium.

A Nash equilibrium is a strategy combination for
which no player has an incentive to be the only player to
switch to another strategy. John Nash, in articles from
1950 and 1951 and his 1996 volume of essays, proved
that any strategic game with a finite strategy space and
arbitrarily many players will have at least one equilibrium
point, provided that players are allowed to choose mixed
strategies (strategies that assign probabilities to the possi-
ble pure strategies, so that a player’s action at a particular
decision node cannot be predicted with certainty). Nash
equilibrium has been interpreted as a generalization of A.
Cournot’s analysis of duopoly in 1838, where each of two
mineral water suppliers chooses its profit-maximizing out-
put as a best response to the other’s output, taking the
other firm’s quantity as given, and equilibrium occurs
where their reaction functions intersect and neither firm
can profit by being the only one to change its quantity
produced. However, Robert Leonard, in his 1994 article,
suggests that this view reads too much into Cournot. The
minimax mixed-strategy solution for two-person zero-
sum games, whose existence was proved by John von
Neumann in 1928, is a special case of Nash equilibrium
for n-person, general sum games. Nash equilibrium need
not be unique, and so refinements have been introduced
to eliminate as unreasonable some of the Nash equilibria
in a game with multiple equilibria, such as considering as
reasonable only those Nash equilibria that are subgame
perfect. A subgame perfect Nash equilibrium is a strategy
combination that would still be a Nash equilibrium if the
game was started at any decision node (even one that

would never be reached in equilibrium), so that players
make only credible threats (that is, a player does not adopt
a strategy implying that, if he or she were ever to be at par-
ticular off-equilibrium point, the player would do some-
thing that would decrease the player’s expected payoff ).
For a game with multiple subgame perfect Nash equilib-
ria, the concept of trembling hand equilibrium, where a
player attaches a small probability to another player mak-
ing a mistake, permits further restriction of the equilibria
admitted as reasonable.

Because a Nash equilibrium is self-enforcing (no
player can gain from being the only one to deviate), it is
widely accepted as a plausible solution concept when there
is preplay communication among players (especially if the
Nash equilibrium is unique). As David G. Pearce’s 1984
article argues, if players cannot talk, or cannot reach agree-
ment on which of multiple Nash equilibria to select, other
strategy combinations that are Nash equilibria may be
rationalizable. A strategy is rationalizable if there exists a
consistent set of beliefs about the strategies and beliefs of
all the other players for which that strategy is optimal,
with each player maximizing his or her expected payoff
subject to his or her subjective beliefs. However, rational-
izability greatly extends the range of admissible solution
concepts (as the possibility of binding agreement does for
cooperative games), so that players, and game theorists
analyzing the games they play, may fall back on Nash
equilibrium as a focal point. Nash equilibrium, together
with its refinements (especially subgame perfection in
multistage games), remains the workhorse of noncoopera-
tive game theory, which in turn is the most developed and
most widely influential form of game theory, spreading
across disciplinary boundaries.

SEE ALSO Evolutionary Games; Game Theory; Nash
Equilibrium; Nash, John; Prisoner’s Dilemma
(Economics); Strategy and Voting Games; Subgame
Perfection
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NONDECISION-
MAKING
Peter Bachrach and Morton Baratz (1970) first introduced
the concept of nondecision-making, contesting the domi-
nant explanation of the use of power in decision-making
by asking how issues are suppressed and the scope of deci-
sion-making restricted. This was a challenge to Robert
Dahl’s conceptualization of power, which tended to focus
on how decisions are made. Bachrach and Baratz sug-
gested that to fully understand power, researchers should
also consider decisions that are not made—nondecisions.
Nondecision-making involves suppressing challenges to
the status quo and suppressing the addition of new issues
to an agenda. Issues are excluded from an agenda because
they are threatening in some direct way, or because of the
competition for the limited space for agenda items.

The concept of nondecision-making is best under-
stood in relation to the concept of decision-making.
Nondecision-making differs from decision-making in that
direct and even tacit confrontation is avoided. Prior to the
introduction of nondecision-making, power often was
conceptualized as a conflict relationship—that is, a
“power over” relationship. Traditional conceptualization
of power, as suggested by Dahl, among others, posits that
A gets B to do what B would not otherwise have done.
Nondecision-making focuses not on such direct use of
power, but on its indirect manifestations. As such, power
can be exercised in the absence of a direct and overt threat.
For example, assume that A gets B to engage in action X.
As a consequence of B ’s engagement in action X, it
becomes unlikely that C will get B to engage in action Y;
this is an indirect conflict relationship because A and C are
not engaged in direct competition. What this suggests is
that power relations can be both direct and indirect, and
that they can involve the use of threats or not.

A primary function of nondecision-making is to
maintain a mobilization of bias. Mobilization of bias rep-
resents a dominant set of beliefs, values, and institutional
processes and procedures that work to privilege some
groups in relation to others. This is in direct contrast to
the pluralist view, which suggests that the marketplace of
policy ideas is relatively open and accessible to various
groups. Pluralists further argue that due to competition,
the various groups possess the opportunity to influence
the policy agenda, provided there has been sufficient
political mobilization. Thus, groups hoping to influence
policy decisions will not necessarily succeed in all of their
attempts to influence policy, but neither will they be sys-
tematically denied access to influence the decisionmaking
process. On the contrary, the theory of nondecision-mak-
ing suggests that through a mobilization of bias, some
groups are systematically denied access to the decision-
making process. There are multiple forms by which the
privileging of some can be achieved through nondecision-
making; the threat of sanctions is one such form. Norms,
rules, routines and procedures, values, and myths are
often employed in the threat of sanctions. Nondecision-
making can also employ the use of force. Another form of
nondecision-making involves the use of the “rule of antic-
ipated reactions”: Anticipated reactions result from situa-
tions where B, who has relatively less power than A,
decides not to make a demand upon A in an effort to
avoid confrontation, or out of the fear that such behavior
would result in A’s invoking sanctions against him or her.

The result of nondecision-making is that certain per-
sons, perspectives, issues, or conflicts are excluded or sup-
pressed. Consequently, the scope of the debate is limited
and contained to include issues perceived as “safe.”
However, it is possible to challenge the mobilization of
bias: To do so involves expanding the scope of participa-
tion of the decision-making process, and this requires
enhancing the knowledge of participants. Community
development corporations and progressive coalitions,
among other groups, can all play a key role in expanding
the scope of the democratic process.

SEE ALSO Game Theory; Power; Power, Political;
Schattschneider, E. E.
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NON-EXPECTED
UTILITY THEORY
The expected utility/subjective probability model of risk
preferences and beliefs has long been the preeminent
model of individual choice under conditions of uncer-
tainty. It exhibits a tremendous flexibility in representing
aspects of attitudes toward risk, has a well-developed ana-
lytical structure, and has been applied to the analysis of
gambling, games of strategy, incomplete information,
insurance, portfolio and investment decisions, capital
markets, and many other areas. This model posits a cardi-
nal utility function over outcomes (usually alternative
wealth levels) and assumes that an individual evaluates
risky prospects on the basis of the expected value of his or
her utility function. In situations of objective uncertainty
(e.g., roulette wheels), this expectation is based on the
objective probabilities involved. In situations of subjective
uncertainty (e.g., horse races) likelihood beliefs are repre-
sented by the individual’s personal or subjective probabil-
ities of the various alternative occurrences. First proposed
by the Dutch mathematician Daniel Bernoulli in 1738 as
a solution to the well-known Saint Petersburg paradox,
the expected utility model has since been axiomatized
under conditions of both objective and subjective uncer-
tainty. Many consider these axioms and the resulting
model to be the essence of rational risk preferences and
beliefs.

In spite of its flexibility, the expected utility/subjec-
tive probability model has refutable implications, and
beginning in the 1950s, psychologists and economists
have uncovered a growing body of experimental evidence
that individuals do not necessarily conform to many of
the key axioms or predictions of the model. One well-
known example, first demonstrated by the French econo-
mist Maurice Allais in 1953, consists of asking subjects to
express their preferred option from each of two pairs of
objective gambles. The majority of subjects express prefer-
ences that are inconsistent with expected utility, and they
directly violate its primary empirical axiom, the so-called
independence axiom. Although initially dismissed as an
isolated example, the Allais paradox has been replicated by
numerous researchers and found to be a special case of at
least two forms of systematic violations of the indepen-
dence axiom. Such departures have also been replicated
using real-money gambles.

Starting in the early 1960s, researchers have also
uncovered a class of systematic violations of the subjective
probability hypothesis. The most well-known example,
offered by Daniel Ellsberg in 1961, consists of an urn with
ninety balls, thirty of which are red, with the remaining
sixty being black or yellow in an unknown proportion.
Subjects are asked to select from each of two pairs of bets
on this urn, and they typically select in a manner incon-

sistent with well-defined likelihood beliefs in regard to
obtaining a black versus a yellow ball. This finding was
also originally dismissed, but the phenomenon has since
been replicated by many researchers in a number of differ-
ent examples. Choices in such experiments reveal a gen-
eral preference for betting on objective rather than
subjective events, a phenomenon that has been termed
“ambiguity aversion.”

In response to these empirical violations, researchers
have developed, axiomatized, and analyzed a number of
alternative models of risk preferences and beliefs, most of
which replace the expected utility formula with alternative
formulas that individuals are assumed to maximize. The
earliest of these models, proposed by Ward Edwards in the
1950s and adopted by Daniel Kahneman and Amos
Tversky in the 1970s as part of their well-known “prospect
theory,” was found to generate implausible predictions
(namely that individuals would select some gambles with
lower payoffs than other gambles). Economists have since
developed and axiomatized non-expected utility models of
risk preferences that avoid these difficulties, are consistent
with the broad class of Allais-type violations of the inde-
pendence axiom, and are capable of formal analysis and
application to economic and other decisions. The most
notable of these is the “rank-dependent expected utility
model” of the Australian economist John Quiggin.

Researchers have also developed models of prefer-
ences over subjective prospects that are consistent with
both Allais-type departures from expected utility risk pref-
erences and Ellsberg-type departures from probabilistic
beliefs. One such model, long informally discussed in the
literature, axiomatized by Itzhak Gilboa and David
Schmeidler, and known as “maximin expected utility,”
posits a utility function and a set of subjective probability
distributions over events. It assumes that individuals eval-
uate each bet on the basis of its minimum expected utility
over this class of distributions. Another important model,
again axiomatized by Gilboa and Schmeidler and known
as “Choquet expected utility,” posits a utility function but
replaces the classical (i.e., additive) probability measure of
subjective expected utility with a nonadditive measure
over events. It also replaces the standard expected utility
formula with an alternative notion of expectation in
respect to this nonadditive measure. Both models have
been successfully applied to economic decision-making.

SEE ALSO Expected Utility Theory; Probability;
Probability, Subjective; Prospect Theory; Rationality;
Risk; Uncertainty
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NONGOVERNMENTAL
ORGANIZATIONS
(NGOs)
The term nongovernmental organization, or NGO, refers to
a vast range of nonprofit organizations that are not a part
of any government. They vary in size from a few people
operating on a shoestring budget to huge globe-spanning
organizations. Highlighted below are some crucial ques-
tions and controversies that are salient in shaping the
political economy of NGOs as social actors, particularly
in relation to their often assumed status as expressions of
civil society; their relationship to social movements; and
the ways they both constrain and enable progressive social
change.

The number and visibility of NGOs have expanded
dramatically since the 1970s, in part because neoliberal
policies have reduced the role of the state in many areas.
NGOs commonly work in numerous fields, including
humanitarian and other social services; research, monitor-
ing, and information provision; and advocacy around par-
ticular issues, such as the environment, health, the
empowerment of marginalized communities, human
rights, and the status of women and minorities. Many
NGOs contract with states and intergovernmental orga-
nizations to provide services. During the early decades of
NGO growth, they were celebrated as efficient providers
of services and deliverers of empowerment. As a result,
they became consultants to governmental and interna-
tional agencies, particularly as representatives of the 
“grass roots.”

NGOs are sometimes called voluntary organizations,
highlighting a presumption that social values, rather than
profit or political power, are the primary motivators in the
functioning of such organizations. These notions of values
and voluntarism have led observers to see NGOs as
expressions of civil society, similar to social movements,
and to interpret their increased visibility as a strengthen-
ing of the influence of civil society in the affairs of the
state and the economy.

QUESTIONS AND CONTROVERSIES

Since the mid-1990s, the popular perception that NGOs
are potential agents for diffusing development and
enabling empowerment has increasingly been subjected to
critical scrutiny in academia and in the community spaces
where NGOs operate. Critics have pointed out that it is
incorrect to assume that NGOs are automatically
accountable to the “target groups” in whose name they
work. Indeed, some pseudo-grassroots, or “astroturf,”
NGOs have been set up by business or political interests
to provide a misleading impression of grassroots action to
advance their own agendas. Often astroturf groups try to
hide their status as a vested interest.

More generally, the NGO form itself can blunt its
potential for social activism for several reasons. First,
NGOs commonly have an organizational hierarchy with
paid staff and offices, so they must raise funds, either from
donors or through contracting to provide services. This
financial dependency frequently renders NGOs account-
able to their funders. It also promotes a tendency toward
professionalization. These factors often create tensions
with movement-based models of social change that rely
on mass mobilization.

Second, when NGOs rely on donors for funding, it
becomes difficult for them to support alternative visions
and local initiatives. For instance, David Hulme and
Michael Edwards, in NGOs, States and Donors (1997), ask
whether the interests, values, methods, and priorities of
NGOs have become so tied with those of northern-govern-
ment donors and “developing country-states” that they
have now been “socialized” into the development industry.
Have NGOs gained so much leverage, Hulme and Edwards
wonder, because “they now have the social grace not to per-
sist with awkward questions and the organizational capac-
ity to divert the poor and disadvantaged from more radical
ideas about how to overcome poverty?” (p. 3).

Third, NGO structures and project funding often
lead to increased standardization and constrain the spaces
for NGOs to learn in response to local concerns, leading
to major gaps between advocacy and practice. As states
increasingly outsource their functions to them, NGOs
find themselves in a race “to do” rather than to “reflect.”
As David Lewis and Tina Wallace put it in New Roles and
Relevance (2000), “Finding ways of becoming learning
organizations—as well as finding ways to increase
accountability at all levels—largely continue to evade
NGOs, yet the successful search lies at the heart of NGOs’
ability to respond in ways that are truly relevant” (p. xiv).

These processes, through which organizations work-
ing at the grassroots level lose their connection with their
prime constituency and support base, have been called
“NGOization.” There is thus an implicit or explicit cri-
tique that NGOs and their ties with the state are signifi-
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cantly reshaping, or even replacing, community-based
activism. For Arundhati Roy, such “NGO-ization of poli-
tics threatens to turn resistance into a well-mannered, rea-
sonable, salaried, 9-to-5 job. With a few perks thrown in”
(Roy 2004).

NGOization is by no means confined to the “Third
World.” For example, Sabine Lang argues in “The NGO-
ization of Feminism” (2000) that the NGOization of
German women’s movements brought with it: (1) a struc-
tural emphasis on professionalized but decentralized
small-scale organizations; (2) a turn from antihierarchical
to more hierarchical structures; and (3) the partitioning of
a complex feminist agenda of emancipation and equality
into specific single issues with a state-oriented politics.
While feminist movement-building prioritized the mak-
ing of a new democratic counterculture, new feminist
NGOs have aimed for issue-specific intervention and
pragmatic strategies that have a strong employment focus.

On a global level, “gender mainstreaming” and “poor
women’s empowerment” have been important features of
NGOization, with issues such as violence against women,
adult literacy, HIV/AIDS, and microcredit being
addressed (in isolated forms) as significant priorities. At
the same time, issues that had been prominent in women’s
movements in the prestructural-adjustment era, such as
price inflation of basic foods, women’s unions, and land
reforms, have been pushed aside. Thus, the structure and
social location of NGOs can situate them as diffusers of
the hegemonic values, ideologies, and knowledge to peo-
ple at the grass roots, rather than as challengers of existing
hierarchies of power that advance broader visions of social
change.

NGOs WITHOUT “-IZATION”?

In a context in which NGOs have increasingly been called
upon to help manage the problems produced by neoliberal
policies and to pacify those who have been hardest hit by
such policies, many small movements have found it impos-
sible to exist without engaging with donor agencies or local
and national NGOs in one form or another. The challenge
before such organizations is to find creative ways to support
their political work while also maintaining their accounta-
bility and transparency before the people they work for and
work with. Despite the countless challenges, resistance to
NGOization continues in many small organizations.

SEE ALSO Accountability; Feminism; Human Rights;
International Nongovernmental Organizations
(INGOs); Marginalization; Microfinance; Minorities;
Organizations; Poverty; Resistance; Third World;
Volunteer Programs; Volunteerism; Women’s Movement
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NONLINEAR
REGRESSION
A brief discussion of linear regression is essential in under-
standing nonlinear regression. One of the assumptions of
the classical linear regression model is linearity of the func-
tional form. A linear regression model can be written as:

Y = β1X1 + β2X2 + … + βkXk + ε,
where Y is the dependent variable, X1, X2, …, Xk are the
explanatory variables, and ε is the error term. A popular
statistical technique to estimate the value of the parame-
ters of this model is the classical linear regression where
the optimization algorithm applies the least squares errors
method to find the best fit. Given the classical assump-
tions, according to the Gauss-Markov theorem, the least
squares coefficients are the best linear unbiased estimator
(BLUE) of the population of regression coefficients.

Some regression models are intrinsically nonlinear in
their parameters; therefore, application of linear regression
estimates generates biased results. Nonlinear regression is
an extension of the linear least squares regression for a
much larger and general class of functions where the rela-
tionship between dependent and independent variable is
not linear. As a result, the first-order conditions for least
squares estimation of the parameters are nonlinear func-
tions of the parameters. A general form of nonlinear
regression equation is:

Yi = f (xi , θ) + εi ,
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where xi is a (N × 1) vector of independent variables, θ is
a (K × 1) parameter vector, and εi is an additive error
term. A common example of intrinsically nonlinear func-
tions is the Cobb-Douglas production function:

Qi = αLβ1

i K β2

i εi ,
where Qi is the output of firm i, Li is the labor input, Ki
is the capital input, and εi is a multiplicative error term.
Parameters of β1 and β2 are the elasticities of output with
respect to labor and capital. Another example is the con-
sumption function:

Ct = αt + β1Y
β2

t + et ,
which reflects the uncertainty with respect to the way
income affects consumption expenditures. In these exam-
ples, the terms in the models cannot be rearranged to
apply the linear least squares.

Pioneers such as Jennrich (1969) and Malinvaud
(1970) have advanced the econometric theory for nonlin-
ear statistical models, while development of computing
technology in the last few decades has allowed application
of nonlinear models to statistical analysis of complicated
relationships between variables. When the nonlinear func-
tions cannot be transformed into linear form, econometri-
cians use two common methods, the nonlinear least
squares or the maximum likelihood, to estimate the
parameters of the model. These approaches essentially
search for a solution to the nonlinear optimization prob-
lem by minimizing the sum of squared errors or maximiz-
ing the likelihood function. Although there are very few
limitations on the functional form of nonlinear regression,
the parameters of the model are conceptually estimated in
the same way as the linear least squares.

However, reaching a solution to a nonlinear opti-
mization problem is a difficult task. A number of compu-
tational methods are available. The Gauss-Newton
algorithm, a special case of the more general Newton-
Raphson algorithm, is a popular method that linearizes
the regression model by approximating F(θ) from a Taylor
series expansion around an initial θ to minimize the resid-
ual sum of squares function. In the iterative linearization
process, the nonlinear least squares method typically
begins with guessed starting values for the parameters and
computes the corresponding sum of squared residuals to
reach a global minimum. Although the Gauss-Newton
algorithm is more efficient in reaching a global minimum,
it is less likely than the Newton-Raphson algorithm to
locate the global minimum instead of a local one. Of
course, since nonlinearity of the functional form violates
the classical assumptions, the Gauss-Markov theorem
does not apply to the nonlinear regression.

Econometricians typically ignore the possibility that
the new error term created in the process of linearization
may not meet the classical linear regression model
assumption. Also, the nonlinear least squares method can

become computationally expensive when the number of
parameters to be estimated exceeds two. Since desirable
properties of classical linear regression do not necessarily
remain in the nonlinear least square estimator, the maxi-
mum likelihood estimator is often preferred. In fact, the
two techniques are computationally similar.

In selecting functional form, several factors must be
considered, including theoretical consistency, applicability,
flexibility, computational difficulty, and factual conformity
(Lau, 1986). While the underlying theoretical relationship
between variables is important, various statistical tech-
niques are used to allow the data to determine the appro-
priate functional form. In spite of its problem with the log
of zero and negative values, the most popular technique for
testing nonlinearity is the Box-Cox transformation
method, which tests restrictions on a more general func-
tional form. Some nonlinear equations, however, can be
transformed into classical linear form, which would facili-
tate the estimation of their parameters through the classi-
cal least squares procedure. For example, taking the natural
log of the Cobb-Douglas production function results in
the following function, which is linear in parameters:

ln Qi = α + ln β1Li + ln β2Ki + ln εi.
In this case, the least squares estimates of the transformed
variables would have the traditional desirable properties.

Nonlinear regression models are sometimes more
consistent with the true relationship between variables
and have found many applications in models such as the
random parameter, continuous regime switching, and
time-varying random parameter. Also, in spite of an over-
identification tendency in the nonlinear models, the
General Method of Moments (GMM) provides a mecha-
nism to arrive at consistent parameter estimates without
the normality assumption requirement. However, the use
of nonlinear regression models has a few disadvantages.
First, estimation procedures for nonlinear models are
more complicated because of minimization of sum of
square errors, especially when the number of parameters is
large, because of minimization of sum of square errors and
difficulty of finding the starting values for the iterative lin-
earization process. Second, some measures of goodness of
fit, such as the t-statistic and the F-statistic, are not
directly compatible and cannot be used or require modifi-
cation. Compatibility of other measures of goodness of fit
such as the R2 is debatable. Third, there is more ambigu-
ity in the interpretation of the coefficients in nonlinear
models because the derivatives of the regression are usually
a function of θ rather than being constant. Overall,
although the parsimony rule suggests that computation-
ally more demanding estimators do not have better statis-
tical properties, nonlinear maximum likelihood estimators
tend to have better finite sample properties than simple
alternatives.
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SEE ALSO Econometric Decomposition; Linear Regression;
Linear Systems; Nonlinear Systems; Regression;
Regression Analysis; Statistics

B I B L I O G R A P H Y

Amemiya, T. 1991. Nonlinear Regression Models. In Handbook
of Econometrics, ed. Zvi Griliches and Michael Intriligator, 1:
333–389. Amsterdam: North-Holland.

Davidson, Russell, and James MacKinnon. 1993. Estimation and
Inference in Econometrics. Oxford: Oxford University Press.

Gallant, Ronald A. 1987. Nonlinear Statistical Models. New York:
Wiley.

Granger, Clive W. J. 1993. Strategies for Modeling Nonlinear
Time Series Relationship. Economic Record 69: 233–238.

Greene, William H. 2003. Econometrics Analysis, 5th ed. Upper
Saddle River, NJ: Prentice Hall.

Jennrich, Robert I. 1969. Asymptotic Properties of Nonlinear
Least Squares Estimators. Annals of Mathematical Statistics 40
(2): 633–643.

Judge, George G., R. Carter Hill, William E. Griffiths, et al.
1985. Introduction to the Theory and Practice of Econometrics,
2nd ed. New York: Wiley.

Lau, Lawrence J. 1986. Functional Forms in Econometric Model
Building. In Handbook of Econometrics, eds. Zvi Griliches and
Michael Intriligator, 3: 1514–1566. Amsterdam: North-
Holland.

Malinvaud, Edmond. 1970. The Consistency of Nonlinear
Regressions. Annals of Mathematical Statistics 41: 956–969.

Quandt, Richard E. 1983. Computational Problems and
Methods. In Handbook of Econometrics, eds. Zve Griliches
and Michael Intriligator, 1: 699–764. Amsterdam: North-
Holland.

Akbar Marvasti

NONLINEAR SYSTEMS
All real world systems are nonlinear: Straight lines cannot,
in practice, go on forever, nor can forces and interactions
in natural or social systems. Nonlinearity arises in real eco-
nomic systems both from human behavior—for example,
wage demands varying as a function of the rate of employ-
ment—and from the interaction of economic variables—
for example, the multiplication of wage rates by the
number of workers to calculate the wage bill. Any model
that omits these nonlinearities, either by assuming linear
behavioral functions or by assuming that a variable
remains constant in order to avoid interactive nonlineari-
ties, necessarily reduces its capacity to model the actual
economy.

Idealized linear systems can be hypothesized, and the
mathematical analysis of these is long established, well-
known, and generally results in closed-form symbolic solu-

tions in which the system state at any point in time is a
function of the system’s parameters. Moreover, in the vicin-
ity of an equilibrium, the linear component of a system,
which can be extracted from a mathematical model by a
polynomial expansion, dominates the nonlinear compo-
nents. Thus if a system is stable about an equilibrium, or
can be constrained to remain in the vicinity of an equilib-
rium, its dynamics can be modeled using linear methods.

The mathematical analysis of nonlinear systems, on
the other hand, is a recent development, and in general
does not result in symbolic solutions. Instead, a nonlinear
system must be numerically simulated, and in the subsets
classed as either chaotic or structurally unstable, the time
path of a system depends upon its initial conditions.
Scientists in general therefore had a strong incentive to
remain in the linear realm.

Since many real world systems did not meet the con-
ditions for linear analysis, nonlinear analytic techniques
were gradually developed, leading to what was initially
called chaos theory and is now known as complexity the-
ory. Nonlinear methods play a major role in most sciences
today, but their uptake in economics has been noticeably
more limited.

NONLINEAR ECONOMICS

Nonlinear economics began in the 1940s, when
Hungarian economist Nicholas Kaldor (1908–1986)
made the prescient observation that a model with linear
ex-ante investment and savings functions could not
explain the trade cycle. With savings and investment
modeled as linear functions of employment, if the savings
function were the steeper of the two, the model displayed
“more stability than the real world appears, in fact, to pos-
sess.” On the other hand, if the investment function were
steeper, then the system “would always be rushing either
towards a state of hyper-inflation with full employment,
or towards a state of complete collapse with zero employ-
ment, with no resting-place in between” (Kaldor 1940, p.
80). Since neither result could be justified, Kaldor sur-
mised that “we are left with the conclusion that the I(x)
and S(x) functions cannot both be linear, at any rate over
the entire range” (Kaldor 1940, p. 81).

The adoption of nonlinear methods in economics
after this insight was very limited, and Kaldor later argued
that this was because economics took for granted “that the
economy always approaches, or is near to, a state of equi-
librium” (Kaldor 1972, p. 1239). Economists therefore
tended to rely upon comparative statics methods, even
when the relevant linear model was unstable under rea-
sonable parameter values—as in the case of the linear
model of supply and demand, which is unstable under the
realistic condition that the price elasticity of supply
exceeds that of demand.
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While Kaldor pointed out the need for nonlinear
analysis in economics, the main pioneer of nonlinear
models in economics was Richard Goodwin
(1913–1996). Drawing his inspiration from the French
mathematicians Henri Poincaré and Philippe Le
Corbeiller (b. 1911), Goodwin developed many nonlinear
models, with his signature contribution implementing
Karl Marx’s class-struggle cycle model as a predator-prey
system—in which technically, the capitalists were the prey
and workers the predators.

There is now a substantial research tradition in non-
linear dynamics within economics that overlaps with the
application of chaos, complexity, and evolutionary theo-
ries, and fractal analysis to economics. There are numer-
ous nonlinear dynamical models of macroeconomics,
microeconomics, and finance market phenomena, includ-
ing the aggregate business cycle, the individual market
cobweb cycle, and stock market crashes. Many economet-
ric methods to test economic time series for nonlinear
data structures (e.g., the Hurst exponent, the Brock–
Dechert–Scheinkman (BDS) statistic, Smooth Transition
Auto-Regression) exist, though their robustness at deter-
mining whether nonlinear causal structures exist in noisy
linear time series is limited.

There are journals devoted to nonlinear economic
analysis—such as Studies in Nonlinear Dynamics &
Econometrics, and Nonlinear Dynamics, Psychology, and Life
Sciences—as well as others where nonlinear analysis features
frequently—such as the Journal of Economic Dynamics and
Control, Macroeconomic Dynamics, the Review of Economic
Dynamics, and Structural Change and Economic Dynamics.
Most contributions from the developing field of econo-
physics could be characterized as essentially nonlinear,
including those applying nonextensive statistical mechanics
to the analysis of financial market data.

Despite this flowering, nonlinear analysis in econom-
ics is hampered by two dilemmas. The first, peculiar to
economics, is that the dominant pedagogic and research
tendency in economics is to model economic processes as
equilibrium phenomena. The second, generic problem is
best captured by John von Neumann’s (1903–1957) apoc-
ryphal aphorism that a general theory of nonlinear phe-
nomena is akin to “a theory of non-elephants”: While
linear analysis is well defined, the variety of nonlinear phe-
nomena is so enormous that it bedevils systematic analy-
sis (Bak and Paczusku 1995, p. 6690).

SEE ALSO Linear Systems
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NONPARAMETRIC
ESTIMATION
Nonparametric estimation is a methodology for estimat-
ing density functions or conditional moments of distribu-
tions without making any prior assumptions about
functional forms. The data are allowed to speak for them-
selves in determining the shape of the unknown functions
(Silverman 1986).

NONPARAMETRIC DENSITY
ESTIMATION

In parametric estimation, if the underlying distribution is
known to be normal, the data are used to calculate the
mean µ and variance σ2 of the distribution, substituting
them into the formula for the normal density. Suppose 
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X is a continuous random variable, f(x) is the proba-
bility density function, and F(x) is the cumulative density 
function when X = x. With h as the width of a bin or 
interval, the nonparametric naive estimate of f(x) is 

= 1/h*(prob-

ability that X belongs to the interval [x – h/2, x + h/2]) =
1/h*(probability that (X – x)/h belongs to the interval
[–1/2, 1/2]).

In other words,

where,

Alternately,

The graph of the estimated density function (Figure 1)
from equation (1) is not a smooth curve. Thus the weight
function I(.) is replaced by a kernel density function K(.) 

that satisfies the condition . The revised

nonparametric estimate of the density function is
expressed in equation (2). Alternative choices on the ker-
nel density function are provided in equations (4) through
(6). The graph of a density function using kernel density
weights is smooth and differentiable as illustrated by
Figure 2.

NONPARAMETRIC REGRESSION

A regression function is an equation that explains and pre-
dicts movements in one variable (the dependent variable)
as a function of movements in another variable or a set of
other variables (the independent or explanatory variables).
Having observed the independent variable Xi, the regres-
sion function provides an average or expected value of 
the dependent variable Yi. For a set of n data points
{(Xi,Yi)}

n
i = 1 the regression function can be modeled as

In equation (3), m is the unknown regression equa-
tion and ε represents unknown stochastic disturbances.
The aim of regression analysis is to estimate the regression
function m. The parametric approach assumes that the
regression function has some prespecified functional form
(such as logarithmic, inverse, quadratic, or cubic).
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Nonparametric econometrics estimates the regression func-
tion m without assuming any specific form.

An example of the two different approaches is illus-
trated by Figure 3. The straight, negatively sloped, dotted
line represents a linear parametric function, while the
other curve is a nonparametric estimate. Both curves
model the rank of a harness racing horse (1 being high
and 20 being low) as a function of its average speed at a
racing track. The linear model is unable to represent a U-
shaped regression relationship between the rank and speed
of racing horses for certain ranges of horse speed.

The assumption that the estimate of the regression
function is linear, that is, m(Xi) = β0 + β1Xi, implies certain
assumptions about the underlying data-generating process
(Pagan and Ullah 1999). For example, if {Xi ,Yi }

n
i = 1 is a

bivariate normal density, then it can be shown that the
mean of the conditional density of Yi given Xi is E(Yi | Xi )
= α + βXi, where α = EYi – β(EXi ) and β = (Var(Xi ))

–1

Cov(Xi , Yi ). Thus, the linear specification for the regres-
sion function is valid only if the underlying data-generating
process is normal. If the true distribution is not normal,
then the true functional form of m(Xi ) is not linear, and
least square estimates of the same, assuming a linear func-
tional form, may be biased and inconsistent.

The question of which approach should be taken in
data analysis was a key issue in a bitter feud between the
statisticians Karl Pearson (1857–1936) and Ronald Aylmer
Fisher (1890–1962) in the 1920s (summarized by Tapia
and Thompson 1978). Fisher pointed out that the non-
parametric approach gave generally poor efficiency that
increased with the number of explanatory variables, thus

giving rise to the well-known curse of dimensionality and
requiring large data samples for accuracy. Moreover, the
size of the required sample increases rapidly with the num-
ber of explanatory variables. At the same time, Pearson
pointed out that the price paid for pure parametric fitting
is the possibility of gross misspecification resulting in high
model bias. The parametric and nonparametric estimation
techniques support two different and yet very interesting
viewpoints. The semiparametric estimation technique com-
bines the two. Here, the relationship governing Yi is
expressed as a linear function of some explanatory variables
and a nonlinear function of remaining explanatory vari-
ables where the nonlinearity is unknown. The coefficients
of interest are the slope coefficients of the linear part. P. M.
Robinson (1988) shows that it is possible to construct esti-
mators of the linear part that exhibit consistency.

The basic principle behind the nonparametric esti-
mation technique is to fit a window h around every
observation of the dataset and estimate the relationship
or moment of interest in each window. A kernel density
function K(.) is used to give high weights to data points
close to the window and low weights to data points far
from the window. Thus the regression relationship is
estimated, piece by piece or window by window, as
shown in Figure 4. One of the advantages of nonpara-
metric estimation is that it estimates the regression 
coefficients at every data point. For example, if the
researcher is interested in estimating the relationship
between a firm’s size and its export intensity, the non-
parametric estimation technique will provide an estimate
of the slope coefficient for every firm at every time period,
thus giving a broader picture for analysis. Both paramet-
ric and nonparametric techniques share a common foun-
dation. Parametric estimates are obtained by minimizing
the sum of squares of residuals (SSR). Nonparametric
estimates are obtained by minimizing the SSR weighted

n
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by the kernel density function at every data point. That is
the reason why parametric estimates are a product of
global fitting, while nonparametric estimates are obtained
by local fitting. The conditional mean at point x is a 

weighted average of n data points, where 

. The weights 

w(Xi; x) depend upon the kernel density function, the
window width, Xi, and the point x at which the condi-
tional expectation is evaluated.

CHOICE OF KERNELS AND
WINDOW WIDTHS

Some examples of kernels commonly used in the literature
(Silverman 1986) are:

It is well known in the literature that the choice of
kernels does not influence significantly the efficiency of
estimates. The choice of window width is, however, cru-
cial. Small values of h cause oversmoothing and high val-
ues lead to undersmoothing of the estimates. The
optimum h is the one that minimizes the integrated mean 

squared error of .

SCOPE OF NONPARAMETRIC
ESTIMATION

The scope of applications for the nonparametric estima-
tion technique is endless (Härdle 1990). It is particularly
useful in time series applications, in treatment of extreme
observations known as outliers, and in smoothing the gap
of missing data by interpolating between adjacent data
points. In general, nonparametric econometrics provides a
versatile method of exploiting a general relationship
between two or more variables without reference to a fixed
parametric model.

SEE ALSO Functional Form; Properties of Estimators
(Asymptotic and Exact); Semiparametric Estimation
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NONPARAMETRIC
REGRESSION
A regression model may be written generally as

where the subscript i = 1, …, n indexes observations, εi is
a random error term, uncorrelated with the regressor xi
and with zero expectation, and θ represents a vector of
parameters. Given E (εi ) = 0, E (yi | xi ) = m (xi | θ); con-
sequently, the function m(xi | θ) is often called the condi-
tional mean function.

In ordinary least squares regression, the parameter
vector is assumed to be of length K < ∞ and the condi-
tional mean function is assumed to be linear in parame-
ters, e.g.,

m (xi | θ) = θ1 + xi 2 θ2 + … + xiK θK .
Moreover, in small samples the errors are typically
assumed to be normally distributed in order to facilitate
inference. With maximum likelihood estimation, the
parameter vector is again assumed to be of finite length K,
and a particular form is assumed for the conditional mean
function, although linearity in parameters is not necessary.
In addition, the errors are assumed to come from a partic-
ular family of distributions (e.g., normal, beta, gamma,
etc.); with independent sampling, the likelihood function
can then be derived as a product of marginal probability
density functions, each evaluated at one of n sample
observations.

Nonparametric regression involves using one of sev-
eral techniques to avoid the need to assume specific func-
tional forms for the conditional mean function as well as
the distribution of the error terms in (1). By making fewer
assumptions, one avoids the risk of mis-specifying either
the conditional mean function or the distribution of the
errors, which can lead to biased and inconsistent estima-
tion. Moreover, with nonparametric regression tech-
niques, the underlying, true model that is estimated can
itself be viewed as nonparametric, in the sense that it can-

yi � m(xi � u) � �i (1)

m x m x m x dx( ) ˆ ( ) ( )= −( )
−

+

∫
2

4

4

� 0    otherwise
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not be represented by a function involving a finite num-
ber of parameters. In other words, the parameter vector θ
can be assumed to have an infinite number of elements.
Consequently, the variety of shapes of conditional mean
functions that can be estimated by nonparametric regres-
sion methods is far greater than what is possible with more
conventional parametric estimation methods such as ordi-
nary least squares or maximum likelihood. However, the
increased flexibility comes with some costs; in particular,
inference is often more difficult, computational burdens
are greater, and rates of convergence are slower with non-
parametric methods than with parametric methods.

Several nonparametric regression estimators have
been developed. One of the most widely used is the
Nadarya-Watson estimator (Nadarya, 1964; Watson,
1964) given by

where h is a smoothing parameter or bandwidth and Kh(·)
= K (·/h) is a weighting, or kernel, function that is sym-
metric and integrates to 1; i.e., K (–t) = K (t) and ∫ K (t)
dt = 1. A wide variety of functions satisfy these conditions;
for example, any symmetric probability density function
can be used as a kernel function, as well as any even-order
polynomial over some interval from –ζ to +ζ with coeffi-
cients chosen so that the polynomial integrates to 1 over
this interval.

Although researchers using the Nadarya-Watson esti-
mator (as well as other nonparametric estimators) must
choose both a kernel function and a value for the smooth-
ing parameter, the choice of kernel function is less impor-

mh (x) � (2)
n

�
i �1

n

�
i �1

Kh(x � Xi)Yi � Kh(x � Xi),ˆ

Nonparametric Regression
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tant in determining estimation error than the choice of a
value for the bandwidth. The bandwidth h determines the
degree of smoothness of the estimator. As h → 0, bias of
the estimator diminishes but variance increases; as h → ∞,
bias increases while variance decreases. A number of data-
driven techniques have been developed to optimize the
choice of h with respect to one of several criteria; for
example, cross-validation methods can be used to choose
a value for h that minimizes either mean integrated square
error or asymptotic mean integrated square error; see
Pagan and Ullah (1999) for details. Alternatively, less
computationally burdensome plug-in procedures pro-
posed by Sheather and Jones (1991) can be used to choose
an optimal value for the bandwidth.

Figure 1 provides an example illustrating the
Nadarya-Watson estimator. With the same data displayed
in each panel of Figure 1, estimated regression lines are
shown for the ordinary least squares (OLS) estimate of the
model

and Nadarya-Watson kernel estimates of (1) with the stan-
dard normal density function used as the kernel function
and with three different values of h : 0.1, 1.0, and 4.0. The
data clearly follow a nonlinear pattern, which the OLS esti-
mator of (3) cannot replicate. With h = 1, the kernel esti-
mator captures the pattern of the data nicely, providing a
reasonably smooth estimate of the regression curve.

When the bandwidth is reduced to 0.1, the kernel
estimate becomes jagged, while increasing the bandwidth
to 4.0 results in an estimated curve that is much flatter
than the estimates obtained with smaller bandwidths. The
two panels in the bottom row of Figure 1 illustrate the
tradeoff between bias and variance associated with larger
or smaller values of h as discussed above.

The Nadarya-Watson estimator, when evaluated at an
arbitrary point x, is simply a weighted average of values Yi
in a neighborhood of x ; the size of the neighborhood and
the weights given to each Yi are determined jointly by the
kernel function K (·) and the bandwidth h. Local polyno-
mial estimators, by contrast, estimate the conditional
mean function by fitting locally a p th-order polynomial
to the data. This approach offers several advantages over
the earlier Nadarya-Watson estimator, as discussed by Fan
and Gijbels (1996). Setting p = 1 yields a local linear esti-
mator, which has less bias but no greater variance than the
Nadarya-Watson estimator. In addition, while the
Nadarya-Watson estimator is inconsistent near bound-
aries of support for x, local polynomial estimators remain
consistent near such boundaries. While estimation of
regression derivatives is possible using modifications of
the Nadarya-Watson estimator, estimation of derivatives is
straightforward with local polynomial estimators. As with

the Nadarya-Watson estimator, a number of techniques
have been developed to optimize the choice of bandwidth
when local polynomial estimators are used, as discussed by
Fan and Gijbels (1996).

SEE ALSO Data; Econometric Decomposition; Frequency
Distributions; Linear Regression; Ordinary Least
Squares Regression; Regression; Regression Analysis;
Statistics
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NON-PROFITS
SEE Social Economy.

NONPROLIFERATION
TREATIES
SEE Arms Control and Arms Race.

NONTRADED GOODS
SEE Goods, Nontraded.

NONVERBAL
COMMUNICATION
By virtue of a series of discoveries and conceptual depar-
tures in the social sciences, our understanding of the
process of human communication has been expanded to
include nonverbal communication. In the words of Ashley
Montagu and Floyd Matson in The Human Connection
(1979): “It is not merely a hidden dimension or a silent

yi � u1 � u2xi � �i (3)

INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION 529

Nonverbal Communication



language that has been uncovered by the new wave of sci-
entific explorers; it is more like a neglected universe of dis-
course and intercourse. We are becoming aware that the
verbal domain is only the tip of the iceberg of commu-
nicative experience—that there is more, much more, to
human dialog than meets the ear” (p. xiii). This entry dis-
cusses key ideas from the vast research literature on non-
verbal communication (NVC).

Nonverbal behavior (NVB) is usually divided into
several categories. One category is paralanguage, which
refers to the content-free vocalizations and pauses associ-
ated with speech. Research conducted by Starkey Duncan
and Donald Fiske (1979) shows how paralinguistic behav-
iors serve as regulators of social interaction. Another cate-
gory is facial expressions. Paul Ekman’s research has shown
how expressions indicate primary emotions (for example,
see his 1992 article). A third category is kinesics or body
language. The research reported by Ray Birdwhistell in
Kinesics and Context (1970) is an example of the value of
detailed recording of gestures and bodily movements. A
fourth category is visual behavior, which includes gazing.
Michael Argyle’s research, reported in Bodily
Communication (1975) and elsewhere, has elucidated the
meaning of and social functions served by various patterns
of eye contact between people. The study of spatial behav-
ior or proxemics is another aspect of NVB research.
Edward Hall’s categories of interpersonal distance influ-
enced the study of communication and culture (see The
Hidden Dimension, 1966). Georg Simmel’s writing about
spatial relations throws light on how space can reflect a
group’s social standing as being dominant or marginal in
a society (see Allen, 2000). The synergistic effects of these
categories are illustrated by Albert Mehrabian’s multiple-
channel research summarized in his 1972 book Nonverbal
Communication.

Each of the nonverbal channels is understood in
terms of both interpretation—referred to as decoding—
and communication, known as encoding. These functions
are related: The interpretive function leads observers to
infer the communicator’s intentions; the communicative
function is used to influence the observers’ attribution of
intentions. The knowledge generated by research provides
a tool for agents of influence such as advertising executives
and politicians. Certain NVBs have been shown to pro-
vide a window into emotions and intentions: For exam-
ple, in her 2006 article, Christine Harris shows the NVBs
and muscle activations that indicate the feeling of embar-
rassment (in succession—eyes down, smile control, head
away, gaze shifts, face touch); and, in their 1982 book on
Nonverbal Communication, Daniel Druckman, Richard
Rozelle, and James Baxter show that deceivers displayed
more frequent leg movements, less time looking at the
interviewer, and more fidgeting with objects than honest
and evasive role-players in their experiments. These are

some of the cues that can be used to diagnose psycholog-
ical states and lying (referred to as decoding); they are also
the cues that can be used to disguise one’s feelings or
intentions (referred to as encoding).

It would seem then that the research findings provide
useful information for managing impressions. However,
the research also suggests that the process may be more
difficult than it seems. In a 1985 chapter, Bella DePaulo
and her colleagues review evidence on the impact of con-
trolling NVBs in order to perpetrate a lie. Pointing to a
phenomenon referred to as leakage, these findings show
that when certain nonverbal channels, such as facial
expressions, are orchestrated to hide an intention, other
channels, subject to less conscious control, can be reveal-
ing. Words and facial expressions have been found to be
easier to control than body movements and such paralin-
guistic behaviors as tone of voice. These researchers also
show that highly motivated liars may be easier to catch
than their less motivated counterparts: When the stakes
for pulling off a lie are high, more-difficult-to-control
nonverbal channels are more revealing than verbal clues;
less motivated liars are more likely to give themselves away
with words. Thus, both context and channel are impor-
tant for diagnosis. Likewise, they are important for the
communicator’s attempts to create certain impressions.

Another issue is the extent to which the findings are
universal. Culture has been shown to influence expres-
sions: Based on a review of the research, Randall Gordon
and his colleagues concluded that “the events that elicit
emotions vary from culture to culture, but the particular
facial muscle movements triggered when a given emotion
is elicited may be relatively universal” (2006, p. 85).
Cultural influences are referred to as display rules. These
rules serve to control expressions that would be inappro-
priate in certain settings. Numerous studies have found
differences among cultures in each of the NVB channels:
Many of these studies focus on preferences for spacing or
interaction distances; some show differences between cul-
tures in gazing behavior, while others examine paralin-
guistic behaviors. (See, for example, Michael Argyle’s
1986 article on display rules dealing with intimacy.)
However, while the cross-cultural comparisons are
informative, the studies provide limited insight into the
situations that arouse such feelings as guilt, shame, or
stress within cultures. Cultural interpretations of situa-
tions—for example, as social transgressions—are central
to the idea of display rules and have implications for the
way we diagnose leaked NVBs.

Professional cultures also influence expressions and
their interpretation. For example, when considering the
field of international politics, four questions can be asked:
What is the state of the leader’s health? To what extent do
the statements made by national representatives reflect

Nonverbal Communication
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actual policies? How committed are representatives to the
positions put forward? How secure is the representative’s
political status? Clues about what to look for are provided
by NVC studies. A furrowed brow and raised eyelids
together with change in vocal tone and heightened pitch
suggest pain; deviations from baseline NVBs may indicate
deception; an increase in the amount of NVBs expressed
in several channels may signal strong commitment; and
spatial behavior may provide clues to political status.
These indicators direct attention to relationships between
nonverbal channels, abrupt changes in expressions, and
the intensity of nonverbal displays. They provide a struc-
ture for focusing attention on relevant details—that is,
they suggest where to focus attention and what to look at.
But they can also be misleading. Professional politicians
are adept at masking intentions and feelings, particularly
in the channels that are easier to control (facial expres-
sions, spatial behavior). For this reason, knowledge about
professional socialization and norms provides a broadened
appreciation for the meaning of communication. (For
more on NVC in the context of international politics, see
the 2006 chapter by Gordon and his coauthors.)

SEE ALSO Communication
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NON-WALRASIAN
ECONOMICS
SEE Barro-Grossman Model; Patinkin, Don.

NONWHITES
Social scientists often classify and study individuals and
groups based upon shared characteristics. A racial group is
comprised of individuals who share similar physical char-
acteristics including skin color. The U.S. Census uses the
following racial categories: American Indian or Alaska
Native; Asian; Black or African American; Native
Hawaiian or Other Pacific Islander; White and Some
Other Race. There are also two minimum categories for
ethnicity: Hispanic or Latino and Not Hispanic or Latino.
Hispanics and Latinos may be of any race. The labels as
well as the definition for the aforementioned racial groups
have changed over time. For decades, individuals could
only identify with one racial group. A historic change took
place with Census 2000 that permitted individuals to
identify with more than one race. This change to the enu-
meration questionnaire is indicative of how definitions
about race can change over time and that these changes
are often politically contested. Collectively, individuals
identifying themselves as multiracial, Asian, black, Native
American, or “other” are referred to by sociologists as
“nonwhites.” This typology has its strengths and weak-
nesses, particularly for conducting research.

Research has shown that nonwhites have relatively
less access to wealth, status, and power and thus fewer life
chances, relative to whites that in American society are
considered the dominant racial group. It is for that reason
that sociologists as well as other social scientists, in con-
ducting research, study these populations and changes
over time jointly. Yet the categorical grouping together by
social scientists of all minority groups often fails to recog-
nize the diversity within and between racial groups.

For example, while blacks, Native Americans, Asians
and “others” are relatively disadvantaged when compared
with their white counterparts, all nonwhites are not
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equally disadvantaged. On selected social and demo-
graphic indicators some Asian ethnic groups, for instance,
fare better than individuals who the U.S. Census would
consider white. Still other nonwhites such as blacks and
Native Americans have been shown to be relatively disad-
vantaged when compared with their white counterparts.
These findings have been observed consistently on
selected social and demographic variables including on
educational attainment, homeownership, housing values,
income, and occupational prestige.

Various Asian ethnic groups, for example, are not
equally advantaged relative to whites nor are blacks or
Native Americans equally disadvantaged relative to
whites. While Asians with Indian ancestry may have rela-
tively high levels of education, Asians of Vietnamese
descent may have relatively low levels of education.
Similarly, blacks with recent ancestry in Africa or in the
Caribbean may have higher incomes relative to native-
born blacks. Consolidating individuals who do not pos-
sess physical characteristics that are similar to those of the
dominant group also means that certain ethnic groups
within the larger racial classifications are understudied
due to their relatively small population size.

The term nonwhite can also be used to describe a
group of people whose skin color is distinctive from the
dominant racial group in America, despite the contention
by scholars that there are no pure races. Social sciences
tend to view racial categories not as purely biological
rather as socially constructed. Nonwhites, therefore, share
distinguishing physical characteristics that are the basis for
the unequal treatment they may experience.

The term nonwhite highlights the relative disadvan-
tages experienced by individuals with less power over their
lives than the dominant group. At the same time, the term
nonwhite ignores both subpopulations and within group
differences on various social outcomes.

SEE ALSO Assimilation; Minorities; Negro
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NONZERO-SUM GAME
In game theory, nonzero-sum games (more precisely known
as nonconstant-sum games) include many examples in
which the sum of the payoffs to the players varies accord-
ing to the strategies chosen. These cases are often more rel-
evant to issues in social science and public policy than are
zero-sum (and more generally constant-sum) games. From
a mathematical point of view, however, they raise prob-
lems of solution that do not arise when the sum of payoffs
is a constant.

An example arises in the case of public goods. Suppose
that two agents acting independently can each earn pay-
offs of ten. However, each has the option of contributing
three units from his wealth to produce two units of a
“public” good that benefits both players equally. The
strategies then are “contribute” or “do not contribute,”
and the game can be summarized in tabular normal form
as shown in Table 1.

The Table is read as follows: Agent 1, by choosing his
strategy, chooses the row, and Agent 2 chooses the col-
umn. In the chosen cell, the first payoff is to Agent 1 and
the second to Agent 2. For example, at the top left, both
agents contribute, leaving seven units each of private
wealth, but four units of the public good are produced,
adding four additional units of benefits for each of the
two agents.

A game of this sort admits two broad classes of solu-
tion: cooperative and noncooperative. Cooperative solutions
allow for the possibility that the agents may form a coali-
tion and enter into a binding agreement to choose a joint
strategy. In this case, it seems likely that they would both
choose to contribute, because this choice makes both bet-
ter off, while each would refuse to contribute if the other
does not. Noncooperative solutions assume instead that
there are no trustworthy commitments to joint action. In
the case of the public goods dilemma, each agent can rea-
son that he is better off choosing not to contribute, what-
ever the other may do, and moreover that the other player
can reason in the same way. As a consequence, it seems
that each would choose not to contribute. Therefore, “do
not contribute” is the equilibrium of the game. The fact

Nonzero-Sum Game

Table 1. Public Goods Dilemma

Agent 2

contribute do not contribute

contribute 11,11 7,12

Agent 1
do not contribute 12,7 10,10
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that each agent has an unconditional motive to choose the
equilibrium makes this game an instance of a social
dilemma. In addition to public goods, noncooperative
equilibrium concepts are applied to competition in indus-
try, international rivalries, population dynamics in evolu-
tionary biology, and many other issues.

In cooperative solutions of larger and more complex
games, questions may arise with respect to bargaining and
the division of the benefits from the common strategy and
the stability of coalitions and agreements, leading to a
number of alternative concepts of solution. Among non-
cooperative solutions, the equilibrium concept is domi-
nant, but ambiguities can arise with respect to
information and learning, and some alternative solution
concepts have been explored.

A half-century of experimental work in social psy-
chology, political science, and economics has indicated
that both cooperative and noncooperative solutions influ-
ence human behavior, but also that real human beings
often reason less carefully than the hypothetical agents of
game theory.

SEE ALSO Equilibrium in Economics; Game Theory; Nash
Equilibrium; Nash, John; Public Goods; Von
Neumann, John; Zero-sum Game
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NORM OF
RECIPROCITY
SEE Reciprocity, Norm of.

NORMAL ACCIDENT
THEORY
SEE Accidents, Industrial.

NORMAL PROBABILITY
DENSITY FUNCTION
SEE Probability Distributions.

NORMAL SCIENCE
SEE Paradigm.

NORMALIZATION
The issue of normalization arises when the nature of an
economic model is unaffected by a vector of structural
parameters (coefficients) that can be arbitrarily scaled.
This scaling is formally defined as normalization. A pri-
mary example is the simultaneous-equation framework of
money supply and money demand:

In equations (1) and (2), Mt stands for money stock, Rt for
the nominal interest rate, yt for real output or real income,
and Pt for the price level. All variables are expressed in log
value. The money-supply and money-demand shocks, �S

t
and �D

t , are random variables with zero mean and are inde-
pendent of each other in probability distribution.

It has been long recognized that the parameter αs and
βs in equations (1) and (2) can be normalized (scaled) in
any way, with no consequence on economic interpreta-
tions of this equation. The conventional rule is to normal-
ize the supply equation (1) as

with and , and to normalize the 

demand equation (2) as

with , and . 

The coefficient ¡M is often interpreted as an interest elas-
ticity of the money supply, ¬R as an elasticity of demand
for money, ¬y as a money-demand elasticity with respect to
changes in output or income, and ¬P as an elasticity of
demand for money with respect to changes in the price
level. The following analysis for this example applies to any
supply-demand framework in which Mt is replaced by the
quantity of a commodity under consideration, Rt replaced

ε ε
β

�t
t

R

D D
=� � �β β

α β β
α β β

αR
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Mt � bRRt � bYYt � bPPt � 	t
D                 (4)~~ ~ ~
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Rt � aMMt � 	t
S                 (3)~~

bMMt � bRRt � bYYt �bPPt � 	t 
D (Money Demand)                   (2)

aMMt � aRRt � 	t
S (Money Supply)                   (1)
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by the price of this commodity, and yt and Pt replaced by
any variables that affect supply but not demand.

In the 1970s econometricians began to recognize that
how the supply or demand equation is normalized affects
the estimator of the supply or demand elasticity (¡M or 
¬R ) when the two-stage least squares (2SLS) approach is
employed. The quality of this estimator is sensitive to the
strength of instruments used in the 2SLS estimation,
which in turn depends on whether the price variable or
the quantity variable is normalized to be on the left-hand
side of the supply or demand equation, as in (3) or (4).
There are other methods that one can use to estimate the
supply and demand equations. One dominating alterna-
tive is the full-information maximum likelihood (ML)
approach. This approach used to be computationally
infeasible for many practical problems. As computing
technology improves over time, the ML approach has
become more feasible to implement. One advantage of the
ML approach over the 2SLS approach is that the eco-
nomic meaning of the ML estimates will not be affected
by normalization.

Not until the 1990s, however, did it become known
that normalization matters to small-sample statistical
inference about the ML estimates. Likelihood-based
small-sample inferences are affected because normaliza-
tion governs the likelihood shape around the ML estimates.
A poor normalization can lead to multimodal distribu-
tion, disjoint confidence intervals, and very misleading
characterizations of the true statistical uncertainty.

Related to this discovery, in the Bayesian economet-
ric literature there have been theoretical results showing
that normalization can lead to ill-behaved posterior distri-
butions when a flat or symmetric prior is used. The empir-
ical and policy significance of these results has been largely
unexplored until very recently. Daniel Waggoner and Tao
Zha (2003) and James Hamilton, Waggoner, and Zha
(2007) show that normalization can alter economic inter-
pretations of dynamic responses of the variables Mt and Rt
to a supply or demand shock �S

t or �D
t in the above exam-

ple. They use this and other examples to demonstrate that
inadequate normalization may confound statistical and
economic interpretations.

There are a variety of economic applications in which
normalization plays an important role in likelihood-based
statistical inferences. Unfortunately, there is no mechanical
way to implement the best normalization across different
models. As a practical guide, therefore, it is essential to
report the small-sample distributions of parameters of
interest rather than the mean and standard deviation only.
Bimodal and wide-spread distributions are the first clue
that the chosen normalization may be inadequate.
Carefully chosen normalization should follow the principle
of preserving the likelihood shape around the ML esti-

mate. A successful implementation of this principle for
normalization is likely to maintain coherent economic
interpretations when statistical uncertainty is summarized.

SEE ALSO Bayesian Econometrics; Demand; Econometrics;
Matrix Algebra; Maximum Likelihood Regression;
Regression Analysis; Simultaneous Equation Bias
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NORMATIVE SOCIAL
SCIENCE
Early in the educational process, the novice social science
student is typically introduced to two kinds of research:
positive and normative. Positive social science is allegedly
about what is—the unbiased, objective facts of the world,
untainted by value judgments of an ethical, political, or
aesthetic sort. By contrast, normative social science is
about what ought to be. Apparently unlike positive sci-
ence, normative social science admits to bias, subjectivity,
the moral taint. Much confusion has arisen from the
alleged positive/normative distinction, a distinction that is
known in philosophy circles as the fact/value dichotomy.

Advanced students of social science, excluding some
students of sociology and most students of anthropology,
are not encouraged any more than are beginners to clarify
the nature of the confusion. Most philosophers, but to
repeat, only a few social scientists, reply that this is
because the distinction between positive and normative,
facts and values, what is and what ought to be, cannot be
clarified; they are inextricably entangled.

The word normative descends from the Latin norma,
meaning a carpenter’s T-square, a rule, or a prescription.
In ordinary English, a norm is what is expected, what is
customary, what is habitual. In mathematics, the norm is
a standard unit. In economic discourse, ever since John
Neville Keynes (1852–1949) published his influential On
the Scope and Method of Political Economy (1891), norma-
tive conflates the Latin norma and the ordinary English
norm, yielding something like, as Keynes put it, a “regula-
tive science … a body of systematized knowledge dis-
cussing criteria of what ought to be.” Like his muse,
David Hume (1711–1776), Keynes (father of the great

Normative Social Science
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economist John Maynard Keynes [1883–1946]) believed
that “confusion between [positive and normative] has
been the source of many mischievous errors” and urged “a
distinct positive science of political economy” (Keynes
1891, quoted in Friedman 1953, p. 3).

NORMATIVE SOCIAL SCIENCE AND
NOVELTY IN ECONOMICS

While contemporary social scientists take a liking to
Keynes’s prescription and the allure of the distinctly posi-
tive, historians and philosophers have settled on some-
thing like the exact opposite: they argue that the failure to
acknowledge the normative element in the allegedly posi-
tive social sciences has been the source of mischievous
errors.

The distinguished economist and philosopher
Amartya Sen provides an example of such an error. For
much of his career Sen (the 1998 Nobel laureate in eco-
nomics) has been preoccupied with four areas of research:
social choice, preference theory, capabilities, and the eco-
nomics of poverty and famine. For example, in Inequality
Reexamined (1992), he brings attention to a contradiction
in “positive” preference theory, an error with ethical and
political ramifications. Sen observes that economists and
an increasingly large number of sociologists and political
scientists accept “individual choice” and “revealed prefer-
ence” to be foundational concepts in their positive sci-
ence. Therefore, they argue, statistical measurements of
income and consumption, and even the data from social
surveys, are capable of extracting the parameters of
“desire” or, to use the utilitarian term, of “happiness”
achieved at various levels. Utility functions themselves
cannot be observed. But the choice set of a rational eco-
nomic actor is, by the logic of choice, relative price, and
revealed preference, de facto observable, and so (indi-
rectly) is a person’s desire. But, Sen observes, impoverish-
ment and deprivation can so reduce a person’s desire and
self-worth that what they say and do about their own
desire is far below—and different from—what they would
actually do (let alone what they “should” do) were they in
fact flourishing at normal levels. According to Sen:

The problem is particularly acute in the context of
entrenched inequalities and deprivations. A thor-
oughly deprived person, leading a very reduced
life, might not appear to be badly off in terms of
the metric of desire and its fulfillment, if the hard-
ship is accepted with non-grumbling resignation.
In situations of long-standing deprivation, the
victims do not go on grieving and lamenting all
the time, and very often make great efforts to take
pleasure in small mercies and to cut down per-
sonal desires to modest—“realistic”—propor-
tions.… The extent of a person’s deprivation may
not at all show up in the metric of desire-fulfill-

ment, even though he or she may be quite unable
to be adequately nourished, decently clothed,
minimally educated, and properly sheltered. (Sen
1992, quoted in Putnam 2002, p. 59)

As the philosopher Hilary Putnam puts it, 
“ ‘Capabilities,’ in Sen’s sense, are not simply value func-
tionings”; that is, they are not continuous utility functions
derived from a preexisting and exogenously given prefer-
ence ordering. They are “freedoms to enjoy valuable func-
tionings”; that is, they are social and economic
preconditions for performing a job well, keeping a clean
house, casting a democratic vote, or reading a book by
Adam Smith (Putnam 2002, p. 59). Social scientists dis-
agree about what counts as a value functioning, and,
importantly, on how one would go about measuring them
in a capabilities approach. For example, will an annual
income of $20,000 (in constant 2008 dollars) suffice, by
Sen’s standards, for a family of four living in the United
States? Or is income level alone a lame metric of depriva-
tion? What, if anything, should society do to help expose
and heal any wounds of deprivation? The point of the
example is not to answer a policy question; it is to suggest
that normative judgments reside deep in the heart of the
neoclassical preference-theoretic approach.

Thomas Schelling, Albert O. Hirschman, and other
economists have found it easy to identify other mischie-
vous errors in economics caused by an unexamined faith
in positive analysis. For example, in “Against Parsimony:
Three Easy Ways of Complicating Some Categories of
Economic Discourse” (1984), Hirschman, working in a
vein similar to his Princeton colleague, the philosopher
Harry Frankfurt, shows that metapreferences—prefer-
ences over preferences—are a proper object of economic
analysis, more realistic, more humane, but also capable of
some prediction.

Metapreferences are about the kind of self one would
like to be in the future, not the self one is today, at current
prices and budget constraints. Metapreferences require
reflection, the ability to step back and evaluate the spiritual
and material constitution and direction of one’s life.
Bigots, for example, may find on reflection that they pre-
fer human equality and the Golden Rule; party animals
may decide on reflection that they are better off sober (or
at least drinking less and at home with family and friends
rather than in expensive nightclubs with strangers). If the
metapreferences differ from the actual, Hirschman notes,
then eventually, of course, one could expect to observe a
preference change. How to observe a preference change is
a matter of usual scientific debate and invention
(Hirschman 1982 [2002]; Kuran 1995). But the main
point here is that reflection about one’s future self is itself
a value judgment, even if one does not change one’s pref-
erences. So if an economist assumes in an economic model,
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following the positive approach of Milton Friedman
(1912–2006) and Gary S. Becker, that people have, for
instance, a “taste for discrimination” (Becker [1957] 1971)
or excessive partying or nationalism, then at minimum
economists are obliged to state that they are examining the
wanton, and not the reflective, side of human life. But that
move, Hirschman and Sen would probably agree, reveals a
normative judgment in positive economics. It makes trans-
parent the assertion of human wantonness.

Normative and positive continue to figure promi-
nently in social science discourse and education. But the
distinction rests on the so-called fact/value dichotomy,
long collapsed.

SEE ALSO Ethics; Methodology; Positive Social Science;
Social Welfare Functions
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Stephen Ziliak

NORMS
Social scientists invoke the concept of norms to explain a
broad range of human behaviors. No universally agreed-
upon definition of norms exists, but many definitions

share three components (Horne 2001, pp. 3–5). First,
norms are rules that prescribe or proscribe a behavior or
set of behaviors. Second, norms are enforced by external
sanctions (rewards and punishments furnished by a source
other than their target). These sanctions can be material
(e.g., financial bonuses or fines) or symbolic (e.g., expres-
sions of approval or disapproval). Third, norms are con-
sensual, group-level phenomena. Group members
recognize the existence of norms and feel entitled to
enforce them. Some debate remains over whether norms,
once established, are unconditional, clear, and generally
followed (as in many rational choice theories), or condi-
tional, unclear, and constantly negotiated (as in many
symbolic interactionist theories) (Hechter and Opp 2001,
pp. 394–396).

This definition distinguishes between norms and
similar concepts, such as values and attitudes. Norms dif-
fer from values in that they are enforced by external sanc-
tions, whereas values are enforced only by internal
sanctions, such as feelings of pride or shame (Hechter and
Horne 2003). Norms differ from attitudes in that norms
are consensually held and legitimated by the group,
whereas attitudes are a property of individuals. Norms
also differ from laws in that a central authority (such as
the state) formally creates and enforces laws, while people
informally create and enforce norms. Some scholars dis-
tinguish between norms and conventions, the primary dif-
ference being that the direction of conventions is arbitrary
(Coleman 1990). For example, it does not matter whether
people drive on the left or the right side of the road, so
long as everyone follows the convention of driving on the
same side.

Norms shape social behavior by constraining action,
and may be beneficial or harmful. Beneficial norms make
society possible by protecting people from exploitation.
Humans existed for thousands of years without the pro-
tections of a formal legal system (de Quervain et al. 2004),
and the actual exercise of law remains limited due to
resource constraints (Ellickson 1991). In the absence of
law, norms regulate behavior and prevent people from
routinely using force and fraud for private gain (Ellis
1971). Such norms include those that ensure that people
look after their neighbors’ children or livestock, punish
laziness at work, respect cease-fire and arms-control agree-
ments, reciprocate favors, help strangers, and otherwise
contribute to a stable society.

Harmful norms may constrain individual achieve-
ments. Such norms include leveling norms that prevent
advancement by members of disadvantaged ethnic groups
(Portes 1998, pp. 15–18), or norms mandating that
women confine their activities to domestic pursuits and
forego the labor market. Norms can also sustain harmful
practices that a majority of the group opposes, including

Norms
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informing on one’s neighbors in repressive regimes and
binge drinking on college campuses (Centola et al. 2005).
Some norms also encourage dangerous practices such as
dueling (e.g., Axelrod 1986, p. 1095).

Norms constrain the behavior of corporate actors as
well as individuals. Firms sometimes adopt rules or struc-
tural changes that conform to norms in order to enhance
their legitimacy, even when these practices run counter to
market pressures (Meyer and Rowan 1977). Territories
gain recognition as states in part by conforming to inter-
national norms defining the requirements for statehood.
Failure to do so can result in loss of statehood and the
attendant privileges (Meyer et al. 1997).

Given the widespread use of norms as an explanatory
device, an important task for the social sciences is to
explain the conditions under which norms emerge,
change, and persist. Early functionalist explanations of
social norms argued that norms arise because they benefit
society, but this view has been discredited and generally
abandoned. Because actors enforce norms through sanc-
tioning, a number of theories seek to understand why
actors sanction particular behaviors.

Structural features of situations can influence norm
emergence. Conformity tends to increase as the size of the
majority in favor of the norm increases (Asch 1951). Such
factors as low levels of trust and a high risk of exploitation
motivate the creation of norms that reduce the risk of
exploitation (Yamagishi 1988). Network density may help
coordinate sanctioning (Coleman 1990), and the threat of
collective punishment can produce norms that mitigate
that risk (Heckathorn 1988). In addition, actors with
greater structural power possess greater ability to create,
enforce, or undermine norms that serve their own inter-
ests at the expense of vulnerable actors (Coleman 1990).

People also follow and enforce norms in order to gain
approval and signal that they are trustworthy interaction
partners, thus encouraging others to profitably exchange
with them (Homans [1951] 1992; Horne 2004). People
increasingly enforce metanorms (by rewarding those who
sanction deviants) as the direct and indirect benefits of
exchanging with others increases (Horne 2004).
Enforcing norms to gain approval can backfire, as when
people enforce norms that the majority privately disdains
because they falsely believe the norm to be popular
(Centola et al. 2005).

Norms may also develop through a process of cultural
evolution in which a norm, once established, provides
greater average benefits to those who follow the norm
than those who do not (Axelrod 1986; Bendor and
Swistak 2001). Similarly, people may also learn to support
norms via trial and error (Macy 1993).

Affective processes motivate norm enforcement.
Emotional responses lead people to punish theft, walk

away from profitable but unethical business deals, and
help strangers in need, even when these actions contradict
their short-term material interest (Frank 1988).
Neurologically, people experience greater levels of activa-
tion in a reward center in the brain when they punish peo-
ple who have behaved in an untrustworthy manner (de
Quervain et al. 2004).

A number of important questions regarding norms
remain. Broadly, it is important to continue to develop
explanatory theories and empirical tests of norm emer-
gence. Other pressing questions include how norms
acquire content (Hechter and Opp 2001), how harmful
norms emerge (e.g., Centola et al. 2005), and how norms
and laws interrelate. Answers to these and related ques-
tions will deepen our knowledge of this fundamental but
often opaque concept.

SEE ALSO Culture; Lay Theories; Social System; Values
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Stephen Benard

NORTH, DOUGLASS
1920–

The American economist Douglass Cecil North shared
the 1993 Nobel Memorial Prize in Economic Sciences
with Robert W. Fogel, “for having renewed research in
economic history by applying economic theory and quan-
titative methods in order to explain economic and institu-
tional change” (Nobel Foundation 1993). North’s work
spans decades of inquiry into American economic history,
European economic history, and economic development.
His most recent research explores the intersection of eco-
nomics and cognitive science.

North was born on November 5, 1920, in
Cambridge, Massachusetts. He graduated from the
University of California, Berkeley in 1942 and, following
a stint in the merchant marine, he received his PhD from
Berkeley in 1952. He started his career at the University
of Washington in 1950, where he remained until 1983,
when he moved to Washington University in Saint Louis.
The influence of his colleagues, such as Yoram Barzel and
Stephen N. S. Cheung, is apparent in North’s emphasis on
property rights, transaction costs, and culture.

North has also held visiting positions at Cambridge
University, Rice University, and Stanford University’s
Center for Advanced Studies in the Behavioral Sciences.
He currently holds an appointment as the Bartlett Burnap
Senior Fellow at Stanford University’s Hoover Institution.
A former president of the Economic History Association
and the Western Economic Association, North has also

served as a member of the board of directors of the
National Bureau of Economic Research and as editor of
the Journal of Economic History.

North helped found two influential professional
organizations: the Cliometric Society in 1983 and the
International Society for New Institutional Economics
(ISNIE) in the 1990s. The field of cliometrics, which
applies quantitative methods and neoclassical economic
theory to history, was at first controversial among tradi-
tional historians. North followed the 1991 Nobel
Laureate Ronald Coase as the second president of ISNIE,
which focuses scholarly attention on the role of institu-
tions in economic development.

North shifted his focus away from insurance and
toward American economic development in the mid-
1950s. His research on the U.S. balance of payments, con-
ducted under the auspices of the National Bureau of
Economic Research in 1956 and 1957, formed the basis
for his first two books on the history of the American
economy.

North’s first studies of institutions assumed that insti-
tutions—which he defines as “formal rules,” “informal
norms,” and “enforcement characteristics” that define a
society’s property rights—are efficient. His research on
Western ascendancy, however, showed him that narrowly
applied neoclassical economic theory, which also assumes
efficient institutions, is an inadequate framework for
understanding economic change. He thus spent the 1970s
studying the emergence of inefficient institutions. This
culminated in his influential 1981 book, Structure and
Change in Economic History.

North’s major contributions in the 1980s included
estimates (with his student John Wallis) that an increasing
share of the gross national product was devoted to the cost
of transactions and research, suggesting that changes in
institutions and property rights may lead to economic
growth. North refined his theory, and in 1989 he pub-
lished an influential study in which he and coauthor Barry
Weingast argued that certain institutional arrangements
may solve what is called the “sovereign debt problem.”
First analyzed by Jeremy Bulow and Kenneth Rogoff, this
problem suggests that any state strong enough to win a
war is quite likely strong enough to renege on its promises
(including loans), while any state so weak that it cannot
successfully renege is also unlikely to last. North and
Weingast showed how institutional change emanating
from the Glorious Revolution of 1688 provided a partial
solution to this problem.

In 1990 North published one of his most influential
studies, Institutions, Institutional Change, and Economic
Performance, which offered “a political-economic frame-
work to explore long-run institutional change.” This con-
tribution began to explicitly incorporate questions of
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culture and ideology into a more general social-scientific
framework.

North’s ideas have attracted a certain amount of criti-
cism. For example, one of his most important works, The
Rise of the Western World (coauthored with Robert P.
Thomas), was criticized for basing a theory of institutional
change on a Malthusian model in which resource scarcity
leads to alternative bargains for property rights. His ideas
have endured, however, and they continue to shape research
in economic history and development. The breadth of
North’s influence is perhaps most apparent through the dis-
tinctive mark it has left on widely cited research in develop-
ment economics. North continues to push the frontiers of
social science in his quest to understand why some people
are rich and other people are poor, and it is perhaps most
appropriate to close with a quote from his prologue to a
1997 collection of essays published in his honor:

We still have a long way to go. I believe that an
understanding of how people make choices, under
what conditions the rationality postulate is a use-
ful tool, and how individuals make choices under
conditions of uncertainty and ambiguity are fun-
damental issues that we must address in order to
make further progress in the social sciences. But
we are making progress. (Frontiers of the New
Institutional Economics 1997)

SEE ALSO Cliometrics; Coase, Ronald; Development
Economics; Economics, Nobel Prize in;
Institutionalism; Neoinstitutionalism; Property Rights;
Transaction Cost
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NORTH AMERICAN
FREE TRADE
AGREEMENT
On January 1, 1994, the North American Free Trade
Agreement (NAFTA) went into effect, creating the largest
free-trade area in the world. Many view NAFTA as a
major policy victory for the architects of a new era of trade
liberalization and economic globalization. Yet proponents
of this view did not go unchallenged. NAFTA’s departure
from several traditional trade concerns opened political
opportunities for challengers to ally across borders and
overcome longstanding political divisions, making it the
most contentious trade policy initiative to date (Dreiling
2001).

NAFTA AS A POLITICAL AND
ECONOMIC PROCESS

At the most explicit level, NAFTA is a treaty designed to
liberalize trade and investment activity in North America.
The trade agreement sets timetables for significant reduc-
tions in duties and a steady elimination of tariffs between
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the three trading partners (Canada, the United States, and
Mexico). Partly as a result of these reduced transaction
costs, trade between the three countries has increased sig-
nificantly. According to International Monetary Fund
(IMF) data, the three NAFTA countries traded over $620
billion in goods and services in 2004, nearly doubling
total trade volume in the ten years since NAFTA was
implemented. Combined, the three countries produced
over $12 trillion in goods and services in 2004 and, with
more than 425 million people, constitute a major eco-
nomic bloc in the world economy.

Literature on globalization portrays NAFTA as one of
three distinct trading blocs in the world economy (Dicken
2003). The concentration of trade flows studied by soci-
ologists, geographers, and economists reveals a growing
tripolar configuration of world trade relations and policy
agendas of leading states. This research suggests that
NAFTA and the Maastricht Treaty on European Union
(1992) were driven by global economic forces as well as
strategic political responses to globalization. NAFTA, seen
from this perspective, reflects a trade-policy response to
the regionalization of capitalist competition at a global
level. Content rule, tariff reduction schedules, and other
NAFTA provisions are designed to favor North American
capital. Premised on an improved capacity to export com-
modities produced under low-cost conditions in Mexico
into the high-price consumer markets of North America,
western Europe, and Japan, NAFTA is an attempt to
reclaim economic power in a capitalist world system.
James Petras and Morris Morley argue that “NAFTA is the
centerpiece of a new economic strategy … which
Washington hopes to use as a springboard for its reemer-
gence as a more competitive player in the world market”
(1995, pp. 128–129).

During the debate over NAFTA, considerable atten-
tion was addressed to the question of “jobs.” Ross Perot’s
presidential bid and famous claim of an impending “giant
sucking sound” helped frame the political debate, but also
alluded to important economic trends in all three coun-
tries. Prior to the conclusion of NAFTA, a steady erosion
in manufacturing employment in the United States, cou-
pled with a rapid increase of manufacturing employment
by U.S. multinational corporations operating in Mexico,
aroused fears of a decline of American industrial
supremacy. Economists, such as Robert Blecker and
William Spriggs (1992), showed how these patterns
would likely continue with NAFTA, particularly in the
maquila sector. The maquiladoras—literally meaning
“twin plants”—generally refer to export industries along
the U.S.-Mexico border, though the term is also used in
reference to export processing industries in El Salvador,
Guatemala, and elsewhere in Central America. After
NAFTA’s ratification, the increase in manufacturing
employment in Mexico by U.S. multinationals certainly

did not create a “giant sucking sound,” but the movement
of industrial-sector jobs has continued.

In a policy context, NAFTA represents an economic
integration plan that extended the deregulation and free-
market agendas of governments in the United States,
Canada, and Mexico. Administrations under presidents
Ronald Reagan and George H. W. Bush in the United
States, Prime Minister Brian Mulroney in Canada, and
President Carlos Salinas in Mexico initiated national
reform agendas where market principles supplanted other
institutional goals and organization. Known as neoliberal-
ism—where market forces are believed to be the most effi-
cient and least costly mechanism for allocating all societal
goods—this ideological context all but guaranteed a free-
market approach to North American integration. In this
way, NAFTA emerged as a neoliberal counterpart to
Europe’s more social democratic Maastricht Treaty.

NAFTA extends and accelerates market deregulation
and trade liberalization efforts across the continent by cre-
ating supranational institutions and binding agreements
between signatory governments. For example, one feature
of NAFTA contained in Chapter Eleven prevents govern-
ments from discriminating against cross-border
investors—all North American capital is to be treated as
domestic capital, eventually. These provisions also estab-
lish an investor-state arbitration system that permits com-
panies from one NAFTA country to seek monetary
damages for actions or policies of another NAFTA gov-
ernment (national, state/provincial, or local). One often-
cited case began in 1997 when the Ethyl Corporation, a
U.S. company, challenged Canada’s environmental ban of
a known carcinogenic gasoline additive, methylcyclopen-
tadienyl manganese tricarbonyl (MMT)—a chemical
made by Ethyl. In July 1998 the arbitration panel ruled
against Canada, forcing Canada to reverse its environ-
mental ban on MMT and pay $13 million in damages
and legal fees to Ethyl. As of 2005, five Chapter Eleven
cases have settled in favor of investors, leaving critics wary
of NAFTA’s bias in favor of capital at the expense of
national sovereignty and environmental protection. From
an analytical standpoint, the neoliberal framework of
NAFTA helps investor rights trump environmental or
national rights.

Neoliberal defenders of NAFTA, and free markets
more generally, praise this “deepening and widening” of
markets in the hemisphere, calling for an extension of
NAFTA to Central America and throughout the Western
Hemisphere as envisioned in the Free Trade Area of the
Americas. Elaborate hemispheric plans for subregional
and continental integration are discussed among elite pol-
icy organizations, from the Council on Foreign Relations
to the highly influential Business Roundtable (Dreiling
2001). May 2005 discussions by elite supporters of
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NAFTA alluded to a new “security perimeter” around
North America, known as the North American Initiative.

THE IMPACT OF NAFTA

Migration from Mexico to the United States has risen sig-
nificantly under NAFTA. Growing rural unemployment
in Mexico and the instability of small farming in Mexico
stem in part from NAFTA’s liberalization of trade in agri-
cultural goods. With cheaper corn and grains imported
from Canada and the United States into Mexico, small,
often indigenous farmers are hurt economically. Worries
persist that these pressures will also hurt peasant commu-
nities throughout Central America with the adoption of
the Dominican Republic-Central America Free Trade
Agreement in 2005. While pressure to migrate has
increased, anti-immigrant politics persist in the United
States, and the number of people found dead along the
U.S.-Mexico border rose to a peak in 2003. Other U.S.-
Mexico border problems were compounded by NAFTA.
Mexico’s environment and urban infrastructure remain
inadequate to support the growing population and heavy
concentrations of export-oriented industry. The number
of labor-intensive, export-processing factories along the
border in Mexico increased by about 73 percent between
1993 and 2000, putting strain on both the environment
and the mostly female workforce in those factories.

The expectation that greater wealth and income
growth in Mexico would increase political pressures to
limit environmental pollution remains unrealized.
Arguments that refer to the environmental Kuznets
curve—that pollution increases with per capita gross
domestic product (GDP) at lower levels of national
income while pollution decreases with per capita GDP at
higher levels of national income—suggest that increased
trade, and hence increased wealth pollution, will decrease
in Mexico (Grossman and Krueger 1993). More research
is needed to address this important question about the
relationship between trade, economic growth, and politi-
cal pressure to improve and enforce environmental regula-
tions in Mexico and elsewhere.

Perhaps the most significant impact of NAFTA
flowed not from the agreement itself, but the conflicts that
arose in NAFTA’s wake. NAFTA, like its close relative and
successor, the World Trade Organization (WTO), signifi-
cantly departed from the direction of previous multilateral
trade initiatives and inadvertently opened political oppor-
tunities for challengers to question neoliberal trade policy.
Advancing new language on investment protections, insti-
tutionalizing language and protocols for protecting trade
related intellectual property rights (TRIPs), and promoting
a series of policy shocks to liberalize trade in agriculture,
NAFTA drew a line that subsequent conflicts over 
trade policy would brave. These three concerns remain 

pivotal dividing lines within the WTO and in the 
ongoing discussions for a Free Trade Area of the Americas.
Confrontations over patents on seeds and other “intellec-
tual property,” nontariff agricultural subsidies in richer
countries, and investment rules have, for example, stalled
agendas at the WTO ministerial meetings in Seattle in
1999 and in Cancun, Mexico, in 2003. NAFTA antici-
pated and presaged these same divisions, prompting con-
flict both prior to and following its implementation.

The conflict over NAFTA catalyzed a mobilization of
forces for and against the agreement. For over two years,
the NAFTA negotiations faced challenges and changes,
from a legal decision at a U.S. district court that required
an environmental impact statement on NAFTA (which
was subsequently appealed and overruled) to negotiations
for two-side agreements on labor and the environment.
Critics nearly stopped the passage of NAFTA. By the time
that NAFTA went public in 1991, a broad spectrum of
groups—from farmers to human rights organizations—
began meeting to develop both national and international
strategies to stop NAFTA in its tracks. Three years later,
voices against NAFTA had developed a transnational
movement, providing a supportive, if not encouraging,
backdrop for the armed insurgency in Chiapas, Mexico,
that initiated its mobilization with deliberate intent on
January 1, 1994, NAFTA’s birthday.

Beyond the contentious interests mobilized for and
against NAFTA, the agreement and the historical stage it
set caught the eye of scholars. NAFTA, at a social scien-
tific level, came to represent a triumph of markets, a con-
tinentalization of economies, and a window into the
political struggles over globalization. As Jeremy Brecher
and Tim Costello argued (1998), this neoliberal “global-
ization from above”—via free trade and corporate-spon-
sored multilateral institutions—is being resisted not only
by “older” nationalist and protectionist foes of free trade,
but also by a “globalization from below.” NAFTA helped
set this stage.

SEE ALSO Barriers to Trade; Liberalization, Trade;
Quotas, Trade; Tariffs; World Trade Organization
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FREE TRADE AREA
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NORTH AND SOUTH,
THE (GLOBAL)
The terms the North and the South, when used in a global
context, are alternative designations for “developed” and
“developing” countries. Together, the North and South
constitute virtually the entire global population. As terms,
the North and the South emerged during the 1970s, prob-
ably simultaneously, and in contrast with each other. This
article thus discusses these two terms together.

While the countries that make up the North and the
countries that comprise the South share broadly similar
economic and historical characteristics with the other
countries in their category, there is no precise definition of
either term. Two generations ago, the North could have
been approximately defined as Europe and its offshoots
(such as Canada, the United States, Australia, and New
Zealand), but Japan has also, clearly, been a developed
country for many years. Several other East Asian coun-
tries, including Singapore, South Korea, and Taiwan have
shifted into the North in recent decades. While there are
no recent examples of countries that have moved in the
opposite direction (i.e., to the South from the North), the
economic position of Argentina shifted from being one of
the richest countries in the world, a century ago, to its
middle-ranked position today.

Precise categorization is difficult for several contem-
porary nations, such as Russia and Saudi Arabia. Russia

was recently admitted to the G-8 (previously the G-7),
whose other members (the United States, Canada, France,
Germany, Italy, the U.K., and Japan) are the richest and
most economically powerful nations on earth. In contrast,
Russia has a comparatively low life expectancy, which has
fallen in recent decades. It also has limited political free-
dom and transparency in comparison to most countries in
the G-8, and the North more generally.

The North and South have other names. No name is
perfect, and neither the North nor the South is geographi-
cally precise. Several countries in the South are entirely in
the Northern hemisphere (e.g., India, Nigeria), while
Australia and New Zealand, each in the geographic South,
are part of the global North, as evidenced by their long-
standing membership of the Organisation for Economic
Co-operation and Development (OECD). Such geo-
graphic imprecision is not unique. For example, the West
(another synonym for developed countries) now includes
Japan, as well as Australasia.

As terms, the North (also called the First World) and
the South emerged during the 1970s in recognition of the
greater economic and political power of the Third World,
and in reaction to growing dissatisfaction with earlier
terms, which were increasingly seen as pejorative. (This is
discussed further below.) Although the South has long
been home for the majority of the global population, its
fraction of the global population is rising, as fertility rates
have declined by a greater amount in the North.
Reflecting this, the South is now sometimes called the
majority world.

THE ORIGINS OF THE THIRD
WORLD CONCEPT

In 1940 Colin Clark published “Conditions of Economic
Progress,” which showed the world to be, as one reviewer
commented, “a wretchedly poor place.” Two centuries ear-
lier, almost the whole world had been “wretchedly poor,”
and it is unlikely that the concept of “developing coun-
tries” would then have been much appreciated. The world
had largely been divided into several empires, each of
which possessed a “civilized” center and peripheries that
were more or less considered primitive or even “barbaric.”
Before the 1940s it is unlikely that the citizens of what
would later be described as the North would have given
much thought to the inhabitants of what was to become
known as the South. When they did, most would have
considered these peoples to be inferior in some way, by
virtue of being non-white, less educated, or even “primi-
tive.” Many people in the Third World were subjects in
European colonies, living far from the global sources of
economic, political, and military power. It is even less
likely that the subjugated inhabitants of these Third
World lands, many of whom were illiterate, would have
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been aware that, even then, they formed a substantial part
of the world population.

But such an awareness was growing among leaders
within these poor countries, many of whom had been
educated, at least partly, in Europe or America. This
awareness and exposure to Western culture raised expecta-
tions and hopes, and inspired many Third World leaders
to try to improve colonial living conditions and win polit-
ical independence. Opposition to domination by the First
World was also fed by increasing migration and travel,
which had been stimulated by the two World Wars. Many
troops who had participated in these wars, particularly on
the allied side, were from the South. In addition, many
Europeans served in Asia, and their exposure to condi-
tions in the colonies probably helped erode the resolve of
the colonial powers to keep their empires unbroken.

As the twentieth century progressed, the global decol-
onization movement strengthened, empowered by each
country that achieved independence. An increasing num-
ber of countries in the South developed a national iden-
tity. The newly formed United Nations, born in the
period of comparative hope and idealism that briefly flow-
ered following World War II (1939–1945), also provided
a forum for developing countries to share ideas and to
argue their position before a wider audience.

The term the Third World was coined in 1952 by the
French demographer, anthropologist, and economic his-
torian Alfred Sauvy, who compared it with the Third
Estate, a concept that emerged in the context of the
French Revolution. (First Estate refers to the clergy and
the monarch, Second Estate to the nobility, and Third
Estate to the balance of the eighteenth-century French
population—as much as 98 percent.) The Third World, as
a phrase, also achieved acceptance because it usefully con-
trasted the poor countries to the First World (the non-
Communist, high-income, “developed” countries) and
the Second World (Communist countries, which though
not as wealthy as those of the First World, were then char-
acterized by greater order, higher incomes, and longer life
expectancies.)

The decades that followed saw many attempts to
form coalitions of Third World countries, to counter the
vastly superior power of the “developed” First World
countries. With hindsight, it is clear that these were only
partly successful.

In 1955 Egypt, Indonesia, Burma, and the three
powers of the Indian subcontinent (India, Pakistan, and
Sri Lanka) organized the Asian-African Conference, held
in Bandung, Indonesia. Twenty-nine countries, represent-
ing over half the world’s population, sent delegates—
including the charismatic Chinese premier, Zhou
Enlai—to Bandung. At this meeting, Indian Prime
Minister Jawaharlal Nehru explicitly rejected both sides in

the ongoing cold war between the United States and the
USSR, expanding on the principles of non-alignment, a
term he is credited with coining and first using in 1954.
The meeting led to the development of the Non-Aligned
Movement (NAM), which held its first formal meeting in
1961. Five charismatic Third World leaders—Nehru,
Yugoslavia’s Marshal Tito, Indonesia’s Sukarno, Egypt’s
Gamal Abdel Nasser, and Ghana’s Kwame Nkrumah—are
credited with its establishment. China, despite its
Communist ideology, has also been a member of the
NAM at times.

In 1960, parallel to these developments, five other
developing countries (Iran, Iraq, Kuwait, Saudi Arabia,
and Venezuela) founded the Organisation of Petroleum
Exporting Countries (OPEC), at the Baghdad
Conference. Soon after, OPEC was enlarged to include
Nigeria and several smaller and poorer African states.
Indonesia, the only NAM founder with substantial oil
reserves, also joined OPEC.

In 1964 another coalition of developing nations was
formed, called the Group of 77. India was instrumental in
the formation of this group, which was also joined by
Brazil, the most populous and economically powerful
South American country and never part of the Non-
Aligned Movement. The Group of 77 now has over 130
members. Although the People’s Republic of China has
never been a formal member, it has been loosely affiliated
since the 1970s.

THE EMERGENCE OF THE TERM
THE SOUTH

The 1970s was a period of foment in the developing
countries. Many improvements in living standards and life
expectancy rates had been achieved in the 1950s, but by
the 1970s these advances were stalling. Impatience in the
Third World was growing. In 1973 OPEC substantially
raised the price of oil, triggering the first global oil crisis.
This had a major adverse economic effect upon the non-
oil-exporting countries of the Third World, and revealed a
lack of solidarity within the Third World overall. Parallel
to this, the developed countries (prior to the discovery and
development of the North Sea oil fields) were becoming
increasingly dependent on the Third World for energy,
due to the decline of U.S. oil reserves. These factors
increased the economic power of part of the Third World.
In 1974 the first UN-hosted population mega-conference
was held in Bucharest. At this meeting the Group of 77
refused to accept responsibility for their poverty, instead
blaming colonialism and ongoing Western exploitation.
Famously, the Indian delegation called development “the
best contraceptive.” This rebellious spirit was also
reflected in calls from the Third World for a New
International Economic Order (NIEO).
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It is unlikely to be coincidental that the terms the
South and the North were first widely used around this
time. These terms appear to have entered common usage
as an alternative to the long-standing geographical and
cultural partition of the world into West and East. The
new names avoided the stigma associated with the term
the Third World, and created the hope that a new world
order—one in which the North would be fairer to the
South—was underway.

REASONS FOR THE PERSISTENT
DISADVANTAGE OF THE SOUTH

However, new terms alone were insufficient to bring
about fundamental change. Despite the aspirations and
efforts of many people, in both South and North, most of
the population of the South remains terribly poor. The
reasons for this are complex, but several important inter-
locking factors can be identified. They include the South’s
historical legacy of disadvantage, much of it stemming
from the colonial system. Also significant are the eco-
nomic and development costs associated with enduring
and fighting various diseases, especially malaria, tubercu-
losis, and HIV/AIDS, all of which affect a substantial
number of adults, who would otherwise be more produc-
tive. High levels of Southern indebtedness, poor gover-
nance, and corruption are also important causes.

Other factors warrant mention as well. One is the
comparatively high fertility rate in most developing coun-
tries, especially those that are the poorest. This leads to a
proportionately large number of children and young
adults, many of whom are poorly educated, un- or under-
employed, and vulnerable to disease and economic
exploitation. Another point is that, on the whole, popula-
tions and governments in the North have shown little
interest in the social and economic fate of the South. For
example, while for several decades many countries in the
North have pledged to increase development aid to the
South, very few large countries (and none of the members
of the G-7) have followed through on these promises. In
fact, Northern countries have behaved collectively as
though it is just and proper that the economic and social
privileges of Northern populations be enhanced by
Southern poverty.

Also significant is the great diversity of the countries
of the South. They are united by comparative disadvantage
and poverty, but divided by differences in culture, lan-
guage, religion, fertility rates, and stocks of oil and other
natural resources. The two most populous nations in the
South—China and India—have fought two wars with
each other, and have had a continuous border dispute since
the early 1960s. India is a secular democracy, which aspires
to be a permanent member of the UN Security Council, a
status long granted to its great rival China. Totalitarian

China for its part seems as preoccupied with Russia and
the United States as with the issues of the South. The
South has also been divided by the policies of OPEC, a
cartel whose richest countries have shown little interest in
promoting the broader interest of the South.

SEE ALSO Dependency Theory; Globalization,
Anthropological Aspects of; Globalization, Social and
Economic Aspects of; North-South Models
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Colin D. Butler

NORTH ATLANTIC
TREATY
ORGANIZATION
The North Atlantic Treaty Organization (NATO) is one
of the longest-running alliances in history. It has been one
of the fixed points in international relations since 1949
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and is the most influential of the regional security orga-
nizations sanctioned under the United Nations Charter
(Article 51). While to most casual observers it is a military
arrangement, its founders’ prime purpose was political.
They intended the alliance to provide an appearance of
collectivity and strength that would both deter the enemy
(the Soviet Union) and strengthen the determination of
individual members to resist Soviet subversive infiltration.
Members retain national control of armed forces but are
prepared to submit them to command by foreign supreme
commanders and command organizations manned by for-
eigners, and cooperate closely on usually sensitive issues
such as security and intelligence.

The essentially intergovernmental nature of the
alliance means that such military cooperation necessitates
a high level of political cooperation. The central forum for
this is the North Atlantic Council (NAC). The NAC is
staffed by permanent ambassadorial representatives. It 
is chaired by the secretary-general, who acts as the
spokesman for the alliance and is effectively its chief exec-
utive. The essentially intergovernmental nature of NATO
is maintained by twice-yearly meetings of foreign minis-
ters. These meetings make the large policy decisions,
which the secretary-general is then required to implement,
with the NAC acting as a channel of communication.
Since 1952 the NAC has developed permanent and ad
hoc subcommittees dealing with a range of issues. The
most important is the Military Committee, whose rela-
tion to the NAC is a little anomalous in that while it
reports to the NAC, it is also directed by biennial meet-
ings of NATO defense ministers. In addition, sitting atop
the whole structure are summits of heads of government
when deemed necessary.

The North Atlantic Treaty (signed in Washington,
D.C., on April 4, 1949) pledged that an attack on one of
the twelve signatories—the United States, Canada,
Iceland, Denmark, Norway, Belgium, Netherlands,
Luxembourg, France, Britain, Portugal, and Italy—was an
attack on all and would lead them to take whatever meas-
ures they deemed necessary, including armed action.
Effectively it placed the European members under
American nuclear protection. While military planners
were initially skeptical of the defensive capabilities of the
alliance, for the politicians the main point was to increase
the Western European sense of security.

The emphasis changed during the early 1950s as a
result of the Korean War. With the fear that Korea would
quickly be followed by a Soviet attack in Germany, the
overtly military aspect of the alliance was moved to the fore-
ground, where it was to remain until the cold war ended.
Supreme Headquarters, Allied Powers Europe (SHAPE)
was established in 1951 in France. NATO has three com-
mands, Atlantic, English Channel, and Europe, but the

commander of Europe (SACEUR) is the senior. Greece and
Turkey, which had been under NATO guarantees, became
members in 1952. Most significantly, West Germany was
admitted in 1955 and was allowed to contribute forces
under the command of the West European Union.

NATO’s function and structure came under scrutiny
in the 1960s. Some in the United States believed that
since Western Europe had recovered economically, it
should shoulder a greater share of its own defense.
American advocacy of “flexible response” also caused
problems with the allies, who feared the expense of com-
peting with the Soviets in conventional forces and who
felt the American nuclear guarantee was being compro-
mised. Moreover, French president Charles de Gaulle saw
NATO as an instrument of Anglo-American hegemony,
and in 1966 France left NATO’s military structures.
NATO headquarters had to relocate to Belgium.

Against the background of these developments, the
Belgian foreign minister produced the Harmel Report,
The Future Tasks of the Alliance (1967). While committing
NATO to engage actively in the process of détente—
reducing tensions with the Warsaw Pact—it also stated
firmly that NATO was an organization serving the secu-
rity needs of its members rather than a purely defensive
military alliance whose existence was dependent on a spe-
cific threat.

Détente gave way to increased tension during the
early 1980s, and NATO deployed intermediate-range
nuclear weapons (INF) and cruise missiles in some
European countries. Relations between NATO and the
Warsaw Pact warmed once Mikhail Gorbachev came to
power in the USSR, and in December 1987 the United
States and the USSR agreed to eliminate all land-based
INF missiles.

In 1982 NATO added its sixteenth member with the
accession of newly democratic Spain. In 1990 the reunifi-
cation of Germany moved NATO’s frontiers significantly
eastward. In 1991 the Soviet Union ceased to exist, and
some in the West felt that NATO should follow suit, argu-
ing it no longer had a purpose. However, NATO support-
ers were able to point to the Harmel Report and depict
NATO as an organization to promote general security
through stability and collective action. At Rome in 1991
a new Strategic Concept declared that instability was
often caused by the activities of nationalist or terrorist
groups. The North Atlantic Cooperation Council was set
up, with sixteen NATO countries and nine others,
becoming in 1997 the European Atlantic Partnership
Council with forty members (forty-six by 2001). At
Brussels in 1994 the Partnership for Peace was formed to
promote defense cooperation.

The first test of the reality of NATO’s ability to man-
age instability in Europe was the long crisis as Yugoslavia
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disintegrated. NATO proved to be hesitant and divided. It
was not until 1997 that the implications of NATO’s new
role were properly addressed, using the forum of the
Partnership for Peace. NATO began to make significant
contributions to UN peacekeeping efforts, beginning with
missions to the former Yugoslav republics. The partner-
ship also made possible the NATO-Russia Founding Act
signed in Paris in 1997, establishing the NATO-Russia
Permanent Joint Council (PJC). This reduced Russian
hostility to NATO expansion, easing the accession of
Poland, Hungary, and the Czech Republic in 1999.
Through the PJC, Russian troops took part in peacekeep-
ing forces in Bosnia. Tensions remained with the Russians,
especially when the crisis flared up in Kosovo in 1999 and
the Russians remained cautious about NATO’s role.

There was a show of solidarity by NATO members
after the September 2001 terrorist attacks on the United
States, but this was undermined by the unilateralism of
the Bush administration. NATO did agree to operate out
of area—for the first time—taking control in August
2003 of the International Security Assistance Force in
Afghanistan, following American and British operations
against the Taliban. Germany and France, however, dis-
liked Bush’s approach and opposed the attack on Iraq in
2003. This became a NATO issue when they vetoed
American requests to strengthen Turkey in advance of the
attack. Pessimists predicted NATO’s immediate demise.
The solidity of NATO’s permanent structures, however,
meant that it survived this crisis. Thus, although as an
intergovernmental alliance it had become somewhat dys-
functional, ironically, its extensive multilateral structures
proved a binding force, if only out of inertia and the prac-
tical difficulties of untangling integrated military struc-
tures, especially regarding intelligence. Indeed, NATO
continued to expand, with seven new members joining
formally in 2004—Bulgaria, Estonia, Lithuania, Latvia,
Romania, Slovakia, and Slovenia.

SEE ALSO Alliances; Coalition; Cold War; Communism;
Deterrence; Genocide; Nationalism and Nationality;
Taliban; Terrorism; Terrorists; Union of Soviet Socialist
Republics; Weaponry, Nuclear
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Martin H. Folly

NORTH-SOUTH
MODELS
The large difference in the levels of economic development
between the countries has made many view the world as
being divided between the rich North and the poor South.
North-South models divide the world economy along
these lines and examine the interaction of the two regions
through trade and other economic relationships.

The classical economists, including Adam Smith
(who discussed the importance of increasing productivity
due to the division of labor as economies grew) and David
Ricardo (who examined the role of trade in postponing
the arrival of the stationary state in rich countries by
enabling cheap food imports and in having the opposite
effect for poor countries), discussed North-South issues.
Subsequently, Marxist writers on imperialism and
dependency theorists, and development economists more
generally, stressed the role of the South in providing mar-
kets and investment outlets for the North, and examined
the problems of surplus transfers from the South, the
deterioration of the southern terms of trade, and of
uneven development.

MODELS WITH STRUCTURAL
ASYMMETRIES

More mathematically explicit North-South models
emerged from the early 1980s. In a 1980 article for the
American Economic Review, Ronald Findlay examined
capital accumulation in a global economy with the North
growing with full employment and the South with unlim-
ited supplies of labor at a fixed real wage. In 1983 Lance
Taylor allowed for unemployment in the North as well,
assuming that effective demand determines northern
growth. These and other models can be thought of as spe-
cial cases of a general framework, in which the northern
good is a consumption-cum-investment good, and the
South a consumption good. The models embody specific
behavioral and institutional assumptions for the North
and the South, thereby highlighting their structural differ-
ences. They have been used to examine the effects of
changes in such things as technology, consumption expen-
diture patterns, and savings rates. Of particular interest
are results which demonstrate that southern growth
depends on northern growth (which is determined inde-

North-South Models

546 INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION



pendently of the South), the relationship between the
southern terms of trade and southern growth, and the
possibility of uneven development (reflected by a rise in
the relative size of the North) due, for instance, to techno-
logical change and changes in consumer preferences.
Some of these mechanisms of uneven development have
been endogenized to model processes of cumulative cau-
sation due to factors such as the income-inelastic demand
for southern products, international demonstration
effects, and endogenous technological change, as
expressed in Amitava Krishna Dutt’s book Growth,
Distribution, and Uneven Development (1990). These
results confirm some of the informal ideas of earlier writ-
ers on uneven development, but they depend on some of
the specific assumptions made about the structures of the
northern and southern economies.

The basic trade models have also been extended in
several directions. For instance, international capital
movements from the North to the South in search of
higher profits have been shown to exacerbate uneven
development, due to a fall in the price of the southern
good because of increases in southern production, and to
profit repatriation to the North, although under certain
circumstances foreign direct investment, by making possi-
ble the production of the northern good in the South, can
result in greater North-South equality.

The models stressing structural asymmetries between
the North and the South do not explain why such asym-
metries arise. Implicitly they assume that events in the
past, such as the Atlantic slave trade or colonial domina-
tion, create and lock in these structural differences.
Models which assume identical structures for the two
regions have also been developed to show how small his-
torical events can make one region (the North) end up
exporting manufactured goods exhibiting increasing
returns to scale, while the other region (the South)
becomes more agriculturally oriented, so that there is
uneven development.

NEOCLASSICAL MODELS

The models discussed so far can be seen as reactions to the
dominant neoclassical Heckscher-Ohlin-Samuelson
(HOS) trade models, which contain optimizing agents,
are usually static in nature, and assume that markets clear
so that labor and other resources are fully employed every-
where. However, the neoclassical approach has also con-
tributed to the development of North-South models. For
instance, environmental factors have been introduced into
them to examine how stricter pollution control in the
North can lead to a movement of “dirty” industries to the
South, thereby exacerbating southern environmental
problems, as seen in Brian Copeland and Scott Taylor’s
1994 article for the Quarterly Journal of Economics. Most

of the North-South models from the neoclassical perspec-
tive, however, have followed the contributions of new
growth theory, which emphasize the role of increasing
returns and externalities in the growth process; this can be
seen, for example, in William A. Darity and Lewis S.
Davis’s 2005 article for the Cambridge Journal of
Economics.

Many new growth theory models imply economic
divergence between rich and poor countries due to
economies of scale along Smithian lines even without any
interaction between the two. These results often carry over
to models with North-South trade. For instance, trade can
increase (reduce) the wage of skilled labor, the abundant
factor in the North (South), thereby increasing (reducing)
the incentives for education, labor productivity, and
growth. This is not a necessary outcome, however; the
increase in the wage of skilled labor may slow down
research and development and hence technological change
and growth in the North and increase it in the South.

Neoclassical models have also been used for examin-
ing North-South technology transfers. It may be supposed
that if knowledge is something that all countries can
share, the South will eventually catch up to the North.
However, those who have studied the process of technol-
ogy transfer recognize that it is not very easy to transfer
technology and it requires southern countries to build up
technological capability to be able to learn from, and
adapt to, foreign technology. Moreover, the protection of
international property rights (IPR) can serve as a barrier to
technology transfers. The protection of IPR has been a
major source of conflict between the North and the
South, and it has been claimed that the lack of such pro-
tection will slow down innovation in the North and hence
the world. A number of models, however, suggest that
weaker protection of IPR will not only speed up technol-
ogy transfers, but also accelerate innovation in the North
as northern resources are devoted more to innovation
activity than to production.

North-South models are useful for understanding the
nature and consequences of the interaction between rich
and poor countries, and to address key issues concerning
international inequality and global growth. They can be
criticized for downplaying the differences within rich and
poor countries, and the possibility that poor countries may
grow and join the ranks of the rich. However, two-region
models have been extended to include a third, consisting of
newly industrialized countries, to explore the causes of its
growth and to analyze whether its growth results in the end
of uneven development or the exacerbation of the gap
between the rest of the South and the North.

SEE ALSO Development; Economics; Heckscher-Ohlin-
Samuelson Model; Trade; Trade, Anglo-Portuguese;
Unequal Exchange
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Amitava Krishna Dutt

NOUVEAUX RICHES
Nouveaux Riches translates literally to “new rich,” and it
refers to individuals or families who have recently risen to
higher economic standing but have not gained full social
acceptance by members of the established upper class or
elite. While the nouveaux riches do possess substantial eco-
nomic wealth, they are regarded as lacking the prerequisite
cultural skills and dispositions to fully become members of
society’s elite. To signify their membership in elite status
groups, the nouveaux riches may mimic the cultural con-
sumption of the established upper class; however, these
efforts are often not entirely successful. Pierre Bourdieu in
Distinction (1984) describes the new bourgeoisie as pos-
sessing a similarly large degree of economic capital but less
cultural capital relative to the old bourgeoisie.

The Industrial Revolution played an important role
in the rise of the nouveaux riches, notably through the
expansion of a highly educated, urban middle class with
considerable time and resources for leisure activities.
These upwardly mobile, wealthy individuals then worked
to legitimize their elite status by adopting the styles and
tastes of the established upper class.

For much of British history, for example, “old
money” has been gentrified and titled, with large estates
and hereditary seats in the House of Lords. The nouveaux
riches mimicked the old aristocracy to an extent by buy-
ing estates and sending their children to the same elite
boarding schools. However, they also developed their
own, often indulgent, sense of style that was in contrast to
the more refined sensibilities of the established elite

(Crook 1999). In his critical analysis of the late-nine-
teenth-century American upper classes, Thorstein Veblen
in The Theory of the Leisure Class ([1899] 1932) finds that
the nouveaux riches worked to emulate European aristo-
cratic families by engaging in “conspicuous consump-
tion.” However, they were considered by “old money” to
lack taste, manners, and discretion:

Many a gentleman of the old school has been pro-
voked to remark regretfully upon the under-bred
manners and bearing of even the better classes in
the modern industrial communities; and the
decay of the ceremonial code … among the indus-
trial classes proper has become one of the chief
enormities of latter-day civilization in the eyes of
all persons of delicate sensibilities. (p. 46)

More recently, in the former Soviet republics a class of
nouveaux riches emerged, largely composed of former
Communist Party bureaucrats who made fortunes during
the transition to market capitalism and privatization
(Brucan 1998, pp. 69–94).

While in previous eras the nouveaux riches were con-
sidered to demonstrate a distinctive set of artistic tastes,
attitudes toward culture, political views, and the like, it
appears that many of these differences have reduced over
time. As Max Weber in Economy and Society ([1922]
1968) describes, while status groups do often draw on cul-
tural attributes to achieve social closure and advance their
own interests, ultimately “at some point economic condi-
tions become causally important and often decisive” (p.
341). Over time, the common economic conditions and
shared class interests of the new and old rich may serve to
overcome social differences and create a unified elite class.

SEE ALSO Aristocracy; Bourdieu, Pierre; Class, Leisure;
Culture, Low and High; Distinctions, Social and
Cultural; Elites; Gentility; Industrialization;
Stratification; Upward Mobility; Veblen, Thorstein;
Weber, Max
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Nathan D. Martin

NOZICK, ROBERT
SEE Justice, Distributive.

NUCLEAR
PROLIFERATION
SEE Proliferation, Nuclear.

NUREMBURG TRIALS
SEE War Crimes.

NURSERY RHYMES
Although popular collections of nursery rhymes were
widespread from the eighteenth century on, and academic
collections have been published since the nineteenth cen-
tury, their academic study really began in the twentieth
century. Several approaches have been taken by scholars
over the past four or five generations, and these have been
largely determined by the academic climate of their day.
One such early tack was the expounding, or even inven-
tion, of a rhyme’s “history” trying to answer the question
deriving from adult wonder about children’s lore: Where
does it come from? Contemporary folklorists have been
more likely to try to understand the meanings of folklore
in use than to plumb its history; centuries of looking
closely at the phenomena of folklore have taught them
that folklore—including children’s rhymes—is so fluid
and changeable, while by dint of its orality being so
undocumented in the written record, that the search for
its history can at best be quixotic.

The English term nursery rhyme covers a somewhat
larger group of folklore than a simple reading of the term
would suggest. Although many thus-categorized rhymes
are indeed used in the nursery (that is, with children
under, say, four years old as audience), a much larger
number of them are used by adults with somewhat older
children, by children themselves no matter their age, and
by adults. Nonetheless, the term nursery rhyme has great
utility and has been retained by most authors.

Twentieth-century approaches to nursery rhymes
have included attempts to understand variation, to read
rhymes as expressions of psychosexual maturation, to
show how they introduce children to the tools of language
and intellectual thought, and, most recently, to see them
as agents of empowerment for children and vehicles of
cultural conservation. All of these approaches have
attracted many authors and have been fruitful.

Despite academic findings to the contrary, it has
often been claimed that earlier generations’ nursery
rhymes were “originally” coded messages about political
events and historical eras. Such interpretations may be
seen as the “folklore of folklore” and most often can be
dismissed as modern euhemerism. (Euhemerus was a
fourth-century BCE Greek who claimed that myths of the
gods were actually transformed stories about real histori-
cal people.) Euhemerist traditions about nursery rhymes
have circulated, especially in the educated classes, for a
hundred years, floating around like migratory legends
and—also like legends—localizing from time to time.

It is understandable that such interpretations arise. It
is popularly known that much folklore is “old.” Interested
and creative people look for ways to show how old it is.
New folklore grows as easily as old folklore did, and now
it finds itself an explanation of the older folklore. Folklore
items have a text (their words or other formal shape), but
they also often carry a more variable set of traditional
beliefs and understandings as a kind of corona around the
text. These secondary texts can take the form of localized
legends explaining the “history” of the item.

The Humpty Dumpty rhyme is a good example of
this process; in its euhemerist form, Humpty Dumpty has
become a local legend in at least a half-dozen places,
mainly in Great Britain. In Gloucester, Humpty Dumpty
has come to represent a siege ramp built in 1643 by
Charles I’s forces to cross the River Severn and take the
city from Cromwell. But the ramp, according to the euhe-
merist tradition, collapsed under the cavalry’s weight:

Humpty Dumpty sat on the wall,
Humpty Dumpty had a great fall,
All the king’s horses and all the king’s men,
Couldn’t put Humpty together again.

Similar readings have been attached to, among others, the
English kings James I, King John, and Richard III, the last
because of his hunchback (= Humpty).

Likewise “Pop Goes the Weasel” is interpreted as
being about a piece of nineteenth-century textile equip-
ment, or a cobbler’s bench. All folklore varies by text, and
the different texts of this rhyme—“carpenter’s bench,”
“vinegar bush,” “vinegar jug,” and so on—produce differ-
ent euhemerist readings. One reading has it in a pawnbro-
ker’s shop and provides a foundation legend for some
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Salvation Army followers. Often the rhyme’s own words
are given as examples of now-obsolete slang that seems to
“prove” the truth of the legend. All of these readings are
attempts by modern people to connect to historical figures
that which would otherwise appear to be “mere” children’s
nonsense. But modern texts are commonly used in these
attempts to come up with “older” readings.

Interpretations sometimes have contemporary politi-
cal undertones. In early 2000, in England, Birmingham’s
city council banned “Baa Baa Black Sheep” from local
schools because, the council said, “the history of the
rhyme … is offensive to black people due to the fact it
originates from slavery.” In fact, as the research by Peter
and Iona Opie has shown, it is most likely not related to
slavery, but simply an amusing, and largely nonsensical
rhyme. Children, in any era, are amused by nonsense.

The euhemerist belief that “Ring around the Rosie”
comes from one of the great plagues seems to have arisen
in the 1960s, and was given greater weight by academic
promulgations. The claim gained popularity in a 1961
biology textbook about rats and the plague, James Leasor’s
The Plague and the Fire. Leasor did not consult folklorists
but, based on folklore from his own relatives, assumed the
rhyme was known centuries before it was. More recently,
Norman Cantor, a historian of the plague, did the same in
his In the Wake of the Plague (2001). There are two main
regional forms of the rhyme: “Ring a Ring of Rosie,”
which is mainly British, and “Ring around the Rosie,”
which is mainly North American. The two traditions are
not entirely separate; examination of historical texts shows
a great deal of overlap. Kate Greenaway’s text (in her little
book Mother Goose) was the first in print, appearing in
Britain in 1881. William Wells Newell published a second
version in North America several years later, in an aca-
demic collection of children’s rhymes. He said it dated
back to the 1790s but he does not say who his informant
was, or how he knew that fact. This is Newell’s “earliest”
text, using the now-British form of the first line:

Ring a ring a rosie,
A bottle full of posie,
All the girls in our town
Ring for little Josie.

Newell included another more contemporary version,
probably circulating in Massachusetts in the 1880s or
1890s:

Round the ring of roses,
Pots full of posies,
The one who stoops the last
Shall tell whom she loves the best.

This text represents very clearly a typical “forfeits” 
game with an “all fall in” section in the third line. The 

lack of plague references is apparent here, as in all the 
pre-twentieth century texts. Only in the mid-twentieth
century do the “Ashes ashes” (or “A tissue!”) forms start to
appear; such late texts are the “evidence” (clearly inadmis-
sible) of being about the plague.

In the late twentieth and into the twenty-first cen-
tury, the rhyme grew in symbolic value, giving a human
face to plagues. HIV-AIDS groups in the United States
used the rhyme to bring attention to the need for research
into AIDS and support for HIV+ people. Rock musician
Dave Matthews used it in his popular song “Gravedigger”
to indicate how disillusioned a child is when she learns her
childhood song is “about death.” In an interview in
Rolling Stone in February 2004, he said, “It’s the classic of
classics about dying.” Not just for activists and artists, it
had become a symbol of plague, of death, disease, and the
corruption of flesh.

Children’s folklore is a rich area for contemporary
scholarly study partly because it continues to pick up tra-
ditions and generate symbols. But symbol is not history.
The history of “Ring around the Rosie” is much shorter
than the plague interpretation would have it. The symbols
are modern, not “old,” folklore—but they also show nurs-
ery rhymes to be living, contemporary culture.

SEE ALSO Children; Death and Dying; Ethnology and
Folklore
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Philip Hiscock

NUTRITION
Nutrition is a vital physiologic process necessary for the
development and maintenance of the human body, its
organs, and its physiological processes. In order to main-
tain good health, individuals require daily intake of pro-
tein, fat, and carbohydrates—nutrients that provide
energy, vitamins, minerals, and water. Nutrition provides
necessary nutrients that are not produced by the body.
The daily requirements of these nutrients vary depending
on individuals’ age, sex, and physiologic state (that is,
pregnancy).

In the United States dietary guidelines are updated
every five years and are the basis for the Food Guide
Pyramid. These guidelines are issued by the U.S.
Department of Agriculture (USDA) and the U.S.
Department of Health and Human Services (HHS). The
Food Guide Pyramid groups foods into major categories
(fruit, vegetable, dairy, grain, meat, and bean) and recom-
mends serving sizes and the number of servings needed to
achieve balanced nutrition and health. In 2005, to address
the dramatic rise in obesity, the USDA modified the Food
Guide Pyramid to emphasize lower energy intake and
more physical activity and provide an individualized
approach. The USDA promotes nutrition based on the
fact that certain dietary patterns may place individuals at
risk of chronic diseases, such as cardiovascular disease, dia-
betes, and cancer. Diets rich in saturated fat and low in
fruits and vegetables are associated with heart disease, can-
cer, and diabetes, while diets rich in fruits and vegetables
may protect individuals from these conditions.

The balance between energy intake and energy
expenditure determines weight maintenance or weight

gain and loss. When regular energy intake is greater than
the expenditure, the body stores the surplus of energy as
extra body fat or adipose tissue. Energy expenditure is a
result of the basal metabolic rate, the thermic effect of
food (energy spent in processing food), and the energy
spent in physical activity. The contribution of physical
activity to energy balance is small compared to food
intake. Energy intake and dietary patterns are influenced
by hormonal mechanisms and psychosocial factors. People
eat in response to hunger signals that the body creates,
such as changes in blood glucose levels. Hunger can also
be experienced in response to sensory cues, such as the
smell or sight of favorite foods.

Satiety is regulated by a complex hormonal signaling
system with input from proteins secreted by the brain, the
gastrointestinal tract, and the liver. In the brain the hypo-
thalamus secretes small proteins called neuropeptides. The
neuropeptides inhibit food intake after receiving input
from hormones and proteins synthesized in the stomach
and intestines. Ghrelin, which is synthesized predomi-
nantly by the stomach, stimulates feeding. In the fasting
state ghrelin levels are high, and levels fall after eating. The
intestine releases cholecystokinin (CCK) after a meal,
which stimulates gut motility, the contractions of gas-
trointestinal muscles that enable food to move along the
digestive tract and ensure absorption of nutrients and
inhibits food intake by signals to the brain. Other organs
and hormones are also involved in the regulation of food
intake and satiety. After a meal, the pancreas secretes
insulin, which in turn signals the brain to inhibit feeding.
Leptin is a hormone synthesized in adipose (fat) cells, and
its secretion is regulated by the obese (ob) gene. Leptin
levels are low during starvation and high when nutrients
are plentiful and in obesity. High levels of leptin signal the
brain to reduce appetite. In obesity people are resistant to
the effects of leptin. The hormone adiponectin is secreted
by adipose cells, and its secretion is stimulated by food
restriction. Adiponectin is also a factor that increases
energy expenditure, and low levels may contribute to the
development of obesity.

The body seems to tolerate positive energy balance,
that is, when energy intake is higher than expenditure.
The mechanisms described above strongly defend from
weight loss but not from weight gain because of an evolu-
tionary process that favored intake of nutrients when food
was easily accessible and in preparation of times when
food was scarce. This evolutionary perspective can explain
in part the obesity epidemic that emerged during the last
decades of the twentieth century when, in developed
countries, there was abundance of food without periods of
scarcity.

Nutrition is not only influenced by biological factors.
Environment, culture, and social factors also play impor-
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tant roles in nutrition. The environment determines the
type and quality of foods accessible to individuals and
communities. A diet rich in refined sugars, carbohydrates,
and fat is related to increased availability of fast foods, sug-
ared beverages, and low-nutritional value snacks and
decreased access to produce (fruits and vegetables). A pos-
itive energy balance in turn is caused by increasing calorie
intake, especially when reinforced with a sedentary
lifestyle. Social factors, such as low income and low socio-
economic status, are associated with less healthy dietary
patterns with higher saturated fat intake and lower intake
of fruits and vegetables possibly due to the facts that low-
income individuals are more likely to live in communities
with less access to healthy foods and that healthier food
items are proportionally more expensive that unhealthy
ones. Industrialized societies eat a diet rich in meat and
saturated fat and lower in fiber compared to agrarian soci-
eties, who consume more fruits, vegetables, and grains.
Research indicates that immigration changes dietary pat-
terns of individuals, who over time adopt the diet of their
host country.

In people with excess weight, a diet restricting calo-
ries but maintaining balanced nutrient composition can
achieve healthy weight loss and reduce the risk of diabetes
and cardiovascular disease, which are conditions associ-
ated with obesity. However, when the calorie restriction is
severe and the diet does not allow for sufficient amounts
of essential nutrients, dieting can lead to metabolic and
heart problems and even death. The psychological factors
that are associated with nutrition are best exemplified by
obesity and eating disorders. Obese individuals frequently
have low self-esteem and depression. Whether these are
causes or consequences of obesity is still under debate.
Some individuals may increase their food intake in
response to feelings of stress, loneliness, and anxiety,
which place them at risk of overweight and obesity. Eating
disorders include anorexia, characterized by being severely
underweight from excessive food intake restriction, and
bulimia, characterized by purging. Either disorder may
also have periods of binge eating. Eating disorders, espe-
cially anorexia, are associated with body image dissatisfac-
tion, depression, and low self-esteem.

SEE ALSO Body Image; Depression, Psychological; Disease;
Food; Malnutrition; Obesity; Overeating; Self-Esteem;
Stunted Growth; Undereating
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Carmen R. Isasi

NUYORICANS
The term Nuyorican refers to Puerto Ricans born or raised
in New York City, or more broadly in the mainland
United States, as distinguished from those from the 
island of Puerto Rico. Indeed, the word in a range 
of other spellings—“neorrican,” “neorrriqueno,” and
“newyorquino,” among others—was first used by those
from the island, notably in the glossary of Guillermo
Cotto-Thorner’s early novel about Puerto Rican life in
New York, Trópico en Manhattan (1952) and, in more
direct anticipation of the usage familiar today, in Jaime
Carrero’s long poem NeoRican Jetliner (1965). But in
those early, island-based occurrences the term often car-
ried a derogatory or at least derisive connotation. It signi-
fied cultural inauthenticity and evoked a paternalistic
sympathy for the cultural loss, or even blame for the
betrayal involved in the migrants’ adaptation to North
America. It also could imply significantly negative quali-
ties in terms of class (usually very poor and lazy), some-
times described with the idea of “lumpen” (proletarian),
and race (generally identified as black, perhaps tainted
with the proximity of African Americans). Many were the
young New York Puerto Ricans who experienced painful
rejection and discrimination on occasions of their tempo-
rary or permanent return to their ancestral homeland,
especially in the 1970s and more recent decades.

Nuyorican in its present spelling and usage emerged
in the early 1970s in part as a reaction to this negative
characterization. The founding of the Nuyorican Poets’
Café on New York’s Lower East Side in 1973 and the pub-
lication of the anthology Nuyorican Poetry in 1975 were
the major events in this historical emergence, in both cases
resulting from the collaboration between writers Miguel
Algarín and Miguel Piñero. But it was rapidly adopted by
many other writers, artists, and other New York–born
youth of Puerto Rican extraction. It became the name of
a vibrant poetic and artistic movement of those vibrant

Nuyoricans

552 INTERNATIONAL ENCYCLOPEDIA  OF  THE SOCIAL  SCIENCES ,  2ND EDITION



years of ethnic awakening, capturing as it did the zeitgeist
of the Puerto Rican community in the 1960s and early
1970s, and featuring such poetic talents as Victor
Hernández Cruz, Sandra María Estevez, and the quintes-
sential Nuyorican poet Pedro Pietri. Algarín and Piñero
both recount the indignities they endured at the hands of
members of the island’s cultural elite, and how they then
took the negative term and threw it back at them with a
sense of cultural pride, much as African Americans did in
those same years with the word black. A dramatization of
this act of resignifying occurs in the more recent film
Piñero (2002), in a vivid scene depicting Piñero’s
encounter with that elite on his visit to the island in the
mid-1970s. Though another Loisaida (Lower East Side)
cultural institution of the times, the New Rican Village,
may be considered an even more significant center of
experimental expression in those same years, it was the
word Nuyorican spelled in that idiosyncratic way that has
continued as the identifying cultural nomenclature for
subsequent generations of Puerto Ricans in the U.S. dias-
pora. In its combination of Spanish and English phonet-
ics, its semantic mix of “newness” and geographical
location, and its intertwining of the New York and the
“Rican” reference, that spelling has turned out to be ide-
ally appropriate to epitomize a fully hybrid, bicultural
field of personal and group identity, corresponding to the
term Chicano among Mexican American youth of the
same period.

In more recent times some objections to the usage
have emerged because of the dispersal of U.S.-based
Puerto Ricans and the emergence of significant communi-
ties in other places, notably Philadelphia, Chicago,
Florida, and other cities in the Northeast such as
Hartford, Connecticut; Jersey City, New Jersey; and
Springfield, Massachusetts. Though no new word has
arisen to replace the geographically specific Nuyorican,
some writers and others have toyed with such neologisms
as diasporican and AmeRícan, the latter a signature poem
by well-known writer Tato Laviera. Terms clearly modeled
after Nuyorican, such as ChicagoRican and PhillyRican,
have also cropped up, as has nomenclature such as
Dominican Yorks and MexYorks to name newer Latino
groups in New York City. In more recent times, change is
also evident even in Puerto Rico, where the concept first
emerged in its less sanguine usage: The diaspora cultural
experience has gained greater acceptance, receiving fre-
quent coverage in the media and cultural institutions,
though often still in reluctant or paternalistic terms.
Among the youth on the island, many of whom are from
families of return migrants who were raised on the main-
land, Nuyorican has come to be a term of strong admira-
tion and even emulation. Significantly, Old San Juan now
boasts the Nuyorican Café among its cultural nightspots.
In the days of hip hop, reggaetón, and spoken-word

poetry, the long-standing gap between island and diaspora
cultural realities has finally come to narrow, and the
ironic, deeper meaning of the highly charged expression
Nuyorican to come full turn.

SEE ALSO African Diaspora; Blackness; Boricua; Culture;
Immigrants, New York City; Latinos; Nationalism and
Nationality; Natives; Politics, Identity; Popular
Culture; Protest; Race; Racism; Radicalism; Resistance
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Juan Flores

NYERERE, JULIUS
1922–1999

Julius Kambarage Nyerere, the first president of the East
African country of Tanzania, was born on April 13, 1922,
in a town called Butiama, located on the eastern shore of
Victoria Falls. His father, Nyerere Burito, was the chief of
the Zanaki tribe and had twenty-five other children.
Being raised in such a large family allowed Julius to expe-
rience directly the benefits and costs of “communal liv-
ing”—an idea later made central to his political
philosophy. Life in such a family structure also affected
the development of his educational philosophy, in which
Nyerere sought to combine the epistemologies of Africa
and Europe. From Europe, where he studied at Edinburgh
University, Nyerere absorbed the socialism of the British
Fabians. From Africa, where he combined his early com-
munal life with a Catholic primary school education,
Nyerere developed a philosophy not unlike that of the
American William James in terms of an emphasis on prag-
matics. These experiences constituted the foundation of
his personal philosophy, perhaps best epitomized in the
pamphlet “Development is for Man, by Man, and of
Man” (1978): “Man does not develop himself in a vac-
uum, in isolation from his society and his environment.
And he certainly cannot be developed by others. Man’s
consciousness is developed in the process of thinking, and
deciding, and acting. His capacity is developed in the
process of doing things.”

Nyerere thus challenged the idea that a scholar should
not get involved in the practical affairs of politics. As a com-
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mitted activist, he had a number of critics, both European
and African. The former were upset because Nyerere was a
leader of the African liberation movement that sought to
remove the injustices inherent in the British colonial sys-
tem. The latter were upset because they feared that Nyerere
was an example of yet another African whose body was in
Africa but whose mind was conditioned in Europe and
whose ultimate loyalties were therefore suspect.

Nyerere’s political decisions were not, however,
entirely predictable. He was not an ideologue, although he
was an unabashed socialist and his plans for land redistri-
bution did not endear him to Western powers. His sup-
port of the overthrow of Uganda’s President Idi Amin was
condemned by many African political observers as a cave-
in to the demands of the American/Israeli interests rather
than African interests. Yet the decision was cheered by the
European/Western press, which described it as a noble act
of gratitude for foreign economic assistance to Tanzania.
The same set of observers winced when Nyerere offered
unconditional support for the armed struggle to free
Southern Africa. Some observers have minimized this mil-
itaristic side of Nyerere’s presidential reign and have
instead focused on his pragmatic embodiment of the non-
violent spirit of India’s Mahatma Gandhi.

The Gandhian influence was also reflected in
Nyerere’s support of the unification of the offshore island
of Zanzibar with the mainland, as well as in other personal
efforts of reconciliation between the East Indian immi-
grants and the indigenous African communities.

Nyerere did not take his African constituency for
granted. He championed the incorporation of the local
language, Kiswahili, into every facet of Tanzanian life. One
legacy of that decision is the appearance of the Kiswahili
language in the widely celebrated holiday of Kwanza
among African Americans in the United States today.

Like many other post-independence leaders,
Nyerere’s exposure to Western education was both a bless-
ing and a curse. Its blessings were evident in that it
equipped him with the skills necessary to negotiate the
treacherous waters of independence from Britain, and a

curse because it sometimes tied him too closely with the
oppressors of his people.

Nyerere’s handling of the ever-present duality was
reflected in his early support of both the Commonwealth
(of former British colonies) and the OAU (Organization
of African Unity). The support of both required a consid-
erable degree of deftness because the organizations’ goals
were often incompatible. Such political deftness earned
Nyerere the respect and admiration of many world lead-
ers. His decision, in 1985, to relinquish the presidency
and to retire to his farm for a life of reflection and inter-
national peace-making activities—a role later played by
South Africa’s first president, Nelson Mandela—further
enhanced his international reputation.

South African leader Nelson Mandela was one of sev-
eral future leaders whom Nyerere nurtured as president of
Tanzania. Robert Mugabe, whose own efforts at land
redistribution resembled Nyerere’s, was another who was
given refuge as a leader in the liberation struggle of
Southern Africa.

Julius Nyerere died in London on October 14, 1999,
after a short battle with leukemia. He left behind a wife
and seven children and a well-deserved legacy befitting the
title Mwalimu (teacher).

SEE ALSO Amin, Idi; Commonwealth, The;
Decolonization; Development; East Indian Diaspora;
Fabianism; Gandhi, Mohandas K.; James, William;
Liberation Movements; Mandela, Nelson;
Organization of African Unity (OAU); Pan-African
Congresses; Pan-Africanism; Socialism, African
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